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Abstract— This paper presents use of reconfigurable microstrip patch antenna elements in
adaptive arrays. Adaptive antenna systems are referred to smart antennas. The combination
of both reconfigurability and adaptivity in a single array is investigated in this study. For this
purpose a dual-band inset-fed reconfigurable antenna is designed. The switching between the
different frequency bands is achieved by using capacitive series RF-MEMS switches. On the
second phase of the study, the designed reconfigurable antenna is used as a single element in
smart antenna. Four element linear array performance is investigated and simulated.

1. INTRODUCTION

With the tramendous advencement in communication technology followed by ever growing con-
sumer demands the need for multifunctional wireless communication devices is more than ever felt.
Currently, different systems work with different standards such like cellular phones, WLAN and
satellite communications [1, 2]. These different standards have different requirements. Many of the
systems are being designed for to be compatible with more than one of these standards. For this
reason they require to design for different RF circuits and antennas.

Reconfigurable antennas have recently received significant attention for their applications in com-
munications, electronic surveillance and countermeasures, by adapting their properties to achieve
selectivity in frequency, bandwidth, polarization and gain. In reconfigurable antennas, changing
the shape of radiating element is achieved by switching. The switching property allows the user to
roam any existing network and have only a single handset to access a great number of services [3].

A smart antenna is an array of antenna elements that is able to change its radiation pattern
dynamically for preventing from noise, interference, and multipath fading. A smart antenna has
the potential to reduce noise, to increase signal to noise ratio and enhance system capacity. The
smart antenna systems can be divided into two categories. These are: switched beam system, and
adaptive arrays. In this paper adaptive arrrays are investigated and used for smart antenna model.
In adaptive beamforming, the goal is to adapt the beam by adjusting the gain and phase on each
antenna element such that a desirable pattern is formed.

In this paper the design of reconfigurable microstrip antenna operating at two different frequency
bands will be presented. Frequency bands are chosen as 2.4 GHz and 3.5 GHz which are used in
WLAN and WiMAX applications. RF-MEMS switches is used for switching. It is also possible to
use PIN diodes as switching element but we preferred MEMS switch for their significant better RF
characteristics than conventional PIN diodes or FET switches and consumes less power [4]. Both
switches and antenna are designed by simulations on Ansoft HFSS.

The designed reconfigurable antenna is used as a single element in smart antenna. The combi-
nation of both reconfigurability and adaptivity in a single array performance is investigated. LMS
algorithm is used for this purpose. Four element linear array configuration is investigated and
simulations are performed by MATLAB and Ansoft Designer.

2. RECONFIGURABLE MICROSTRIP PATCH ANTENNA DESIGN

The patch antenna was first designed based on the equations from the transmission line model
(TLM) approximation [7]. That approximation states that the operating frequency of a patch
antenna is given by:

fr =
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where L is the length of the antenna, ε0 and µ0 are the free space dielectric permitivity and
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where εr and h are the relative dielectric permitivity and thickness of the substrate, and W is
thewidth of the patch. Because of fringing effects, the antenna looks larger than its physical
dimensions. ∆L takes this effect in account and can be computed from [7]:

∆L = 0.412h
(εreff + 0.3) · (W/h + 0.264)
(εreff − 0.258) · (W/h + 0.8)

(3)

The input impedance of the antenna must be matched to the feed line by choosing the correct
position for the feeding point. Because the antenna must be fed with the microstrip, the connection
to a point inside the metal patch requires the use of an inset.

Using the values given by TLM approximation, parameters for the antenna was calculated for
2.4GHz and 3.5 GHz bands. The dielectric substrate is chosen to be corning glass (εr = 5.75) and
substrate width h = 0.5mm is used. To provide dual frequency operation another U-like shaped
patch is attached to 3.5GHz antenna for enlarging the radiating length. (Figure 1) For connecting
two patches six capacitive RF-MEMS switches are used. This new antenna resonates at 2.40 GHz
(Switch ON) and 3.48 GHz (Switch OFF). RF-MEMS switches designed on the same substrate.
The RF-MEMS switches are modelled as two port devices with s-parameter data.

Figure 1: Designed reconfigurable antenna with six RF-MEMS switches. L1 = 25.9 mm, W1 = 34 mm for
2.4GHz antenna and W2 = 23.3 mm, L2 = 17.68mm for 3.5 Ghz antenna.

(a) (b)

Figure 2: Return loss of antenna in (a) switches ON position and (b) switches OFF position.

3. ADAPTIVE ANTENNA ARRAY

An adaptive array is an antenna system that can modify its beam pattern or other parameters, by
means of internal feedback control while the antenna system is operating. Adaptive arrays are also
known as adaptive beam formers or smart antennas. Smart antenna technology can have great effect
on many important parameters in the wireless communication. Benefits to be gained are among
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others in the area of bandwidth, bit rates, interference rejection, power economy, and reliability [8].
The basic idea behind smart antennas is that multiple antennas processed simultaneously allow
static or dynamical spatial processing with fixed antenna topology. The pattern of the antenna in
its totality is now depending partly on its geometry but even more on the processing of the signals
of the antennas individually [9].

Figure 3: Dual band reconfigurable smart antenna.

Adaptive Beamforming is a technique in which an array of antennas is exploited to achieve
maximum reception in a specified direction by estimatng the signal arrival from a desired direction
(in the presence of noise) while signals of the same frequency from other directions are rejected.
This is achieved by varying the weights of each of the sensors (antennas) used in the array [10].
In adaptive beamforming the optimum weights are iteratively computed using complex algorithms
based upon different criteria.

Adaptive algorithms form the heart of the array-processing network. Several algorithms have
been developed based on different criteria to compute the complex weights.

The LMS is a low complexity algorithm and can be used here as an example that provides a
first insight on how a smart antenna system operates. The LMS algorithm calculates the weights
in a time recursive manner [8]. The steps in the derivation are given as follows:

output, y(n) = wHx(n) (4)
error, e(n) = d∗ − y(n) (5)

weights, w(n + 1) = w(n) + µx(n)e∗(n) (6)

µ is a step size parameter which is related to the rate of convergence; however, convergence of the
w(n) is assured by the following condition:

0 < µ <
2

λmaks
(7)

Figure 4: Antenna array gain pattern calculated with MATLAB simulation.
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4. SIMULATION RESULTS

An adaptive array is simulated in MATLAB by using the LMS algorithm. When an array of
4 antennas is used with as separation of λ/2 (λ is wavelength), there is a maximum of 3 nulls
that can eliminate the interferer. λ is determined for 2.4 GHz band. The true array output y(t)
is converging to the desired signal d(t). The resulting antenna array gain pattern as shown in
Figure 4. The interferers are cancelled by placing nulls in the direction of the interferers. The
received signal arrives at an angle of 35 degrees, interferers arrives at 0 and −20 degrees and the
array response is 0 dB. We have chosen step size = 0.05 for our simulation. After the calculating
weights in MATLAB simulation we apply the normalized weights as excitations in the designed
reconfigurable antenna array. In both frequencies antenna gains are calculated and results are
similar the MATLAB simulation results (Figure 5).

(a) (b)

Figure 5: (a) Reconfigurable antenna array gain pattern for 2.4Ghz (switches ON). (b) Reconfigurable
antenna array gain pattern for 3.5Ghz (switches OFF).

5. CONCLUSION

A novel microstrip antenna capable of changing frequency operation using RF MEMS switches
is introduced in this paper. Also this work demonstrates that these antennas are feasible for
integration on smart antenna systems. Development of optimum signal processing algorithms and
antenna designs will be studied to improve the reconfigurability and adaptivity performance of
these systems.
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Abstract— The paper describes the magnetic resonance imaging method applicable mainly
in MRI and MRS in vivo studies. We solved the effect of changes of magnetic fields in MR to-
mography. This article deals with the reverse reconstruction results obtained from the numerical
simulation of MR signals by various techniques, which will be usable for the experimental results
verification.

1. GEOMETRICAL MODEL

Figure 1 describes the sample geometry for the numerical modeling. On both sides, the sample is
surrounded by the referential medium. During the real experiment, the reference is represented by
water, which is ideal for obtaining the MR signal.

Figure 1: The sample geometry for numerical mod-
eling.

Figure 2: The geometrical model in the system An-
sys.

As shown in Fig. 1, in the model there are defined four volumes with different susceptibilities.
The materials are defined by their permeabilites: material No. 1 — the medium outside the cube
(air), χ = 0, material No. 2 — the cube walls (sodium glass), χ = −11, 67 · 10−6, material No. 3
is the sample material (sodium glass), χ = −11, 67 · 10−6, quartz glass, χ = −8, 79 · 10−6, the
simax glass (commercial name), χ = −8, 82 · 10−6, material No. 4 is the medium inside the cube
(water with nickel sulfate solution NiSO4, χ = −12, 44 · 10−6). The permeability rate was set with
the help of the relation µ = 1 + χ. For the sample geometry according to Fig. 1, the geometrical
model was built in the system. In the model there was applied the discretization mesh with 133584
nodes and 126450 elements, type Solid 96 (Ansys). The boundary conditions (1) were selected
for the induction value of the static elementary field to be B0 = 4, 7000T in the direction of the
z coordinate (the cube axis) — corresponds with the real experiment carried out using the MR
tomograph at the Institute of Scientific Instruments, ASCR Brno.

2. NUMERICAL ANALYSIS

The numerical modelling was realized using the finite element method together with the Ansys
system. As the boundary condition, there was set the scalar magnetic potential ϕm by solving
Laplace’s equation

∆ϕm = divµ(−gradϕm) = 0 (1)
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together with the Dirichlet boundary condition

ϕm = konst. on the areas Γ1 and Γ2 (2)

and the Neumann boundary condition

un · gradϕm = 0 on the areas Γ3 and Γ4. (3)

The continuity of tangential elements of the magnetic field intensity on the interface of the sample
region is formulated by the expression

un × gradϕm = 0 (4)

The description of the quasi-stationary model MKP is based on the reduced Maxwell’s equations

rotH = J (5)
divB = 0 (6)

where H is the magnetic field intensity vector, B is the magnetic field induction vector, J is the
current density vector. For the case of the static magnetic irrotational field, the Equation (5) is
reduced to the expression (7).

rotH = 0 (7)

Material relations are represented by the equation

B = µ0µ0H (8)

where µ0 is the permeability of vacuum, µr(B) is the relative permeability of ferromagnetic material.
The closed area Ω, which will be applied for solving the Equations (6) and (7), is divided into the
region of the sample Ω1 and the region of the medium Ω2. For these, there holds Ω = Ω1 ∪Ω2. For
the magnetic field intensity H in area Ω there holds the relation (7). The magnetic field distribution
from the winding is expressed with the help of the Biot-Savart law, which is formulated as

T =
1
4π

∫

Ω

J×R
|R|3 dΩ (9)

where R is the distance between a point in which the magnetic field intensity T is looked for and
a point where the current density J is assumed. The magnetic field intensity H in the area can be
expressed as

H = T− gradφm (10)

where T is the preceding or estimated magnetic field intensity, φm is the magnetic scalar potential.
The boundary conditions are written as

un · µ(T− gradφm) = 0 on the areas Γ3 and Γ4. (11)

where un is the normal vector, ΓFe−0 is the interface between the areas ΩFe and Ω0∪ΩW. The area
Ω0 is the region of air in the model, the area ΩW is the region with the winding. The continuity of
tangential elements of the magnetic field intensity on the interface of the area with ferromagnetic
material is expressed

un × (T− gradφm) = 0 (12)

By applying the relation (10) in the relation (11) we get the expression

divµ0µrT− divµ0µrgradφm = 0 (13)

The equation can be discretized (13) by means of approximating the scalar magnetic potential

ϕm =
NN∑

j=1

ϕjWj(x, y, z) pro ∀(x, y, z) ⊂ Ω (14)

where ϕj is the value of the scalar magnetic potential in the jth node, Wj the approximation
function, NN the number of nodes of the discretization mesh. By applying the approximation
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(14) in the relation (13) and minimizing the residues according to the Galerkin method, we get the
semidiscrete solution

NN∑

j=1

ϕj

∫

Ω

µgradWi · gradWjdΩ = 0, i = 1, . . . NN. (15)

The system of Equations (15) can be written briefly as

[kij ] · [ϕi]
T = 0, i, j ∈ {1, . . . NN} (16)

The system (16) can be divided into

K
[

UI

UD

]
=

[
0
0

]
, (17)

where UI = [ϕ1, . . . , ϕNI]T is the vector of unknown internal nodes of the area Ω including the
points on the areas Γ3 and Γ4. UD = [ϕ1, . . . , ϕND]T is the vector of known potentials on the areas
Γ1 and Γ2 (the Dirichlet boundary conditions). NI in the index marks the number of internal nodes
of the discretization mesh, ND is the number of the mesh boundary nodes. Then, the system can
be written further in 4 submatrixes.

The system of Equations (16) can be solved with the help of standard algorithms. The scalar
magnetic potential value is then used for evaluating the magnetic field intensity according to (10).

3. NUMERICAL MODEL

The numerical modelling results are represented in Fig. 2 and Fig. 7. The numerical modelling
results were then used for the representation of the module of magnetic induction B along the
defined path. For the model meshing, the element size selected as optimum was 0, 5 · 10−3 m. The
boundary conditions ±ϕ/2 were set to the model edges, to the external left and right boundaries
of the air medium, as represented in Fig. 1. The excitation value ±ϕ/2 was set using again the
relation (21). This is derived for the assumption that, in the entire area, there are no exciting
currents, therefore there holds for the rotH = 0 and the field is irrotational.

Consequently, for the scalar magnetic potential ϕm holds

H = −gradϕm (18)

The potential of the exciting static field with intensity H0 is by applying (18)

ϕm =
∫

~H0 · ~uzdz = H0 · z (19)

where
H0 =

B

µ0 · µr
. (20)

Then
± ϕ

2
=

B · z
2µ0

=
4, 7000T · 90 mm

2µ0
(21)

where z is the total length of the model edge.

Figure 3: Elementary configuration of the
MR magnet for the 200 MHz tomograph, ISI
ASCR.

Figure 4: The measured preparation. The preparation
seating in the tomograph.
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4. EXPERIMENTAL VERIFICATION

The experimental measuring was realized using the MR tomograph at the Institute of Scientific
Instruments, ASCR Brno. The tomograph elementary field B0 = 4, 7000T is generated by the
superconductive solenoidal horizontal magnet produced by the Magnex Scientific company. The
corresponding resonance frequency for the 1 H cores is 200MHz.

5. THE COMPARISON OF RESULTS: NUMERICAL MODELLING AND MEASURING

Figure 5: The magnetic induction B pattern, nu-
merical model, without the sample.
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Figure 6: The measured pattern of magnetic induc-
tion B, through the medium, without the Hample.
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Figure 7: The magnetic induction B pattern, numerical model, quartz glass, ∆B = 17 µT.

6. CONCLUSION

The numerical modelling and analysis of the task have verified the experimental results and, owing
to the modificability of the numerical model, we have managed to advance further in the experi-
mental qualitative NMR image processing realized at the ISI ASCR.
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Abstract— This article deals with the verification of experimental results obtained by numer-
ical simulation. We solved the effect of changes in the homogeneity of magnetic fields evoked by
different samples from conductive and/or magnetic materials and the different types of inhomo-
geneity in the MR tomograph. Moreover, the paper will describe the suitable magnetic resonance
techniques.

1. ANALYSIS OF THE TASK

The numerical modelling was realized using the finite element method together with the Ansys
system. As the boundary condition, there was set the scalar magnetic potential ϕm by solving
Laplace’s equation

∆ϕm = divµ (−gradϕm) = 0 (1)

together with the Dirichlet boundary condition

ϕm = konst. on the areas Γ1 a Γ2 (2)

and the Neumann boundary condition

un · gradϕm = 0 on the areas Γ3 a Γ4. (3)

The continuity of tangential elements of the magnetic field intensity on the interface of the sample
region is formulated by the expression

un × gradϕm = 0 (4)

The description of the quasi-stationary model MKP is based on the reduced Maxwell’s equations

rotH = J (5)
divB = 0 (6)

where H is the magnetic field intensity vector, B is the magnetic field induction vector, J is the
current density vector. For the case of the static magnetic irrotational field, the Equation (5) is
reduced to the Expression (7).

rotH = 0 (7)

Material relations are represented by the equation

B = µ0µrH (8)

where µ0 is the permeability of vacuum, µr(B) is the relative permeability of ferromagnetic material.
The closed area Ω, which will be applied for solving the Equations (6) and (7), is divided into the
region of the sample Ω1 and the region of the medium Ω2. For these, there holds Ω = Ω1 ∪Ω2. For
the magnetic field intensity H in area there holds the relation (7). The magnetic field distribution
from the winding is expressed with the help of the Biot-Savart law, which is formulated as

T =
1
4π

∫

Ω

J×R
|R|3 dΩ (9)

where R is the distance between a point in which the magnetic field intensity T is looked for and
a point where the current density J is assumed. The magnetic field intensity H in the area can be
expressed as

H = T− gradφm (10)
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where T is the preceding or estimated magnetic field intensity, φm is the magnetic scalar potential.
The boundary conditions are written as

un · µ (T− gradφm) = 0 on the areas Γ3 a Γ4. (11)

where un is the normal vector, ΓFe−0 is the interface between the areas ΩFe and Ω0∪ΩW . The area
Ω0 is the region of air in the model, the area ΩW is the region with the winding. The continuity of
tangential elements of the magnetic field intensity on the interface of the area with ferromagnetic
material is expressed

un × (T− gradφm) = 0 (12)
By applying the relation (10) in the relation (11) we get the expression

divµ0µrT− divµ0µrgradφm = 0 (13)

The equation can be discretized (13) by means of approximating the scalar magnetic potential

ϕm =
NN∑

j=1

ϕjWj(x, y, z) pro ∀(x, y, z) ⊂ Ω (14)

where ϕj is the value of the scalar magnetic potential in the j-th node, Wj the approximation
function, NN the number of nodes of the discretization mesh. By applying the approximation
(14) in the relation (13) and minimizing the residues according to the Galerkin method, we get the
semidiscrete solution

NN∑

j=1

ϕj

∫

Ω

µgradWi · gradWjdΩ = 0, i = 1, . . . NN (15)

2. GEOMETRICAL MODEL

Figure 1 describes the sample geometry for the numerical modeling. On both sides, the sample
is surrounded by the referential medium. During the real experiment, the reference is represented
by water, which is ideal for obtaining the MR signal. As shown in Fig. 1, in the model there are
defined four volumes with different susceptibilities. The materials are defined by their permeabilites
: material No. 1 – the medium outside the cube (air), χ = 0, material No. 2 – the inhomogeneous
sample, (clay), material No. 3 – the material of inhomogeneities inside the sample. The permeability
rate was set with the help of the relation µ = 1 + χ.

Figure 1: The sample geometry for numerical modeling.

For the sample geometry according to Fig. 1, the geometrical model was built in the system. In
the model there was applied the mesh of elements, type Solid96 (Ansys). The boundary conditions
(16) were selected for the induction value of the static elementary field to be B0 = 4, 7000 T in the
direction of the z coordinate (the cube axis) — corresponds with the real experiment carried out
using the MR tomograph at the Institute of Scientific Instruments, ASCR Brno.
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Figure 2: The geometrical model in the systém.

3. NUMERICAL ANALYSIS

The numerical modeling results are represented in Fig. 3. The numerical modeling results were then
used for the representation of the module of magnetic induction B along the defined path. For the
model meshing, the element size selected as optimum was 0.5 · 10−3 m. The boundary conditions
±ϕ/2 were set to the model edges, to the external left and right boundaries of the air medium,
as represented in Fig. 1. The excitation value ±ϕ/2 was set using again the relation (19).This is
derived for the assumption that, in the entire area, there are no exciting currents, therefore there
holds for the rot H = 0 and the field is irrotational. Consequently, for the scalar magnetic potential
ϕm holds

H = −gradϕm (16)

The potential of the exciting static field with intensity H0 is by applying (17)

Figure 3: The distribution of the magnetic induction module in the section of the sample for material with
χm = −8.79 · 10−6.

ϕm =
∫

~H0 · ~uzdz = H0 · z (17)

where
H0 =

B

µ0 · µr
(18)

Then
± ϕ

2
=

B · z
2µ0

=
4, 7000T · 90 mm

2µ0
(19)

where z is the total length of the model edge.
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Figure 4: The measured pattern of magnetic inductione B, through the medium, without the Hample.

(a) (b)

(c) (d)

Figure 5: The measured patterns for the inhomogeneous sample, clay.

4. CONCLUSIONS

The experimental measuring was realized using the MR tomograph at the Institute of Scientific
Instruments, ASCR Brno.

The tomograph elementary field B0 = 4, 7000 T is generated by the superconductive solenoidal
horizontal magnet produced by the Magnex Scientific company. The corresponding resonance
frequency for the 1H cores is 200 MHz. The numerical modeling and analysis of the task have
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verified the experimental results and, owing to the modifiability of the numerical model, we have
managed to advance further in the experimental qualitative NMR image processing realized at the
ISI ASCR.
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Kolejńı 2906/4, 612 00, Brno, Czech Republic

Abstract— This paper describes a method, which can be used for creating map of magnetic
field. Method has a great usage in magnetic resonance tomography, when we need to get in-
formation about homogeneity and characteristics of magnetic field inside the working space of
the MR tomograph. The main purpose of this article is to describe basic principles of magnetic
resonance phenomenon and mathematical method of Legendre polynoms which can be used for
signal processing of FID (Free Induction Decay) signal obtained from tomograph detection coils.
In the end of my article is experimental solution of magnetic field and models of magnetic field
created by Matlab.

1. INTRODUCTION

Magnetic resonance tomography is an imaging technique used primary in medical setting to produce
high quality images of the human body. Magnetic resonance imaging is based on the principles
of nuclear magnetic resonance (NMR) and at the present time it is the most developed imaging
technique at biomedical imaging [2]. Lately, medical science lays stress on the measuring of exactly
defined parts of human body, especially human brain. If we want to obtain the best quality images
we have to pay attention to homogeneity of magnetic fields, which are used to scan desired samples
inside the tomograph. We should know how to reduce inhomogeneity, which can cause misleading
information at the final images of samples. Generally, inhomogeneity of magnetic fields at magnetic
resonance imaging cause contour distortion of images. To eliminate these inhomogeneity correctly,
we need to know the map of the magnetic field and we also need to have an exact information
about parameters of the magnetic field. This paper presents the experimental method, which can
easily create the map of electromagnetic induction at any defined area inside the tomograph. This
method uses mathematical theory of Legendre polynoms, which are used for approximation of
magnetic field, if we know specific coefficients. The coefficients of Legendre polynoms, which are
computed using measured values of magnetic induction at exactly defined discrete points are used
for creating map of magnetic field. If we know these coefficients, we are able to compute magnetic
induction at any point of defined area. At the ideal case, there should be no difference between
measured data and approximated data.

2. MR PRINCIPLES

In quantum mechanics, spin [2] is important for systems at atomic length scales, such as individual
atoms, protons or electrons. One of the most remarkable discoveries associated with quantum
physics is the fact, that elementary particles can possess non zero spin. Elementary particles are
particles that cannot be divided into any smaller units, such as the photon, the electron and the
various quarks. The spin carried by each elementary particle has a fixed value that depends only
on the type of particle, and cannot be altered in any known way. Particles with spin can possess a
magnetic dipole moment, just like a rotating electrically charged body in classical electrodynamics.
The main principle of magnetic resonance spectroscopy and magnetic resonance imagining is, that
radiofrequency fields (RF pulses) excite transitions between different spin states in a magnetic field.

The information content can be retrieved as resonance frequency, spin to spin couplings and
relaxation rates. We can imagine, that protons are rotating along their axes and there is also a
wobbling motion called precession, that occurs when a spinning object is the subject of an external
force. Thanks to the positive charge of protons and its spin, protons generate a magnetic field and
gets a magnetic dipole moment. If the protons are placed in a magnetic field, the magnetic moment
will precess about the direction of magnetic field with specific frequency. This frequency is called
Larmor frequency and can be described by the Larmor equation [5]

Ω = γ ·B (1)
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where Ω [MHz] is the frequency of precession, [MHz/T] is the gyromagnetic ratio and B is strength
of external magnetic field. In ordinary materials, the magnetic dipole moments of individual atoms
produce magnetic fields that cancel one another, because each dipole points in a random direction.
In ferromagnetic materials however, the dipole moments are all lined up with another, producing a
macroscopic, non-zero magnetic field. If there is no external magnetic field, magnetic moments of
atoms are chaotically spread and there is nearly no resulting magnetization vector M0. If we place
a sample into the stationary magnetic field B0, we realize, that there is a vector of magnetization
M0 which is created as a sum of magnetic moments of each atom. The direction of this vector is the
same as the direction of external magnetic field B0. This state is called longitudinal magnetization.
Now we apply a high frequency magnetic field of induction B1, which is vertical to stationary
magnetic field B0. This high-frequency magnetic field causes resonance effect and magnetization
vector M0 starts to rotate with specific angular frequency. To measure vector M0, we need to
drop it into the xy plain (on condition that B0 has direction of z axes). This dropping is done by
a high-frequency excitation pulse B1, which has a proper shape. This state is called transversal
magnetization. Set of these pulses is called pulse sequence. Pulse sequence is a pre-selected set
of defined RF and gradient pulses, usually repeated many times during a scan. Pulse sequences
control all hardware aspects of the measurement process. At the x-y plain, there is scanning coil,
which is used for scanning of FID signal

After excitation pulses, the spins has tendency to minimize transverse magnetization and to
maximize longitudinal magnetization. The transverse magnetization decays toward zero with char-
acteristic time constant T2 and the longitudinal magnetization returns towards maximum with a
characteristic time constant T1.

 

Figure 1: Fid signal and MR spectrum.

3. LEGENDRE POLYNOMS THEORY

If we want to determine the magnetic induction values in the specific points of measured area, we
should use Legendre polynoms [4] which are defined according to equation (2)

Pn(z) =
1 · 3 · 5 · . . . · (2n− 1)

n!
·
[
zn − n(n− 1)

2(2n− 1)
zn−2 +

n(n− 1)(n− 2)(n− 3)
2 · 4(2n− 1)(2n− 3)

Zn−4 − . . .

]
(2)

Legendre polynoms of zero and first order

P0(z) = 1 (3)
P1(z) = z = cos v (4)

Legendre polynoms of of higher order are defined according to recursion formula

Pn+1(z) = [(2n + 1) · z · Pn(z)− n · Pn−1(z)] /(n + 1) (5)

Now we can define functions associated to Legendre polynoms, which are derivation of Legendre
polynoms

P 1
0 (z) = 0 (6)

P 1
2 (z) =

1
2
(3z2 − 1) (7)

Pm
n+1(z) =

[
(2n + 1) · z · Pm

n (z)− (n + m) · Pm
n−1(z)

]
/(n−m + 1) (8)

Pm+2
n (z) =

2 · (m + 1) · z√
1− z2

· Pm+1
n − (n−m) · (n + m + 1) · Pm

n (z) (9)
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Magnetic field induction can be approximated at any point of measured area. These points can
be selected using spherical coordinates [r, θ, ϕ], so we can define approximation formula as follows

Ba(r, θ, ϕ) =
NK∑

k=0

m=K∑

m=0

·rk · Pm, k(cos θ) · [Am, k cosm · ϕ + Bm, k sinm · ϕ] (10)

where NK is the highest order of Legendre polynom for chosen approximation, Amk a Bmk are
unknown coefficients. NK is defined according to sampling theorem and depends on number of
measured points Nb:

Nk =
Nb

2
− 1 (11)

Coefficients Amk a Bmk is then possible to find like the minimum value of this formula:

Ψ = min
Nm∑

i=1

(Bim −Bia)
2 (12)

where Bm are measured values of magnetic induction at the desired area (circle, sphere, cylinder)
and Ba. are approximated values of magnetic induction. This method is known as Least Square
method.

 

Figure 2: 3D map on the surface (measured values).

 

Figure 3: 3D map on the surface (computed values).

 

Figure 4: Contour map of the field (measured values).

 

Figure 5: Contour map of the field (computed
values).
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4. EXPERIMENTAL RESULTS

All values of magnetic induction on following figures are presented at [µT ] unit. Fig. 2 shows
three-dimensional map of the field on the surface of sphere, which is created only from measured
values. Fig. 3 is map created from computed values, it means values which were computed during
minimum searching (least square method) in Matlab. At the Fig. 4 and Fig. 5 is a comparison
using 2D contour plot.

Finally if we want to get values of magnetic field induction inside the sphere, we use computed
coefficients. Then we generate new coordinates of desired points inside the sphere and compute
map of the field. This map can be any slice through the sphere as we can see in the Fig. 6.

5. CONCLUSION

We proposed a method for magnetic field mapping and approximation on the basis of measured
values along specific area. As we can see from results, the map created from measured and computed
values are quite similar. Future work can be directed towards minimization of differences between
measured values of magnetic induction and approximated values, so we can obtain exact coefficients
for approximation inside the sphere.
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Abstract— Progress in gain performance of Parametrically amplifying travelling-wave antennas
(PATA) invented by one of the present authors is presented at a range of frequencies 2∼5GHz
where its eigen surface wave becomes a fast eave, being amplified by the sky (space) wave due
to a strong coupling, and its guide wavelength reaches as long as 2∼4 λ (λ: wavelength in free
space), thus increasing the amplification ratio as high as 0.26∼0.4 dB/cm. Specifically, for a
range of 2∼5GHz, the sky (space) wave dominates near the input side but the induced surface
wave tends to be dominant, guide-wavelength increasing as long as 2∼4 λ (λ: wavelength in free
space) and thus increasing the amplification ratio as high as 0.26∼0.4 dB/cm as approaching the
output end.

1. INTRODUCTION

Parametrically amplifying travelling-wave antennas (PATA) [1, 2] invented by one of the present
authors are somewhat analogous to travelling-wave tubes [3] and Esaki diodes [4] in function
and characteristics, though there are essential differences. PATA correspond to amplification of
travelling-wave tubes and the incident waves along the line play a role of electron beams. There
are, however, essential differences between them. The role of electron beams in travelling-wave
tubes is an amplification only when an external microwave is passing through a helical circuit. In
contrast, there are twofold roles of an incident wave in PATA. One is to induce a current wave
along the line. The other is to amplify its induced current wave at the same time. Further, there is
a difference that the coupling of electron beams to a helical circuit is capacitive for travelling-wave
tubes but the coupling of incident waves to the line is inductive for PATA. While PATA is expressed
by an equivalent active distributed parameter line whose shunt conductance G is negative in the
transition region, the resistance in an equivalent lumped circuit of Esaki diodes is also negative. In

Figure 1: Experimental setup of PATA.
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this respect, there is some correspondence or analogy between them, though those negative effects
are different. The negative shunt conductance of PATA leads to new results that the attenuation
constant of the induced wave decreases with increasing frequency and the wave-mode becomes a
fast wave, while the negative resistance of Esaki diodes causes current decrease with voltage in-
crease as a result of quantum-meechanical tunnel effects. Progress in gain performance of PATA
is presented at a range of frequencies 2∼5 GHz where its eigen surface wave becomes a fast eave,
being amplified by the sky (space) wave due to a strong coupling. and its guide wavelength reaches
as long as 2∼4λ (λ: wavelength in free space), thus increasing the amplification ratio as high as
0.26∼0.4 dB/cm.

2. EXPERIMENTAL SETUP

Whole setup of PATA is composed of a bare copper (or aluminum) wire (tube) or its array (1 m
long with (outer) diameter 2.75 cm) connected with a guide-horn above a lossy dielectric (foam
polyethylene) base-plate and wire or tube centre is 2.7∼8 cm high) above the base-plate whose
bottom side is grounded as seen in Fig. 1.

3. EXPERIMENTAL RESULTS

3.1. Phase Characteristics Showing a Fast Wave Induced (λg=guide wavelength > 2λ∼4λ)

Figure 2: Sample data of the standing wave induced along the line (blue), showing a decrease of the guide
wavelength (λ) in comparison with the space wave in free space (purple). The centre of Almi-pipe is 27 mm
high above the base plate. F = 3 GHz.

Figure 3: Another sample data of the standing wave induced along the line (blue), showing a decrease of the
guide wavelength (λ) in comparison with the space wave in free space (purple). The centre of Almi-pipe is
27mm high above the base plate. F = 3 GHz.
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3.2. Frequency Dependence of Phase Velocity Showing a Fast Wave Region (0.4∼5 GHz)

Figure 4: Frequency dependence of phase velocity showing a fast wave region (0.4∼5GHz).

Figure 5: Another example of frequency dependence of phase velocity showing a fast wave region
(0.4∼5GHz.)

3.3. Amplification Characteristics (0.4∼5GHz)

Figure 6: H = 27 mm, f = 3GHz, amplification rises upto 0.4 dB/cm as approaches the end. In general,
wave fields are composed of space waves and surface waves induced. As is shown in Fig. 6, most of wave
fields are the incident space waves near the input end. But become the induced surface waves as approaching
the output end, being amplified by the space waves, increasing its amplification ratio as high as 0.4 dB/cm.
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Figure 7: Another sample data: H = 27 mm, f = 3 GHz, amplification rises upto 0.4 dB/cm as approaches
the end. In general, wave fields are composed of space waves and surface waves induced. As is shown in
Fig. 6, most of wave fields are the incident space waves near the input end. But become the induced surface
waves as approaching the output end, being amplified by the space waves, increasing its amplification ratio
as high as 0.4 dB/cm.

4. CONCLUSION

Progress in gain performance of PATA reveals the following results:

1. At a range of frequencies 0.4∼5GHz, the eigen surface wave induced becomes a fast wave and
its guide wavelength reaches as long as 2∼4 λ (λ: wavelength in free space).

2. Its induced wave is strongly coupled to the sky (space) wave, since the phase velocities coincide
with each other.

3. As a result the induced surface wave is parametrically amplified by the sky (space) wave due
to a strong coupling, thus increasing the amplification ratio as high as 0.26∼0.4 dB/cm.

4. Thus, the present antenna is thought to be feasible for high gain ad directivity.
5. If the antenna is made to be rotationable towards any direction, however, it virtually consti-

tutes non directivity with maximum sensitivity and may be used for this purpose.
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Abstract— This paper presents information about design of special light sources, which is in-
tended for photosynthesis process research. Required properties were continuous spectral charac-
teristic with respect to photosynthetically active wavelength area, possibility of luminous flux reg-
ulation and practically zero thermal effect to illuminated object. Owing to new high-performance
LED this type of light source was selected. Design of light source consisting of high efficient white
LED’s, as well as experimental results, are presented. The special light source was designed and
constructed for the research activity on the lichen structure in the Antarctica. This research is
made by the Institute of Experimental Biology, Masaryk University, Faculty of Science.

1. BIOENERGETICS OF PHOTOSYNTHESIS

Photosynthesis is a physiological phenomenon that converts solar energy into photochemical energy.
This physiological phenomenon may be described thermodynamically in terms of changes in energy,
entropy and free energy. The energetic of photosynthesis, driven by light, causes a change in entropy
that in turn yields a usable source of energy for the plant. On earth, there are two sources of free
energy: light energy from the sun, and terrestrial sources, including volcanoes, hot springs and
radioactivity of certain elements. The biochemical value of electromagnetic radiation has led plants
to use the free energy from the sun in particular. Visible light, which is used specifically by green
plants to photosynthesize, may result in the formation of electronically excited states of certain
substances called pigments. For example, Chl a is a pigment which acts as a catalyst, converting
solar energy into photochemical energy that is necessary for photosynthesis. With the presence of
solar energy, the plant has a usable source of energy, which is termed the free energy of the system.
However, thermal energy is not completely interconvertible, which means that the character of the
solar energy may lead to the limited convertibility of it into forms that may be used by the plant.

There is known effects of light intensity (irradiance) and temperature on the rate of photosynthe-
sis. At constant temperature the rate of photosynthesis varies with irradiance, initially increasing
as the irradiance increases. However at higher irradiance this relationship no longer holds and the
rate of photosynthesis reaches a plateau. The effect on the rate of photosynthesis of varying the
temperature at constant irradiance can be seen in image to the left. At high irradiance the rate of
photosynthesis increases as the temperature is increased over a limited range. At low irradiance,
increasing the temperature has little effect on the rate of photosynthesis.

2. SOURCE OF LIGHT

On luminous characteristics sources were laying following requirements

• continuous spectra in visible area from 400 to 800 nm
• shape of the spectrum characteristic should be very similar as the daylight
• the source should radiate in IR area as low as possible
• defined shape and size of the illuminated surface
• very high and homogenous intensity of the light on the defined surface

These requirements are met by used power LEDs, which are illustrated on Fig. 1(a). Shape of this
LEDs spectrum is on Fig. 1(b).

3. VERIFICATION OF THE HOMOGENEITY BY THE SIMULATION

MATLAB modeling of light source arrangement was designed for first verification of the lighting
systems design and it is given in the Fig. 2. The main advantages of the MATLAB simulation are
the simplicity of the submission for the initial figures and the high speed of the calculations for the
simple assignments. This modeling is suitable for the verification of the results, which are received
from other type of the modeling method.
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(a) (b)

Figure 1: (a) Geometrical illustration of the LED light source and (b) its relative spectral characteristic.

Figure 2: Simulated intensity of illumination for LEDs arrangement.

4. VERIFICATION OF THE DESIGN VIA EXPERIMENTS

The results of the design verification via experiments are given in Fig. 3. There are differences
between the values obtained by modeling and experimental measurement, ranging to the 20%,
depending on the distance. When the light is into the requested distance, the differences are also
lower. Experimental measurements were used as second verification.
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Figure 3: The research workplace and measured homogeneity of illumination.

5. POWER SUPPLY

Power consumption of whole arrangement consisting of 17 LEDs is about 85 W. Whenever wide
range of power source voltage was required, pulsed source was chosen. Designed power supply is
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voltage driven current source 0 to 10 A operating on 180 kHz with efficiency over 80%, input voltage
can be from 12 to 30 V.
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Figure 4: Regulation characteristic of source and control panel of arrangement.

6. CONCLUSIONS

The research workplace is given in the Fig. 3. There were measured some parameters of the special
source of light, which was designed and constructed.

The final parameters of the special light source are:

• The distance from the illuminate area is 18–21 cm for the best homogeneity
• The illuminate area is 200× 300 mm
• The intensity of the light is 500µEinstein·cm-2·s-1 • (in the distance 19 cm)
• The homogeneity of the light is better than 10% into the area 100× 200mm (in the distance

19 cm)
• The lifetime of used LEDs is 1000 hours around at upper-most setting power
• The storage and container temperature −40 – +85◦C
• The working temperature is −25 – +30◦C
• The direct power supply is into range 12 V/9 A till 30 V/3,5 A

The source of light agrees with extreme climatic conditions in the Antarctica and it is con-
structed with regard to the environmental resistance, thermal shocks, weatherproofness and pro-
tection against shaking. To achieve this corresponding climatic class components were chosen, the
screws and the components were fixed against the movement, the silver PCB was used, etc. De-
signed prototype of the special source of light reached all requirements. Increasing intensity of the
light will be possible, as soon as the LED diodes with higher powers will be available.
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Thomograph

Eva Gescheidtova, Radek Kubasek, and Zoltan Szabo
Faculty of Electrical Engineering and Communication, Brno University of Technology

Kolejni 2906/4, Brno 612 00, Czech Republic

Abstract— The magnetic resonance (MR) imaging techniques of tomography and spectroscopy
are exploited in many applications. For the MR instruments to function properly it is necessary
to maintain a high quality of homogeneity of the fundamental magnetic field. The pre-emphasis
compensation of the generated gradient field increases the homogenity of the generated magnetic
field and reduces the minimum switching times of the gradients. This enables measuring the MR
images of incisions in the human body, the relaxation properties of nuclei, self-diffusion processes,
flows of liquids and movements of solids faster and more accurately.

1. INTRODUCTION

When defining the area being measured in localized spectroscopy and tomography, the gradient
field is excited by very short pulses of sufficient magnitude. This gives rise to a fast changing
magnetic field, which induces eddy currents in the conducting material near the gradient coils.
These currents then cause retrospectively unfavourable deformation of the total magnetic field [1].
The effect of eddy currents acts against the fast temporal changes in the magnetic field. The basic
idea of a method that compensates this effect consists in replacing the missing leading edge of the
field waveform by an overshoot of excitation current as shown in Fig. 1.

To have the best possible compensation it is necessary to find an optimum shape of excitation
pulse. Basically, this consists in obtaining the spectrometer response pulse, inverting it and using
this inversion to filter the excitation (usually square) pulse. The term pre-emphasis compensation
method is based on the fact that the compensation filter is in the nature of a differentiating element
(high-pass filter).
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Figure 1: Principle of pre-emphasis compensation.

2. MEASURING METHOD

The principle of measuring the waveform of gradient pulse consists in determining the changes in
instantaneous frequency [2] of an MR signal produced by the resonance of nuclei excited in two thin
layers positioned symmetrically about the gradient field centre, as shown in Fig. 2. The average
inductions of magnetic field B(rn, t) are measured in the excited layer in the +rn and B(−rn, t)
positions in the −rn layer; r is one of the (x, y, z) directions.

From the differences of the two inductions measured the magnitude of gradient can be calculated
according to the relation

Gr(t) =
1

2rn
[B (rn, t)−B (−rn, t)] . (1)

The sum of the B(rn, t) and B(−rn, t) inductions measured determines the change in basic homo-
geneous magnetic field according to the relation

B0r(t) =
1
2

[B(rn, t) + B(−rn, t)] . (2)
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Under the above conditions the instantaneous frequency of MR signal will be directly proportional
to the induction of magnetic field B(±rn, t). The measuring sequence has two stages, as illustrated
in Fig. 3.

Figure 2: Position of excited thin layers in working
space of MR device.

Figure 3: Measuring sequence for measuring the
time characteristics of gradient pulses.

If in the measuring part of the sequence no pulsed gradient is applied, the instantaneous fre-
quency of MR signal carries the information about the average value of magnetic field induction
in the excited layer, inclusive of the inhomogeneities of basic magnetic field. In the application of
pulsed gradients (G1r and −G2r) during the signal decay there is a change in the instantaneous
frequency of the MR signal, which is proportionate to the magnetic field induction at the place of
excited layer.

The measured waveform of magnetic inductions B(rn, t) and B(−rn, t) is much distorted due
to noise, as shown in Fig. 4. The gradient Gr(t) calculated according to Equation (2) is even more
distorted, due to the incorrelatibility of noise. To obtain an accurate and undistorted waveform of
the gradient Gr(t), we must remove the noise.

Figure 5 gives the waveform of magnetic inductance B(rn, t) subsequent to filtering. As can be
seen, there has been considerable noise attenuation. The gradient Gr(t) is free from noise and, at
the same time, measured with sufficient accuracy to be used in determining the coefficients of the
pre-emphasis filter.

3. PREEMFASIS COMPENZATION

In the Academy of Sciences of the Czech Republic in Brno the lay-out of pre-emphasis filters is
as shown in Fig. 6. Pre-emphasis filters are basically inverse filters to the model of tomographic

Figure 4: Measured waveform of magnetic induc-
tance B(rn,n).

Figure 5: Waveform of magnetic inductance B(rn,n)
after denoising filtering.
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scanner. Thein task is to generace a waveform of the gradient G′
α(t) pre-distorted to such a degree

that subsequent to the action of eddy currents the generated gradient gα(t) is of the required
waveform, i.e., Gα(t).
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Figure 6: Pre-emphasis kompenzace a model magnetu MR tomografu.

The effect of eddy currents will be compensated under the conditions

Pα(z) = M−1
α (z) =

Gα(z)
gα(z)

. (3)

The measurement itself must be performed for the setting Pα(z) = 1, preferably for Pα0(z) = 0.
The transfer of the coil M0(z), which compensates the basic magnetic field B0 will be measured
for quite the opposite setting, namely Pα(z) = 0 and Pα0(z) = 1. The basic field B0 is excited
directly by the gradient in the respective direction. The compensation of the basic field using the
cross pre-emphasis filter Pα0(z) will take place if a basic field of opposite polarity is generated.,

Pα0(z) = − ∆B0(z)
Gα(z)M0(z)

. (4)
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Figure 7: Comparison of positive gradient impulse
Gx 2ms s long, with and without pre-emphasis com-
pensation.

−

Figure 8: Magnitude frequency response of pre-
emphasis filter.

Figure 7 gives the waveform of positive gradient impulse with and without pre-emphasis com-
pensation in the direction of the axis x. The most essential change consists in the shortening of the
leading and trailing edges of the gradient impulse. While for the gradient without pre-emphasis
the rise time to 97% of the gradient measured is 250µs, for the gradient with pre-emphasis the rise
time to 97% of the gradient measured is less than 80µs. The leading edge has been shortened ca.
three times.
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Figure 8 shows the magnitude frequency response of the adjusted pre-emphasis filter, with
typoval unit transfer of the DC component. Fig. 9 and Fig. 10 give the waveforms of the positive
gradient impulse with pre-emphasis compensation for the y and z directions. In the course of the
gradient impulse 2 ms long the resonating nuclei got out of phase and the signal got lost. The
gradient impulse was therefore shortened to 1.76 ms. The results obtained for the pre-emphasis
compensation of gradient in the direction of the axis y are similar to those obtained for the axis
x. Both gradient coils, in the direction of the axes x and y, are of identical design, they are only
rotated by 90◦.

The design of the gradient coil in the direction of the axis z differs from the design of gradient
coils in the direction of the x and y axes. The waveform of the gradient impulse is therefore
different. The rise time and the decay time of the edges are longer, and the ripple in the waveform
of the magnetic field gradient is much greater. The length of the leading and the trailing edges of
the gradient impulse is ca. 350µs. Due to pre-emphasis compensation it was reduced to 60µs.

G
y
(t

) 
(m

T
/m

)

 
Figure 9: Comparison of positive gradient impulse
Gy, length 1.76 ms, with and without pre-emphasis
compensation.

 
Figure 10: Comparison of positive gradient impulse
Gz, length 1.76 ms, with and without pre-emphasis
compensation.

4. CONCLUSION

The application of pre-emphasis compensation of gradient magnetic field has led to a qualitative
improvement in the parameters of the magnetic field generated in an MR tomograph. It can
therefore be expected that better results will be obtained in all regions of MR tomography and
spectroscopy where the generation of gradient fields of a defined waveform with minimum switching
times is required. Today the minimum applicable switching time of gradients in MR tomography
is a limiting factor in the application of fast imaging sequences im MRI. Shortening the gradient
edges and improving the magnetic field homogenity after a gradient impulse result in shortening
the minimum applicable switching time of magnetic field gradients and the waiting time between
gradient impulses, when the magnetic field is required to drop to the level of the homogenity of the
basic magnetic field B0. In that case the images of incisions in the human body can be measured
faster and more accurately.

ACKNOWLEDGMENT

This work was supported within the framework of the research plans MSM 0021630516, GA102/07/
0389 and project B208130603 of the Grant Agency of the Academy of Sciences of the Czech Re-
public.

REFERENCES

1. Vlaardingerbroek, M., Magnetic Resonance Imaging, Springer-Verlag, 2000.
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variant thresholds when filtering signals in MR tomography,” Lecture Notes in Computer
Science (IF 0,513), 384–391, 2005.

5. Ljung, L., System Identification: Theory for the User, Prentice-Hall, Englewood Cliffs, NJ.



Progress In Electromagnetics Research Symposium 2007, Prague, Czech Republic, August 27-30 455

Optimization Method of EMI Power Filters

J. Sedláček, M. Hadinec, and Zoltan Szabó
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Abstract— Electromagnetic interference (EMI) can be reduced to acceptable level using EMI
filter circuits. Unfortunately, many known methods of filter design and optimization cannot
be applied directly to power electronics, which has it own peculiarities. In comparison to EMI
data communication filters EMI power filters operate typically under mismatched impedance
conditions. One from important manner of a filter design and optimization process there is a
filter modeling. The paper deals with methods of filter design and optimization useful in area
of EMI power filter synthesis. Synthesis and optimization of different types of EMI power filters
with required insertion loss and using of their equivalent models here are discussed are discussed
in some practical examples.

1. INTRODUCTION

In present time the world is becoming more densely populated with devices that are increasingly
sensitive to electromagnetic disturbances. In industrial spheres, electronic control systems, data
processing equipment and other sensitive devices play an increasingly important role. Therefore
solution of problems coupled with problematic of EMC (electromagnetic compatibility) is very
important. In electrical engineering practice now are used many new circuit elements for electro-
magnetic interference (EMI) suppression. We can observe, that in area of EMC are growing different
requirements to solve problems of electromagnetic emissions and electromagnetic susceptibility.

In area of EMC there are very often used EMI filters. Their using can be differed to solution of
two different problems. At first it is the essential decreasing of undesirable electromagnetic pollu-
tion, on the other hand are used to increase electromagnetic immunity of any electrical equipments.

In telecommunications adequate methods for computing and solving EMC problems have been
developed over the last years. Unfortunately, many of these methods cannot be applied directly to
power electronics, which has it own peculiarities [1].

2. EMI FILTERS

Electromagnetic interference (EMI) can be reduced to acceptable level using filter circuits usually
referred as EMI or RFI filters. EMI filters are usually low-pass filter circuits with serial choke coils
and parallel capacitors. These filters can be generally divided to two different groups. First group
are named as data filters — are used namely in telecommunication systems. EMI data filters are
performed as well known low-pass filter configurations (LC ladder circuits). Because these filters
are constructed for constant load and generator impedances, design and optimization of filters can
be realized according known design and optimization procedures.

The second group of EMI filters are filters used in power electronic. In comparison to EMI data
communications filters EMI power filters operate typically under mismatched impedance conditions.
This major problem of EMI filter design for power electronic equipment is caused by the arbitrary
generator and load impedances. These impedances are really arbitrary because neither their value
can be known, filters are installed in different equipments and supply network. The design of power
EMI filters is different then well known procedures of classical filter design and requires some special
view and procedures.

EMI filters are generally two-ports characterized by insertion loss (IL) rather then voltage atten-
uation. An insertion loss definition and measurement method is clear from Fig. 1. The difference
between the measured voltage appearing beyond the insertion point before (switch position1) and
after the filter insertion (switch position 2) can be expressed as :

IL = 20 log
(

UL1

UL1

)
. (1)

The voltage UL1 can be expressed using resistances of load and generator, and then insertion loss
is given:

IL = 20 log
(

Ug

UL2

RL

Rg + RL

)
. (2)
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The requirement of insertion loss value must be fulfill in wide frequency range from DC to frequen-
cies about hundred MHz. Thus analysis and measurement of the insertion loss must be made by
filter design process in wide frequency range for many frequencies. Such a measurement procedure
is not highly desirable in practical engineering. The chart in Fig. 2 presents typical frequency
characteristic of insertion loss of EMI filters. In the pass band insertion loss must be negligible,
from cut-off frequency fc it monotonically increases. At the stop frequency fs reaches insertion loss
required value, up the stop frequency fs due to parasitic effects exhibit curve some imperfections
and usually decreases. After determining the required insertion loss in the stop band-pass, the next
step of filter design is to choose a circuit configuration. Important factors may include a limitation
on capacitive current for grounded equipments or the acceptable voltage drop across power line
filters. For stringent suppression requirements must be also consider the mismatched impedance
conditions. In area of power electronic EMC filter most often are used low-pass LC ladder filters in
L, PI or T configurations. For high-performance applications are used also multistage LC circuits
with higher number of basic sections. In power engineering practice, multistage filters having more
then four stages are not very common. To suppress EMI on all wires, filter prototypes must be
inserted in every wire of power lines. Thus power filter network becomes more complex with an
increase in the number of wires to be filtered. The two-wire EMI filter should be studied as a six-
terminal network. EMI power filters are inserted most often in three phase main supply lines and
then must be filtered each wires including neutral. The complexity of EMI filters then significantly
increases. The measurement of insertion loss in this case must be realized separately for all ter-
minal pairs. According of used measurement system (symmetric, asymmetric or non-symmetric)
the unused terminal pairs must be connected together to obtain the lowest insertion loss value.
These specifications require the unused terminals to be grounded, ungrounded, or linked to ground
through specific impedance [4].

Figure 1: Insertion loss definition and measurement. Figure 2: Typical frequency characteristic of EMI
filter.

3. MODELING OF EMI POWER FILTERS

The synthesis of proper filter models (equivalent circuits) including function elements as well as
parasitic elements is one from important parts of successful EMI filter design and optimization.
Using modeling techniques can be analyzed the effects of parasitic phenomena and impedance
mismatch.

In present time PC technique enables to apply direct calculation method very easy. The direct
calculation method is also the simplest approach for generating a complete EMC filter model. This
modeling method is based on equivalent filter circuit synthesis by means of built-in filter elements.
The models can be synthesized from the limited data available from manufacturers but also with
measured data. To express filter performance in required wide frequency range, the basic filter
elements must be assumed not ideal. Basic electrical element must be replaced by equivalent
circuit including their parasitic elements (Fig. 3). The approximate values of parasitic elements of
most often used EMI filter elements (inductors and capacitors) are summarized in Table 1 [1].

4. OPTIMIZATION OF EMI FILTERS

As an example of EMC filter model synthesis and optimization a filter model for three phase power
FN 3280H-64-34 and is here presented. The first step of filter model synthesis was grown from
known basic (given in manufacturer’s data sheet) filter topology (Fig. 4). In the second step the
given topology with ideal basic elements was for each from three lines rebuilt using real models
of each (R, L, C) filter elements. The initial filter value parameters was approximated and filter
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( (

(

Figure 3: Equivalent circuits: (a) of capacitor, (b)
of inductor, (c) of resistor.

Table 1: Typical element values of real filter ele-
ments.

with equal load and generator resistors (50 Ω) was analyzed using commercially available analyzers
MicroCap, TINA and P-SPICE 9. After circuit analysis frequency curve of insertion loss was
compared with frequency curve presented by the same measuring conditions in manufacturer’s
data sheet. Using optimizer routines from analyzers was step by step optimized frequency curve
of filter model. As result of optimization procedures the values of each filter model elements were
obtained. The resulting circuit diagram of filter model with their parameter values is shown in
Fig. 5.

Figure 4: Circuit topology of power EMI filter. Figure 5: Circuit diagram of filter model.

Using created filter model an influence of resistance of generator R1 and resistance load R2 on
insertion loss curve of filter was investigated to determine worst case of operation. How it is seen
from curves (Fig. 6, Fig. 7), effect of mismatch conditions in worst case can decrease initial insertion
loss about 15 dB in entire working frequency range what must be by in real filter work respected.
We can see also from figures that in a practice operating filter conditions must be to mismatch
conditions, which are leading to worst case operating stage of filters taken in account for this filter
types mainly parameters of load resistance of filter.

Figure 6: Insertion loss as function of load R2. Figure 7: Insertion loss as function of resistance R1.
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5. CONCLUSIONS

In the paper was shortly discusses problems of power EMC filter design and optimization. In a
practical example of the power EMC filter was prescribed a synthesis method which enable to
set and optimize equivalent filter model including their element value parameters. The created
model enables to investigate influence of mismatched condition very quickly without measurement
of filter. The great advantage of optimization method is that enable to optimize resulting filter
model parameters by usage of usually accessible software for network analysis without requirement
of special numerical programs what brings new possibility for many designers in area of EMC filter
design and optimization.
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Abstract— Every substance has its own susceptibility, which can affect homogenous magnetic
field in magnetic resonance measuring. T1 and T2 relaxation times of measured materials or gasses
can be reduced by the deformation of the local homogenous magnetic field. By the laboratory
glasses magnetic susceptibilities measurement, we obtained theirs walls influence to thermally
polarized 129Xe T1 relaxation times.

1. INTRODUCTION

The magnetic susceptibility is the degree of magnetization of a material in response to an ap-
plied magnetic field. The dimensionless volume magnetic susceptibility, represented by the symbol
χ(κ,K), is defined by the relationship

M = χH, (1)
where M is the magnetization of the material (the magnetic dipole moment per unit volume) [A/m],
H is the applied field [A/m].

The magnetic induction B is related to H by the relationship

B = µ0(H + M) = µ0(1 + χ)H = µH, (2)

where µ0 is the permeability of vacuum, (1 + χ) is the relative permeability of the material. If χ is
positive, then (1 + χ) > 1 and the material is called paramagnetic. In this case, the magnetic field
is strengthened by the presence of the material. If χ is negative, then (1+χ) < 1, and the material
is diamagnetic. The magnetic field is weakened in the presence of the material [1]. Influence of the
magnetic susceptibility of laboratory glass tubes to 129Xe relaxation times was observed. It can
help us to choose eligible material for others gas experiments, relaxation times and hyperpolarized
noble gases measuring.

Figure 1: Idealized shape of magnetic induction field in paramagnetic sample and its vicinity.

2. THE USED METHOD

The method of the magnetic susceptibility measurement is based on presumption of constant mag-
netic flux in working space of superconducting magnet. Inserting the sample of thickness ∆x and
with magnetic susceptibility χs into the homogenous magnetic field, causes local deformation of
this homogeneous magnetic field (idealized case is in Fig. 1)

Bs = B0 · (1 + χs). (3)
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If we can determine the course of B(x) (using suitable MRI (Magnetic Resonance Imaging) tech-
nique and reference substance giving MR signal in vicinity of material), we can also enumerate Bs

and χs values of the investigated sample material. From principal case in Fig. 1 and using (3) we
can derive:

χs
∼=

2
ε∫

∆x/2

[B(x)−B0] · dx

∆x ·B0
. (4)

Figure 2: Images obtained from experimental verification of the method, processed in MATLAB 7.1. In the
left picture is shown sample position of silica glass affecting magnetic field in reference water sample.

Described method was numerically in Ansys modeled. The method of the magnetic susceptibility
measurement was experimentally verified with number of samples on 200 MHz MR tomograph in
ISI AS Brno. Reference substance was water (χH2O = −9.04 · 10−6) filled into cell. The method
of Gradient echo [2] was used to acquire MR image with contrast corresponding to the magnetic
induction changes in measured volume of sample vicinity. For the used MR technique the phase
change Θ(x) response to the magnetic induction change

B(x) =
Θ(x)

2πγTE
+ B0, (5)

where γ is gyromagnetic ratio of water, TE = 5.56ms was used echo-time. In this way we can
identify the course of magnetic induction change in water nearby the sample. From known thickness
∆x of the sample with use of (5) the susceptibility of samples can be calculated.

3. PREPARATION OF A SAMPLE

A main part of the sample is made from two Delrin pieces — the cylindrical body (inner diameter
28 mm, length a bit longer than 130 mm, because of sealing rubber o-ring) and the screw cap
with a pasted-in Teflon sealed glass valve. Through the valve is the sample evacuated and filled
by xenon gas. A laboratory glasses tube can be inserted in to the cylindrical body of the Delrin
sample. Length of glass tube is 130 mm and outer diameter 28mm. Tube wall thickness is for Si
glass 1.6 mm, SIMAX 1.4 mm, SCHOTT 1mm. Teflon in spray (Boehlender).

Figure 3: Delrin sample is shown in the left picture. In the right picture are shown Schott glass (right hand
side) and Si glass + Teflon coating (left hand side). Both pictures are not in the same scale.

Delrin sample was always (single or with a glass tube) evacuated by up to ≈ 10−3 Pa and than
filled with natural xenon gas to 300 kPa. After it was the glass valve shut and the sample was
disconnected of the vacuum apparatus by rubber tube. Finally was the sample inserted into the
200MHz NMR (nuclear magnetic resonance) system for relax.
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4. RESULTS

The glass samples were measured by means of described NMR method. Thermally polarized 129Xe
relaxation times were by common saturation recovery method measured. Longitudinal magnetiza-
tion was by ten RF (radiofrequency) pulses with repetition time TR = 2 s lowered to zero. Nuclei
were excited by 90◦ RF pulse at the time ti and transversal magnetization was measured. The
measurement was repeated with variable time ti and from approximation transversal magnetiza-
tion course was the T1 relaxation time determined — Table 1.

Table 1: Measured relaxation times T1 and magnetic susceptibility χ for selected materials.

SCHOTT SIMAX Si Si + Teflon Delrin

χ[x10 exp−6] −11.7 −8.8 −8.79 −8.79 −8

T1 [s] 1788 1349 1025 1459 1242

Contexture of relaxation times of 129Xe and walls susceptibility of glass material susceptibility
shows Fig. 4 using SCHOTT glass preferable to obtain longer relaxation time.

Figure 4: Contexture of 129Xe relaxation times and walls material susceptibility.

5. DISCISSION

As results shows, SCHOTT glass is more inclinable to obtain longest relaxation times. But tech-
nically, it is soft glass, and it is hardy for joining with other harder glasses. More important is
ratio between Si and Si + Teflon glass, which is cheaper and mostly used for glass cells. It would
be attractive, to compare results with PYREX glass. SIMAX has a little bit shorter relaxation
time than Si + Teflon, and the question is about Teflon heat and fire resistance when foreheads are
mounting to the tube by reason of a laser beam use.

6. CONCLUSION

The magnetic susceptibility of laboratory glasses and its influence to 129Xe relaxation times were
measured. The results are shown in Fig. 4 and Table 1. SCHOTT glass has the longest relaxation
time, but there are some difficulties with jointing with others glass types. SIMAX glass and silica
glass with Teflon coating has comparable results for relaxation times. The disadvantage for Teflon
is its abrasion sensitive and SIMAX is more expensive than silica glass.
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Abstract— An analysis of the electric state of air shows the presence of various ion sorts. The
therapeutic effect of negative high-mobility ions of proper concentration is known. This positive
effect was observed in caves that are used for speleotherapy. This article presents the capability
of methods for measuring ion concentration and for ion spectral analysis. Here are new gerdien
tube design steps based on numerical analysis and its experimental verification. Article describe
of any experiments with different air ion generator.

1. INTRODUCTION

Air ion concentration and composition belong to the frequently monitored parameters of the at-
mosphere [5]. Their influence on living organisms has been the subject of intensive studies. Earlier
research has demonstrated the positive influence of light negative ions and air cleanness on human
health. The Department of the Theoretical and Experimental Electrical Engineering of Brno Uni-
versity of Technology and the Institute of Scientific Instruments of the Academy of Sciences of the
Czech Republic are involved in the research of ion field in office and living spaces. The objective is
to increase the concentration of light air ions in these spaces. Another task is to set up a simulated
therapy room, with conditions similar to speleotherapy caves. It sets the requirements for accurate
measurement of ion field with good repeatability. The article deals with the design of gerdien
condenser and peripheral measuring devices. An optimal design is important for eliminating the
inaccuracy of ion concentration measurement.

2. MEASURING METHOD

Several methods are currently used to measure air ion fields: the dispersion method, the ionspec-
trometer method, the Faraday cage method, and the gerdien condenser method, whose principle
is shown in Figure 1. Here is d1-inner electrode diameter, d2-outer electrode diameter, l-length of
gerdien condenser, M -air flow volume rate, v-air flow velocity, e-elementary charge of electron, ⊕
positive air particle (ion), ª negative air particle (ion). The gerdien condenser consists of two elec-
trodes. There is an electric field between the inner electrode (the collector) and the outer electrode.
The field is imposed by voltage source U. Air ions flow from the fan through the gerdien condenser.
Negative ions in the electric field impact the collector, and the current produced is measured by a
pA-meter. The current measured is proportional to air ion concentration. The model of the mea-
suring system is shown in Figure 2. The values measured carry systematical measurement errors.
This is due to leakage currents and parasitic capacitances (modeled by ILEAK in Figure 2) [6]. We
have to consider leakage resistances RAK of gerdien condenser, leakage resistances and capacitance
of the pA-meter input (REH , CEH , REL, CEL), insulation resistance (RV ) of the collector voltage
source. The current measured is further affected by the input resistance of pA-meter and the input
resistance of voltage source (RU , CU ). To minimize the measurement error, RAK , and RV should
be much larger than RI , and REH , and REL should also be much larger than ROUT . Time constant
RUCU has to be much larger than the measuring time.

3. NEW DESIGN OF GERDIEN CONDENSER

The inner and outer electrodes are elliptical in shape. This shape ensures that the flow of air is
laminar. Air flow turbulence can distort the accuracy of measurement. The surface of the electrodes
is required to be as smooth as possible. These aspects make the design of gerdien condenser quite
demanding (fine grinding, lapping, etc.). The new design of gerdien condenser is shown in Figure 3.

Since in the measurement of air ion concentration very small currents are detected, it is necessary
to eliminate the influence of ambient electric charge. The influence of magnetic fields has to be
minimized too.
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Figure 1: Principle of gerdien condenser method.
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Figure 2: Model of a system for measuring air ion
concentration - the gerdien condenser method.

Figure 3: New gerdien condenser.

4. WEAK CURRENT AMPLIFIER

The current flowing through the gerdien condenser is due to the ion concentration. Current intensity
depends on polarization voltage, on the dimension and parameters of gerdien condenser, and on ion
concentration. The specific current range for the designed gerdien condenser is 10−10A–10−13A.
For the following measurement it is suitable to convert the current to voltage. Because the current
is very weak, it is suitable to do this near the gerdien condenser. The low-level amplifier is realized
with INA 116-Figure 4. The INA 116 has a very low input bias current Ib,max = 100 fA. The design
of the amplifier is shown in Figure 5. The gain of INA 116 is set by resistor R10.

Figure 4: Principal scheme of INA 116.

 

Figure 5: Design of low-level amplifier.
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5. NUMERICAL MODELING, VERIFICATION

It is possible to carry out analysis of a MG model as a numerical solution by help of Finite
element method (FEM). The electromagnetic part of the model is based on the solution of full
Maxwell’s equations. It was solved like simply electrostatic field. This results showed to new
facts in gerdien condenser design. The new knowledge were tested in many experiments and our
measurement system had approximately 50% better characteristics. In Figure 6 is shown one effect
of light negative ion inside of gerdien condenser. There are showed the non-primitive moving of
one electron. Therefore the sensor has higher noise then sensor with filter. New design of gerdien
condenser was made with filter for the specific particles. Result of new experiments are showed in
Figure 7.
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Figure 6: Result-characteristics of gerdien condenser
with filter, time depend.

 

Figure 7: Result-characteristics of gerdien con-
denser with filter.

6. TESTS OF GERDIEN CONDENSERS

The gerdien condenser of new design was tested according to the special measuring methodology.
The scheme of this method is shown in table 1. The test of the gerdien condenser method was
tested on several sources of ion generators. The experiments are shown in Fig. 8 and Fig. 9.

Table 1: Air ion concentration methodology.
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Figure 8: Gerdien condenser measuring method- test by electronic generator.

Figure 9: Gerdien condenser measuring method- test by water “natural” generator.

7. CONCLUSION

The new design of gerdien condenser and the optimization of peripheral measuring devices have
minimized the systematic error of measurement. The new system allows measuring air ion concen-
tration with a sensitivity > 100 ions/cm3. The ion mobility is in the interval 0.3− 100 cm2V−1s−1.
The system is used to measure ion field distribution in living and office spaces.
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The Calculation of the V-shape Microstrip Line Impedance by the
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Abstract— The boundary element method (BEM) is used for the strip centered coaxial line
(SCCL). The common microstrip line has one disadvantage — a lot of electromagnetic field is
spread outside the dielectric substrate. This field moves

√
er times faster than field under the

microstrip inside the dielectric substrate. This deformation of the field (HEM wave) complicates
the application of the microstrip line on frequencies over c. 20 GHz. Described complication can
be eliminated in the structure, which cumulates major portmon of power density of the EM field
in dielectric substrate to the detriment of free space above the strip.

1. INTRODUCTION

A lot of different electronic equipments have to work together. Unfortunately the power levels
among them are over 200 dB very often. Coaxial structures are widely used because of their
good shielding effect, which suppress the fields around strong distortion sources (e.g., transmitting
antenna feeder) and protect sensitive parts of receivers, measurements etc. [1, 2].

Whereas coaxial line (two concentric cylindrical electrodes) is widely known, strip-centered
coaxial line (SCCL, Fig. 1.) is mentioned rarely (founded only in very special literature like [3]).The
SCCL structure also offers a very attractive occasion of matching to microstrip line, coplanar
waveguide, etc.

2z

1

4
 

Figure 1: Normalized strip-centered coaxial line.

The sequence of three conformal mappings (used also in [1, 2]) faces to the formula for the
characteristic wave impedance of the V-shape microstrip line

Z0 =
30 · π2

√
εr,ef arctanh

√
2β

α+β

. (1)

where

α =

√(
h

sinϕ

) π

ϕ

+
(

b

tanϕ

) π

ϕ

and β =

√(
h

sinϕ

) π

ϕ

+
(

b

sinϕ

) π

ϕ

(2)

The effective relative permittivity is given as

εr,ef = εr − (εr − 1)
arctanh

√
2 + 2α

β

arctanh
√

2β
α+β

. (3)

The result (1) was compared to numerical solution in sc-toolbox in MATLABTM [3]. The con-
formal mapping is not absolutely exact; there is an approximation in the method, which causes the
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error. This error depends on h/b ratio and in a mild way also on the angle ϕ. and the result (1) is
always bigger than numerical result. The worst case is for small h/b ratio (for h/b = 1.5 is error
approximately 15%), for higher ratios increase (for h/b = 5 is only 10% and for h/b = 50 less then
5%). The error of calculated effective relative permittivity is hard to determine, but influence of
this error would be very small, because of square root in (1).

2. BOUNDARY ELEMENT METHOD

The boundary element method (BEM) [5] is based on integral Maxwell’s equations (Laplace’s
equation is solved along boundary of the structure only). We need values of the field intensity just
along PEC’s for characteristic impedance determination according formula below:

Z0 =
∫

Edy∫
Hdx

= 120π
U

z4∫
0

Eydx

, (4)

where U is voltage between conductors and Ey is electric field y-component along central electrode.
(The integrals in first fraction are only informative; they both are not displayed in exact form).
Two different strategies have been tested. First of them is based on constant number of boundary
elements (n = 50) per one basic element. The flat inner electrode is divided onto n = 50 elements,
the round outer electrode is divided also onto n = 50 elements and both the magnetic walls are
also divided each into n = 50 pieces. That means total sum of all boundary elements is 4n = 200.
The lengths of element are not the same, especially in case of z4 6= 0.5.

The second strategy is based on equidistant division of the border (except outer electrode). The
inner electrode is divided to z4 times n pieces, the continuing magnetic wall into (1− z4) times n
pieces, the outer electrode into n elements and last magnetic wall also n elements. On the ground
of calculation in wide range of z4, the number of elements was n = 100.

Table 1: Results of analysis (error compared to Wadell [3]).

Z0 [Ω] / error [%]

z4 Wadell [3] scCtoolbox BEM-1 BEM-2

0,01 317,89 317,86 / 0,01 651,5 / 105 323,4 / 1,73

0,05 221,33 221,31 / 0,02 273,3 / 23,5 223,2 / 0,85

0,1 179,74 179,71 / 0,02 206,8 / 15,1 180,8 / 0,55

0,2 138,16 138,11 / 0,03 152,7 / 10,5 138,6 / 0,35

0,3 113,83 113,73 / 0,08 122,8 / 7,52 114,1 / 0,25

0,4 96,57 96,34 / 0,24 96,5 / 0,03 96,63 / 0,06

0,5 82,63 82,66 / 0,04 82,9 / 0,32 82,9 / 0,34

0,6 71,19 71,17 / 0,03 71,42 / 0,32 71,39 / 0,28

0,7 60,98 60,94 / 0,06 60,98 / 0,38 61,15 / 0,28

0,8 51,22 51,17 / 0,08 51,48 / 0,50 51,38 / 0,32

0,9 40,70 40,64 / 0,15 41,03 / 0,81 40,89 / 0,48

0,95 33,98 33,89 / 0,25 34,44 / 1,35 34,24 / 0,76

0,99 24,73 24,57 / 0,64 26,14 / 5,71 25,39 / 2,68

3. RESULTS

Results of all mentioned methods are displayed in Table 1. All results are compared to relevant
results of method mentioned in Wadell’s book [3], however he doesn’t inform about the accuracy
of the mentioned formula. He only cites his sources — Bongianni [6] and Hilberg [7]. Bongianni
made an experiment which confirms this method (the accuracy is in range of measurement errors),
Hilberg is the author of this method, but he only describes it, not compare to any other method.For
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each value of z4 has been also numerical Schwarz-Christoffel method used [4]. The result of this
method is in very good agreement with Wadell’s results [3].

4. CONCLUSION

One method founded in literature [3] is easy, but with the chicken-to-egg problem of choosing one
of two formulae according to their results. The error of designed method compared to [3] is very
small, grows for both methods for z4 very close to 0 or 1, but for middle values of z4 (range 0.4 to
0.9 in 1st variant and 0.05 to 0.95 in 2nd one) is the error under the level 1% There is a wide space
for next work on this thema. First of them is a suppression of the error, next different variants
of the dielectric substrate (multiple layers, segments, gaps . . .). Also different numerical models
should be calculated for better verification of results. Also experimental results will be heplful for
next work.
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Abstract— The photorefractive effect is a physical phenomenon whereby the local index of
refraction is modified by spatial variations of light intensity. It is strongly observed when coherent
rays interfere with each other in a photorefractive material, which forms spatially varying patterns
of illumination. In this investigation, we report experimental results obtained when the light place
of laser of He-Ne by an arrangement of photoinduced waveguides in a Strontium Barium Niobato
(SBN), which it has a large electro-optic coefficient delivering a fast response time and high two
wavelength maxing gain. The results reveal the important role that carrier out the phenomenon
of transverse modulation instability in the control of light. The possible applications can be
scientific and technological, the optic wave guides as well we know they transport the light in a
transparent medium, in this case SBN:Ce, in a controlled way, so, also it is possible the fabrication
of devices for communication systems or optoelectronic integrated.

1. INTRODUCTION

The study of non-linear effects on photonic periodic structures (lattices) is of great importance due
to the possibilities of controlling propagation and trapping of light. These structures are present
on biological systems [1], non-lineal optic guides [2], solid-state systems [3] and Bose-Einstein
condensates [4]. The stability analysis of solitary and periodic waves is of vital importance for
controlling trapping of light. Recently, a review on the topic was presented [5]. In the spatial
domain, a light wave propagating through nonlinear auto-focusing media is auto-compressed on its
initial state’s intensity profile; resulting on an interesting phenomena named auto-compression of
periodic patterns [6], interesting because it can produce a periodical array of waveguides. These
structures have the particular property of being able to change sign and value of the non-linearity,
as well as the typical property of changing refraction index’s period and modulation. However,
experimental studies on the stability of these patters in photorefractive materials are few when
compared to theoretical studies on the same topic. Lately, it was shown that the compression of
a periodic light pattern is limited by the creation of sub-fringes inside the original fringe pattern.
This behavior is explained using a transitory instability that amplifies the running waves inside
the crystal [7]. On this experiment a Barium Niobate Oxide (BTO) photorefractive crystal was
used. In [8] compression was limited by fringe pattern breaking on the transverse direction; this
limitation was explained by transverse modulation instability using a Barium Strontium Niobate
(SBN:Ce) crystal.

On this article we report experimental results on guiding a He-Ne Gauss laser beam. Beam
control and guidance is produced by an array of photoinduced waveguides created on a SBN crystal
by an external electric field. We present optimal optics requirements for the involved physical
variables.

2. EXPERIMENTAL ARRAY

Figure 1 shows the experimental array used to control and guide the light beam. As optical mate-
rial, a cerium doped Strontium Barium Niobate (Sr0.6Ba0.39Nb2O6:Ce = SBN:Ce) photorefractive
crystal was used, an external electric field was applied to increase the non-linearity. Crystal’s di-
mensions are 5 × 5 × 5 mm3. A Nd:Yag (532 nm, 100 mW) emitted and expander laser beam was
used to illuminate the crystal. A shadowing obstacle (1mm width) was placed in the trajectory of
the green beam before the crystal, producing a 1.5 mm wide shadow on the whole crystal. Addition-
ally, two green beams impinged on the crystal producing an interference pattern. The propagation
plane of those two green beams was perpendicular to the plane of the shadow on the crystal. These
beams were obtained slitting, with a 50/50 beam splitter, a laser beam from a solid-state device
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(532 nm, 45 mW). Finally, a red Gaussian beam with lineal vertical polarization from a He-Ne laser
(633 nm, 10 mW) impinged on the shadow zone of the crystal and in between the green beams. The
red and green beams propagated on the same plane. This array leads to concentration of all the
high voltage applied to the crystal’s faces on the shadow zone, raising the electric field threshold
for superficial discharges on the crystal when compared to traditional geometry used for writing
on photorefractive crystals. The external voltage is applied to the plane formed by the green and
red beams producing a high contribution to the non-lineal part of the refraction index [7, 8], and
raising the auto-focusing of the green fringes.
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Figure 1: (a) Array experimental and b) The pictures of the green fringes were obtained using a red filter
to block the red and viceversa. Additionally, the entire SBN:Ce crystal was illuminated perpendicularly to
the optical axis with one expanded green beam of frequency-doubled Nd:YAG laser to produce the uniform
illumination of the interelectrode space.

In order to observe the fringe patter and the waveguide array, a microscope objective focused
on the back face of the crystal was used. The fringe patter was projected on a screen 1 meter away
from the crystal.

Intensity profiles were obtained impinging the fringe pattern on a detector. The fringe patter is
rotated using a plane mirror coupled to a step motor in such a way that the detector captures over
a perpendicular line to the fringe pattern. In order to detect small intensities a lock-in amplifier
synchronized to a chopper was used. Data was visualized on a oscilloscope and captured to a
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computer.

3. EXPERIMENTAL RESULTS

Figure 2(b) presents photographs showing the variation of the fringe patter as a function of the
external voltage applied and the red beam angle respect to the bisector of the writing beams.
The pictures were taken on the far field using a digital camera. In order to get the photographs, a
microscope objective was focused on the back face of the crystal, Fig. (1). The pictures of the green
fringes were obtained using a red filter to block the red beam and vice versa. The compression rate
was limited to level 4–5, approximately, in order to develop transversal modulation instability [7, 9].

0 V                  0 V

-600 V -600 V

-800 V -800 V

-1000 V -1000 V

(a) Red Beam (b) Green Beam

Figure 2: (a) The red light beam was trapped by this array of self-tightening photoinduced lattices. (b)
Presents photographs showing the variation of the fringe patter as a function of the external voltage applied
and the red beam angle respect to the bisector of the writing beams. The pictures were taken on the far
field using a digital camera. In order to get the photographs, a microscope objective was focused on the
back face of the crystal.

We consider the main effect produced by the external voltage particularly the self-compression
of the green fringes (interference) where the red light (λ = 632 nm) is trapped and guided in
photorefractive materials SBN:Ce (Fig. 2(a) and Fig. 2(b)). The crystal sized at 5×5×5mm3 with
two silver paste electrodes deposited an to the faces of the crystal perpendicular to the C axis.

The high voltage was wave guided is observed; also the self-focusing is noted in the red beam.
Interest in laser beam self-action in photorefractive material SBN:Ce has been stimulated by its
low threshold power and possible applications in light by light guiding and control [10].

In the Fig. 3 presents graphs showing the transversal profiles of the green fringe patterns as a
function of voltage, optimal angle between writing beams and optimal angle of the red beam to the
bisector of the green beams. It is possible to show that the main effect of the external voltage is
the fringe compression and increase of the fringes intensity.

On the spatial frequency domain, the external voltage applied to the crystal produces high
orders of diffraction; these can be seen on Fig. 4. We observe that the main effect of the external
field is the generation of higher and higher diffraction orders and optical noise around these.

The intensity of the high orders of diffraction was measured using a detector placed behind a
screen with a small orifice on it 1 meter away from the crystal. The screen was used as filter,
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Figure 3: Presents graphs showing the transversal profiles of the green fringe patterns as a function of voltage,
optimal angle between writing beams and optimal angle of the red beam to the bisector of the green beams.
It is possible to show that the main effect of the external voltage is the fringe compression and increase of
the fringes intensity.

0 V                  -200 V

-400 V                  -600 V

-800 V                -1000 V

Figure 4: We observe high order diffraction generation as a function of external voltage applied to the crystal.
Experiment conditions are the same as those of Fig. 2 (left side, red light; right side, green light).

blocking all but one of the diffraction orders. Fig. 5 presents the intensity variation for the first
three diffraction orders as a function of the applied external voltage.
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Figure 5: We present the intensity variation for the first three diffraction orders as a function of the applied
external voltage.

4. CONCLUSIONS

Optimal experimental conditions were found for the control and guidance of a Gaussian beam
emitted by a He-Ne laser using a periodical array of non-lineal light transforming gradually in a
waveguide inside the range of transversal modulation instability phenomenon.
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Abstract— A higher-order accurate FDTD simulation algorithm for the solution of the phase-
dependent SHG problem is presented. This algorithm approximates the spatial derivatives in
the propagation direction using 4th order FD schemes. It has been shown that this scheme
guarantees the convergence of the solution using significantly less computation time and less
memory requirement as compared to 2nd order schemes.

1. INTRODUCTION

Higher order FDTD schemes allow the modeling of electromagnetic wave interaction in structures
that have very long electrical lengths without jeopardizing the limit on phase error accumulation
set by standard 2nd order methods. These higher order schemes become even more attractive in
problems involving nonlinear interactions. For example, in a second harmonic generation (SHG)
problem, the energy coupling between the propagating input optical beam and the generated beam
is a strong function of the phase shift between the two waves. Failing to accurately estimate the
phase of the waves at any given distance along the propagation direction results in errors in the
calculation of both coherence length and the amount of coupled energy. Several researchers have
attempted the FDTD solution of wave propagation in both linear as well as nonlinear optical
structures using higher order methods to overcome the limitations of 2nd order explicit schemes
[1–3].

In this paper, the FDTD-SHG solution reported in [4] is revisited. The second order accurate
approximations of the spatial derivatives are replaced by 4th order accurate schemes. Such a scheme
has not been yet discussed in literature in the context of the nonlinear wave equation representing
SHG.

2. FORMULATIONS

A time-domain formulation of the SHG problem in nonlinear optical waveguides has been proposed
in [4]. The equations representing the propagating waves are derived using a nonlinear wave equa-
tion such that the problem is reduced to an equivalent scalar problem. This new formulation of the
SHG problem offers great advantages over both the classical BPM technique and other frequency-
domain methods. While it completely accounts for the wave-medium interactions, it avoids the
limitations associated with conventional asymptotic behavior and paraxial propagation. On the
other hand, it provides an efficient method for the time-domain characterization of nonlinear opti-
cal structures by focusing on such quantities as beam intensity, nonlinear depletion and phase shift,
characteristic lengths, etc., in which detailed analysis of the field components is not necessary. For
a 2D SHG problem, the proposed time-domain algorithm solves for only two fields; the fundamental
field and the second harmonic field. In addition, the algorithm is capable of incorporating different
matching techniques in the SHG process including quasi-phase matching and it can simulate CW
second-order nonlinear effects as well as operations with short time-varying envelops. The SHG
model equations are given by:

∇2Ef = µoεon
2
f

∂2Ef

∂t2
+ 2µoεoχ

(2)

〈
Ef ∂2Es

∂t2
+ Es ∂2Ef

∂t2
+ 2

∂Ef

∂t

∂Es

∂t

〉
(1)

∇2Es = µoεon
2
s

∂2Es

∂t2
+ 2µoεoχ

(2)

〈
Ef ∂2Ef

∂t2
+

∂Ef

∂t

∂Ef

∂t

〉
(2)

where Ef and Es are the fundamental and the second harmonic fields, respectively, n is the material
refractive index and χ(2) is the dispersionless nonlinear susceptibility. The second order FD ap-
proximation of the laplacian is systematically used in many wave propagation problems. Provided
that the spatial step size in the propagation direction is made a small fraction of the shortest wave-
length, the amount of numerical dispersion of a 2nd order scheme is generally acceptable. It will be
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interesting to investigate this general criterion when the simulation involves phase-dependent inter-
actions between coexisting waves, such as the case of a SHG problem. Using the 4th order scheme,
which is proposed to replace the 2nd order scheme, the spatial derivative of the fundamental wave,
for example, in the propagation direction will be given by:

∂2Ef

∂y2
∼= 1

12(∆y)2
[
−Ef (i, j−2) + 16Ef (i, j−1)− 30Ef (i, j) + 16Ef (i, j+1)− Ef (i, j+2)

]
(3)
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Figure 1: SHG results for 2nd and 4th order FDTD schemes.
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Figure 3: Peak value of second harmonic power vs. Grid factor using 4th order and 2nd order schemes.

3. SOLUTION METHOD AND NUMERICAL RESULTS

To study the effectiveness of the proposed 4th order method, a symmetric AlGaAs-based dielectric
slab waveguide is considered. It consists of a 0.44-µm thick guiding layer sandwiched between
two 3-µm thick AlAs layers. The excitation field is a CW signal at a fundamental wavelength of
λf = 1.064µm. The transverse profile of the excitation corresponds to the first guided mode at
the given operating frequency. For the sake of comparison, both 2nd and 4th order schemes were
considered. No matching technique is used such that the level of coupling between the input and
the generated waves depends entirely on the phase shift between them. This phase shift is defined
by the effective refractive indices of the two coexisting guided modes. The coherence length is given
by LC = λf/2(ns − nf ), where n is the effective refractive index. Because of the nature of the
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problem, propagation occurs in only one direction. Several numerical experiments have shown that
negligible gain in accuracy is achieved by applying the 4th order scheme to the transverse direction.
Figures 1 to 3 summarize the effectiveness of the 4th order scheme in speeding up convergence.
In the figures, the grid factor is defined as the ratio of the wavelength to the spatial step size.
For this particular problem, a grid factor of 80 in the 4th order scheme is sufficient to ensure
low levels of numerical dispersion. By applying the 4th order scheme to the spatial derivatives in
the propagation direction only, an overall increase of 26% in computation time per time step is
expected, but no additional memory resources are necessary. As shown in Figure 4, this additional
computation time is insignificant if compared to the savings made by relaxing the spatial step and
hence the time step. For the same error tolerance, the 4th order scheme uses spatial steps with
more than double the size required by the 2nd order scheme.

4. CONCLUSIONS

A 4th order accurate FDTD simulation algorithm for the solution of the phase-dependent SHG
problem has been presented. This algorithm guarantees the convergence of the solution using
significantly less computation time and less memory requirement as compared to 2nd order schemes.
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Full-wave Solution of the Second Harmonic Generation Problem
Using a Nonlinear FDTD Algorithm

H. M. Al-Mudhaffar, M. A. Alsunaidi, and H. M. Masoudi
King Fahd University of Petroleum & Minerals, Saudi Arabia

Abstract— A vectorial time-domain simulator of integrated optical structures containing sec-
ond order nonlinearities is presented. The simulation algorithm is based on the direct solution of
nonlinear Maxwell’s equations representing the propagating fields and is solved using the FDTD
method. Because the proposed algorithm accounts for the full optical coefficient tensor, the in-
accuracies associated with the scalar and paraxial approximations are avoided. It should find
application in a wide range of device structures and in the analysis of short-pulse propagation in
second order nonlinear devices.

1. INTRODUCTION

The increased progress in materials technology and fabrication methods for integrated optics has
resulted in a growing need for accurate models that closely predict the behavior of the electromag-
netic fields inside new optical devices. Fortunately, the advent of fast and powerful computers has
made detailed numerical modeling an efficient and reliable tool for researchers and engineers. Be-
cause many of the nonlinear optical devices are waveguide-based, the paraxial approximation of the
energy flow direction was utilized in the early numerical models. The Beam Propagation Method
(BPM) [1] is one approach of this type of modeling. The BPM method has been successfully used in
the analysis of Second Harmonic Generation (SHG) in nonlinear optical structures [2, 3]. Although
this method is relatively less computationally intensive than other methods, the formulation of
the fields for the SHG is scalar and the method is aimed at modeling wave propagation in devices
where the primary flow of energy is along a single principal direction. Other modeling methods in
this area are the Finite element method (FEM) and the Finite-Difference Time-Domain (FDTD)
method.

Since the introduction of the Yee algorithm for the numerical solution of Maxwell’s equations in
1966 [4], the FDTD method has been applied to the simulation of a large number of linear as well as
nonlinear electromagnetic problems [5]. The FDTD is substantially more robust than other methods
because it directly solves for fundamental quantities. It also avoids the simplifying assumptions
of conventional asymptotic behavior and paraxial propagation. Recently, a FDTD approach that
solves the nonlinear scalar wave equation was applied to the second harmonic generation problem
[6]. This scalar model offered a number of attractive advantages. All the effects due to the wave-
medium interaction are included in the analysis under the scalar formulation. Further, as compared
to the BPM solution, the approach takes into account wave reflection due to discontinuities in the
simulated structure as well as outside boundaries. However, the scalar model is only suited for
problems that do not involve change in polarization. In most practical nonlinear integrated optical
devices, wave polarization does occur. For example, in a GaAs-based nonlinear structure a TM
incident field can couple to a TE second harmonic field.

In this paper, a formulation of the full-wave model for SHG in optical structures containing
second order nonlinearity is presented. This formulation is suitable for implementation using the
vectorial FDTD. The algorithm is applied to a GaAs-based waveguiding structure.

2. FORMULATION OF THE SHG IN GAAS-BASED STRUCTURES

The propagation of electromagnetic radiation through certain class of crystals causes the nonlin-
ear dielectric properties of the material to be polarized. This polarization, P , can be expressed
mathematically using terms proportional to the nonlinear susceptibility, χ(2), and to the propa-
gating electric field components inside the structure. The nonlinear response of the material to
such property leads to an exchange of energy between fields propagating at different frequencies.
This response is utilized in the SHG in which energy from one field propagating at frequency ωf ,
the fundamental field, is transferred to a field propagating at double the frequency ωs = 2ωf , the
second harmonic field.
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The formulation starts with Maxwell’s equations:

∂H

∂t
= − 1

µo
∇× E (1)

∂E

∂t
= − 1

εo
∇×H − 1

εo

∂P

∂t
(2)

where E is the electric field intensity and H is the magnetic field intensity. P is the total (linear
and non-linear) electric polarization given by

P = PL + PNL (3)

where

PL = εo([εr]− 1)E (4)

PNL = 2εo[d]E · E (5)

and [d] is the nonlinear optical coefficient tensor. In vectorial form, the nonlinear polarizations of
the fundamental and the second harmonic waves are given by




PNL,ω
x

PNL,ω
y

PNL,ω
z


 = 2εo[d]




Eω
x E2ω

x

Eω
y E2ω

y

Eω
z E2ω

z

Eω
z E2ω

y + Eω
y E2ω

z

Eω
z E2ω

x + Eω
x E2ω

z

Eω
x E2ω

y + Eω
y E2ω

x







PNL,2ω
x

PNL,2ω
y

PNL,2ω
z


 = εo[d]




Eω
x Eω

x
Eω

y Eω
y

Eω
z Eω

z
2Eω

z Eω
y

2Eω
x Eω

z
2Eω

x Eω
y




(6)

Consider now a GaAs-based waveguide with crystal axes matching the principal axes. The nonlinear
optical coefficient tensor is given by

[d] =

[0 0 d14 0 0
0 0 0 d14 0
0 0 0 0 d14

]
(7)

In this case, coupling of a TM fundamental field to a TE second harmonic field is possible. The
resulting differential equations are:

TM fundamental input

εx
∂Ef

x

∂t
= −∂Hf

y

∂z
− 2εod14

∂

∂t

(
Ef

z Es
y

)
(8)
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TE second harmonic field
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3. SOLUTION METHOD AND NUMERICAL RESULTS

The finite-difference time-domain (FDTD) method is used to numerically solve Equations (8) to
(13). The method is suitable for this application because of its ability to include different structures
and different media. It is also capable of producing results for multiple frequencies using a single
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Figure 1: SHG along the nonlinear waveguide (solid: no matching, dashed: perfect match).

simulation. To increase the accuracy of the computations, the PML absorbing boundaries are used
for the truncation of the computation domain. A symmetric GaAs-based dielectric slab waveguide
is considered to test the proposed FDTD algorithm. It consists of a 0.44-µm thick guiding layer
sandwiched between two 3-µm thick AlAs layers. The arrangements of the field components for both
the fundamental and second harmonic are made according to the standard Yee cell. The excitation
field is a CW TM signal at a fundamental wavelength of λf = 1.064µm and an amplitude of
5.0A/µm. The transverse profile of the excitation corresponds to the first TM guided mode at
the given operating frequency. For the sake of illustration, two matching scenarios are considered.
First, no matching technique is used such that the level of coupling between the input and the
generated waves depends entirely on the phase shift between them. This phase shift is defined
by the difference between the effective indices of the two coexisting guided modes. Second, the
effective refractive index of the first odd guided mode of the TE field at λs = 0.533µm is perfectly
matched to the first even guided mode of the TM input field by numerically changing the value of
the refractive index of the guiding layer at λs. The results for both scenarios are shown in Figure 1.
As expected, energy exchange between the fundamental field and the second harmonic field takes
place periodically during every coherence length if no matching technique is implemented. If,
however, the two waves are perfectly matched, the energy exchange will be continuous, resulting
in a coherent build-up of the second harmonic energy. The transverse profiles for the fundamental
TM mode and the second harmonic TE mode are shown in Figure 2. The simulation verifies the
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coupling of second harmonic energy on the first odd TE mode. Finally, time-domain results of the
input fundamental field and the generated second harmonic field at a point along the device are
shown in Figure 3. The results confirm the relative frequency between the two propagating beams.

4. CONCLUSIONS

The developed model can be utilized to efficiently analyze and study different optical structures
with second order nonlinearities. Instead of calculating the total field inside the structure and then
performing spectral analysis to separate the two propagating waves, the presented model solves
directly for the fundamental as well as the second harmonic fields. It should find application in
a wide range of device structures and in the analysis of short-pulse propagation in second order
nonlinear devices. The extension of the model for applications involving pulsed excitations and
different device geometries is a future work.
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Spectral Monte-Carlo Simulations of Photon Penetration in
Biotissue in Visible and Near Infrared

M. Hülsbusch, D. Hölscher, and V. Blažek
Institute of High Frequency Technology, RWTH Aachen University, Aachen, Germany

Abstract— For design and optimization of optoelectronic sensor concepts the photon-tissue
interaction has to be evaluated. The Monte Carlo method is a well suited tool for this task.
This paper discusses different virtual skin models and the optical properties of biotissue in the
visible and near infrared spectrum. Based on these fundamentals a simulation tool is presented,
which is capable of handling arbitrary complex simulation scenarios. Apart from the assessment
and quantification of penetration depth of different sensor concepts also dynamical simulations
are presented, which allow simulations of blood volume pulses. These simulations permit the
evaluation of the DC and also the AC component of the detector signal.

1. INTRODUCTION

Optoelectronic sensor concepts are gaining importance in modern medicine. They are noninvasive,
allow cheap and flexible measurements and are widely accepted by the patients. The design and
optimization of theses sensors require knowledge of photon-tissue interaction. An established tool
for simulation of this interaction is the Monte Carlo method.

2. MONTE CARLO SIMULATION

Monte Carlo simulations are based on the method of statistical sampling for the solution of quan-
titative problems. They were first introduced by Metropolis and Ulam in 1949 for the prediction
of neutron distributions in uran [1]. In the presented optical domain the interaction between pho-
tons and tissue is simulated by distribution functions of the interaction processes and generation
of random numbers. Light is considered as particles, which can be absorbed or scattered in turbid
media like tissue or blood. The photon path is then calculated using ray tracing algorithms.

One advantage of the Monte Carlo method is the simple description of biotissue, only the
absorption coefficient µa, the scattering coefficient µs and the anisotropic factor g of the simulation
media have to be specified. µa and µs define the probability for absorption of a photon, g allows
the specification of a scattering angle according to the Henyey-Greenstein phase function.

3. OPTICAL PROPERTIES OF BIOTISSUE

Human skin is a strongly scattering turbid medium. In the visible and also in the near infrared
spectrum the probability of scattering is about 100–1000 times higher than that of absorption. This
fact generally allows measurements using optical sensors.

Quantitative values for anisotropic factor g and absorption and scattering coefficient µa, µs for
discrete wavelengths in the range of 300–900 nm can be found in the literature. These parameters
have usually been gained by parameter matching between macroscopic measurements and simula-
tions. Unfortunately there are strong variabilities in these parameters. They could be generated
by differing probe preparation or different measurement techniques.

Different research groups try to not only estimate simulation parameters for discrete wavelengths,
but to produce measurements for the whole optical spectrum from 300–900 nm. Measurement
data for oxyhemoglobin and reduced hemoglobin have been published by Prahl [2]. Jacques [3]
further published functional approximations for absorption and scattering coefficients of different
skin components. As a functional description of the anisotropic parameter g linear interpolation
have been used throughout this paper. The continuous representation of simulation parameters
(Fig. 1, 2) in relation to wavelengths permit simulations at arbitrary wavelengths, which offers
great advantage for parameterising simulation runs. Optimizations of different sensor concepts in
regard to wavelength are thus possible.

4. SKIN MODEL

The skin is the largest human organ, it has a surface of about 1.5–1.8m2 and a weight of about
5 kg. It’s thickness varies from 1 to 4 mm. In first approximation it can be regarded as a multilayer
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Figure 1: Absorption and scattering parameters for epidermis, dermis und blood. Discrete measurements
from literature are depicted as well as functional representations of µa and µs for different skin components.
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structure where the different layers can be divided by function or vessel density (Fig. 3). Different
authors published layered skin models with differing layer thickness and differing blood contents
fblood in the functional layers [4–6] (Tab. 1).

Different simulations have been performed for these skin models. Despite strongly differing
layer dimensions, no significant differences in regard to penetration depth and backscattered light
intensity could be found. Since the skin model of Meglinskii & Matcher seems to be the newest
and most widely used model, it has been utilised in this work.

5. EXPERIMENTAL VERIFICATION OF SIMULATION RESULTS

For the Monte Carlo simulations a lot of approximations and simplifications have to be used. The
simulation parameter µa, µs and g which were found in the literature show discrepancies or are
interpolated, the layered skin model represents a strong simplification and the consideration of
only a few skin components melanin, epidermis, dermis and blood could also potentially reduce
simulation accuracy. An experimental validation of simulation results has been performed. The
skin is punctually illuminated by a laser light source with wavelength λ = 632 nm. A detector
with varying lateral distance then measures the backscattered light intensity. The lateral intensity
profile from experimental measurements at different skin positions and also from the simulation
are shown in Fig. 4. For measurements on the palm of the hand a good correlation to simulation
results could be found. This emphasises the general suitability of the presented virtual skin model
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Figure 3: Structure of human skin. According to varying vessel density it can be divided into different layers.
(Source: http://www.medizininfo.de/hautundhaar/images/haut1.gif).

Table 1: Thickness and blood volume concentration fblood for different skin layers for skin models from [4],
[5] and [6].

Hautmodell Meglinskii & Matcher Mühl Tuchin1

Skin layer thickness fblood thickness fblood thickness fblood

Epidermis 100µm 0% 200 µm 0% 100 µm 0%

Capillary layer 150µm 4% 200 µm 4% 200 µm 3%

upper vessel plexus 80 µm 30% 200 µm 10% 200 µm 20%

supply layer cutis 1500 µm 4% 900 µm 5% 900 µm 3%

deeper vessel plexus 100 µm 10% 500 µm 15% 600 µm 25%

supply layer subcutis 3000µm 5% 3000 µm 4%
1 Tuchin does not specify blood volume concentration but uses weighted mean values of simulation

parameters µa, µs and g.

and the simulation parameters.

6. SIMULATION RESULTS

For visualisation and qualitative inspection of the simulation results a 3D model can be generated
(Fig. 5). The full photon path of all photons that are registered by the detector and contribute to
the sensor signal is displayed. Despite the qualitative analysis from the visualisation the penetration
depth can be assessed quantitatively.

A sensitivity profile in relation to skin depth can be calculated when the light intensity I(x, y, z)
at different locations are regarded. The contribution of any skin depth dz to the whole detector
signal can be specified as

I(z) =
∫ ∫

I(x, y, z)dxdy

dz
(1)

Figure 6 shows the sensitivity profiles for different wavelength in green (550 nm), red (650 nm)
and infrared (900 nm) wavelengths. A strong influence of wavelength on penetration depths can
be observed. The green sensor, which only measures the upper skin layers up to a depth of about
0.3mm will provide measurements solely of the skin microcirculation. While sensors utilising red
or infrared light will additionally collect information of deeper and larger vessels in the skin and
thus gather information of the macro circulation.
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7. DYNAMIC SIMULATIONS

Due to increasing computing power also parameterised simulations can be done. In repeated simu-
lation runs different scenario properties can be changed. As an example the blood volume contents
in the capillary layer have been chosen as dynamic parameter. These dynamic simulation runs
thus model the contraction of one heart beat. It will result mainly in an increase of blood volume
in the capillaries by about 10%, that is from 4% to 4.4%. Figure 7 shows the simulation results.
With increasing blood volume the light intensity at the detector will decrease due to increased
absorbance in the skin. Despite statistical variations the relation seems to be linear. The slope of
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the interpolation line represents the sensor sensitivity and is proportional to the AC component of
the sensor signal. The DC component can be determined by the number of photons registered at
the detector.

8. CONCLUSION

Advances in computing power allow new appliances of Monte Carlo simulations. Apart from static
simulations for the quantification of penetration depth, measurement volume etc., also parame-
terised simulation runs are possible. For sensor optimisations in regard to working wavelength
functional representations of the simulation parameters have been collected and extended from
the literature. Layered skin models from different authors have been found to lead to comparable
results despite their differing layer dimensions. The general suitability of these simulation models
could be approved by experiments.

Due to the modularised concept of the implemented simulation tool dynamic simulation runs
could be realised. As a result the skin can not only be simulated as a static scenario, but modelling
of vital functions like the heart beat is possible.
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Modeling and Analysis of Crosstalk between Differential Lines in
High-speed Interconnects

F. Xiao and Y. Kami

University of Electro-Communications, Japan

Abstract— The crosstalk between a single-ended line and a differential pair, and between dif-
ferential pairs are investigated in this paper. First, the telegrapher’s equations for multiconductor
line are applied. Then the telegrapher’s equations are solved by using the mode decomposition
technique. Finally the mixed-mode S-parameters are derived to investigate the crosstalk and
mode conversion.

1. INTRODUCTION

As clock frequency reaches the gigahertz band and signal transmission rate reaches the gigabit
range, signal integrity issues, such as crosstalk between signals, are becoming serious problems in the
interconnection of signals. Comparing with the single-ended signaling, differential traces are highly
resistant to common-mode noise from other signals or external fields, reduce the common-mode
radiation levels, and improve the signal integrity as well as the dynamic range [1–3]. Compared to
single-ended signaling, differential signaling uses double the number of interconnects. N singleended
signals need N + 1 interconnects, while N differential signals need 2N interconnects. As the
circuit packaging density continues to increase, the number of interconnects will be a limiting
factor. It is desirable to send as much data as possible between two points using a minimum
number of interconnects. Inserting an extra signal information by using the common mode into
the differential signaling is a promising technique [4]. Theoretically, the differential and common
modes are orthogonal with each other, thus the two signals can be transmitted on the same physical
channel without affecting each other. The circuit to implement this idea is illustrated in Fig. 1. The
differential signal is generated by the switching array S1 and S2. Another signal is introduced which
is connected to the center of two resistors at both ends. Since this signal only influences the common-
mode signal, the original differential signal is not affected [5]. The schemes for commonmode
transmission in differential pair is shown in Fig. 2. Vd and Vc are the original differential and
common-mode signals. Since the two signals transmit on the same physical channel, the signal on
the circuit will be the combination of the two signals. Here we denoted the combination signal
as Vout. Since the differential and common modes are orthogonal, thus from the difference of the
combined signal, the differential-mode signal can be obtained. On the other hand, from the sum of
the combined signal, the common-mode signal can be extracted.

Vd

S1 S2

S1S2

Vc

Vc

_
Vd

Vd -
_
Vd

S2 =
_
S1

Z

Z

Z

Z

Figure 1: Circuit for both differential and common-mode signaling.

While in theory the differential and common modes are orthogonal, in practice, inevitable non-
idealities, such as mismatch due to vias, connectors, and ground bounce, lead to crosstalk problems.
The crosstalk may exist in several different manners. First, signal coupling between modes causes
mode conversion between differential and common mode. Furthermore, if a differential pair is near
to a single-ended trace or another differential pair, the crosstalk between them may occur. In
this work, as a preliminary study, we consider the crosstalk to differential lines from a nearby sin-
gleended trace or another differential pair. First the crosstalk and mode conversion are analyzed.
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In our analysis, the differential pairs are considered as parallel transmission lines thus the teleg-
rapher’s equations for multi-conductor lines can be applied [6]. Then the telegrapher’s equations
are solved by using a mode decomposition technique. The mixed-mode S-parameters are derived
to investigate the crosstalk and mode conversion. The measurement of the crosstalk and mode
conversion are also conducted. The characteristics of the near-end crosstalk (NEXT) and far-end
crosstalk (FEXT) are also examined and discussed.

+_
Vd

Vd

Vout

_
Vout

Vc

Vout -Vout

(Vout +Vout)/2

_

_

Figure 2: Scheme for differential and common-mode signaling.
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Figure 3: Schematic of four conductor lines above ground plane and definition of line voltages and currents.

2. NETWORK EXPRESSION FOR (4+1)-CONDUCTOR LINES

Two pairs of differential traces run parallel on a PCB is shown in Fig. 3. The line voltages Vi

and line currents Ii (i = 1, 2, 3, 4) for each trace are also shown in the figure. At the first step,
we just consider the traces as four conductor transmission lines above a reference conductor, i.e.,
(4+1)-conductor lines. If the traces are x-oriented, then the telegrapher’s equations are

∂V

∂x
= −jωLI,

∂I

∂x
= −jωCV (1)

where V = [V1, V2, V3, V4]T and I = [I1, I2, I3, I4]T are respectively the line voltage and current
vectors with the superscript T denoting the transpose of the vector, L and C are the per-unit-length
inductance matrix and capacitance matrix, respectively. Both L and C are symmetric matrices.
The equations in (1) are a set of eight, coupled, first-order partial differential equations. They can
be solved using the mode decomposition technique [6]. This technique decomposes the line voltages
and currents into four independent modes, then the eight coupled telegrapher’s Equation (1) are
transformed to eight uncoupled equations. The primary solution process of the mode decomposition
technique is to find transformation matrices Tv and Ti, which change the actual line voltages and
currents, V and I, to the mode voltages and currents Vm and Im, i.e.,

V = TvVm, I = TiIm (2)

The solution of the eight uncoupled equations can be easily obtained in the same fashion of solving
a bifilar transmission line. For example, without loss of generality, for lines of length `, we can
express the network expression between the mode voltages and currents in chain matrix as

[
Vm(0)
Im(0)

]
=

[
Am Bm

Cm Dm

] [
Vm(`)
Im(`)

]
(3)
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where the matrices Am, Bm, Cm, and Dm can be easily calculated from the mode impedances,
phase constants, and the line length. Thus for the actual line voltages and currents we have

[
V (0)
I(0)

]
=

[
Tv O
O Ti

] [
Am Bm

Cm Dm

] [
T−1

v O
O T−1

i

] [
V (`)
I(`)

]
≡

[
A B
C D

] [
V (`)
I(`)

]
(4)

This is the obtained chain matrix expression for the (4+1)-conductor transmission line system.
From the above admittance matrix, the standard scattering matrix can be derived. This standard
S-parameters can be further transformed to the mixed-mode S-parameters [7], with which the
crosstalk is analyzed.

3. MODELING AND ANALYSIS RESULTS FOR A SINGLE-ENDED LINE AND A
DIFFERENTIAL PAIR

The mixed-mode S-parameters actually completely define the relations between the modes in the
multi-conductor lines. For a single-ended line and a differential pair, i.e., three-conductor lines,
Fig. 4, the mixed-mode S-parameters are

Smixed =




Sss11 Sss12 Ssd13 Ssd14 Ssc13 Ssc14

Sss21 Sss22 Ssd23 Ssd24 Ssc23 Ssc24

Sds31 Sds32 Sdd33 Sdd34 Sdc33 Sdc34

Sds41 Sds42 Sdd43 Sdd44 Sdc43 Sdc44

Scs31 Scs32 Scd33 Scd34 Scc33 Scc34

Scs41 Scs42 Scd43 Scd44 Scc43 Scc44




(5)

The Sss11, Sdd33, and Scc33 provide the input impedance information for the single-ended trace,
and the differential and common mode respectively. The Sdc43 and Scd43, provide the mode conver-
sion information between differential and common modes. And the four parameters Sds31, Sds41,
Scs31, and Scs41 provide the near-end and far-end crosstalk information from the single-ended trace
to the differential mode and common mode. Since the crosstalk is actually a function of the traces
separation, we will investigate the effect of the trace separation on the crosstalk. Parametric simu-
lations were conducted for this investigation. All geometries were fixed except the center-to-center
distance between the single-ended trace and the differential pair, D, Fig. 4, is changed.

single-ended port 2

differential

port 1

port 3 port 4

D

Figure 4: A single-ended line and a differential pair.

First, the effect of the trace separation on the input impedance of the single-ended trace, the
differential-mode, and the common-mode are shown in Fig. 5. The separation is changed from
4.5mm to 9.5mm. First, one can see the input impedance of the common mode is almost not
affected by the changing of the separation D. On the contrary, the effect on the input impedance of
the differential mode, and the single-ended line is obvious, especially for the differential mode. Next,
let’s look at the resonance frequency. One can see the resonance frequency of the common mode
is always less than that of the differential mode. In other words, the differential mode propagates
faster than the common mode. This is because the differential mode has more electric flux in the
air, leading to a lower effective permittivity and higher phase velocity. Furthermore, one can see
that, narrowing the space between the single-ended trace with the differential pair will cause the
differential mode faster.

The mode conversion between differential and common modes is shown in Fig. 6(a). One can
see, up to 3 GHz, the mode conversion is less than −20 dB. In Fig. 6(b), the mode conversion at
2GHz is shown as a function of the separation D. One can see the mode conversion falls off quickly
as the separation is increased. With doubling the separation, the reduction in the mode conversion
is about 22 dB.
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Figure 5: Input impedance of each mode affected by the trace separation, (a) single-ended, (b) differential
mode, and (c) common mode.
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Figure 6: Mode conversion between the differential mode and common mode affected by the trace separation,
(a) with D as parameter, (b) at 2 GHz.

In Figs. 7 and 8, the crosstalk from the single-ended trace to the differential mode and common
mode are shown respectively. For both near- and far-end crosstalk, one can see the levels for the
differential mode are lower than those of the common mode. When the separation D is 4.5 mm, for
the near-end crosstalk, the common-mode response is about −17 dB, where the differential mode
response is about−20 dB. For the far-end crosstalk, the common-mode response can be up to−7 dB,
where the differential response is about −15 dB. In Fig. 9, the crosstalk levels are shown versus
the separation D. One can see the crosstalk falls off quickly as the separation is increased. With
doubling the separation, the reduction in the near-end crosstalk from the single-ended trace to the
differential mode is about 16 dB, and the reduction in the far-end crosstalk to the differential-mode
is about 9 dB. On the other hand, the reduction in the near-end crosstalk to the common-mode
is about 11 dB, and the reduction in the far-end crosstalk to the common-mode is about 8 dB.
That is, the reduction for the crosstalk to the common mode is not as effective as for those of the
differential mode. Furthermore, the reduction for the far-end crosstalk, both for the differential
mode and common mode, is not as effective as for the near-end crosstalk. The crosstalk between
differential pairs are smaller than those for the case of a single-ended line to a differential pair. But
the behaviors for both the near- and far-end crosstalks are similar to those discussed above.
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Figure 7: Crosstalk from the single-ended trace to the differential mode (a) near end, and (b) far end.
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Figure 8: Crosstalk from the single-ended trace to the common mode (a) near end, and (b) far end.
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Figure 9: Crosstalk levels versus trace separation at 2 GHz.

4. CONCLUSION

The crosstalk between a single-ended line and a differential pair, and the crosstalk between dif-
ferential pairs have been analyzed based on the telegrapher’s equations for multi-conductor lines.
The obtained results can give guidelines for design the differential interconnects for minimizing
the crosstalk. That is the goal of this work. Several possible differential-line structures will be
considered, including the co-planar lines, stacked-pair lines, diagonal-pair lines, to find a design of
the interconnects that minimizes the crosstalk. Different structures may exhibit different crosstalk
characteristics, and the crosstalk may be decreased by properly setting the differential pair. Fur-
thermore, the effect of routing guard traces and ground tracks will also be examined.
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Abstract— A novel time-domain approach for synthesizing SPICE-compatible models of power
delivery networks with resonance effect using time-domain reflected/transmitted waveforms either
measured by TDR/TDT or simulated by FDTD method has been developed. The step responses
of the power/ground planes are solved in terms of rational functions by the generalized Pencil-of-
Matrix (GPOM) method, and the pole-residue representation of the time-domain step responses
of the planes structure is obtained. The macro-π model in terms of the rational functions pairs
is obtained through a Y matrix transformation. The equivalent lumped circuits of the macro-π
model are synthesized by a lumped circuit extraction method. It is found that the extracted
models accurately predict the power/ground bouncing or resonance behavior in a wide-band
range. The developed models can be efficiently incorporated into the HSPICE simulator for
considering the power/ground bouncing noise in high-speed circuits.

1. INTRODUCTION

In recent high-speed digital circuits with pico-second rising/falling edges, it is reasonable to consider
the power/ground planes as a dynamic electromagnetic system [1]. The simultaneous switching
noise (SSN) or ground bounce noise, resulting from the transient currents flowing between power
planes during the state transitions of the logic gates, has become a critical factor to degrade the
signal integrity (SI) and power integrity (PI) in PCB or package design [2]. In order to accurately
perform overall system-level power integrity simulation, extracting the SPICE-compatible models
of the power/ground planes with resonance effect and incorporating the model into the conventional
circuit simulator, such as SPICE, is essential.

In the early development, the power delivery network consisting of the power/ground planes
was modeled as a lumped inductor or inductive network [3]. At high frequencies where the wave
phenomenon is more significant, more accurate modeling of the power delivery network is necessary.
Various numerical methods based on the cavity models [4] and partial element equivalent circuit
method [5], among others, were proposed to model the power/ground planes. Full-wave numerical
methods such as finite-element (FEM), finite-difference time-domain (FDTD) and moment methods
(MoM) were also adapted to analyze the complicated resonance effect of the simultaneous switching
noise [6]. Recently, based on time-domain responses either from simulations or measurements, the
resonance effect of the power/ground planes was characterized using a complicated process [7].

In this paper, a time-domain approach is proposed for synthesizing the SPICE-compatible cir-
cuits of the power/ground planes based on a two-port π-model. According to either the measured
or simulated time-domain reflected waveforms, the generalized pencil of matrix method (GPOM)
[8] is employed to construct the time-domain step response of the power/ground planes in terms of
rational functions. The equivalent model in terms of the rational functions pairs is obtained through
a two-port Y-matrix transformation. The equivalent circuits of the model are finally transformed
by a systematic lumped-model extraction technique (SLET) [9].

2. SIMULATION OR MEASUREMENT SETUP

Time-domain waveforms are employed to obtain the step response of the power/ground planes.
The time domain waveforms are made available either through FDTD simulation or a TDR/TDT
measurement. Fig. 1 shows an example of the power/ground planes for a two-layer board (εr = 4.3).
For the simulation setup, a resistive voltage source injects a step waveform into the power/ground
planes, and receives transmitted waveform on the other end. In addition, for measurement setup,
we can use a general TDR, such as Tektronix CSA8000B or Agilent DCA86100C, to launch a step
waveform into the power/ground planes. This setup is used for the power/ground planes model
extraction both from the FDTD simulation or the TDR/TDT measurement.
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3. STEP RESPONSES AND MODE EXTRACTION

As shown in Fig. 1, a step source with rise time τ is injected into port1 and port2, respectively,
and the reflected and transmitted voltage waveforms are recorded. The step responses of the
power/ground planes at these two ports can be obtained by normalizing the reflected and trans-
mitted waveforms with the incident wave amplitude, and are denoted as ymn(t), where m is the
receiving port and n is the injecting port. By employing the GPOM method, the step responses
can be obtained as a summations of the complex exponential terms (modes) as

ymn(t) =
Lmn∑

i=1

ri
mn exp

(−pi
mnt

)
(1)

where m,n = 1 or 2, ri
mn and pi

mn are the residues and poles in the Z planes, and Lmn is the
number of exponential term synthesized by the GPOM. The objective of the GPOM is to find the
best estimates of Lmn, ri

mn, pi
mn and with i = 1, . . . , Lmn.

Figure 1: An equivalent two-layer PCB to model a
power/ground planes pair.

Figure 2: The proposed equivalent π-model module.

4. MODULES OF π-MODEL

The corresponding impulse responses of the power/ground planes in frequency domain is obtained
through the Laplace transformation of (1) as the rational functions

ξmn(s) = s

Lmn∑

i=1

ri
mn

s + pi
mn

(2)

Figure 2 shows the proposed equivalent π-model of the power/ground and the corresponding ports.
By using the two-port transformation and the definition of the impulse response in (2), the corre-
sponding models with three modules M1, M2, and M3 can be derived as

M1(s) =
1
Z0

(1− ξ11) (1 + ξ22) + (ξ12) (ξ21)− 2ξ21

(1 + ξ11) (1 + ξ22)− (ξ12) (ξ21)
(3a)

M2(s) =
1
Z0

(1 + ξ11) (1− ξ22) + (ξ12) (ξ21)− 2ξ21

(1 + ξ11) (1 + ξ22)− (ξ12) (ξ21)
(3b)

M3(s) =
1
Z0

2ξ21

(1 + ξ11) (1 + ξ22)− (ξ12) (ξ21)
(3c)

where Z0 is the impedance of the terminated transmission line. Each of the modules (M1, M2, or
M3) is derived based on the admittance definition in frequency domain.

5. LUMPED CIRCUITS EXTRACTION METHOD (LCEM)

The final step is to synthesize the equivalent lumped circuits π modules. Mi in (3) can be re-
arranged as

Mi(s) = s

K0∑

i=1
qi>0

qi

s + hi
+ s

Ki∑

i=1
vi>0

ris + vi

s2 + uis + mi
+

P (s)
Q(s)

+ Ki (4)
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where qi, hi, ri, vi, ui, mi are real numbers and i = 1, 2, or 3. The corresponding circuit models for
the first-order terms in the first summation of (4) can be realized by a parallel connection of series
R-C, as shown in Fig. 3(a), with

RCi = 1/qi (5a)
Ci = 1/ (hi ·RCi) (5b)

Figure 3: Four types of the equivalent model extracted from the pole-residue representation.

The equivalent circuits of the second-order terms in the second summation of (4) are shown in
Fig. 3(b) with corresponding values derived as

Ci = vi/mi (6a)
RCi = (ui − ri/Ci) /vi (6b)
RLi = 1/ri −RCi (6c)
Li = RLi · ri/ (Ci ·mi) (6d)

The remaining term P (s)/Q(s) in (4) can also be converted to a summation of first-order and
second-order terms with negative value qi and vi, respectively. By employing the voltage-controlled
voltage-source (VCVS), they can be synthesized as the circuit models shown in Figs. 3(c) and 3(d)
for the first-order and second-order terms, respectively. The corresponding values for the first-order
term can be derived as

RCi = 1/qi (7a)
Ci = −1/ (hi ·RCi) (7b)

and the values of second-order terms can be derived as

Ci = −vi/mi (8a)
RCi = (ui + ri/Ci) vi (8b)
RLi = 1/ri −RCi (8c)
Li = RLi · ri/ (Ci ·mi) (8d)

VCi(s) in Fig. 3(c) and VLi(s) in Fig. 3(d) are the voltage drop crossing on the corresponding
capacitor and inductor, respectively.

6. MODELING RESULT AND DISCUSSION

An FDTD simulation with a 0.4 V step source of 10 ps rise-time was launched to port 1 to obtain
the reflected and transmitted time domain response. Using the proposed approach, the equivalent
model of the power/ground planes can be extracted successful. The accuracy of the equivalent
lumped model is verified in frequency-domain. For comparing the results in the frequency-domain,
S11 and S21 calculated by the extracted model and Ansoft HFSS is shown in Fig. 4, and Fig. 5.
Both the magnitude and phase agree reasonably well. Good agreement both in magnitude and
phase is also seen in frequency range from DC to 3 GHz.
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Frequency (GHz)

Figure 4: Comparison of S11 with extracted model
in ADS and HFSS simulations for magnitude and
phase.

Figure 5: Comparison of S21 with extracted model
in ADS and HFSS simulations for magnitude and
phase.

7. CONCLUSION

Based on the TDR/TDT-measured or FDTD-computed time-domain data, an efficient system-
atic approach has been proposed to extract the SPICE-compatible models of the power delivery
networks. According to either the measured or simulated time-domain waveforms, the GPOM is
employed to construct the time-domain step response of the power/ground planes in terms of ra-
tional functions. The rational functions are then used to extract the lumped circuits of DUT by
SLET. The good accuracy of the proposed approach in frequency-domain has been demonstrated.
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Abstract— In this paper, the different issues confronting designers of RF blocks in digital
CMOS are presented. These issues include the various implementations for the successful inte-
gration of spiral inductors and capacitors in CMOS for RF operation as well as the evaluation of
Q enhancement techniques to improve inductor Q. Another barrier considered is RF MOSFET
modeling because MOSFET parasitics become important as the operating frequency increases
and enters the GHz range. Likewise, knowledge of the effects of layout on these parasitics is vital
in improving RF design effectiveness. To improve RF design capability, it is therefore essential
that actual measurement results be used to quantify realizable performance for both passive and
active devices in CMOS. Structures presented in this paper were fabricated on a 0.25µm digital
CMOS process but the results obtained will be crucial for deep submicron CMOS processes.

1. INTRODUCTION

The widespread use of mobile wireless communication systems provides challenging opportunities
for research and development. Cellular phone users, for example, want affordable, lightweight and
compact handsets, which have all the benefits the latest technology can offer. Thus, the development
of low cost, low power and high performance mobile handsets continues to be a major endeavor. A
possible solution to the stringent requirements of mobile handsets is the single-chip integration of the
baseband, the intermediate frequency (IF), and the radio frequency (RF) modules in digital CMOS.
The continuous reduction of the minimum feature size for CMOS technology allows it to achieve
cut-off frequencies suitable for RF applications. This development, along with its inherent (1) low
cost, (2) high integration density, (3) mixed signal compatibility, (4) low voltage capability, and
(5) production maturity, makes CMOS technology a viable contender in single-chip integration [1].
As such, research on both active and passive devices is important in realizing the ultimate goal of
single-chip RF CMOS design.

On-wafer characterization of both active and passive devices is important in realizing the ulti-
mate goal of single-chip RF CMOS design. In this paper, inductors, capacitors and transistors were
implemented in a 0.25µm digital CMOS process and characterized to enable RF circuit integration.
Spiral Inductors are first discussed in Section 1 highlighting the best option available to increase
isolation and inductor Q. Capacitors are introduced next in Section 2 and the various available
topologies are analyzed to present the options on how to implement area efficient capacitors with
acceptable Qs. Techniques in improving transistor performance are analysed next in Section 4.
Several layout strategies were implemented to determine how it affects the transistor parasitics at
RF. Finally, conclusions are drawn in Section 5.

All on-wafer measurements conducted used a Micromanipulator Probing station, Microwave
Probe Link Arms, GSG Picoprobes 40A-GSG-160-P, an Agilent 8753ES Vector Network Analyzer,
a HP 4156A Precision Semiconductor Parameter Analyzer, and HP 11590B bias tees. All test struc-
tures were enclosed in test fixtures with GSG pads for de-embedding processes. It was determined
that open pad de-embedding was sufficient for frequencies up to 6 GHz.

For a more concise discussion on the merits of this research, results published previously by the
authors on inductors [2–4] are summarized in this paper. For the details for on-wafer characteriza-
tion of capacitors and transistors please refer to [5, 6].

2. SPIRAL INDUCTORS

For integration in current commercial CMOS process, octagonal and square spiral inductors were
implemented. ASITIC was used in the initial design and simulations then on wafer characteri-
zation was done using the inductor model proposed by Yue [7]. Q-enhancement techniques were
implemented with the inductors. These techniques are patterned ground shields [7], halo substrate
contacts [8] and shunted metal layers [9]. The halo substrate contacts and patterned ground shields
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Table 1: Summary of extracted parammeters for 1.8 nH inductor at 2.4GHz.

ParametersTechnique

Used L (nH) RS ( ) CP (fF) Q

Plain 2 10.5 60 2.8

PGS 2 12.5 95 2.5

Halo 2 11.5 90 2.6

S.M. 2 9 130 3

S.M. + PGS 2 9.8 150 2.8

Ω

Table 2: Summary of capacitors implemented.

Group 1 Group 2

Capacitor Type Value (fF) Area (µm2) Capacitor Type Value (pF) Area (µm2)

HPP 634.9 4984.36 VPP 4.98 14,522.66

VPP 593.97 1802 VPP min width 5.003 11,549.8

VPP min width 598.18 1430.27 VPP 9 sqrs 5 11,994.75

VB 467.7 1062.7 VB 3.93 8949.16

Fractal 1 617.2 2410.83 Fractal 1 5.01 18664.56

Fractal 2 601.2 2507.98 Fractal 2 4.95 19892.21

Fractal 3 601.2 2178.51 Fractal 3 4.95 17,166.71

Interdigital 600.7 928.87 Interdigital 5.02 7252.83

Woven 583.7 994.77 Woven 5.01 7839..33

were then later evaluated in improving the isolation in an epitaxial CMOS process [4]. Shown in
Table 1 is a summary of the inductor parameters derived for a 1.8 nH square spiral inductor at
2.4GHz. It can be noted that there were no significant improvements that were observed when
the techniques mentioned above were used. This can be accounted for by the increased parasitics
associated with these techniques. Notable is the increase in parasitic resistance associated with
using PGS and halo substrate contacts. The use of shunted metals does lessen resistive losses but
brings the inductor closer to the substrate, thereby lessening its effectiveness at higher frequencies.
From experiments done, highest Q achieved was 4.5 for a 1.8 nH inductor and only 3 for a 10 nH
inductor. The fo of the 10 nH spiral was below 4 GHz while those for the 1.8 nH were beyond 6 GHz.

The general guidelines that were derived from the various inductor structures characterized are
the following:

1. Patterned ground shields are better than halo substrate contacts in limiting substrate losses.
Using patterned ground shields also improves the isolation between inductors.

2. Inductors should be placed in a diagonal configuration to improve isolation since coupling can
be both magnetic and through the substrate. Measured results prove that a further 5 dB of
isolation can be achieved with this layout configuration.

3. Placing a PGS under an inductor with shunted metal layers can help alleviate reduce substrate
losses.

4. Use small inductors as much as possible since it offers higher Qs and smaller area leading to
higher resonant frequencies.

5. Octagonal spirals offer a more hallow implementation than a square spiral and higher induc-
tance values can be achieved for the same area compared with a square spiral.

3. CAPACITORS

Capacitors like inductors play an important role in RF blocks as well as in other circuits like con-
verters and switched capacitor circuits. These structures often consume large areas, and this has
been the focus of various researches on how to come up with area-efficient, high-density and high
Q capacitors. Capacitors with smaller areas tend to have smaller resistances leading to higher Qs
and smaller parasitic inductance leading to higher resonant frequencies. With newer CMOS pro-
cesses, lateral flux has become increasingly dominant due to fringing capacitance. In this regard, a
number of capacitor topologies have been proposed to take advantage of the increasing lateral flux
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component such as Vertical Bars (VB) and Vertical Parallel Plates (VPP) [10]. Other novel struc-
tures tend to exploit both the vertical and lateral flux capacitances thereby increasing capacitance
densities. These structures include the interdigital [11], woven and quasi-fractal capacitors [10].
Research done on capacitors focused on the realization of three distinct groups of capacitors: with
capacitance of 600 fF, with a capacitance range of 3 to 6 pF and with a capacitance of 6 to 12 pF.
The range was needed since a highly reliable 3D electromagnetic field solver was not available to
approximate the value of the capacitance designed and formal procedures for actual design were
not outlined in literature. For a more detailed discussion on the capacitance estimation used in
designing each capacitor, please refer to [12]. Each of the given topologies was implemented for the
three identified groups except for the horizontal parallel plate (HPP) capacitor which was imple-
mented only for the small capacitance. Table 2 illustrates the structures implemented for Group 1
and Group 2 with the corresponding simulated capacitance and area consumed. Note that the HPP
capacitor is included in Group 1 for comparison.

The extracted results using a simple pi-model used in [5] is presented in Table 3 for three sets
of capacitors, Group A in the range of 5–7 pF, Group B one in the vicinity of 400 pF and Group
C with a range of 3–4 pF. It can be observed from the table that after fabrication, there were
some discrepancies in the computed and extracted capacitances due to the oversimplification of the
fringing capacitance among the different structures considered. This required a new grouping for
better comparison and analysis to determine the best option in capacitor implementations.

Table 3: Summary of measured capacitor characteristics at 1 GHz.

C(fF) C(%)
Density
(aF/µm2)

DF(%) Q LS (nH) fO(GHz)

Group A

VPP 5700 -14.42 392.49 4.61 21.69 0.356 3.54

VPP m.w. 5350 -7.02 463.2 4.96 20.16 0.087 7.38

VPP 9sqrs 5900 -17.84 491.88 9.76 10.24 0.121 5.96

Fractal 1 5790 1.31 310.21 7.24 13.81 0.192 4.77

Fractal 2 6360 2.47 319.72 5.65 17.71 0.139 5.36

Fractal 3 6250 4.12 364.07 7.67 13.04 0.117 5.88

VB 6730 8.36 377.05 5.97 16.75 0.175 4.64

Interdigital 5500 29.27 384.19 18.69 5.35 0.247 4.32

Woven 7370 26.67 475.17 43.28 2.31 0.255 3.67

Group B

VB 384.04 12.93 361.3657 1.32 75.79 0.321 14.33

Interdigital 333.08 28.87 358.5857 1.15 87.20 0.360 14.53

Woven 469.132 19.63 471.5975 1.14 87.49 0.418 11.36

Group C

VB 3990 -8.17 445.85 4.42 22.61 0.246 5.06

Interdigital 2880 26.09 382.68 3.71 26.99 0.262 5.79

Woven 4190 16.49 534.38 4.31 23.18 0.166 6.03

∆

Results presented in [5] show that using capacitors that take advantage of lateral flux like the
VPP resulted in 3.5 times increase in capacitor density compared with a standard HPP topology
while fractal capacitors had at least 2 times the capacitor density. This clearly shows that area
can be saved by optimizing lateral flux. Looking at Group A in Table 3 for both VPP capacitors
and fractal capacitors, it can be observed that VPP capacitors achieved higher densities compared
to fractal capacitors with very good Qs in the range of 10 to 20 which is better than inductors
presented earlier. Among the VPP inductors, the VPP minimum width achieved the highest reso-
nant frequency with high Q. The VPP 9 squares was implemented to minimize parasitic inductance
which was achieved from Table 3. However, this particular topology suffers from a lot of losses
as can be seen with the DF wherein, DF, dissipation factor, is the ratio of capacitor resistance to
reactance. The increase in losses contributed to its very low Q. Incidentally, the capacitor with
the best Q is the normal VPP capacitor. Fractal capacitors, on the other hand, offer good agree-
ment between computed and actual measurements. Among fractal capacitors considered, the third
option proved to be the best topology having the highest density, moderate Q and the highest fo.

It is important to out point the three topologies that accounted for a wide margin between
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computed capacitance and measured capacitance. These topologies are: VPP, interdigital and wo-
ven. Interdigital and woven structures take advantage of both lateral and vertical flux. Interdigital
capacitors were off by an average of 27% and woven structures were off by an average of 20%. This
greatly highlights the shortcomings of the formula used in deriving the capacitance of these struc-
tures and merits further study. This is an important step given the capacitor densities achieved
with these structures. Among the two, the woven capacitor offers the highest capacitor densities
but this structure suffers from large losses as can be seen from measured DF for large capacitances.
VPP and VB capacitors offer the best performance tradeoff between Q, fO and LS . Furthermore,
its construction is fairly simple compared with the other structures.

4. MOS TRANSISTORS

In general, MOS transistors need large device widths are used to achieve the high gm’s and to
maximize the operating frequency minimum gate length is used. To limit the noise contribution
brought about by increased device widths due to increased gate resistance, Rg, a common layout
practice is to decompose it into parallel transistors of smaller widths. This layout technique is
referred as multi-finger distribution. This technique not only reduces Rg but it also reduces junction
capacitances. Further reductions in gate resistance can be obtained by using double contacted gates.
The disadvantages of multi-finger distribution include: (1) the increase in the required gate-source
and gate-drain overpasses and (2) the increase in gate-bulk parasitics.

An offshoot to multi-finger distribution is the cluster of fingers (COF) approach [13]. This
technique emphasizes a high degree of layout consistency so that all major MOSFET parasitics
scale with device dimensions. A COF requires a consistent number of fingers between substrate
contacts, a consistent length for drain, source and bulk diffusion areas for all transistors, and a
constant finger width. This approach however may lead to reduced design flexibility and reduced
performance because only multiples of the COF width can be implemented and the COF may not
be optimum for all transistor widths.

Another implementation issue that must be considered is the tradeoff between the number of
fingers for a given gate width. It was shown in [14] that for a Wf less than some critical finger width,
Rg increases as Wf decreases due to Non-Quasi Static (NQS) effects. This is complicated further
by the tradeoff between lower gate resistance and increased fringing effects. Other optimizations
with gate geometry was presented in [15] which proposes the use of meander type gate structures
to further improve the fT ’s of MOS transistors.

Finally constraints on matching and symmetry must also be addressed requiring the use of
dummy transistors/gates and limiting interference through the use of substrate contacts and guard
rings. All these guidelines were considered in the study of MOS transistor implementations for RF
applications. The objective is to determine the effects of the different layout techniques on the
dominant MOS parasitics. Three MOS device widths were chosen: 150µm, 300µm and 450µm
using a minimum length and configured in a CS topology. Various gate structures were incorporated
in the experiments and include: (1) single-contacted comb type, (2) single-contacted meander type,
(3) double-contacted comb type, and (4) double-contacted meander type. Different finger widths
were also considered for each device width as listed in Table 4.

Table 4: List of number of fingers/finger widths implemented in multi-finger distribution.

Width (µm) # of Fingers Finger ( m)

300 10 30

300 15 20

300 20 15

300 25 12

300 30 10

300 60 5

µ

Extracted gate resistance presented in Table 5 reveal that double-contacted RF MOSFET’s
exhibit lower Rg compared to single-contacted RF MOSFET’s. Smaller Rg’s are observed as the
number of fingers is increased. This is mainly attributed to smaller finger widths as the number
of fingers is increased. Unlike in single-contacted transistors, there is a negligible difference (0.5Ω)
between Rg extracted from double-contacted meander type structures using 30 and 60 fingers which
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highlights that a critical width exists wherein an increase in the number of fingers and consequently,
a decrease in the finger width, no longer result in a decrease in Rg. It was determined from
measurements that drain resistance was not a strong function of the number of fingers. Also, there
were no noticeable differences in terms of terminal resistance whether a transistor is implemented
in multi-finger or COF technique. Using substrate contacts or guard rings does not affect the
extracted terminal resistances.

Table 5: Variation of gate resistance in a multi-finger distribution.

No. of FingersGate
Type 10 15 20 30 60

SCM 56.44 37.59 34.76 29.23 24.05

DCM 37.08 30.13 28.67 21 21.5

In contrast to the trend noted in the terminal resistances, larger capacitances are extracted as
the number of fingers used increases as can be observed, in general, in Table 6. This is attributed
to greater capacitance due to the SDE regions and fringing effects. This trend is more apparent
in CGD because it is mainly due to the overlap capacitance. From measurements, the use of
double-contacted gate structure results in larger capacitances. This is attributed to the amount
of polysilicon used in these structures. In addition, compared to the doublecontacted comb type
structure, the double-contacted meander type structure has more polysilicon, thus the meander
type exhibit higher capacitance values. The use of substrate contacts, instead of guard rings, leads
to a decrease in capacitances, with CGB being the most significantly affected.

Table 6: Variation of gate capacitance in a multi-finger distribution.

No. of FingersCap

(fF) 10 15 20 30 60

CGG 340 369.5 358.7 363.2 428.1

CGD 93.72 100.8 100.2 104.7 124.1

CGS 187.1 191.2 161.6 187.2 246.7

CGB 74.3 77.7 68.8 71.3 57.3

Note there were no noticeable differences between the performances between COF or multi-
finger transistors. The choice will therefore lie on which will provide the least amount of effort to
generate the layout for a particular device width.

5. CONCLUSION

It is hoped that the results presented in this paper will be of great value to those research groups
who will venture into the development of RF applications in digital CMOS. From studies conducted,
spiral inductors have very limited Q. Proposed techniques were really not effective in improving
Q. The use of shunted metals limits resistive losses but suffers from a larger capacitance with the
substrate. The use of PGS offers the best solution in limiting crosstalk in epitaxial CMOS compared
to halo substrate contacts. VPP and VB capacitors offer the best option for integrated capacitors
due to it high capacitance densities and Q, although VPP capacitors are easier to design compared
to VB. Quasi fractal 3 capacitors can also be used and offer comparable performance to VPP
and VB, and can easily be designed but are more complex to implement. To limit MOS transistor
parasitics, the use of guard rings, double contacted comb type gates and multi-finger techniques are
highly recommended. Meander gates contribute to higher extracted capacitance thereby limiting
high frequency capabilities of the transistor. The use COF technique is also recommended to
achieve more regular layouts and improve matching.
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Abstract— In this paper, we present a new scheme for the realization of a wide-band noise-
signal RADAR utilizing wide-band chaotic signal generated from microwave chaotic Colpitts
oscillator. System simulations show that such RADAR can still work in an environment when
the signal-to-noise ratio (SNR) is −20 dB.

1. INTRODUCTION

RADAR, abbreviated from “Radio Detection and Ranging”, might be the most important technical
invention of human in the area of microwave engineering. From the invention of a primitive anti-
collision marine RADAR by a Germany Christian Husmeyer in 1903, RADAR has gone through
a history for more than 100 years. Nowadays, modern RADAR systems have been regarded to be
very “mature” in all the aspects like performance, manufacturing technics and reliability, and have
been widely applied in either military or civil uses. However, the development of RADAR is far
from its end. For military RADAR, it would be better if the RADAR signal is more difficult to be
detected or interfered, while for civil RADAR, EMC performance is more emphasized. A typical
example is the anti-collision vehicle-borne RADAR: since the vehicle-borne RADAR on one car can
not avoid the luminance from the adjacent lane, it has to work under the interference in a same
frequency band. The number of cars is innumerous, meaning that for a vehicle-borne RADAR,
it has to be co-existent with a number of RADARs with the same schemes, or it should be with
the property of “multi-user”, similar to a large-volume wireless communication system, such as a
cellular system. The key requirement for modern military and civil RADARs is actually the same,
i.e., how to let RADAR signals look more like wide-band noise. As the spread-spectrum technique
has been widely used in military and civil communications, using ultra-wide band, noise-like signals
in modern RADAR systems is also a trend. In this paper, we try to utilize microwave chaotic signals
and chaos synchronizations in a new type of noise-signal RADAR.

2. MICROWAVE CHAOTIC COLPITTS OSCILLATOR

So far, various chaotic circuits and systems have been extensively studied to illustrate the evolution
from DC to chaos. In early researches, chaotic circuits realized in laboratory only generated chaos
spectra with kilohertz to megahertz bandwidth, but till now, chaotic Colpitts circuits operating at
microwave frequencies have been reported [1, 2].

Figure 1(a) shows a Colpitts circuit realized by a bipolar junction transistor (BJT), which
might be the most common oscillator widely used from very low frequencies to millimeter wave
frequencies. Being a single-transistor circuit with inherent nonlinearity, Colpitts circuit has the
potential to generate high frequency chaos [3]. Colpitts circuit in Figure 1(a) can be described by
following circuit equations:

C1
dVC1

dt
= −f(−VC2) + IL

C2
dVC2

dt
= IL − I0

L
dIL

dt
= −VC1 − VC2 − ILR + VCC , (1)

where f(·) is an exponential function representing the nonlinearity term of the BJT Model. Sim-
ulations by Agilent’s Advanced Design System (ADS) show that when the circuit parameters are
C1 = 5 pF, C2 = 5pF, L = 6 mH, I0 = 5.26mA, VCC = 10 V and R = 27 Ohm, the Colpitts circuit
exhibits chaotic oscillation. The realization of such a microwave chaotic oscillator in a module form
and its output spectrum are shown in Figure 2. We see that the fundamental frequency of the Col-
pitts oscillator is up to about 1.6 GHz, and the discriminable continuous spectrum is extended to
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10GHz, indicating that although Colpitts circuit is with a simple structure, it can indeed generate
ultra-wide band continuous spectrum. In this paper, we will try to utilize such ultra-wide band
chaotic signal directly as RADAR signal.

Figure 1: (a) Colpitts Oscillator and (b) the equivalent circuit model of the BJT in (a).

Figure 2: Modulized microwave Colpitts Oscillator (left) and its output spectrum (right).

3. CHAOS SYNCHRONIZATION

One thing interesting is that chaotic signals are controllable and synchronizable, which make them
different from “real” noises. There are several kinds of chaos synchronization, such as identical
synchronization and phase synchronization. In most cases the identical synchronization is used in
chaotic communication. Generally there are two synchronization schemes for identical synchroniza-
tion: Pecora-Carroll (or drive-response) synchronization and error feedback synchronization which
is based on nonlinear observer method. The synchronization performance comparison of chaotic
colpitts oscillators using the two schemes have been discussed in Ref. 4, where both the mathemat-
ical derivation and numeric simulations indicate that the error feedback synchronization scheme
outperforms the former one when the chaotic signal is transmitted over a noisy channel with an
additive white Gaussian noise and a channel filter .

In Figure 3, a chaotic Colpitts oscillator is used as a transmitter, and a “copy” of the transmitter
with identical parameters is used as a receiver. The chaotic signal generated by the transmitter is
sent into a wireless channel, where an additive Gaussian noise and an attenuation are introduced.
In simulations, for the same set of the circuit parameters in the simulation for Figure 2 and with
the initial conditions for the transmitter and receiver are (10.5, −0.6, 0.01) and (10.8, −0.61, 0.01),
respectively, the simulation result shows that although at the beginning, transmitter and receiver
oscillate independently, after a period of time (approximately 5 ns, figure not shown), the chaotic
signal in receiver starts to synchronize with that in transmitter. This result shows that the chaos
synchronization can be regarded as a signal retrieval process from noise, which is very suitable for
the usage of recovering chaotic RADAR signals from noise and interference.
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Figure 3: Simulation model for the error feedback chaos synchronization.

4. ARCHITECTURE OF THE PROPOSED CHAOTIC RADAR

We have shown that chaotic signals can be ultra-wide band and can be retrieved from noise.
Applying the above properties, we can construct a RADAR like that in Figure 4 where a microwave
chaotic oscillator is used as the source for generating RADAR signal. Such signal is isolated and
driven by a buffer amplifier and then modulate with carrier, and then be radiated by a transmitter
antenna after a power amplifier. If there is a target in air, the backscattered signal (echo) will be
received by the receiver antenna, and after going through a low noise amplifier, a demodulator and
an adaptive filter, the chaotic signal with noise and delay reaches the chaos synchronization circuit,
where, as illustrated in Figure 3, a delayed copy of the source chaotic signal will be re-generated.
After a correlation calculation of the original and recovered chaotic signal by synchronization, the
echo signal can be finally detected.

Figure 4: Illustration of the proposed RADAR.

According to above scheme, a system simulation can be run to illustrate how the RADAR works.
In simulations, the circuit parameters are the same as those in Figure 3. In Figure 5, the cases
when signal-noise ratio (SNR) is −15 and −20 dB are simulated, we see that even when the noise
power is 100 times larger than signal’s, we can still distinguish the echo signal from the noise floor.

Another interesting property of chaotic signals is the “butterfly effect”, or the sensitivity to
the initial conditions. For two chaotic circuits, even with identical circuit structures and parame-
ters, their output can be irrelevant, or in other words, the signals are orthogonal with each other
theoretically, for they can hardly have identical initial conditions. Since circuit parameters, i.e.,
capacitance, inductance and resistance, can be continuously tuned in wide ranges, the number of
orthogonal chaotic signals can be infinite. This means for a correlation receiver, multiple chaotic
signals are permitted to co-exist in a same channel. Thus, when there are multiple chaotic RADARs
in one area simultaneously, since the chaotic signals generated from different chaotic sources are
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Figure 5: Echo signals when SNR is −15 and −20 dB, respectively.

irrelevant, therefore it could be filtered by the chaos synchronization circuit, and will not influence
the basic function of the RADAR. The negative influence of the other chaotic signals is that they
raise the noise floor and hence degrade the performance of the RADAR, which is very similar to
the spectrum spread communications widely used in CDMA systems.

5. CONCLUSION

In this paper, the possibility of applying microwave chaotic signals and chaos synchronization in
constructing a new kind of UWB RADAR is investigated. The system simulations show that such
a RADAR system can work under severe interference and with a “multi-user” property like a
public wireless communication systems. However, there are also challenges have to be overcome
before these advantages can be realized, in which the most difficult one might be the realization of
chaos synchronization in microwave band. Fortunately, researches in Ref. 5 have demonstrated the
feasibility of the realization of chaos synchronization at very high frequencies.
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High-dimensional Chaotic Regimes in Distributed Radiophysical
Systems Operating near the Cutoff Frequency

A. A. Balyakin and E. V. Blokhina
Saratov State University, 83 Astrakhanskaya St., Saratov 410012, Russia

Abstract— We present the results of computer modeling of chaotic dynamics in several ra-
diophysical models (nonlinear ring cavity under external driving, one-dimensional Fabri-Perrot
resonator and a gyrotron with non-fixed field structure). We calculated the set of Lyapunov
exponents of chaotic attractors for these systems and estimated the dimensions of chaotic attrac-
tors from the Kaplan-Yorke formula. The dimensions were found to be anomalously high. We
suppose this phenomenon to occur because all these systems operate near a critical frequency.

1. INTRODUCTION

Spatio-temporal chaos in distributed systems belongs to the most challenging and promising prob-
lems of nowadays physics. Recently, ideas and methods of nonlinear dynamics have been used
extensively in application to distributed radiophysical systems as BWOs, gyrotrons, delayed feed-
back oscillators based on traveling-wave tubes (TWTs), klystrons and various distributed nonlinear
resonators. As believed, analysis of Lyapunov exponents (LEs) would provide valuable comple-
mentary information concerning nature of the regimes observed in such systems. The Lyapunov
exponents, that give the quantitative characteristics of the instability, define exponential growth
(or decay) of perturbations near a typical phase trajectory, belonging to the attractor [1]. The total
number of LEs corresponds to the phase system dimension. The presence of at least one positive
LE reveals the existence of chaotic motion. If there is more than one positive LE, this regime is
called hyperchaos.

For distributed systems, the dimension is infinite and a total number of LEs of their attractors
is infinite, too. Thus, for systems with time delay that corresponds with the demand to specify the
distribution of some physical quantity at the part of the length τ (τ — time delay). For spatially
distributed systems situation can be rather more complicated. However, in practice, only a limited
subset of LE is significant. We may restrict the number of LEs taking into account to only those of
them which are enough to determine the so-called Lyapunov dimension of the attractor from the
Kaplan-Yorke formula.

At the moment, it has been published several papers containing application of the LEs in
distributed systems of radiophysical nature (see, for instance [2–6]). Some first works in that
field were devoted to calculation of the set of LEs in system with time-delay [2]. It was found
that the number of positive LEs increases with the growth of time delay and can reach 8–10,
with Kolmogorov entropy remaining constant. By now the results of numerical simulations and
of physical experiments have shown that chaos in such radiophysical system as BWO is certainly
linked with the instability of the dynamics in respect to small perturbations of the initial state
[3]. In [4] chaotic regimes in TWT were examined and several largest LEs were calculated. It was
established that in dependence on the current of the electron beam the system can manifest chaotic
regimes either with a single positive exponent (weak chaos) or with two or more positive exponents
(developed chaos or hyperchaos).

2. NUMERICAL SCHEME

First, let us briefly discuss the numerical scheme applied for calculation the set of LEs. We have
developed a code to calculate LEs spectra in such systems, based on a adapted Benettine algorithm
using the approach proposed for the distributed electron-wave system in [3]. A finite number of N
exponents is obtained from a numerical solution of N + 1 sets of equations of the starting system.
The initial conditions for the field are defined as close complex functions

Fk(ζ) = F (ζ) + εF̃k(ζ), ‖F̃k‖ =

τ∫

0

|F̃k|2dζ = 1, ε ¿ 1. (1)
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For next moment in time t2 = t + ∆t we obtain new set of functions: F̃k(ζ) = FK(ζ)−F (ζ)
ε . After

each time step ∆t the perturbations are orthogonalized and normalized with the Gram-Schmidt
algorithm:

F̃ 0
1 = F̃1/‖F̃1‖,

F̃ ′
2 = F̃2 −

(
F̃2, F̃

0
1

)
F̃ 0

1 , F̃ 0
2 = F̃ ′

2/‖F̃ ′
2‖, (f, g) =

τ∫

0

f(ζ)g∗(ζ)dζ (2)

F̃ ′
3 = F̃3 −

(
F̃3, F̃

0
1

)
F̃1 −

(
F̃3, F̃

0
2

)
F̃ 0

2 , F̃ 0
3 = F̃ ′

3/‖F̃ ′
3‖,

. . .

Then, N values of the accumulating sums Σn are calculated at each step, which indicate a growth
or decrease of a logarithm of a norm of the n-th perturbation upon M steps of the procedure. From
these sums, the LEs are estimated as follows:

Σk =
M∏

m=1

‖x̃k‖t=m∆t Λk = lim
t→∞

[
lnΣk

t

]

Once a sufficiently large number N of the Lyapunov exponents have been calculated, the es-
timation of dimension of the chaotic attractor may be obtained from the Kaplan-Yorke formula
[1]:

D = m +
m∑

i=1

Λi/|Λm+1|, (3)

where m is a number determined by a condition that
m∑

i=1
Λi > 0, whereas

m+1∑
i=1

Λi < 0.

As known from numerous examples considered in the literature on nonlinear dynamics, the value
D given by the formula (3) usually provides a good approximation for the fractal dimension of a
chaotic attractor [1]. To be precise, D is called the Lyapunov dimension. Thus D gives the number
of variables urgently necessary for thorough description of the studied system. This seems to be
very useful in practical applications; we recall here the recent work [6] where this approach was
applied to decrease the number of parameters used for weather forecast.

We verified the developed code having it tested in application to some well-known model systems
of nonlinear dynamics, including both finite and infinite dimensional systems, such as the Lorenz
system, the Roessler system, the one-dimensional BWO model [3], the single-cavity klystron model.

3. RESULTS OF NUMERICAL SIMULATION

First, let us consider resonator containing nonlinear medium with modulation instability. This
system can be described with the help of nonlinear Schroedinger equation with a delay term [7].

i

(
∂A

∂t
+ V

∂A

∂x

)
+

ω′′0
2

∂2A

∂x2
+ β|A|2A = 0. (4)

The boundary condition is defined as follows: A(0, t) = A0 exp(−iωt) + RA(L, t−∆t).
Another simple model of distributed system can be performed as a piece of nonlinear medium

with end reflections driven by an external harmonic signal. That is well known resonator of Fabri-
Perrot type, described by a system of coupled nonlinear Schroedinger equations.

i

(
∂A+

∂t
+ V

∂A+

∂x

)
+

ω′′0
2

∂2A+

∂x2
+ β

(|A+|2 + 2|A−|2
)
A+ = 0,

i

(
∂A−
∂t

− V
∂A−
∂x

)
+

ω′′0
2

∂2A−
∂x2

+ β
(|A−|2 + 2|A+|2

)
A− = 0, (5)

Boundary conditions have the form:

A+(0, t) = A0e
−iωt + R0A−(0, t),

A−(L, t) = RLA+(L, t), (6)
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here A — slowly varying complex wave amplitude, A+ and A− — forward und backward wave
amplitudes on a carrying frequency ω0, V = ∂ω0/∂k group velocity, ω′′0 = ∂2ω0/∂k2 — dispersion
parameter, β — nonlinearity parameter, R = ρ exp(iψ) — feedback coefficient, ∆t — time delay,
L — the length of nonlinear medium, A0, ω — amplitude and frequency of the input signal.

Previously we have carried out the computer modeling of those systems in a wide range of
parameters and shown that the complex dynamics in these systems is caused by modulation
instability (some first remarks can be found in [7]). Here we present the results of calcula-
tions of the set of LEs for these two systems. As a perturbation we used the artificially con-
structed vector: For the model (4) — the value of A, defined in N points in a delay time, i.e.,
F = (A(t), . . . , A(t + τ)). For the model, expressed by Equations (5), the values of A± along the
medium, i.e., F = (A+(0), . . . , A+(L), A−(0), . . . , A−(L)). The obtained results were found to be
very similar and we proved that the origin of the observed peculiarities in both systems is the same.
That is why further we will restrict ourselves to the first model (4) only.

The Fig. 1 represents the typical regimes observed in that system. The left column represents
waveforms of the modulus of complex wave amplitude A, the medium one — power spectra and
the last one — the accumulating sums Σk versus time. In periodic regimes all LEs were proved
to be negative (a), quasi-periodic motion is characterized by one zero LE (b), in chaotic regimes
we obtained positive LEs (c, d). We emphasize, that the dimension, calculated with the help of
Kaplan-Yorke formula (3) in hyperchaotic regimes, turns to be extremely high (more than 10).
That fact is clearly seen from the Fig. 2(a), where we have plotted the sum of n first LEs versus n.
The intersection with the horizon line gives the Lyapunov dimension D.

Our calculations of the Lyapunov exponents spectrum revealed that hyperchaotic regimes occur
only if the modulation instability in such a system turns from a convective to absolute type (that can
take place only near a critical frequency). Therefore one can distinguish chaotic regimes caused by
different mechanisms: when modulation instability is convective, the feedback plays the crucial role,
and chaos originates from the interaction between perturbations that propagates in one direction
(line 1 in Fig. 2(a)). However with the approach to the threshold value of the input amplitude
corresponding to the change of the character of modulation instability (see [7] for details) there
appear a large number of unstable perturbations that propagate towards the main wave, that leads
to the increase of the dimension (line 2 and 3 in Fig. 2(a)).

(a)

(b)

(c)

Figure 1: The dynamics of the nonlinear ring cavity. Self-modulation odulation regime, A = 0.45 (a),
quasiperiodic self-modulation, A = 0.6 (b), hyperchaos A = 1.4 (c).

At the end of this section, we want to note the results of numerical study of a gyrotron with
non-fixed field structure and reflections from the output horn. As is know, typically, this device
operates near cutoff. A general statement of the problem and the results of numerical simulations
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of complex dynamics in the gyrotron with reflections one can find, for instance, in [5]. Previous
studies of a gyrotron show that depending on two control parameters (the mismatch parameter ∆
and the beam current I0) one observes different scenarios for the onset of chaos. At ∆ = 0.0, the
transition to chaos occurs via a cascade of period-doubling bifurcations. Since the dynamic regimes
are based on the fundamental mode, we observe the period doubling of the self-modulation. At
∆ > 0.6, the transition to chaos occurs via the destruction of quasiperiodic motion, involving the
generation of several eigenmodes of the distributed cavity.

It also have been established that, in addition to a chaotic regime characterized by a single
positive LE (“weak” chaos), the gyrotron can also feature the regimes with several positive LEs as
well as in the TWT [3] and in the nonlinear ring cavity. In Fig. 2(b) plots of sums of Lyapunov
exponents versus their numbers are shown. Case 1 corresponds to “weak” chaotic oscillations with
one positive exponent, whereas case 2 corresponds to hyperchaos. In both cases, the dimensions
of chaotic attractors are high (more than 10). This phenomenon is connected with the excitation
of a large number of high-Q eigenmodes, that weakly interact with electron beam. Thus in the
spectrum of LEs there is the corresponding number of small LEs, and consequently the dimension
of the attractor increases greatly (see for details [5]).

(a) (b)

Figure 2: Sums σn versus the number of Lyapunov exponents. (a) chaotic regimes in the nonlinear ring
cavity: A = 0.6 (1), 0.8 (2), 1.4 (3). (b) chaotic regimes in a gyrotron: ∆ = 0.0, I0 = 0.0365 (1), ∆ = 1.0,
I0 = 0.11 (2).

4. CONCLUSION

Here, we have presented the results of numerical simulation of different regimes with corresponding
Lyapunov exponents spectra. We have observed regimes of periodic oscillations (with all exponents
being negative), quasi-periodic motion (with zero LE), chaos (one positive LE) and hyperchaos
(the case when system possesses more than one positive LEs). The last phenomenon had been
already observed in numerical simulation of backward wave oscillator [3] and in a gyrotron with
non-fixed longitudinal field structure [5]. We have also found that in some hyperchaotic regimes
Kaplan-Yorke dimension of the attractor is extremely high. Since all discussed models demonstrate
complex behavior while operating near cut-off frequency, we can assume that the same phenomena
will occur in other microwave self-oscillator operating near a cutoff frequency.
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Improving the Accuracy of PHEMT Models Using Corrective
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Abstract— In the recent PSpice-family programs, only a class of five types of the MESFET
model is available for a pHEMT representation. In the paper, a precise procedure is suggested for
modeling the pHEMT using a corrective neural network working attached to an updated analytic
MESFET model. The accuracy of the procedure is assessed by extracting model parameters for
a typical TriQuint pHEMT. A sequence of analyses is also performed for determining an optimal
structure of the artificial neural network from the point of view its structure and complexity.

1. INTRODUCTION

The Sussman-Fort, Hantgan, and Huang [1] equations can be considered a good compromise be-
tween model complexity and accuracy. Therefore, they can be used as an appropriate base for a
corrective neural network, but they must be slightly modified in advance for modeling the special
microwave elements as pHEMT working at tens of gigahertz.

However, the accuracy of the updated model functions is still of a percentage order. To be more
precise, using the corrective neural network with the suitably modified analytic model can be an
efficient and relatively simple way to obtain sufficiently accurate model.

2. MODIFYING THE ANALYTIC MESFET MODEL

The primary voltage-controlled drain-source current source of the MESFET model Id can be defined
for the forward mode (Vd = 0) by the formulae [1] with a simple but efficient update — see Fig. 1:
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Figure 1: Diagram of the MESFET model including the frequency dispersion, which is usable as an analytical
base for the application of the corrective neural network.

VT = VT0 − σVd, (1a)

Id =
{

0 for Vg 5 VT ,
β(Vg − VT )n2(1 + λVd)tanh(αVd) otherwise. (1b)
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The model parameters VT0, β, n2, λ, and α have already been defined in [1], the parameter σ
used in (1a) represents the simple update of the original formulae necessary for modeling potential
negative conductance in the output characteristics. Although the updated Equation (1) is relatively
simple, it contains an improvement in comparison with the Curtice model [2] (by n2 parameter
which characterizes gate voltage influence on Id), and also in comparison with the Statz model [3]
(by σ parameter which characterizes drain voltage influence on Id).

The modification (1a) enables the model to be utilized as the pHEMT approximation as shown
in Fig. 2. The parameter extraction process has given the values VT0 = −1.64V, β = 0.102A V−2,
n2 = 0.991, λ = −0.0288V−1, α = 1.16V−1, σ = 0.00797, rD = 0.3 Ω, and rS = 0.2 Ω with the
error of the percentage order — see Fig. 2.
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Figure 2: Results of the AlGaAs/InGaAs/GaAs power pHEMT [4] model identification using (1) (with the
errors rms = 2.38% and δmax = 8.24%).

The model (1) represents the pHEMT with the root mean square (rms) error of a percentage
order and is slightly more accurate than the TriQuint one [4]. On the other hand, at very high
frequencies, the s22 parameter does not match the DC curves. Therefore, a secondary current source
I ′d must be added, which is identified using a system of measured s parameters of the pHEMT.

3. SELECTING THE NUMBERS OF NETWORK LAYERS AND THEIR ELEMENTS

The rms deviations from measured data for the analytic models can be of the percentage order,
which is clearly illustrated above. To obtain lesser values, the artificial neural networks can be used
for modeling the devices. A detailed description of the concept of the neural networks can be found
in [5] with the emphasis to modeling the nonlinear microwave devices. There can be more methods
for using the artificial neural networks — the most precise one uses the network as a correction
tool of the difference between the measured data and the previously identified analytic model.

Determining the number of elements in the individual layers of the corrective artificial neural
networks attached to the modified analytical model is not a simple task. In this section, an il-
lustrative example is demonstrated. The optimal network has been found experimentally in this
example without a systematic procedure. We are now working on an automation of that process
with the intention to find the optimal corrective artificial neural network to a given analytic model
in a systematic way.

The tests have been performed for the AlGaAs/InGaAs/GaAs power microwave pHEMT, whose
analytic model has been identified above. The results are summarized in Table 1 [6]. The rms error
is the best for the structure MLP-2-8-8-6-1. However, the overall results are better for the simpler
structure MLP-2-4-6-4-1 because of its lesser value of δmax — for this reason, this structure can be
considered best result of this experimental process.

The good values rms and δmax promise that even simpler network can be used. In Table 2, the
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results for the four-layer network are summarized. For that network, a systematic procedure has
been used that goes through all possible configurations. The rms error is the best for the structure
MLP-2-4-6-1. However, the very accurate results are also obtained for another similar structure
MLP-2-3-7-1, so we can obtain several networks which get sufficient results.

Table 1: Experimental searching for the optimal number of elements in the five-layer corrective artificial
neural network.

Relative deviations of networks
Type of network with 500 training epochs

rms (%) δmax (%)
MLP-2-2-2-2-1 3.781 57.75
MLP-2-2-4-2-1 1.891 16.91
MLP-2-2-4-4-1 0.1363 0.8966
MLP-2-4-4-4-1 0.0233 0.2150
MLP-2-4-6-4-1 0.0204 0.1607
MLP-2-4-6-6-1 0.1788 3.065
MLP-2-6-6-6-1 0.2588 1.272
MLP-2-6-8-6-1 0.0368 0.2614
MLP-2-8-8-6-1 0.0057 0.3452
MLP-2-8-10-6-1 0.0386 0.7587

Table 2: Systematic searching for the optimal number of elements in the four-layer corrective artificial neural
network.

Relative deviations of networks
Type of network with 500 training epochs

rms (%) δmax (%)
MLP-2-2-2-1 12.02 192.2
MLP-2-2-3-1 5.683 91.11
MLP-2-2-4-1 2.271 14.98
MLP-2-2-5-1 4.742 36.08
MLP-2-2-6-1 0.9973 7.196
MLP-2-2-7-1 2.78 37.67
MLP-2-2-8-1 0.7249 9.49
MLP-2-3-2-1 0.8675 5.982
MLP-2-3-3-1 1.418 10.46
MLP-2-3-4-1 0.4432 5.532
MLP-2-3-5-1 0.552 5.728
MLP-2-3-6-1 1.866 14.06
MLP-2-3-7-1 0.0422 0.8029
MLP-2-3-8-1 1.024 7.29
MLP-2-4-2-1 1.214 13.91
MLP-2-4-3-1 0.2465 2.235
MLP-2-4-4-1 0.3087 4.255
MLP-2-4-5-1 0.0829 1.337
MLP-2-4-6-1 0.0331 0.5998
MLP-2-4-7-1 0.1378 2.342
MLP-2-4-8-1 0.0427 0.4804

The results in Table 2 validate that an optimal structure of the corrective artificial neural network
can be experimentally determined, and this optimal structure should not be too complicated.
Moreover, finding the optimal structure is not too time-consuming and can be well automated.
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4. CONCLUSION

The experiments confirm that the precision of the analytic models cannot be better than of a
percentage order. Enhancing the precision is possible and relatively easy by corrective artificial
neural networks. A sequence of experiments has been performed, which demonstrates that an
optimal structure of the network can be systematically found.
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Abstract— A three-segment rectangular dielectric resonator antenna with equal segment di-
mensions and different dielectric constants is investigated. The dielectric constant of each segment
is optimized with two different optimization algorithms, genetic algorithm and an optimization
algorithm inspired from weed colonization in order to improve bandwidth. A dual resonance
frequency response with improved bandwidth is obtained.

1. INTRODUCTION

Dielectric resonator antennas are suitable for a variety of applications. DRAs have small size and
low cost. They can be easily coupled to almost all types of transmission lines [1]. DRAs have high
radiation efficiency, since the only loss for a DRA is that due to the imperfect material of the DRA
which can be very small in practice [2]. They have wider impedance bandwidth in comparison to
microstrip antennas. For a typical DRA with dielectric constant of 10 the impedance bandwidth
of 10% can be achieved. Avoidance of surface waves is another attractive advantage of DRAs over
microstrip antennas.

There are a variety of feed configurations, which electromagnetic fields can be coupled to DRAs.
Most common feed arrangements are microstrip aperture coupling, direct microstrip coupling, probe
coupling and conformal strip coupling. Among these feed configurations, aperture coupling is more
suitable for MMW applications. In aperture coupling configuration, since the DRA is placed on
the ground plane of the microstrip feed, parasitic radiation from the microstrip line is avoided.
Isolation of the feed network from the radiating element is another advantage of the aperture
coupling method.

In DRAs bandwidth is a challenge. Several works have been done on improving bandwidth
of DRAs. In this paper a three segment rectangular DRA with the help of genetic algorithm is
designed to improve bandwidth.

2. ANTENNA STRUCTURE

The antenna structure is shown in Figure 1. A dielectric resonator is placed on the ground side of
a microstrip line. The feed applied to the microstrip line and electromagnetic energy is coupled to
the DRA via an aperture which is etched on the ground plane.

   

Figure 1: Single DRA [3].

There isn’t any analytical formula for computing bandwidth of DRAs and numerical techniques
should be employed. In this work for investigating DRAs, CST Microwave Studio is used. CST
is based on the finite difference time domain method. The CST package has this advantage that,
with a VBA editor its environment can be controlled and in this paper for optimizing purposes,
optimization programs are developed in VBA in order to have direct access to the CST simulation
environment.
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Rectangular DRAs with aperture coupling have been commonly studied in literature [4]. Rect-
angular DRA with parameters: εrs = 10.2, εr = 10.8, 2a = 15mm, b = 7.5 mm, d = 3 mm,
L = 6.1mm, Ls = 2.2 mm, w = 1.2 mm, wf = 0.64mm and h = 0.64mm is simulated in [5] with
FDTD method and the resultant frequency response is shown in Figure 2. This antenna is also
simulated here with CST and the frequency response is plotted in Figure 3. agreement between
two figures is good and the bandwidth is 9%.
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Figure 2: Return loss of the single DRA [5].

 

Figure 3: Return loss of the single DRA simulated
with CST.

In order to obtain improved bandwidth, the DRA is subdivided into three segments with equal
dimensions and different dielectric constants. The structure of the three-segment DRA is shown
in Figure 4. This structure is optimized with two methods, genetic algorithm and an optimization
algorithm inspired from weed colonization which is recently developed in [6] and the results of both
methods are compared.

 

Figure 4: Three segment DRA.

3. OPTIMIZATION ALGORITHMS

As stated in previous paragraphs the antenna structure is optimized with two different methods.
3.1. Genetic Algorithm
To implement genetic algorithm binary coding was chosen and number of individuals in each pop-
ulation was selected to be 20.

Firstly the whole population was initialized randomly. Then fitness function, which is the
DRA bandwidth, was evaluated for each individual in the population, and the population was
sorted in the order of better fitness. Then 50% better individuals were selected as parents and
the other 50% of parents were obtained with a 2-element tournament selection applied on whole
population. Afterwards one-point cross-over and mutation algorithms with probabilities of 0.7 and
0.05, respectively, were applied on whole parents in order to produce new generations. After 9
generations, the GA converged to an acceptable answer. The plot of mean bandwidth of each
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generation is shown in Figure 5. This figure shows acceptable convergence of GA for the three-
segment DRA problem. Parameters of the best individual in 15th generation are: εr1 = 18.7451,
εr2 = 10.5098 and εr3 = 15.41176. With these parameters the DRA is simulated with CST
Microwave Studio and the resultant frequency response is shown in Figure 6. A dual resonance is
observed in Figure 6, which is a technique commonly used in antennas to improve bandwidth, and
the improved bandwidth is 1.085 GHz which is 16.5%.
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Figure 5: Mean bandwidth of generations for GA
algorithm.

 

Figure 6: Three segment DRA optimized with GA.

3.2. An Optimization Algorithm Inspired from Weed Colonization
An optimization algorithm inspired from weed colonization has been proposed in [6]. For the
antenna problem three dimensional search space which consists of three dielectric constants exists.

Firstly the population was initialized randomly. The number of individuals in initial population
was selected to be 30. The initial population was sorted in order of better fitness, which is a higher
bandwidth for the antenna problem. In this population the first 5 individuals produce 3 seeds,
the second 5 individuals produce 2 seeds, the third 5 individuals produce 1 seed and the other
individuals produce no seeds. The seeds are generated with a Gaussian distribution function with
standard deviation (SD), σ and mean, µ. Where µ is the dielectric constant of parent plant. In
each iteration, the standard deviation has been calculated with the following nonlinear equation [6]:

σiter =
(itermax − iter)n

(itermsx)n (σinitial − σf inal) + σf inal (1)

Table 1: Setup of Weed Colonization algorithm.

Symbol Quantity Value

N0 Number of initial population 30

itmax Maximum number of iterations 6

dim Problem dimension 3

Pmax Maximum number of plant population 30

smax Maximum number of seeds 3

smin Minimum number of seeds 0

n Nonlinear modulation index 2

σinitial Initial value of standard deviation 3

σfinal Final value of standard deviation 0.01

xini Initial search area 10 < x < 20
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where itermax is the maximum number of iterations, σiter is the SD at the present time step and n
is the nonlinear modulation index. For the antenna problem n is selected to be 2. Parameters of
this algorithm are summarized in Table 1.

After 15 generations the algorithm converged to an acceptable solution. The final dielectric
constants are εr1 = 18.64311, εr2 = 11.52842 and εr3 = 14.07712 with the bandwidth of 1.092 GHz,
which is 16.6%. The frequency response is shown in Figure 7. A dual resonance is obtained.

The plot of mean bandwidth in each population is shown in Figure 8. This figure describes
a reasonable convergence. In this algorithm, modulation index and initial and final values of
standard deviation was selected without any further investigations. With an optimum choice of
these parameters, the performance of the algorithm can be improved.

The two methods discussed above are compared in Table 2 and the results of both optimization
methods are summarized in Table 3.

 

Figure 7: Three segment DRA optimized with weed
colonization algorithm.
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Figure 8: Mean bandwidth of generations for weed
colonization algorithm.

Table 2: Comparison of GA and weed colonization.

Number
of

individuals

Number
of

iterations

Number of
fitness

evaluation
bandwidth

GA 20 15 300 16.5%
Weed

colonization
30 15 450 16.6%

Table 3: Results of GA and weed colonization algorithms.

Bandwidth
Number of
resonances

Single DRA 9% 1
GA optim. 16.5% 2

Weed colonization
optim.

16.6% 2

4. CONCLUSION

A three segment rectangular dielectric resonator antenna with equal segments and different di-
electric constants was investigated. Dielectric constant of each segment was optimized with two
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optimization algorithms, genetic algorithm and an optimization algorithm inspired from weed col-
onization. A dual resonance with improved bandwidth was obtained with both methods.
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Abstract— The main aim of our work is to design and simulate an exposure chamber in order to
analyze the influence of electromagnetic field on mice which can simulate mobile phone emission
patterns. We use two types of structures and compare their properties to find the best design for
our future work.

1. INTRODUCTION

In today’s modern world various sophisticated devices emitting microwave electromagnetic field are
ubiquitous. These devices are used in many fields such as industry, medicine (for therapeutic and
diagnostic purposes) and communication. Almost everyone has a mobile phone or a wi-fi card in
notebook. The pervasiveness of electromagnetic pollution and its possible impact on human health
therefore raises a growing concern in our society.

There are two general classes of microwave effects: thermal and non-thermal. For thermal
effect applies — the intensity of exposure produces heating of tissues due to energy absorption
leading to a temperature rise. Nonthermal effects are the actual effects of electromagnetic field
which are much more complicated to study due to various possible sites and ways of interaction.
Due to an increasing daily exposure of humans many researchers focus on non-thermal effects and
investigate its influence on biological tissues. To determine the exact impact of electromagnetic
field it is required to eliminate some conditions affecting the results such as stress and to accurately
determine the exposure. Although many researches have achieved significant results, we point out
some flaws below.

First, to determine the exposure of animals, tabular values of absorption are used. However,
by mere putting on the emitting device and use of tabular values it is not possible to determine
how much energy is in fact absorbed. Some part of the energy is reflected and by using mobile
phones as emitting source a part of energy is also radiated to the surroundings. Second, animals
are fixed to emitting device in such a way that they can not move. This condition induces stress
in the animals and the stress itself can affect the results. Also anesthesia is not a good solution
because of its stressful influence.

2. MATERIALS AND METHODS

The main goal of our work is to design and to simulate an exposure chamber in order to analyze
the impact of electromagnetic field on mice which can simulate mobile phone emission patterns
and also eliminate the conditions mentioned above. We follow the following assumptions: working
frequencies 900 MHz and 1800MHz, dimensions to assure enough space for mice movement due to
a non-stressful condition, possibility to measure reflected and transmitted power and homogenous
electromagnetic field distribution to assure an accurate exposure. To accomplish these requirements
we decided to design two types of exposure chambers and compare their properties in order to find
the best solution for our future work. As the most appropriate chambers we choose parallel plate
and waveguide structures.

The first chamber consists of a parallel plate structure (Figure 1) terminated by a matched
load. The chamber is supplied by N-connector and the energy passes through parallel plate line
into matched load (Figure 3). Because of energy transmission the dimensions of parallel plate line
should guarantee a value of impedance in correspondence to N-connector, i.e., 50 Ohms. We set
the dimensions in accordance with formula (1): d = 2.5mm and W = 18.85mm.

Z0 =
d

W

√
µ

ε
(1)
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Figure 1: Parallel plate structure.

The tapered lines are used as a linear impedance transformer. Because of zero reflection coeffi-
cient magnitude a length of taper lines is chosen L1 = kλ where λ is a wavelength in the parallel
plate structure and k = 1 (for 900MHz), k = 2 (for 1800 MHz).

There are many possible modes to excite. And so exposure chamber dimensions were computed
and chosen so that only TEM mode is excited at both frequencies. We chose TEM mode because of
constant power extending over the whole aperture. To avoid excitation of the next mode TE10 it is
needed to reach its cut-off frequency fc greater than 1800 MHz (for TEM mode for both frequencies
fc = 0) in accordance with formula (2).

fcTE10 =
1

2a · √µε
(2)

We set a dimension a = 75 mm and a dimension L2 = 200 mm in such way to assure enough space
for mice movement. For measuring the power passed it is possible to connect a power meter to the
matched load.

The second chamber is a rectangular waveguide resonator (resonant frequencies 900 MHz and
1800MHz). It consists of two identical waveguides connected together (Figure 4). To achieve a
homogenous electromagnetic field distribution it is possible to excite TE10 mode only. Due to this
requirement we are not allowed to design one waveguide exposure chamber for both frequencies.
According to a waveguide cut-off frequency formula (2) we set dimensions a = 250 mm, b = 125mm
for 900 MHz and a = 125mm, b = 62.5 mm for 1800 MHz (Figure 2). For our application the support
of mode TE103 in a resonator is the most advantageous.

fr, mnp =
c

2π
√

εrµr

√(mπ

a

)2
+

(nπ

b

)2
+

(pπ

l

)2
(3)

By analyzing formula (3) we get dimension l = 3λ/2. We locate a feeding connector in the distance
l1 = λ/4 from a shortcut end of the waveguide. The second connector is used for measuring passed
power. Due to air and light supply a row of gaps was made in lateral sides. Gap dimensions were
chosen in a way not to influence the inner electromagnetic field distribution and to avoid emission
in the surrounding space — width 2 mm and height h = 2b/3 (spatially oriented in the line of the
surface current flowing). The row length is 200mm.

Figure 2: Waveguide structure.
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Figure 3: Model of a parallel plate chamber. Figure 4: Model of a waveguide chamber.

3. RESULTS

To verify the basic properties of the designed chambers such as electromagnetic field distribution
and impedance matching and to choose the best solution for further research by their comparison,
we simulated both structures by aid of 3D electromagnetic field simulator.

We divided the analysis into two parts. In the first part exposure chambers were optimized and
we verified their properties and in the second part we investigated their behavior after putting into
a homogenous mouse model and compared the results. As a mouse model we used a homogenous
cylinder with radius of 25 mm and length of 60 mm as a body and a cone with length of 25 mm as
a head. We use electrical parameters εr = 45.8 and σ = 0.76 S/m for both parts of the model.

Significant simulation results were mostly similar for both frequencies and we therefore show
only results for 900 MHz.

Parallel plate: Figure 5 displays the impedance matching reached in an empty chamber.
Parameter S1, 1 is equal to −18.96 dB. After putting the mouse model into chamber and changing
its position, the parameter S1, 1 ranged from −17 dB to −20 dB.

Figure 5: Impedance matching of parallel plate
structure.

Figure 6: Distribution of electric field strength in
longitudinal cutting plane (top view).

Figure 6 shows the distribution of electric field strength. It is obvious that a considerable part
of energy is emitted in the surrounding space and after putting the mouse model into chamber the
amount of emitted energy has grown as we can see by comparing Figure 7 and Figure 8.

Waveguide: Figure 9 displays the impedance matching reached in an empty chamber. Pa-
rameter S1, 1 is equal to −19.12 dB. After putting the mouse model into chamber the resonance
frequency has changed significantly (value S1, 1 = −0.5 dB) and we had to reach again resonance
frequency. But during next “mouse movement” some positions caused a significant change of a
resonance frequency. Figure 10 displays the distribution of electric field strength and shows that
insignificant amount of power is emitted in the surrounding space.
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Figure 7: Distribution of electric field strength with-
out mouse model in a transverse cutting plane struc-
ture (parallel plate structure — front view).

Figure 8: Distribution of electric field strength with
mouse model in a transverse cutting plane (parallel
plate structure — front view).

Figure 9: Impedance matching of waveguide reso-
nance structure.

Figure 10: Distribution of electric field strength with
mouse model in a longitudinal cutting plane (waveg-
uide resonance structure — top view).

4. CONCLUSIONS

In the designed parallel plate chamber it is possible to excite both frequencies within one structure.
Constant power is extended over the whole aperture (Figure 7) and thus we can use the whole
space for mice and mice movement does not have an impact on the impedance matching. On the
other hand, open lateral sides emit inconsiderable amount of energy in the surrounding space and
we are not allowed to measure accurate power balance.

We need one special waveguide chamber for each frequency. Power is concentrated in the centre
of aperture. We can use only 50 percent of this aperture. Impedance matching is strongly influenced
by mouse movement. Insignificant amount of power is emitted in the surrounding space. Waveguide
chamber has only a problem with impedance matching. A solution to this problem could be to
add a loss material to enlarge the resonance band width or a usage of a nonresonance microwave
structure.

The main aim of this work was to find a direction for our future progress in the design of an
exposure chamber. This problem is very complex and a lot of issues remain unsolved.
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Torbjörn Åkerstedt4, and Scott D. Moffat6,7

1Department of Family Medicine and Public Health Sciences
Division of Occupational and Environmental Health

Wayne State University, USA
2Department of Public Health and Caring Sciences

Uppsala University, Uppsala, Sweden
3Department of Public Health Sciences, Division of Occupational Medicine

Karolinska Institute, Stockholm, Sweden
4Institute of Psychosocial Medicine (IPM), Karolinska Institutet, Stockholm, Sweden

5IT’IS Foundation for Research on Information Technologies in Society
Swiss Federal Institute of Technology (ETH), Zurich, Switzerland

6Institute of Gerontology, Wayne State University, USA
7Department of Psychology, Wayne State University, USA

Abstract— We investigated the effects from a double-blind radiofrequency (RF) exposure
(884MHz, GSM exposure with a temporal change between non-DTX and DTX at a time averaged
peak spatial SAR of 1.4 W/kg) on spatial memory and learning. The exposure was conducted in
the evening between 7.30 p.m. until 10.30 p.m. (i.e., for three hours). The purpose of this study
was to investigate whether exposure to radio RF fields, equal to GSM mobile phone use had any
direct impact on spatial memory performance in human adults.
The participants were daily mobile phone users, men and women age 18 to 45, with and without
symptoms (headache, dizziness and concentration difficulties) they associated with mobile phone
use.
The primary outcome measure was a computerized “virtual” spatial navigation task (vMWT)
modeled after the Morris Water Task (MWT), administrated on a standard desktop computer.
The task environment was a circular pool surrounded by several cues, which could be used to
guide navigation. Hidden beneath the surface of the arena was a platform, and participants were
required to locate the platform as quickly as possible. On each of seven trials participants were
placed in a different position of the area and facing a different orientation and were informed to
locate the platform as quickly and as accurately as possible. The primary dependent variable
used in the analysis was the distance traveled on each trial and the amount of improvement (i.e.,
learning) from trial 1 to 7. The test was conducted twice per test session, before (6 p.m.) and
at the end of exposure (10.00 p.m).
A significant RF exposure effect on distance travelled during the 7 trials was found for the
symptomatic group. RF exposure had no significant effect on the amount of improvement (i.e.,
learning) from trial 1 to 7 on neither of the groups, compared to sham.
The results of this double-blind intervention study suggest that the simulated GSM exposure
at 884MHz performance. Dosimetry modeling of GSM RF suggest that parts of the brain of
relevance for executive functioning, including the pre-frontal cortex and the para-limbic area
are exposed. This is compatible with the known dependence of spatial memory performance on
limbic/hippocampal and pre-frontal systems. Our findings suggest that, under conditions repre-
sentative of real-life mobile phone exposure, certain cognitive functions of interest are affected.
Further studies are needed to pin point the brain mechanisms that may underlie these effects,
for example identifying which specific parts of the brain are most affected by GSM exposure.

1. INTRODUCTION

The effect of electromagnetic fields (EMF) from digital mobile phones on cognitive functioning is an
area receiving increased interest. Significant effects of RF exposure on specific cognitive functions
and brain processes were reported [1–3], but in some studies no effect was observed [4–7]. The
different study designs regarding exposure power, exposure time, exposure location (right or left
hemisphere), and choose of study population most likely contribute to the variation in reported
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results. In addition there are considerable differences between studies in the selection of cognitive
tests and cognitive domains of interest. This double blind mobile phone-related RF exposure study
involved extended exposure periods under more realistic worst-case scenario and a novel cognitive
measure, the virtual Morris Water Task.

At previous PIER meetings in Cambridge MASS, USA 2006 and in Beijing, China 2007 the
study design, methology as well as general findings have been presented.

2. METHOD

The applied exposure simulated the maximum human exposure during a GSM phone conversation
at a carrier frequency of 884MHz, i.e., a temporal change between GSM basic at a peak spatial
absorption rate averaged over 10 g (psSAR10 g) of 1.95 W/kg (average interval duration of 11 sec-
onds) and DTX at psSAR10 g of 0.23W/kg (average duration of 5 s) resulting in time averaged
psSAR10 g of 1.4W/kg. Hence, the exposure was well within the ICNIRP guidelines of 2 W/kg
(ICNIRP, 1998). The exposure was applied by a patch antenna simultaneously exposing all possi-
ble exposure footprints of mobile phones [8] as well as the deeper brain structures. The exposure
simulated the modulation of the GSM frame structures but not the higher frequencies as introduced
by rondom code modulation.

For the behavioral navigation testing, all subjects completed a Virtual Morris Water Task
(vMWT) that has been developed and validated previously [9, 10]. The task was modeled after
the Morris Water Task [11] in which a participant must navigate and locate a particular point in
space over a number of trials. Before beginning the navigation task, practice trials were allowed to
familiarize subjects with movement through the environment and to be certain that participants
were comfortable with the computer-administered task. The task environment was a circular arena
surrounded by several cues, which could be used to guide navigation. Hidden beneath the surface
of the arena was a platform, and the task required the participant to locate the platform as quickly
as possible (Fig. 1). A total of seven trials were conducted. Before testing, participants were in-
formed that the platform remained in the same location on each trial and that they should try to
remember its location. On each of seven learning trials, participants were “placed” into one of the
three quadrants of the pool, which did not contain the platform and facing a different orientation
on each trial. The primary dependent measure was the distance traveled on each trial. Multiple
repeated measures ANOVA’s were used. Variables in the models included group (symptomatic
vs. non-symptomatic), exposure (RF vs. Sham), time (baseline 6 p.m. vs. late 10.00 p.m.), trial
(distance traveled on each of 7 vMWT trials).

 

Figure 1: A typical scene from within the virtual environment. Participants view the environment from a
first-person perspective.

3. MATERIAL

The participants (N = 55) were men and females, daily mobile phone users, age 18 to 45 years (mean
age 29+/−7), with (symptomatic) and without (non-symptomatic) symptoms (headache, dizziness
and concentration difficulties) they associated with mobile phone use. Exclusion criteria were
attribution of symptoms to other electrical equipment than mobile phones, medical or psychological
illness where current symptoms could not be excluded, earlier brain injury, present medication,
sleeps disorders, hypertension and ongoing pregnancy. The inclusion criteria thus excluded subjects
with environmental illness, since we were interested in including subjects specifically relating their
symptoms to mobile phone use.
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4. RESULTS

A main RF exposure effect [F = 5, 354; p < .026)] and a RF exposure∗group effect on distance
travelled during the 7 trials was found [F = 5, 444; p < .025)]. The symptomatic group improved
their perforamance under RF exposure while there was no such effects of the RF exposure for the
non symptomatic group. RF exposure had no significant effect on the amount of improvement (i.e.,
learning) from trial 1 to 7 in neither of the groups.

5. DISCUSSION

The results of the present study reveal main effects from RF exposure (RF. vs. Sham) on spatial
performance as measured by distance traveled in a human analog of the Morris Water Task. How-
ever, it seems that only those with self-reported mobile phone related symptoms improved there
performance. Considering amount of improvement from the first to the last trial, RF exposure (as
compared to sham) was associated with improved rate of learning.

Spatial navigation is a complex cognitive function that depends on several neural and cognitive
systems for successful completion. Functional neuroimaging and lesion studies have identified a
network of structures that are involved in spatial navigation. The proposed network includes the
hippocampus, parahippocampal gyrus, cerebellum, parietal cortex, posterior cingulate gyrus, pre-
frontal cortex, retrosplenial cortex and other cortical and subcortical regions. Successful navigation
requires the selection of an appropriate search strategy and is also dependent on appropriate behav-
ioral monitoring and alterations of searching behavior if the selected strategy proves unsuccessful.
Furthermore navigation involves significant working memory demands because, within a trial, par-
ticipants must remember preceding moves and locations and continually update this information
to avoid immediately returning to the same (incorrect) locations [10]. The current study provides
some support for cognitive and possibly neural effects of GSM like RF emissions. This represents
an important novel finding in the expanding literature regarding cognitive effects of RF exposure
in the GSM band and more broadly on the debate regarding the possible biological impact of mo-
bile phone use. Future research should more specifically focus on the spatial peak SAR ratio of
the exposed hemisphere and the studied functions. This approach would give a clearer picture of
possible cause and effect.
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Abstract— The fin line resonator with EBG — Electromagnetic Bandgap substrate, is analyzed
using the TTL — Transverse Transmission Line-method. Compared to other full wave methods
the TTL is an efficient tool to determine the resonance frequency, making possible a significant
algebraic simplification of the equations involved in the process. The results obtained for this
application and the conclusions are presented.

1. INTRODUCTION

Electromagnetic Bandgap (EBG) structures have emerged as a new class of periodic dielectric
structures where propagation of electromagnetic waves is forbidden for all frequencies in the pho-
tonic band gap [1]. This material has a periodic arrangement of cylinders immersed in air with
diameters and spacing of less than one wave length [2–4]. This substrate can improve the band
width and eliminate the propagation of undesirable modes. Many integrated circuits for millimeter
wave applications can be made using the fin line techniques. This includes, beyond the fin line
circuit, circuits inserted in metal and other standards circuits, mounted in the wave guides E-plane
[5].

This work presents an application of the 2D layer-by-layer EBG crystal: the efficient rectangular
unilateral fin line resonator, shown in the Fig. 1. The analysis is made using the TTL method and
the coupling definitions.

(a) (b)

Figure 1: (a) Transverse section (b) superior view.

2. THEORY

Starting for the Maxwell equations the electromagnetic fields are developed. The “x” and “z” field
equations in the Fourier Transform Domain for the structures ith regions are obtained using the
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TTL method:
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H̃yi + ωεαnẼyi

]
(4)

where: γ2
i = α2

n + β2
k − k2

i , is the propagation constant in “y” direction;
αn is the spectral variable in “x” direction;
βk is the spectral variable in “z” direction;
k2

i = ω2µε = k2
0ε
∗
ri, is the wave number of ith term of dielectric region;

ε∗ri = εri − j σi

ωε0
, is the relative dielectric constant of the material with losses;

ω = ωr + jωi, is the dielectric constant of the ith region;
The solutions of the field’s equations for the three regions in study are given by:

For region 1:

Ẽy1 = A1e · cosh(γ1y) (5)

H̃y1 = A1h · cosh(γ1y) (6)

For region 2:

Ẽy2 = A2e · sinh(γ2y) + B2e cosh(γ2y) (7)

H̃y2 = A2h · sinh(γ2y) + B2h cosh(γ2y) (8)

For region 3:

Ẽy3 = A3e · cosh[γ3(da− y)] (9)

H̃y3 = A3h · cosh[γ3(da− y)] (10)

For the determination of the unknown constants described above the boundary conditions are
applied in the structure shown in Fig. 1(b), in y = s and y = t. The electromagnetic fields general
equations as function of Ẽxt and Ẽzt, which are the tangential components of the electric fields are
obtained to calculate the propagation constant. The magnetic boundary conditions are applied.

H̃x2 − H̃x3 = J̃zt (11)

H̃z2 − H̃z3 = −J̃xt (12)

where J̃xt and J̃zt are the electric current densities in the fins.
Substituting the magnetic fields equations in the above equations and isolating the terms in the

electric fields, were find the equations that can be written through the admittance functions:

YxxẼxt + YxzẼzt = J̃zt (13)

YzxẼxt + YzzẼzt = J̃xt (14)

This system can be written in the matrix form:
[
Yxx Yxz

Yzx Yzz

] [
Ẽxt

Ẽzt

]
=

[
J̃zt

J̃xt

]
(15)
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Were for example:

Yxx =
−j

ωµ
(
γ2

2 + k2
2

)
[(−β2

kγ2d1

B
+

k2
2α

2
ne1

A

)
cosh (γ2g) +

+
(−β2

kγ2f1

B
+

k2
2αnc1

A

)
sinh (γ2g)

]
− j

(
k2

3 − β2
k

)

ωµγ3
cot gh(γ3d) (16)

where A e B are give by:

A = γ1 sinh (γ1s) · cosh(γ2s) + γ2
ε1

ε2
cosh(γ1s) · sinh(γ2g) (17)

B = sinh(γ1s) · cosh(γ2g) +
γ1

γ2
cosh(γ1s) · sinh(γ2g) (18)

The Ẽxt and Ẽzt fields are expanded in terms of base functions,

Ẽxt =
n∑

i=1

axi · f̃xi (αn, βk) (19)

Ẽzt =
m∑

j=1

azj · f̃zj (αn, βk) (20)

where n and m, are positive integers.
As the fields have the contribution of two slots, they can be written as:

Ẽxt = ax · f̃x (αn, βk) (21)

Ẽzt = az · f̃z (αn, βk) (22)

where the 1 and 2 indexes are related to the first and second slots.
Continuing, the scalar product of Equation (15) is made by the set of base functions according

to the Galerkin method, the particular case of moment method. With this, the current densities
turn out zero and a new matrix equation is obtained.

[
Kxx Kxz

Kzx Kzz

]
·
[
ax

az

]
=

[
0
0

]
(23)

where for example:

Kxx =
∞∑
−∞

f̃x · Yxx · f̃∗x (24)

These procedures are described for the general cases utilizing two components of the electric
field for any chosen base function. When we deal with purely real functions the scalar product is
the fiction itself and his conjugated are ignored.

So that, for the system (18) to have a non trivial solution, the matrix determinant of the K
coefficients must be equal to zero. The characteristic equation solution gives, the complex angular
frequency that make possible to find the resonance frequency.

3. EBG STRUCTURE

For a non-homogeneous structure, the incident wave undergoes a process of multiple scattering. A
solution can be obtained through of the numerical process of homogenization [2–5]. The process is
based on the theory related to the diffraction of an incident electromagnetic plane wave imposed
by the presence of air immersed cylinders in a homogeneous material.

In the homogenization [5] process the bidimensional medium is reduced to a one-dimensional
medium. To do so, let us imagine that the crystal is made of a stack of diffraction gratings (what
we now deal with is an infinite structure in the x direction). Numerically, we observe that the
last gap corresponds to a range of wavelengths that give rise to only one diffraction order for such
gratings. Consequently, forgetting the evanescent waves leads to the conclusion that each grating
behaves as a homogeneous slab.
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The problem is to specify an effective index for this slab. In fact, what is done consists in
“homogenizing” the crystal slice by slice, as depicted in Fig. 2. It should be noted here that the
wavelength is not very large with respect to the size of the scatterers, meaning that, properly
speaking, we are not in the rigorous framework of homogenization theory. Nevertheless, let us try
to apply the homogenization rules so as to get an effective index. The rods with permittivity ε1 are
embedded in a medium of permittivity ε2. The procedure consists in dividing the structure into a
superposition of homogenized layers. The layers containing the rods are broken up into cells hose
y size (resp. x size) is the diameter of a rod (2r) (resp. the period d).

Figure 2: Homogenized bidimensional PBG crystal.

According to homogenization theory the effective permittivity depends on the polarization [5].
For the s and p polarization, respectively, we have:

εeq = β (ε1 − ε2) + ε2

1
εeq

=
1
ε1



1− 3β

2/ε1+1/ε2

1/ε1−1/ε2
+ β − α(1/ε1−1/ε2)

4/3ε1+1/ε2
β10/3 + O

(
β14/3

)



 (25)

β is defined as the ratio between the area of the cylinders and the area of the cells, α is an
independent parameter whose value is equal to 0.523.

4. RESULTS

To calculate the numerical results it was developed a computational program in Fortran Power-
Station language, according to the previous theoretical analyses. In this work results for the phase
constant, effective dielectric permittivity, for the even and odd modes, and coupling are shown.

 

(a) 

 

(b)

Figure 3: Resonance frequency vs. substrate height in a WR-28 wave guide, (a) even mode (b) odd mode.
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The new results are related to a unilateral fin line with EBG substrate, with two coupled slots,
in a WR-28 millimeter wave guide with g = 0.254 mm, s = 3.302 mm (region 1 width), w = 0.2
mm, εr2 = 8.7209 for the p polarization and εr2 = 10.233 for the s polarization. The figures show
the results with an excellent convergence with the theoretical results, Fig. 3(a) show the resonance
attenuation for the even mode, and Fig. 3(b) show the resonance frequency for the odd mode.

5. CONCLUSION

Theoretical and numerical results have been presented for the unilateral fin line directional coupler
with 2D EBG photonic substrate. The full wave transverse transmission line (TTL) method was
used to the characterization of the unilateral fin line directional resonator, together with the method
of the Moments. The full wave TTL method was used to the electromagnetic fields determination.
Numerical results for the resonance frequency were presented. Finally new results can be obtained
for this structure.
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Abstract— This paper presents both an analytical and numerical analysis of errors caused by
time reversal of electromagnetic waves. Analytical results describing spatial resolution limita-
tions due to the loss of evanescent waves is presented for a two-dimensional parallel plate metal
waveguide filled with an ideal and subsequently a lossy dielectric. An analytic model for a cylin-
drical problem space is also given, which exhibits the same effects observed for the waveguide
problem. The properties of biological materials, specifically human Grey Matter, in relation to
time reversal design techniques are also analyzed. The Transmission Line Modelling method is
used to evaluate the numerical error of practical source reconstruction with respect to the modal
content present in the forward simulation.

1. INTRODUCTION

Time reversal is used for a wide range of applications encompassing ultrasound, imaging, scatterer
detection, material characterization and optimization [1–6]. Reversal of the TLM process proceeds
by defining a Time Reversal Mirror (TRM) along the boundaries of the computation space [7].
Typically within an iterative design loop, signals incident upon the TRM are stored during a
conventional forward time simulation of a given scatterer configuration, which, after perturbation
toward the desired scattering profile, are re-injected during the time reverse process with a view to
revealing the ideal scatterer geometry. However, the accuracy of the time-reversal procedure relies
heavily on the practical size of a problem and on the finite machine precision of the forward stage
of the simulation, a factor which is often overlooked when time-reversal techniques are deployed.
An arbitrary problem will contain a finite number of local guided and evanescent fields which are
propagated to the TRM in the forward simulation. The effective capture of these fields by the
TRM is determined by the issues just mentioned. Any loss of modal content of the fields will limit
the resolution with which the scatterer geometry is subsequently resolved and limits the scope for
design optimization. Furthermore, it is often stated that time reversal techniques are only valid for
lossless systems. However, a variety of time reversal simulations applied to biological simulations
have been reported [4] demonstrating that time reversal is still possible, although the validity and
the effect of material losses on the accuracy of the results has yet to be fully examined.

In this paper a simple analytical analysis of the time reversal spatial resolution error caused by
the loss of the modes due to the finite machine precision is performed. Two canonical problems
are analyzed, namely point source excitation of both a parallel plate metal waveguide and free
space described in two dimensional (2D) cylindrical coordinates. For the case of the parallel plate
waveguide an analysis of the effect of material loss on the time reversal simulation error is also pre-
sented. A biological load having the same parameters as human grey matter for different operating
frequencies is examined and finally, the modal loss in the time-reversal process is demonstrated in
context using the Transmission Line Modeling (TLM) method.

The paper begins with a short introduction to the TLM method, which is used here to demon-
strate the effects of time reversal loss, although it is noted that the effects are prominent in any
equivalent numerical time reversal algorithm. The paper then introduces the analytical approach
based upon the modes within a parallel plate metal waveguide and cylindrical geometries which
are used to obtain analytical predictions for evanescent mode loss for different propagation lengths
and numerical precision simulations. The numerical loss of modes will be demonstrated in a nu-
merical context using the TLM method and the metal waveguide excited by a Gaussian pulse of
different widths. This will be followed with an analytical analysis of the effect of material loss on
time-reverse simulations.

2. THE TLM METHOD

The TLM method is a differential time domain numerical technique based on the analogy between
the field quantities and the propagation of voltages and currents on a mesh of interconnected
transmission lines [8]. For 2D analyses, the problem space is typically divided into a uniform
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square grid, each cell of which contains a transmission line node at its center. The transmission
lines have the characteristic impedance of free space and other material properties are modeled
by introducing additional inductances, capacitances and losses implemented by adding appropriate
shunt or series transmission line stubs to the network.

The TLM method, can be algorithmically separated into three stages namely; initialisation,
scattering and connection [8]. Initialization defines the sources and initial wave values; scattering
determines the reflection of voltage waves at all network nodes and connection propagates volt-
age waves between adjacent nodes. This process can be described mathematically as a matrix
multiplication:

V s(t) = SV i(t) V i(t + ∆t) = C V r(t) (1)

where the subscripts s denotes the scattered voltage, i denotes the incident voltage, r is the reflected
voltage and S is the scatter matrix, which for each node of a 2D shunt network joining four
transmission lines is locally:

[S] =
1
2



−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1


 (2)

For lossless systems, [S]−1 = [S] which allows time reversal of the TLM procedure, without change
to the TLM algorithm.

3. ANALITICAL MODE LOSS MODELS

In order to analytically demonstrate the error caused by a finite problem space and finite machine
precision, two analytical models are considered namely a parallel plate metal waveguide shown in
Fig. 1 and a 2D cylindrical description of free space. If the metal waveguide is excited by a point
source the total field can be expressed as

ET =
N∑

n=0,1,.

An cos
(nπx

W

)
e−jγnz (3)

where γn are the modal propagation constants, x the transverse coordinate, z the longitudinal
coordinate, n is the mode number and An the appropriate modal amplitudes.

Symmetry 

plane

Figure 1: Parallel plate metal waveguide of width W and length L excited by a point source Tx.

The propagation constants γ, can be found as:

γn =
√

nπ

W
− ω2εµ (4)

where W is the width of the waveguide and ω the angular frequency. In a lossless material γn can
be either purely real or imaginary corresponding to propagating and evanescent modes respectively
and in the case of a lossy material, γn is a complex number implying that even the propagating
modes will decay with distance from the source.

In a finite precision numerical simulation, using for example the TLM method, only a fixed
number of significant digits will be used. For single precision (7 significant digits), an evanescent
mode in the presence of a unit amplitude propagating mode is lost after a length L when e−γnL <
10−7, i.e.,

L = ln
(
10

7
γn

)
. (5)
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If the TRM is located after this distance in the waveguide, then the mode will never be detected
and in the time reversal phase is not re-injected and its contribution to the source reconstruction
is missing.

In the case of cylindrical coordinates a similar phenomenon is observed if the factor e−jγnz

is replaced by the corresponding Hankel function, H
(2)
n (kr), where r is the radial distance from

the source and k is the radial wavenumber, and each spatial cosine by its corresponding angular
counterpart.

4. ANALYTICAL RESULTS

4.1. Modal Loss

In order to give an insight into the behavior of the numerical simulations, an analytical model of the
modal loss in the forward simulation is used and a predictable artificial precision and sampling equal
to that of the numerical models is enforced. The parallel plate metal waveguide has width W =
0.07m and a transverse sampling of ∆x = 0.002m is used. A point source of unit amplitude ET

excites the structure and Fig. 2 shows the relative error, |ET −E′
T |, of the point source amplitude

reconstructed after time reversal for different lengths of the waveguide L. The dotted line shows
the distances at which modes are predicted to be lost calculated using (5). As can be seen, the error
in the total field reconstruction has a step like behavior with the propagating distance confirming
the utility of the simple analytical predictions.

The same process is repeated for the case of a 2D cylindrical cavity and shown in Fig. 2(b)),
with spatial sampling of 0.005m, the error measure is plotted against increasing radius of the cavity
at which the TRM is placed and shows the same behavior.

(a) (b)

Figure 2: Error of the total field reconstruction in time reversal in (a) the metal waveguide as a function of
distance and for the case of single precision and (b) in 2D cylindrical cavity.

Figure 3 shows the numerical simulation obtained using the TLM method for both forward and
reverse simulations. The metal waveguide shown in Fig. 1 is excited by a Gaussian pulse of spatial
half width Wgin located on the symmetry plane and spanning a number of transverse sampling
nodes of the air filled waveguide. As in the case of a point source excitation, the modal content
comprises both propagating and evanescent modes and the loss of each decaying mode is expected
after a certain length in the forward simulation which causes spatial broadening of the reconstructed
Gaussian excitation pulse after reverse time propagation. An analytical prediction is performed
with waveguide parameters, W = 0.07 m, L = 0.90m and ∆x = 0.00016m. To mimic the effect of
finite precision calculations, the modal amplitudes of the signal after forward time propagation are
analytically evaluated and those which are 7 digits smaller than the dominant term are removed.
The pulse is then analytically propagated in reverse time and the half width of the reconstructed
Gaussian pulse is calculated. The ratio of the recovered Gaussian half width to the initial half
width for different input pulses is shown in Fig. 3. The results obtained using the TLM method
for the propagation is also shown on the same graph. The TLM mesh size sampling is taken to be
0.00053m and the time step ∆t = 1.79× 10−7. It can be seen that the TLM results show the same
behavior and the discrepancy is attributed to the finite run time that is needed to reach steady state
and the fact that in practice the loss of each mode is not exactly the sharp phenomenon described
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by (5), rather a progressive yet rapid deterioration. Overall the simple analytical prediction using
(5) is successful in determining the resolution of the source/scatterer reconstruction and this must
be taken into account in setting convergence criteria for the iterative design of scatterers.

 

Figure 3: (a) Analytical prediction of mode loss estimated through the change of the width of the recon-
structed Gaussian pulse compared to width at the input. Waveguide width is 0.07 m, length 0.90 m and
spatial sampling is 0.00016m, (b) TLM simulation of identical scenario with spatial sampling of 0.00053 m.

4.2. Effect of the Material Loss
Figure 4 examines the effect of the material loss on the relationship between the propagation
length, single precision and propagation constants. A simple plot of the propagation factors for
each mode in the complex plane can prove particularly useful for assessing the effect of material
loss on the simulation. Eq. (5) defines a cut-off level for the simulation in terms of modes; i.e.,
any mode whose decay rate is greater than the cut-off value will be lost completely in the reverse
simulation. Generally, the higher order modes are lost first and increasing either the material loss or
propagation length causes a progressive loss in spatial resolution. Fig. 4(a)) plots the propagation
constants in the complex plane for a waveguide with parameters W = 0.17m, L = 0.12m, filled
with lossless and lossy material with conductivity σ = 3 and 4.5. The dotted line shows the cut-off
level after which the modes are lost with 7 digit precision. Increasing the loss causes more modes
to be lost for the same waveguide length. Fig. 4(b)) considers the specific case of human grey
matter with dielectric properties equivalent to 100 MHz (εr = 80.14, σ = 0.559 S/m), 500 MHz
(εr = 55.83, σ = 0.779 S/m) and 1 GHz (εr = 52.28, σ = 0.985 S/m). It can be seen that at higher
operating frequencies the material is more lossy and the propagation constants migrate further into
the complex plane. However, with increased operating frequency, the propagation constants also
shift to the right side of the plane which reduces the modal loss.

(a) (b)

Figure 4: Propagation constants in the complex plane obtained for a waveguide W = 0.17 m, L = 0.12m and
(a) filling of free space with varying loss; (b) for the case of human grey matter at frequencies of 100 MHz,
500MHz and 1 GHz.
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5. CONCLUSION

The paper examines the effect the evanescent mode loss has as a consequence of the finite machine
precision on the accuracy of time reversal simulations. The effect has been analyzed analytically
for the case of a 2D parallel plate metal waveguide and 2D cylindrical cavity and then shown
numerically using the TLM method. The inclusion of loss in the simulation is shown to exaggerate
the case of the lossless simulation.
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Abstract— We consider electromagnetic fields excited by spatially bounded, arbitrary given
sources in the presence of a cylindrical guiding structure immersed in an infinitely extended
homogeneous gyrotropic medium whose permittivity and permeability are both describable by
tensors with nonzero off-diagonal elements. The axis of symmetry of the considered cylindrical
structure is assumed to coincide with the gyrotropic axis. The total field is sought in terms of
the vector modal solutions of source-free Maxwell’s equations. By demanding completeness of
the modal spectrum and using a continuity argument, we determine the content of the modal
spectrum and obtain an eigenfunction expansion of the source-excited field in terms of discrete-
and continuous-spectrum modes.

1. INTRODUCTION

Gyrotropic structures capable of guiding electromagnetic waves have been an important research
topic for a long time because of many applications including, in particular, those related to the
characteristics of whistler-mode waves in density ducts in laboratory and space plasmas, helicon
waves in magnetized metals and semiconductors, waves in ferrites, modes of gyrotropic fibers, etc.
The theory of excitation of closed waveguides filled with gyrotropic media has received much careful
study, and there are many accounts of it (see, e.g., [1, 2] and references therein). Open gyrotropic
waveguides surrounded by an isotropic outer medium have been discussed in [3]. Recently, open
gyrotropic guiding structures located in a gyrotropic background medium have attracted consider-
able interest [4–6]. Several authors have discussed representations of the dyadic Green’s functions
for such structures [5]. Another approach is to obtain eigenfunction expansions of source-excited
fields without preliminary calculations of the dyadic Green’s functions [6, 7].

This paper extends methods, initially developed for representing source-excited electromagnetic
fields in the presence of cylindrical guiding structures immersed in a gyroelectric medium [6, 7] such
as a magnetoplasma, for example, to the case where spatially bounded, given sources are located
in a gyrotropic medium whose permittivity and permeability are both describable by tensors with
nonzero off-diagonal elements. The medium can be homogeneous or radially inhomogeneous inside a
cylinder of given radius, and is homogeneous outside it. The axis of symmetry of such a cylindrically
stratified structure is parallel to the gyrotropic axis of the medium.

2. FORMULATION OF THE PROBLEM AND BASIC EQUATIONS

Consider time-harmonic (∼ exp(iωt)) given electric and magnetic currents with densities je(ρ, φ, z)
and jm(ρ, φ, z), respectively, in a gyrotropic medium described by the permittivity and permeability
tensors

ε = ε0

(
ε1 iε2 0
−iε2 ε1 0

0 0 ε3

)
, µ = µ0

(
µ1 iµ2 0
−iµ2 µ1 0

0 0 µ3

)
, (1)

where ρ, φ, and z are cylindrical coordinates and ε0 and µ0 are the electric and magnetic constants,
respectively. Note that such tensors are typical of a general bigyrotropic anisotropic medium whose
distinguished axis is parallel to the z axis. Let the elements of the tensors be functions only of
the radial coordinate ρ for ρ < a and constant for ρ > a, where a is the radius of the cylindrical
structure considered. In what follows we denote the elements of the tensors ε and µ in the inner
region (ρ < a) and in the outer medium (ρ > a) by ε̃1,2,3, µ̃1,2,3 and ε1,2,3, µ1,2,3, respectively. We
will consider only the case where ε−1

1 ε2 + µ−1
1 µ2 6= 0. A peculiar case ε−1

1 ε2 = −µ−1
1 µ2 where the

outer medium has the property of uniaxial anisotropy needs separate consideration and will not be
discussed here.
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Solutions of source-free Maxwell’s equations in such a cylindrically stratified medium can be
sought in terms of the vector functions

[
Em,s,α(r, q)
Hm,s,α(r, q)

]
=

[
Em,s,α(ρ, q)
Hm,s,α(ρ, q)

]
exp[−imφ− ik0ps,α(q)z], (2)

where k0 is the wave number in free space, q is the normalized (to k0) transverse wave number in
the outer medium, m is the azimuthal index (m = 0,±1,±2, . . .), the functions ps,α(q) describe
the dependence of p, the axial wave number normalized to k0, on the transverse wave number q
for two normal waves of the outer medium (hereafter, these waves are denoted by the subscript
values α = 1 and α = 2), the subscript s designates the wave propagation direction (s = − and s =
+ denote waves propagating in the negative and positive directions of the z axis, respectively),
and Em,s,α(ρ, q) and Hm,s,α(ρ, q) are the vector wavefunctions describing the radial distribution
of the field of an eigenwave corresponding to the transverse wave number q and the indices m, s,
and α. The functions ps,α(q) obey the relation p+,α(q) ≡ pα(q) = −p−,α(q), where

pα(q) = 2−1/2
[
τeκ

2
e + τmκ2

m + τ2
g κ2 − (τe + τm)q2 + χαRp(q)

]1/2
, χ1 = −χ2 = −1,

Rp(q) =
{
(τe − τm)2q4 − 2

[
(τe + τm)(τeκ

2
e + τmκ2

m + τ2
g κ2)− 2τeτm(κ2

e + κ2
m)

]
q2

+ (τeκ
2
e + τmκ2

m + τ2
g κ2)2 − 4τeτmκ2

eκ
2
m

}1/2
. (3)

Here,

τe =
ε1

ε3
, τm =

µ1

µ3
, τg =

ε2

ε1
+

µ2

µ1
,

κe =
(

ε3
µ2

1 − µ2
2

µ1

)1/2

, κm =
(

µ3
ε2
1 − ε2

2

ε1

)1/2

, κ = (ε1µ1)
1/2 (4)

(see [8]). It is assumed that ReRp(q) > 0 and Im pα(q) < 0.
The transverse components of the vector wavefunctions Em,s,α(ρ, q) and Hm,s,α(ρ, q) are readily

expressed in terms of their axial components Ez;m,s,α(ρ, q) and Hz;m,s,α(ρ, q). In the homogeneous
outer medium (ρ > a), the components Ez;m,s,α(ρ, q) and Hz;m,s,α(ρ, q) satisfy the following system
of equations:

L̂mEz;m,s,α + k2
0(κ

2
e − τ−1

e p2
α)Ez;m,s,α = ik2

0τgµ3ps,αZ0Hz;m,s,α, (5)

L̂mHz;m,s,α + k2
0(κ

2
m − τ−1

m p2
α)Hz;m,s,α = −ik2

0τgε3ps,αZ−1
0 Ez;m,s,α, (6)

where Z0 is the impedance of free space and

L̂m =
∂2

∂ρ2
+

1
ρ

∂

∂ρ
− m2

ρ2
.

To find the eigenvalues q and the corresponding eigenwaves (2) it is required that the functions
Em,s,α(ρ, q) and Hm,s,α(ρ, q) obtained as a result of solution of Maxwell’s equations be regular on the
z axis and satisfy both the boundary conditions, which consist in the continuity of the components
Eφ;m,s,α(ρ, q), Ez;m,s,α(ρ, q), Hφ;m,s,α(ρ, q), and Hz;m,s,α(ρ, q) at the discontinuity points of the
permittivity- and permeability-tensor elements, and the following boundedness conditions at ρ →
∞ [6]:

ρ1/2 |Em,s,α(ρ, q)| < R(1)
m,α, ρ1/2 |Hm,s,α(ρ, q)| < R(2)

m,α, (7)

where R
(1)
m,α and R

(2)
m,α are certain constants. It can be shown that the total field yielded by

summing (integrating) eigenwaves over the found values of q satisfies the radiation condition at
infinity (r = (ρ2 + z2)1/2 → ∞). We emphasize that conditions (7) turn out to be sufficient for
finding the eigenvalues q and the corresponding eigenwaves in contrast to the case of an isotropic
outer medium where, along with the boundedness conditions, certain additional conditions should
be imposed on the desired fields of eigenwaves [3].
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3. DISCRETE- AND CONTINUOUS-SPECTRUM MODES

Solving equations (5) and (6), we can write the axial field components in the outer medium as
follows:

Ez;m,s,α(ρ, q) =
i

ε3

[ 2∑

k=1

C(k)
m,s,α(q)n(1)

s,αqH(k)
m (k0qρ) + Cm,s,α(q)n(2)

s,αqαH(2)
m (k0qαρ)

]
,

Hz;m,s,α(ρ, q) = − 1
Z0µ3

[ 2∑

k=1

C(k)
m,s,α(q)qH(k)

m (k0qρ) + Cm,s,α(q)qαH(2)
m (k0qαρ)

]
. (8)

Here, C
(1)
m,s,α, C

(2)
m,s,α, and Cm,s,α are coefficients to be determined and H

(1)
m and H

(2)
m are Hankel

functions of the first and second kinds, respectively, of order m. Other quantities in (8) are given
by the formulas

n(1,2)
s,α (q) =

[
µ−1

3

(
q(1,2)
α

)2 + µ−1
1 p2

α(q) + ε−1
1 (ε2

2 − ε2
1)

] [
τgps,α(q)

]−1
,

q(1)
α = q, q(2)

α = qα(q) =
[
κ2

m − τ−1
m p2

α(q)− ε3τgps,α(q)
(
n(1)

s,α(q)
)−1

]1/2
. (9)

In the above expressions, we put Im qα(q) < 0. Because of such a choice of the branches of
qα(q), we rejected the solution comprising H

(1)
m (k0qαρ) to ensure that the functions Em,s,α(ρ, q)

and Hm,s,α(ρ, q) do not contradict the boundedness conditions (7).
If the medium in the inner region is homogeneous, then the axial field components for ρ < a

can be written as

Ez;m,s,α(ρ, q) =
i

ε̃3

2∑

k=1

B(k)
m,s,α(q) ñ(k)

s,α q̃(k)
α Jm(k0q̃

(k)
α ρ),

Hz;m,s,α(ρ, q) = − 1
Z0µ̃3

2∑

k=1

B(k)
m,s,α(q) q̃(k)

α Jm(k0q̃
(k)
α ρ). (10)

Here, Jm are Bessel functions of the first kind of order m, B
(1)
m,s,α and B

(2)
m,s,α are coefficients to be

determined, and q̃
(1)
α and q̃

(2)
α are the transverse wave numbers in the inner region, which correspond

to the axial wave number pα(q):

q̃(1,2)
α (q) = 2−1/2

[
κ̃2

e + κ̃2
m −

(
τ̃−1
e + τ̃−1

m

)
p2

α(q) + χ1,2Rq

(
pα(q)

)]1/2
,

Rq(p) =

{(
1
τ̃e
− 1

τ̃m

)2

p4−2
[(

1
τ̃e

+
1
τ̃m

)
(κ̃2

e+κ̃2
m)

− 2
(

κ̃2
e

τ̃m
+

κ̃2
m

τ̃e
+ε̃3µ̃3τ̃

2
g

)]
p2 +

(
κ̃2

e−κ̃2
m

)2

}1/2

. (11)

The quantities τ̃e, τ̃m, τ̃g, κ̃e, κ̃m, and ñ
(1,2)
s,α are obtained from the formulas for τe, τm, τg, κe, κm,

and n
(1,2)
s,α in (4) and (9) if we replace ε1,2,3, µ1,2,3, and q

(1,2)
α by ε̃1,2,3, µ̃1,2,3, and q̃

(1,2)
α , respectively.

Calculating the transverse components of the field and satisfying the continuity conditions for
the tangential field components on the boundary ρ = a, we arrive at a system of linear equations
for unknown coefficients B

(1,2)
m,s,α, C

(1,2)
m,s,α, and Cm,s,α. This system can thus be represented in matrix

form:
S ·G = C(1)

m,s,αF . (12)

where the components of the column vector G are given by the expressions G1,2 = B
(1,2)
m,s,α, G3 =

C
(2)
m,s,α, and G4 = Cm,s,α. The elements of the matrix S and the components of the column

vector F , which are not written here, are expressed in terms of cylindrical functions entering the
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representations of the tangential fields at ρ = a. The coefficients B
(1,2)
m,s,α, C

(1,2)
m,s,α, and Cm,s,α are

determined up to a factor independent of spatial coordinates. It is convenient to put C
(1)
m,s,α = det|S|.

Then other coefficients are easily calculated. Their expressions turn out to be very cumbersome
and are not presented here for brevity.

In the case of an inhomogeneous inner region, two independent sets of solutions should be found
numerically instead of those represented by Bessel functions in (10). The solutions of the two sets
are distinguished by their behavior near the axis ρ = 0, in the vicinity of which they are described
by Bessel functions with the arguments k0q̃

(1)
α ρ or k0q̃

(2)
α ρ, where q̃

(1)
α and q̃

(2)
α correspond to the

parameters of the medium at ρ = 0. Next, satisfying the boundary conditions at ρ = a, we again
arrive at an equation in form (12).

The obtained field representation allows us to find the spectrum of eigenvalues q and the cor-
responding eigenfunctions of the guiding structure. First, it is easy to verify that the field (8)
satisfies the boundedness conditions (7) for all real transverse wave numbers q. Next, based on the
results of the analysis performed in [6], it can be shown that Em,s,α(ρ, q exp(±iπ)) = Em,s,α(ρ, q)
and Hm,s,α(ρ, q exp(±iπ)) = Hm,s,α(ρ, q), whence it follows that the negative values of q can be
excluded from the analysis. Thus, all positive values of q constitute the continuous eigenvalue
spectrum.

Along with the continuous spectrum of the values of q, conditions (7) can also be satisfied for
certain discrete complex values q = qm,n (n = 1, 2, . . .) which are roots of the equations

C(1)
m,s,α(qm,n) = 0 for Im qm,n < 0 (13)

and
C(2)

m,s,α(qm,n) = 0 for Im qm,n > 0. (14)

With allowance for the properties of Hankel functions, it can easily be verified that roots of equation
(14) do not yield new solutions for the field and can therefore be rejected. As in the case of a
gyroelectric medium [6, 7], we assume that the discrete part of the spectrum of eigenvalues q is
constituted only by the roots of equation (13) for which the inequality |Im qm,n| < |Im qα(qm,n)|
takes place (see [6] for details). The subscript α for which this inequality holds will be denoted by
α̂. It is evident that the waves corresponding to the discrete values qm,n are localized eigenmodes
(discrete-spectrum modes) of the considered guiding structure. The eigenmode fields are obtained
by putting q = qm,n and α = α̂ in (2) and will further be denoted as Em,ns

(r) and Hm,ns
(r),

where the indices n+ = n > 0 and n− = −n < 0 mark discrete-spectrum modes propagating in the
positive and negative directions of the z axis, respectively.

4. EXPANSION OF THE TOTAL SOURCE-EXCITED FIELD IN TERMS OF DISCRETE-
AND CONTINUOUS-SPECTRUM MODES

With allowance for the above analysis, the total field outside the source region can be expanded in
the form

[
E(r)
H(r)

]
=

∞∑
m=−∞

(∑
ns

am,ns

[
Em,ns

(r)
Hm,ns

(r)

]
+

∑
α

∫ ∞

0
am,s,α(q)

[
Em,s,α(r, q)
Hm,s,α(r, q)

]
dq

)
, (15)

where am,ns
and am,s,α are the expansion coefficients of the discrete- and continuous-spectrum

modes, respectively. In (15), one should put ns = n > 0 and s = + for positive z and ns = −n and
s = − for negative z outside the source region.

The discrete- and continuous-spectrum modes entering expansion (15) satisfy some orthogonality
relations. The orthogonality relations have precisely the same form as that obtained for open
waveguides in a gyroelectric medium [6, 7] and can be established through a similar argument.
Using the orthogonality relations and the well-known method for finding the expansion coefficients
of modes of closed and open waveguides on the basis of Lorentz’s theorem (see, e.g., [3, 6]), we get

am,±n =
1

Nm,n

∫ [
je(r) ·E(T)

−m,∓n(r)− jm(r) ·H(T)
−m,∓n(r)

]
dr, (16)

am,±,α(q) =
1

Nm,α(q)

∫ [
je(r) ·E(T)

−m,∓,α(r, q)− jm(r) ·H(T)
−m,∓,α(r, q)

]
dr. (17)
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Here, integration is performed over the region occupied by currents, the superscript (T) denotes
fields taken in an auxiliary (“transposed”) medium described by the transposed tensors εT and µT,
and the normalization quantities for the corresponding modes are given by the formulas

Nm,n = 2π

∫ ∞

0

[
Em,n(r)×H

(T)
−m,−n(r)−E

(T)
−m,−n(r)×Hm,n(r)

]
· ẑ0 ρ dρ, (18)

Nm,α(q) = − 16π

Z0k2
0

(
dpα(q)

dq

)−1 [
µ−1

3 + ε−1
3

(
n(1)

s,α

)2
]
C(1)

m,s,α(q)C(2)
m,s,α(q). (19)

It is worth nothing that the quantities Nm,n and Nm,α(q) are related by

Nm,n =
1

2πi

dNm,α̂

dq

∣∣∣∣
q=qm,n

. (20)

For the sake of brevity, we do not present expressions for the field inside the source region since
they can easily be found using the standard method described in [3, 6].

5. CONCLUSION

In this paper, we presented the complete eigenfunction expansion of the total electromagnetic field
excited by spatially bounded given sources in a cylindrically stratified gyrotropic medium. The
field has been expanded in terms of modes whose spectrum comprises both the discrete and con-
tinuous parts and the expansion coefficients of discrete- and continuous-spectrum modes have been
calculated. Our analysis extends the theory of excitation of open waveguides in a gyroelectric
medium [6, 7] to the case of open guiding structures located in a generalized gyrotropic medium
whose permittivity and permeability are both described by tensors with nonzero off-diagonal el-
ements. Although the problem of excitation of guiding structures in such a medium, also called
bigyrotropic, can be solved using the dyadic Green’s functions (see, e.g., [5]), the approach devel-
oped herein makes it possible to immediately obtain the source-excited field without preliminary
calculation of the dyadic Green’s functions, which significantly facilitates evaluation of the field.
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