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Abstract— The analysis and design of a cylindrical cavity for microwave heating applications,
including the feeding mechanism is proposed in this paper. The cylindrical cavity design aims
at the production of a uniform field distribution, avoiding non-uniform heating and thermal
runaway. The analysis of the device is based on the Mode Matching Technique. This has been
proved to be an efficient and robust technique for the analysis of multiple discontinuities. The
feeding structures maybe a circular, rectangular or coaxial waveguide. All quantities involved in
the analysis are evaluated analytically achieving a fast and accurate method.

1. INTRODUCTION

The application of high power microwaves for thermal processing of dielectric materials, has received
a great attention in the past. The benefits of using microwaves instead of conventional heating
mechanisms are mainly due to the fact that microwave energy can penetrate the material achieving
rapid internal heating. The main disadvantages are non-uniform heating and thermal runaway [1].

As rectangular cross-section cavities are mainly used, the amplitude field distribution depends
on the cavity dimensions and the modes excited in the cavity. Even for a high order modes
cavity there is a great fluctuation of the field distribution, resulting in non uniform heating of the
material under process. Many techniques have been proposed to overcome this problem, such as
the frequency variation and the field disturbance using a metallic blade. Frequency variation can
be used only in relatively low power or small size devices, since high power microwave generators
cannot alter their frequency. Moreover, the use of a metallic blade in a high power microwave
cavity will produce high voltage arcs with unpredictable results.

The main strength of rectangular and in particular cubic cavities is the possibility of high
order mode degeneration. Namely, up to 12 modes can be made to resonate at the frequency of
operation. The always challenging question is, what is the appropriate excitation which optimally
excites all modes, in order to achieve homogeneous heating energy deposition. Instead of working
toward this direction, the present work tries to examine the possibility of producing uniform fields
using cylindrical cavities either ordinary or with corrugated walls. The corrugations aim at the
establishment of a hybrid HE11 mode which is expected to present a more homogeneous field
distribution. The exact analysis of the cavity as well as the feeding mechanism will be performed
using a closed-form mode matching technique. Since all the involved coupling integrals are evaluated
analytically, this results in a very fast and compact technique without numerical instabilities. The
dimensions of the cavity and the feeding source section will be designed aiming at the higher
possible uniformity of the field amplitude. The feeding structure can be a circular, rectangular,
coaxial waveguide or a combination of them. Its position will be optimized for the proper excitation
of all necessary modes in the cavity. The material to be heated will be inserted to the cavity with
the aid of a moving belt, since the device aims at industrial applications, as shown in Fig. 1. For
this purpose, two openings will be included in the cavity, while λ/4 chokes will prevent microwave
leakage [2].

2. GEOMETRY OF THE MICROWAVE HEATING STRUCTURE

A three dimensional view of the structure to be used for microwave heating is shown in Fig. 1(a).
The structure is simplified for electromagnetic simulation convenience reasons. A vertical cross
section of the simplified structure is shown in Fig. 1(b). In order to apply the Mode Matching
technique the latter structure can be identified as comprised of waveguide sections as shown in
Fig. 1(b). The purpose of the Mode Matching technique is to characterize each discontinuity
between different waveguides through a generalized scattering matrix. In turn, all the discontinuity
scattering matrices along with those of the waveguide section are combined together to yield a
system matrix representing the whole structure.
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Figure 1: Microwave heating device, a) three dimensional view, b) vertical cross-section.

3. MODE MATCHING ANALYSIS OF A CYLINDRICAL CAVITY

The electromagnetic analysis of the device is based on a closed-form Mode Matching-Generalized
Scattering Matrix method. The analysis of the feeding mechanism consists of a discontinuity
between a circular waveguide and a smaller offset rectangular (Fig. 2(a)), circular or coaxial one
(Fig. 2(b)). The best way to achieve this task is the analytical evaluation of the quantities involved
in the analysis instead of any numerical integration. A mode matching technique handling offset
circular and offset coaxial waveguides has been established in our previous work, [3]. Concerning,
the offset rectangular-to-circular waveguide discontinuity, a similar mode matching is developed for
the needs of the present work, as proposed in [4]. Let us briefly describe the basic ideas implemented
in this technique.

Figure 2: a) Discontinuity between a circular and an offset rectangular waveguide, b) Discontinuity between
a circular and an offset coaxial waveguide.

Since the two waveguides of Fig. 2 are offset, their eigenfunctions are expressed with respect
to a coordinate system having a z-axis coinciding with the waveguide axis of symmetry. These
eigenfunctions must be expressed in a common coordinate system. Since the integration limits
are described by the coaxial waveguide aperture, it was found more convenient to transform the
eigenfunctions of the circular waveguide to the offset coordinate system of the coaxial one using the
Graff’s formula [5, p.363]. Then by properly transforming the eigenfunctions of the two waveguides
from the cylindrical to rectangular coordinate system, the coupling integrals take the form of a
product of Bessel functions with the same order. This expression is known as the Lommel integral
and can be evaluated analytically, e.g., Abramowitz and Stegun [5, p.484]. In this way, the coupling
integrals involved in the mode matching technique are evaluated analytically and finally the junction
generalized scattering parameters are given in closed form.

Regarding the two apertures at the side walls of the cavity aiming at the introduction of the
material to be heated in the cavity, these are also analyzed using the same method as proposed
in [6]. It consists of a T-junction between a cylindrical and a rectangular waveguide, while the
suppression of the energy leakage is made using λ/4 rectangular waveguide chokes.
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4. NUMERICAL RESULTS

The first device analyzed was a circular cavity loaded with a dielectric disk at the middle of the
cavity (see Fig. 1(b)). The excitation is made by a stepped concentric circular waveguide, while
the two side wall openings were omitted for simplification reasons. The device consists of a cavity
having R = 268.7mm, l = 61.78 mm, a feeding waveguide with R = 35 mm and a circular dielectric
disk with thickness t = 10 mm, εr = 4.0 located at the center of the cavity. The analysis was made
at f0 = 2.45GHz, and the field distribution taking into account all the modes (propagating and
evanescent) in the dielectric is shown in Fig. 3(a). It is obvious that the field distribution is far from
being homogeneous. Next, in order to achieve a uniform transition between the feeding waveguide
and the cavity, a taper section forming a conical section with taper angle α = 75◦ was included.
This is approximated by of a number of waveguides with stepped increasing radius. The resulting
field distribution at the dielectric disk is shown in Fig. 3(b). Since higher order modes are excited
in the cavity, the field maxima retains the form of concentric rings. This geometry can be used
only in conjunction with a moving belt, in order to heat the material uniformly.

Figure 3: Field distribution for cylindrical cavity excited by a circular waveguide, a) Step excitation, b)
Taper excitation.

Since the analysis involves offset waveguide discontinuities, multiple waveguides can be used in
order to excite the cavity. Aiming at the generation of a more uniform field distribution at the
material to be heated, the cavity was excited by two identical offset circular waveguides, located
240mm apart, as shown in Fig. 4(a). The resulting field distribution at the dielectric disk is
presented in Fig. 4(b). This geometry produces a uniform field distribution along the axis where
the excitation is located. Hence, this is compatible with the moving belt structure of Fig. 1(a).
Furthermore, a four waveguide excitation can produce a uniform distribution at two perpendicular
axes.

Figure 4: Cylindrical cavity excited by two circular waveguides, a) Geometry, b) Field distribution.
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In the last geometry studied, the excitation of a HE11 hybrid mode is expected to yield a more
uniform field distribution. For this purpose a TE11-to-HE11 transformer was introduced, which
consists of a corrugated circular waveguide section, as shown in Fig. 5(a). Ten corrugations were
introduced, having a length of λ/4 at f0 = 915MHz, width w = 16.39mm, spaced at t = 32.78mm,
while the radius of the feeding waveguide and the cavity are 98 mm and 122 mm respectively. The
length of the cavity is l = 327.86mm. The resulting field distribution is described in Fig. 5(b) and
it presents relatively good homogeneity, except a small region at the center.

Figure 5: Cylindrical cavity excited by HE11 hybrid mode, a) Geometry, b) Field distribution.

5. CONCLUSIONS

The analysis of a cylindrical cavity structure used for heating purposes was presented in this paper.
This is based on a closed form Mode Matching technique. The overmoded cylindrical cavity excited
by a step or a tapered circular waveguide produces a non-uniform field distribution. To overcome
this problem, multiple excitations must be used (multi-furcated circular waveguide) in order to
achieve a uniform heating of the material. A single mode cylindrical cavity can produce a uniform
field, if the HE11 mode is excited using a cylindrical corrugated section.
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Abstract— This paper deals with calculation of the driving characteristics of the hybrid electric
drive which uses super-capacitor as energy storage unit. Results has been obtained thought
simulation of the driving regime of the experimental working stand for electric and hybrid car
drive research, which was developed in the research Centre Josef Bozek at the Technical University
in Prague. Computer program and algorithm for simulation of the drive regime is explained.
Results of the simulation define the driving characteristics of the entire working stand.

1. INTRODUCTION

In the Research Center of Engine and Automotive Engineering Josef Božek at CTU in Prague has
been realized project for development of hybrid electric drive. For that purpose, the experimental
working stand has been created at the Department of Electric Drives and Traction at the Faculty of
electrical engineering (FEE). Main characteristic of this hybrid drive is using of super-capacitor as
accumulation unit instead of chemical battery. Also, the energy transformation is done by means
of electrical power splitter (EPS).

As an instrument for further development of this type of hybrid drive with super-capacitor,
simulation computer program has been made. Main purpose of this task is calculation of every
essential value that characterizes the driving regimes of the hybrid drive. That represents complex
working system with many functional units like internal combustion engine, super-capacitor, trac-
tion electrical motor, power converters, microcontrollers etc. In such case it is essential to know
driving characteristics of this system for defined working regime.

2. LABORATORY MODEL OF THE HYBRID DRIVE

Model of the hybrid drive has been realized in laboratory at Department of electrical drives and
traction on FEE, CTU in Prague. The scheme of the experimental working stand is shown on
Fig. 1. Internal combustion engine (ICE) is simulated by a controlled electric AC induction motor.
Produced power Pice from ICE is divided to the mechanical power Pmech and electrical power Pel1 by
using electrical power splitter (EPS). EPS is special type of synchronous generator with permanent
magnets on the rotor and stator capable for rotation. Rotor is firmly coupled with the shaft of ICE
and stator of the EPS is firmly coupled with vehicle wheels and rotates with the speed proportional
to the vehicle velocity V . That technical solution enables internal combustion engine to operate

Figure 1: Experimental working stand of hybrid drive.
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with constant revolutions (with high efficiency) during entire driving regime without dependence
on actual vehicle speed. On the same shaft of the stator of EPS is inserted the induction traction
motor (TM). EPS and TM are electrically connected through DC circuit and two traction AC/DC
and DC/AC power converters. Traction load is simulated with another controlled AC induction
motor.

A super-capacitor (SC) is connected to the DC circuit via DC-DC converter. Energy Wsc

accumulated in SC is used to provide additional power Pel which is by means of TM transformed
to the mechanical power Pmech1. After that Pmech1 is added to Pmech and resulting sum of powers
is directly transmitted to the vehicle wheels. Hybrid vehicle uses recuperative braking by changing
of TM operational regime from motor to generator. During that period TM decelerates the vehicle
and produced energy is accumulated in the super-capacitor SC.

3. CALCULATION OF THE DRIVING CHARACTERISTICS

Driving characteristics of the hybrid drive has been calculated by means of simulation program.
Simulation has been made by means of MATLAB programming interface. In programming has
been used the kinematical model described in publication [1]. Simulation starts with defining the
driving characteristic of the vehicle speed V as a function of the time t (See Fig. 2):

Figure 2: Driving characteristic of the vehicle speed V in function of time t.

By knowing the vehicle weight m and speed V , program calculates the car acceleration an,
car trajectory distance Sn, needed acceleration force Fn, corresponding energy Wn. for each time
sub-interval (∆tn = tn − tn−1) of driving maneuver. By means of this calculated values, it can be
calculated the characteristic of the average acceleration power Pa (see Fig. 3). Compensation of
aerodynamics resistances has been performed by Equation (1) for additional power Pv:

Pv(t) = k1 · V 3(t) + k2V (t) (1)

By that means is calculated the driving characteristic of the speed power Pv (Fig. 3):

Figure 3: Characteristics of Pa and Pv in function of time t.

Power that is needed to be provided to the hybrid vehicle Psum is sum (2) of acceleration power
Pa and speed power Pv:

Psum(t) = Pa(t) + Pv(t) (2)
Driving characteristic of this value in time scale of the driving maneuver is presented in Fig. 4:
The power of the internal combustion engine Pice follows the needed driving power Psum for

each time interval ti (Fig. 4). Also Pice depends on actual energy volume Wsc accumulated in the
super-capacitor, which is determined from actual voltage Usc of SC:

Wsc =
C · U2

sc

2
(3)
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Figure 4: Characteristics of Pice and Psum in function of time t.

In order to perform the better efficiency of ICE changes of output power Pice must be slow.
Therefore Pice follows the Psum according to predefined algorithm. That’s the main advantage of
hybrid electric drive that can’t be performed in classical cars in which the ICE must instantly and
rapidly changed the working regime according to the actual power demands. That results with
high fuel consumption and low efficiency.

Difference between the powers Pice and Psum defines the electrical power Pel which charges
or discharges the super-capacitor. That is needed electrical power from DC circuit, calculated in
accordance to relation (4) and in time scale is presented on Fig. 5.

Pel(t) = Psum(t)− Pice(t) (4)

Figure 5: Characteristic of Pel in function of time t.

When Pel is positive (Pel > 0) SC is discharged, which means that driving regime demands
higher power then is produced in ICE (Psum > Pice). In the case when Pel < 0 SC is charged,
which means that produced power is higher then the demanded (Pice > Psum). That’s in the time
intervals when the voltage of SC is lower to the allowed minimal level and therefore ICE produces
higher power.

Also, SC is quickly charged by recuperation. During braking, kinetic energy of the vehicle is
transformed in to the electrical energy by TM which works in generator regime. It decelerates the
vehicle and produced energy is used for super-capacitor charging.

Pice provides power to drive the vehicle and also for charging the SC and keep the Usc above the
critical minimal level Usc min, which is half of the maximum SC voltage Usc max = 56 [V]. Driving
characteristic of the voltage output of the SC is presented on Fig. 6.

Figure 6: Usc in function of time t.
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According to the relation (3) output voltage of super-capacitor represents the accumulated
energy Wsc in SC. Therefore characteristic on Fig. 6 also represents the indicator of the amount of
accumulated energy in SC.

Knowing the actual voltage on SC (Usc) and the needed electric power from SC (Pel), the
charging or discharging current Isc of the SC can be calculated (Fig. 7). Isc must not exceed the
maximum allowed current in SC which is Isc max = 400 [A].

Figure 7: Characteristic of Isc in function of time t.

4. CONCLUSION

In this paper are presented the driving characteristics of specific driving regime. The simulation pro-
gram enables to perform calculation of characteristics of any kind of driving regime. For calculation
is needed definition of vehicle speed. Program enable to taking into account other influences of the
driving regime like the weight of the vehicle and the number accumulative units (super-capacitors).

The calculated driving characteristic represents capabilities of the hybrid system during different
driving regimes. The work and the results presented in this paper gives contribution to the further
development of the hybrid electric drive.

Future works will be oriented to the calculation of the driving characteristics under different
conditions, like different weight of the vehicle, more accumulative units, different aerodynamic
characteristics etc. Simulation program can be adapted for more complex algorithms to perform
new calculated values in order to give more precise and realistic results. Modification of the program
will be in correspondence with the laboratory results gained from the experimental working stand
(Fig. 1).
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Abstract— This paper deals with steady-state analysis of the magnetic field by using Finite
Element Method (FEM) in salient poles synchronous motor with damper (SPSMD). The knowl-
edge of electromechanical characteristics is very important in performance analysis of electrical
machines, in general. In this paper it presents a methodology for numerical calculation of elec-
tromechanical quantities, starting with the determination of the magnetic field distribution and
numerical computation of the electromechanical characteristics of SPSMD by using FEM.

1. INTRODUCTION

The Finite Element Method is very efficient tool for an electromagnetic field solution. The appli-
cation of this method on the salient poles synchronous motor with damper (SPSMD) is described
in this paper. This type of synchronous motor (SM) with damper ring (cage winding) on the rotor
can be started by using asynchronous start without any additional technical starting equipment
that is usually required for SM.

The FEM (Finite Element Method) in the recent years has been found as a very attractive
method in the design and analysis of various types of electromechanical devices. By using this
method almost all the necessary electric and magnetic quantities are determined for this type of
electrical machine. In this paper it presents the methodology of using the FEM for computation of
electromechanical characteristics.

For complex configurations as those in electrical machines, the FEM is powerful numerical
method for solution of electromagnetic field problems. By the application of this method in the
whole discredited domain of the machine under consideration, an important contribution to the
magnetic field computation could be done. An optimal design of electrical machines requires the
accurate calculation of the magnetic field distribution in the different cross-sections. This enables
an accurate determination both the electromagnetic and electromechanical characteristics of the
motor. The accuracy of the electromechanical characteristics depends on the precise calculations
of electromagnetic field in the electrical machine.

2. MATHEMATICAL AND GEOMETRICAL MODEL OF THE MACHINE

CAD model of the machine is an essential basis for implementation of geometrical structure of
the motor into the FEM calculation. For applied calculation of electrical machines, the appropri-
ate geometrical CAD model of the machine and mathematical model are necessary. By precise
determination of all coordinates of the structure, the 3D CAD model is created as is shown of
Fig. 1.

The calculation of the magnetic field distribution in the SPSMD is started from the system of
the Maxwell’s Equations (1) and (2), which describes the magnetic field in closed and bounded
systems. The main value that is calculated with FEM in entire structure of the machine is the
magnetic vector potential A, expressed with the Maxwell equation:

B = rotA (1)

as an auxiliary quantity. Knowing that
divB = 0 (2)

the distribution of the magnetic field is expressed by the following non-linear differential equation
known as Poisson’s equation:

∂2A

∂2x
+

∂2A

∂2y
+

∂2A

∂2z
= µJ (3)
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where the µ is magnetic permeability as function of magnetic flux density B(µ = f(B)).
In the special case, when there are no current sources in the domain under consideration (J = 0),

the right side term of Equation (3) is zero, and the equation is recognized as Laplace’s.
To perform magnetic field computation with FEM, entire structural entity of the machine must

be defined as mathematical model consisted of Maxwell’s, Laplace’s and Poisson’s equations.

Figure 1: 3D CAD model of SPSMD.

 

Figure 2: Cross-section of SPSMD.

3. FEM APPLICATION

As most suitable software for FEM calculation was ANSYS version 5.6 selected. Besides that
this software has general application for FEM calculation like mechanical, structural integrity or
thermal dissipation, it is quite convenient for computation of electrical and magnetic field dissipation
in electrical machines.

In this software appropriate algorithm for calculation of all relevant characteristics of electri-
cal machines is defined. The proposed algorithm is in this paper applied on the salient poles
synchronous motor with damper (SPSMD), with rated data: 2.5 KW, 240 V, 1500 rpm, and delta
stator winding connection. The SPSMD is heterogeneous, non-linear domain with particular B-
H characteristics of magnetic core in stator and rotor, and with prescribed boundary conditions.
Therefore, the Equation (3) in developed form, is the variable coefficient type, and can be solved by
the numerical methods only. To realize this task, it is necessary that the proper geometrical CAD
and mathematical modeling of the motor to be carried out. Therefore the geometrical cross-section
of the motor is created from the CAD model which is presented in Fig. 2.

The beginning of the FEM calculations, it is requested to generate a correspondent mesh of finite
elements. ANSYS is software that has option for generation of the most optimal finite element mesh

Figure 3: Finite elements mesh. Figure 4: Middle line of the air-gap in SPSMD.



302 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

of the complex structures like SPSMD. The mesh must be dense enough for precise calculation and
also optimal for not consuming a lot of the computational time.

After several attempts for optimal finite element mesh, the most appropriate mesh is generated.
This mesh provides calculation with high precision and at reasonable computational time. In this
case, the most convenient mesh type is chosen to be triangular, with 8195 nodes and 16344 finite
elements, and is presented in Fig. 3:

The calculations are carried out as magneto-static case, at arbitrary rotor position. Computation
has been performed for rated values of the currents in stator and rotor (excitation) windings in
synchronous regime (damper winding is not active). Magnetic field distribution is shown (Fig. 5)
for three characteristic cases:

a) When only the rotor winding is excited (the excitation winding) with nominal excitation
current;

b) When only the stator winding is exited (armature winding) with nominal armature current;
c) And when the both stator and rotor winding are excited with nominal currents.
The rotor excitation winding is performed as concentrated over the pole body. The rated

excitation current is If = 5.5 [A] DC. The magnetic field distribution when only the rotor winding
is energized at rated current is presented in Fig. 5(a).

In the stator slots, there are placed three phase distributed windings, in delta connection, and
supplied by three-phase voltage source 240 [V] AC, with the rated current 4.63 [A]. The magnetic
field distribution when only the stator windings are energized is presented in Fig. 5(b). (The current
space vector lies in the quadrature axis).

The computations with FEM continue when both motor windings are energized at rated currents.
The angle between the axes of the two previously excited fields is equal 90 degrees electrical (45
degrees mechanical in 4 pole machine). The Magnetic field distribution when both windings are
energized is presented in Fig. 4(b).

4. MAGNETIC FLUX DENSITY

Besides the magnetic field distribution, the newest software calculation methods give opportunity
for direct calculation of graphical presentation of all relevant electrical and magnetic quantities.
Relation between the magnetic flux density B and the magnetic vector potential A is defined
previously by the Equation (1). The values of the magnetic vector potential and its components in
every node of the investigated domain of the salient pole synchronous motor with damper have been
calculated as output results from the FEM. By using the procedure for numerical differentiation,
over the Equation (1) in the developed form, the distribution of the magnetic flux density at the
middle line of the air gap in the motor can be determinate (Fig. 6). The middle line of the air-gap
in Salient Poles Synchronous Motor with Damper is shown on Fig. 4.

The curves of the magnetic flux density B, for the three different current flows, (previously
defined with corresponding explanation concerning Fig. 5) are presented in the same manner in
Fig. 6, respectively. For better understanding of the charts, the slotted segments of the stator
magnetic core as well as the rotor, including damper winding slots, are presented along one pole
pitch, i.e., for an angle α of 180 degrees electrical (90 degrees mechanical).

a) b) c)

Figure 5: Magnetic field distribution for three cases of stator and rotor excitation.
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a) b) c) 

Figure 6: Distribution of the magnetic flux density B in the air gap along the one pole pitch.

Main flux Φ can be determined from the distribution of the magnetic vector potential A based
on the field theory by using numerical integration of the magnetic vector potential

Φ =
∫

Σ

B · ds =
∫

Σ

rotA · ds =
∮

C

Adr (4)

hence,
Ψ = w · Φ · l (5)

The FEM calculated characteristic of the air gap flux Ψ per pole in function of the rotor
excitation current If at given rotor angular position is given on Fig. 7:
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Figure 7: Air gap flux Ψ characteristic of the motor obtained by FEM.

5. CONCLUSIONS

In this paper, the methodology for the magnetic field calculation and analysis of electromagnetic
characteristics of the salient poles synchronous motor with damper, by using the finite element
method are presented. The calculations were carried out at given rotor position against the stator
reference axis and for different excitation currents, i.e., the current in the stator windings only, in
the excitation coil only and in both windings. The currents have the nominal value.

The results of the field computations are used for calculations of magnetic flux density B and
air gap flux Ψ along the air gap. They are presented on the charts. All this characteristics can be
used for a complex analysis of the motor behavior under different working conditions.

The extension of the work leads to the analysis of electromagnetic characteristics and deter-
mination of the parameters of the motor in different working conditions. Upon that, the main
inductance in the air-gap of the salient poles synchronous motor with damper could be computed.
The most interesting issue is analysis of the damper winding role during the starting performance
of the synchronous motor.
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2. Cerovský, Z., “Käfigströme und Käfig verluste der Stromrichtermotoren,” Archiv für Elek-
trotechnik, Vol. 64, 341–348, 1982.

3. Cundev, D. and L. Petkovska, “Computation of electromechanical characteristic of salient poles
synchronous motor with damper based on FEM,” JAPMED03 Third Japanese-Mediterranean
Workshop on Applied Electromagnetic Engineering, 89–94, Athens, Greece, 19–21 May, 2003.

4. Cundev, D., “Determination of the magnetic field distribution of salient poles synchronous
motor with damper using numerical calculations based on FEM,” International PhD-seminar
Computation of Electromagnetic Fields, Proceedings, 53–58, Budva, Serbia & Montenegro,
23–28 September, 2004.



Progress In Electromagnetics Research Symposium 2007, Prague, Czech Republic, August 27-30 305

On the Influence of Slot Width of Field Shapers in Electromagnetic
Metal Forming of Aluminum Sheets

A. Farschtschi1, T. Richter1, and H.-J. Roscher2

1Chemnitz University of Technology, Germany
2Fraunhofer Institute IWU, Germany

Abstract— In industry there is currently a strong desire to use significantly more aluminum.
Electromagnetic metal forming (EMF) is a suitable method to overcome the limitations of classical
stamping when aluminum is used. One variation of forming is a hybrid method where the final
forming after stamping is done by EMF using field shapers. A commercial Finite-Element-
Analysis program, ANSYS, is used to simulate the transient electromagnetic field problem and
to understand the work principle of the field shaper. Due to the complexity of the 3-dimensional
simulation electromagnetic simulations are made neglecting structural dynamic effects. Hints
on the implementation of such a complex model in ANSYS are given and the variation of the
pressure distribution of the workpiece with the slot width of the shaper is examined. It is shown
that the electromagnetic force on the workpiece has a linear dependency on the slot width of the
shaper.

1. INTRODUCTION

In industry there is currently a strong desire to use significantly more aluminum. There are some
obstacles in forming of aluminum by stamping methods, e.g., tearing and spring-back due to the
elastic modulus of aluminum (compared to steel). Electromagnetic metal forming (EMF) works by
the magnetic induction effect and causes much higher accelerations and velocities in sheet forming
compared to stamping processes. That’s why EMF as a method of high velocity forming can
overcome these obstacles. One variation of forming is a hybrid method where the final forming
after stamping is done by EMF. This method includes a field former device between the coil and
workpiece (see Fig. 1).

The prediction of the deformation of the workpiece requires the solution of the magneto-
structural differential equations including the couplings between the fast motion of the workpiece
and the magnetic field. Computing the electromagnetic fields in moving conductors is a difficulty
that most codes in literature cannot handle efficiently [8]. More simplified models, especially early
models ([13, 9, 1, 5, 10]) base on the assumption that EM field transients are so fast that most de-
formation occur after the EM pulse and can be separated from the EM calculation. More recent
models ([4, 6]) use the multiphysics formulation of ANSYS for the so-called soft coupling neglecting
velocity effects. Basically, at each time step, the EM fields are computed in an updated geometry,
which has been found from the deformation response of the previous time step. Codes with full
coupling of electromagnetism and structural mechanics ([2, 12, 11]) are in progress but can handle
no complex problems at time.

2. MODEL AND SOLUTION

2.1. Problem Description
Our aim is the examination of the the pressure distribution within the slot of the field shaper.
Basing on our earlier experiences [3] the calculations were carried in ANSYS. Fig. 1 depicts the
geometry of the simulated problem. A 7-winding flat spiral coil (inner radius 20 mm, height 4 mm,
width 8 mm, distance between windings: 4 mm) is positioned 2 mm below the foot of the field
shaper. The field shaper is made of copper (conductivity 5.8 · 107 Sm−1), whereas the workpiece
is an aluminum sheet (conductivity 3.8 · 107 Sm−1, thickness 1.2 mm) is situated 2 mm above the
head oft the field shaper. EMF with field shapers can result in a more sophisticated geometry. In
literature ([7, 6]) most field shapers refer to electromagnetic metal forming of tubes. In contrast to
these configurations our shaper is used in the EMF process after stamping of sheets and requires
a more complex geometry of the the finite element model. The capacitor bank, the spiral coil and
an external resistance and impedance provide the primary RLC circuit. The discharging of the
capacitor bank creates the electromagnetic pulse resulting in large eddy currents in the field shaper
and the workpiece. The model assumes the following:



306 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

1. Due to the complexity of our problem we concentrate on electromagnetism and neglect the
deformation of the workpiece. Recent works ([2, 6]) suggest that most oft the deformation
occurs after the EM pulse of the primary circuit. Hence we expect only little influence of the
above approximation on the pressure distribution of the workpiece.

2. The eddy currents of the shaper and the workpiece create a magnetic field complementary to
the primary field of the spiral coil. Since the thickness of the workpiece (1.2 mm) is greater
than the skin depth (related to the frequency of the primary RLC circuit) the surround-
ing above the workpiece has a nearby vanishing magnetic field. The superposition of these
two complementary fields results in a rapidly declining magnetic field outside the described
apparatus. Therefore further metallic environment is neglected.

2.2. Geometry and Preprocessor

Every entity of the model is meshed with elements of appropriate degrees of freedom depending on
the physical properties of the material (see Table 1)

Table 1: ANSYS elements.

Device Element type and meshing Number DOF
Capacitor
bank

CIRCU124,2
Element represents the capacitance of the capacitor bank
within the primary circuit (single-loop). The initial condition is
VOLT = U0 with the initial voltage U0 of the capacitor bank.

1 VOLT

Impedance CIRCU124,1
Additional external impedance of the primary circuit

1 VOLT

Resistor CIRCU124,0
Ohmic resistance of the primary circuit

1 VOLT

Coil CIRCU124,7
This element represents the field-coupling of the primary cir-
cuit and is only reasonable usable in connection with the
SOLID97,4 element.

1 VOLT,
CURR

Coil SOLID97,4,0
Circuit-coupled 3-d conductor including eddy-current and
proximity effects. Elements are 8-noded and were created by
mapped meshing. The two faces of the spiral conductor are
coupled in VOLT and CURR degree of freedom and connected to
the single-loop external circuit using a CIRCU124 element.

2.400 Ax, Ay, Az,
VOLT,
CURR

Field
shaper

SOLID97,1,0
The head is mapped meshed with 8-noded elements, whereas
the foot is free meshed with 4-noded elements. The underneath
of the foot and the boundary of the slot carry large eddy currents
and are discretised within the skin depth (related to oscillation
frequency of the primary circuit): The foot is extruded within the
skin depth to obtain prism elements. The boundary of the slot is
discretises with heaxahedral 8-noded elements with a width of the
skin depth.

27.000 Ax, Ay, Az,
VOLT

Workpiece SOLID97,1,0
Mapped meshing with hexahedral 8-noded elements

12.000 Ax, Ay, Az,
VOLT

Air SOLID97,0,0
Free meshing with tetrahedral 4-noded elements. The vol-
ume of the surrounding air is a sphere to obtain infinity boundary
elements with a single exterior surface.

130.000 Ax, Ay, Az

Infinite
boundary

INFIN111,1
Prism elements are generated by extrusion of the surface
of surrounding air. The boundary conditions are set to
Ax = Ay = Az = 0 at outer nodes. The discretisation
along the extrusion direction has to be 1.

520 Ax, Ay, Az
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The border of the slot of the field shaper, its bottom and the height of the workpiece are meshed
with elements owning a width comparable to the skin depth δ of the material:

δ =
1√

π · f · µ0 · σ
(1)

The frequency f in (1) is taken from the em pulse of the primary circuit (≈ 7 kHz, see Fig. 3). σ
is the electric conductivity of the materials of the shaper (copper) and the workpiece (aluminum).
A typical discretisation of the field shaper and the workpiece is shown in Fig. 2.

Figure 1: Sample geometry (lengths in mm). Figure 2: Typical discretisation of shaper and a part
of the workpiece in ANSYS.

2.3. Solution

To ensure a stable calculation of the transient we choose following settings of the solution processor
of ANSYS:

• All components of the vector potential at infinite boundaries were set to 0. The initial voltage
of the capacitor bank was set to U0.

• A time dependent analysis was requested with a fixed step size of ∆t = 4µs (step changed
loads).

• The first time step was carried out with a time step 0.01 ·∆ t to guarantee reasonable initial
values of the transient.

• The transient integration parameter was set to 1 (referred as backward Euler method).

3. RESULTS

The time dependent analysis was requested with varying a slot width (2, 4, 6 and 8 mm). Fig. 3
shows the transient of the discharging current of the capacitor bank. The components of the total
force can be separated into two parts:

• Since the workpiece overhangs the border of the head of the former stray fields induce eddy
currents at the border of the workpiece. The force on these eddy currents will depend on the
shape of the workpiece.

• The main aim of this work is the examination of forces generated by eddy currents around the
slot. As Fig. 4 shows even the separation of these forces from the total force shows a strong
linear dependency of these forces on the the slot width.

An increasing slot width results in a higher pressure on the aluminum sheet and a more non-
uniform pressure distribution around the slot (see Fig. 5. Above facts imply that the design of
the former will be a compromise between the uniformity of pressure distribution and a maximum
amount of total force. A time–dependent analysis was requested with varying a slot width (2, 4, 6
and 8 mm).
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Figure 5: Distribution of z component of pressure across the slot at 36 µs.

4. CONCLUSION

We carried out an EM simulation of the field shaper shown in Figs. 1 and 2. Recent works ([2, 6])
suggest that an electromagnetic simulation neglecting the movement of the workpiece is still valid
and can give an survey of the time-dependent pressure distribution of the workpiece during the first
half-wave of the electromagnetic pulse. It was shown that the pressure on the workpiece around
the slot of the shaper shows a clearly linear dependency on he width of the slot.
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Abstract— The amplification of acoustic-electromagnetic waves in GaN due to coupling with
amplified space charge waves and hypersonic waves in GaN is investigated theoretically in this
work. The amplification of space charge waves due to negative differential conductance in GaN
is analyzed and possible increments are calculated by local and non local approximation. The
effect of non-local dependence can lead to some quantitative corrections for the increment of the
amplification of space charge waves of millimeter wave range in GaN film.

1. INTRODUCTION

GaN has become of increasing interest for use in many semiconductor device structures. GaN offers
some important advantages in various applications; especially it is a potential candidate for high
temperature electronics, ultraviolet detectors and emitters and because of the GaN’s large peak
electron velocity makes it an important candidate for high frequency applications electronics as
well [1, 2]. Other important investigation in GaN is the acoustic wave amplification, however at
microwave frequencies (f > 10GHz) exists a problem of excitation of hypersound and the traditional
methods, like using comb-like transducers are not effective. A possible solution of this problem is the
resonant coupling of acoustic waves with the microwave or millimeter electric field of space charge
waves in GaN thin films possessing negative differential conductance. That is, under propagation in
the bias electric field higher than the critical than the critical value for observing negative differential
conductivity, the space charge waves is subject to amplification and its microwave electric field can
achieve high values. In turn, due to piezoeffect or deformation potential this microwave electric
field excites hypersonic acoustic waves. In [3] it was demonstrated that excitation is of a resonant
character with respect to the frequency and the thickness of the GaAs thin film. A problem in
GaAs films is the frequency range of amplification of space charge waves is to f < 50GHz, however
to increase the frequency range of amplification in hypersonic acoustic waves, it is rather better to
use new materials possessing negative differential conductance at high frequencies (100 to 300 GHz)
like GaN film [4]. By the way, the usefulness of hypersound at microwave or millimeter frequencies
is very important like in filters and delay lines for the communication and control systems.

In this article, we present theoretical investigations of amplification of acoustic-electromagnetic
waves in a GaN film with a sub-micron thickness. The amplification of space charge waves due to
negative differential conductance in GaN is analyzed and possible increments are calculated by local
and non local approximation. The effect of non-local dependence can lead to some quantitative
corrections for the increment of the amplification of space charge waves of millimeter wave range
in GaAs film.

2. SPACE CHARGE WAVES IN A THIN GAN FILM

Thin film semiconductor structures with negative differential conductivity caused by interline elec-
tronic transitions in strong electric fields in semiconductors such as n-GaAs or GaN are of major
practical interest because they form of basis of devices utilizing space charge waves in semicon-
ductors. These devices have extensive functional capabilities, similar to those of acousticelectronic
devices, but unlike the latter can operate effectively to millimeter wave range.

In our case we consider n-GaN film of a sub-micron thickness placed onto a semi-infinite dialectic
substrate. The bias electric field is directed along Z, the space charge waves are excited by an input
antenna 1 and the propagation is along Z-direction too.

In our simulations, an approximation of two dimensional electron gas is used. The set of balance
equations for concentration, drift velocity and averaged energy to describe the dynamics of space
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Figure 1: Geometry of the problem. The GaN film occupies the region 0 < x < 2h. The input antenna is 1,
the output one is 2.

charge waves within the thin n-GaN film, like in n-GaAs thin film [5], takes a form:

d (m~vd)
dt

= −e
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)
;

dw

dt
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∆ϕ = − e

ε0ε
(n− n0) · δ(x); ~E = ~ezE0 −∇ϕ + ~ezEext(z, t) · δ(x)

where vd is drift velocity, w is the energy of electron, m(w) is averaged effective mass τp,w(w)
are relaxation times, T is electron temperature (energy units), n0 is equilibrium value of two
dimensional concentration of electron gas. E0 is a bias drift field. It is assumed that a condition
of occurring negative differential conductivity is realized. Because the signal frequencies are in
millimeter wave range, it is possible to separate diffusion and drift motions. For a sake of simplicity,
instead of relaxation times, the parameter Es has been introduced like in GaAs.

m [w]
τp (w)

=
Es

vs (Es)
;

w − w0

τw (w)
= qEsvs (Es) (2)

In such a representation, a direct correspondence between local field dependence and non-local
effects is well seen. Because a dependence Es = Es(w) is unique, it is possible to express the
parameters w and vs through the value of Es.

The drift velocity vs electric field dependencies are calculated along (100) direction and within
the basal plane along the (1010) for both the zincblende and wurtzite phases, respectively, assuming
free electron and ionized and impurity concentrations of 1017 cm−3. The dependence of drift velocity
and the average energy with electric field are presented in Figures 2(a) and (b) [6, 7], respectively.
Average energy vs electric field dependencies show a behavior typical for compound semiconductor
materials. Note that a local dependence between the drift velocity and the electric field is vd = vs(E)
(E/E).

A small millimeter electric signal Eext = Em∗sin(ωt)∗exp((−(z−z1)/z0)2) is present in the input
antenna. Here z1 is a position of input antenna; z0 is its half-width. When the small millimeter
signal is applied to input antenna, the excitation of space charge waves in 2D electron gas takes
place.

Amplification of space charge waves is investigated by dispersion equation, where the unper-
turbed (stationary) values of E0, v0 have been chosen in the regime of negative differential con-
ductivity (dV/dE < 0). The results of direct simulations of k (ω) (angular frequency ω is real and
k = k′ + ik′′ is complex) of set linearized Equations (1) is showed in Figure 3 with two approxima-
tions non-local (red points) and local (black points) approximation. We can see the imaginary part
of the longitudinal wave number k′′ of space charge waves for the case dV/dE < 0 as a function of
frequency for two cases of approximations.

The amplification of space charge waves in GaN film occurs in a wide frequency range, and the
maximal spatial increment for this case is k′′ = 2× 105 m−1 at the frequency f = 160 GHz. When
compared with a case of the GaAs film, it is possible to observe an amplification of space charge
waves in GaN films at essentially higher frequencies f > 100GHz. To obtain an amplification of
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(a) (b)

Figure 2: Calculated steady state electron (a) drift velocity and (b) average energy in bulk GaN as a function
of applied electric field along the (100) direction zincblende phase and within the basal plane along the (1010)
direction in the wurtzite phase.

Figure 3: Spatial increment of instability k′′ (ω) for local and non-local approximation. E0 = 150 kV/cm,
n0 = 0.8× 1017 cm−3.

space charge waves of almost 20 dB, it is necessary to use the distance between input and output
antennas of about 50µm. Also, one can see that the effect of non-local dependence lead to some
quantitative corrections about 6% for the increment of the amplification of space charge waves of
millimeter wave range in GaN film.

The space charge waves are subject to amplification due to negative differential conductivity.
But in GaN thin film, the space charge waves can be coupled with acoustic modes of the film,
and the amplified space charge waves can excite effectively the hypersonic acoustic wave at the
same frequency due to piezoeffect as was showed in [8], where the excitation of acoustic waves were
considered for the GaN due to piezoeffect and deformation potential, the intervalley deformation
potential assumed to be the same as GaAs, by means the equation of elasticity theory for mechanical
displacement u takes place the form:

ρ
∂2u

∂t2
=

∂

∂

(
ρs2 ∂u

∂x

)
+

∂

∂x

(
Γ

∂2u

∂x∂t

)
(3)

where ρ is the density elastic medium, s is the shear acoustic velocity, Γ is viscosity.

3. CONCLUSION

Theoretical results for the amplification of space charge waves with two approximations were re-
ported in this paper. We found that the effect of non-local dependence lead to some quantitative
corrections about 6% for the increment of the amplification of space charge waves of microwave
or millimeter wave range in GaN film. We suggest using the non-local approximation to have a
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good agreement with experiment results. Also, the amplification of acoustic-electromagnetic waves
in GaN due to coupling with amplified space charge waves and hypersonic waves in GaN was
investigated theoretically in this work.
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Abstract— We present a basic formula for the coefficient of energy emission from an evanescent
electromagnetic wave at scattering by a dielectric structure. The derived formula is interpreted in
terms of interference of the evanescent wave incident onto dielectric medium with an evanescent
component in its reflection from the medium. According to this formula the total amount of
energy emission from evanescent wave at scattering by a 3D random medium is defined by the
evanescent wave coherent reflection and can be evaluated with solution to a Dyson equation
for the ensemble everaged angular spectrum amplitudes. The obtained formula enables one to
estimate an upper limit of useful signal at information extraction from evanescent waves with the
aid of a detection process where the evanescent waves have to couple on to propagating waves.

1. INTRODUCTION

Evanescent waves occur in different physical phenomena and suitable for several applications [1].
Recently an optical theorem for evanescent (near field) electromagnetic wave scattering by a di-
electric structure was peseneted [2]. This optical theorem shows that an energy flux is emitted in
the direction of the evanescent wave decay at mentioned scaattering. Note here the effect of energy
emission from an evanescent wave is of basic importance for near field optics [3] bacause, in the
detection process, evanescent waves have to couple on to propagating waves, even if the evanescent
waves were enhanced previously, for example, by a negative refractive index material [4]. From the
practice standpoint, it is worth finding a general and effective rule to estimate an upper limit of
energy emission from an evanescent wave at scattering by a given material structure. The present
report is devoted to resolving this problem for dielectric materials and, in particular, a 3D random
medium. The last problem is especially intersting for devices used a waveguide propagation in the
presence of turbulent medium around. Besides, the proposed analytical technique gives a better
insight into the physical origin of evanescent waves couling to propagating waves.

The central point of the derivation is using a system of linear differential equations of the first
order for angular spectrum amplitudes of local electromagnetic monochromatic waves going (prop-
agating or decaying) forward and backward with respect to the embedding parameter into a 3D
inhomogeneous dielectric medium. An original representation for the total energy flux along the
embedding parameter is obtained as a pseudo-trace of the density matrix of angular spectrum
amplitudes. The obtained representation reveals that energy emission from an evanescent wave
explicitly relates with the interference between evanescent waves going (decaying) in opposite di-
rections. This key result enables one to write the sought for energy emission coefficient in terms of
the interference of an evanescent wave incident onto a dielectric medium with an evanescent com-
ponent in its reflection from the medium. In particular, the evanescent wave coherent reflection by
a 3D random medium slab is evaluated with a Dyson equation for the ensemble-averaged angular
spectrum amplitudes. Some preliminary results of this work were presented earlier [5].

2. LINEAR SYSTEM FOR ANGULAR SPECTRUM AMPLITUDES

Following [2], we consider a dielectric medium with scalar dielectric permittivity ε(~r) occupying
a region between the planes z = 0 and z = L of the Cartesian coordinate system x, y, z. The
electric field E0

α(~r) of a monochromatic electromagnetic wave with frequency ω incident onto the
left boundary plane z = 0 is written as (2π)−2

∫
d~k⊥ exp(i~k⊥~r⊥) E0

α(~k⊥) exp(iγkz), where ~k⊥ is the
transverse to the z axis component of a wave vector ~k and the Greek subscripts take the values
x, y, z with agreement about the summation over repeated Greek subscripts in what follows. The
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angular spectrum amplitude E0
α(~k⊥) of the incident electric field describes either a propagating or

an evanescent wave, depending on whether k⊥ < k0 and γk =
√

k2
0 − k2

⊥ is real or k⊥ > k0 and

γk = i
√

k2
⊥ − k2

0 is a purely imaginary quantities, respectively. The quantity k0 is the wave number
in the background with dielectric permittivity ε0. An electromagnetic wave can be incident onto
the right boundary plane z = L with an angular spectrum amplitude Ẽ0

α(~k⊥) of the electric field.
Split virtually the dielectric medium under consideration into a stack of slices with splits between

them, as in [5]. The local electric wave field Êα(~r) inside a split between slices is found to be

Êα(~r) = (2π)−2

∫
d~k⊥ exp(i~k⊥~r⊥)γ−1/2

k

[
exp(iγkz)F1α(~k⊥, z) + exp(−iγkz)F2α(~k⊥, z)

]
(1)

Here F1α(~k⊥, z) and F2α(~k⊥, z) are angular spectrum amplitudes of local waves inside splits, going
forward and backward, respectively, and renormalized by multiplying on the factor γ

1/2
k . One

should remember that quantities Êx,y(~r) given by this equation are in fact the components of
electric field inside the split but quantity Êz(~r) is in fact (1/ε0) Dz(~r), with ~D(~r) = ε(~r) ~E(~r) being
the displacement vector of the dielectric medium, according to the electromagnetic theory. As
was shown in [5], a vector — column F = (F1, F2)′ with matrix elements F1 and F2 satisfies the
following linear differential matrix equation of the first order

dF

dz
= ΣzδSF (2)

with radiative conditions on the slab boundaries

F1(z = 0) = f ; F2(z = L) = f̃ (3)

where fα(~k⊥) = γ
1/2
k E0

α(~k⊥) and f̃α(~k⊥) = γ
1/2
k Ẽ0

α(~k⊥) are renormalized angular spectrum ampli-

tudes of incident waves going forward and backward, respectively. In Equation (2) Σz =
(

1 0
0 −1

)

is the 2× 2 block matrix generalization of the usual Pauli matrix σz. Symbol δS denotes a quan-
tity in the equation S = I + δS∆z for scattering matrix [2] of infinitesimaly thin slice of the
medium, with slice thickness ∆z tending to zero and I being the identity block matrix. Elements
of an infinitesimal scattering matrix δS are given in [6] and written in terms of the spatial Fourier
transforms V (k⊥, z) and v(k⊥, z) of the effective scattering potential V (~r) = −k2

0[ε(~r)− ε0]/ε0 and
a function v(~r) = −k2

0[ε(~r) − ε0]/ε(~r), respectively, with respect to the transverse to the z axis
component of the position vector.

Note that a solution to the boundary problem (2) and (3) can give not only the angular spectrum
amplitudes of local fields waves inside the medium but also the S-matrix of the whole medium slab
[2] as well, according to the limit relations

F1(z = L) = Af + B̃f̃ ; F2(z = 0) = Bf + Ãf̃ , (4)

which gives the renormalized tensor transmission A(Ã) and reflection B(B̃) coefficients of the whole
medium slab in the case of wave incidence onto the left (right) slab boundary.

3. TOTAL ENERGY FLUX REPRESENTATION

Now let’s seek for a representation for the total energy flux P̄z(z) along the z axis inside a dielectric
medium in terms of angular spectrum amplitudes of forward and backward going waves. To this
end, substitute the local electric field (1) into a well known equality for the Poynting vector ~P (~r) of
a monochromatic electromagnetic field inside an inhomogeneous dielectric medium and integrate
the z component of this vector over the (x, y)-plane. Some identical transformations lead to a
desired result in the form of a pseudo-trace

8πω

c2
P̄z(z) = (2π)−2

∫
d~k⊥Hpr(k⊥)

[
ρ11αα(~k⊥,~k⊥; z)− ρ22αα(~k⊥,~k⊥; z)

]

+(2π)−2

∫
d~k⊥iHev(k⊥)

[
ρ12αα(~k⊥,~k⊥; z)− ρ21αα(~k⊥,~k⊥; z)

]
(5)
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Here the density matrix ρ(z) of angular spectrum amplitudes is defined by ρii′αα′(~k⊥,~k′⊥) =
Fiα(~k⊥, z)F ∗

i′α′(~k
′
⊥, z), with the “star” superscript meaning a complex conjugate quantity. The

symbols Hpr(k⊥) and Hev(k⊥) denote projectors on a propagating k⊥ < k0 and an evanescent
k⊥ > k0 waves, respectively. As can be seen, the contribution of propagating waves into the total
energy flux along the z axis is related to angular spectrum intensities of forward and backward go-
ing waves, whereas the contribution from evanescent waves is explicitly related to a cross-product
of angular spectrum amplitudes of opposite going (decaying) waves. Besides, the contribution from
evanescent waves into this energy flux can also be related to the interference of opposite going
(decaying) evanescent waves.

4. COEFFICIENT OF ENERGY EMISSION FROM EVANESCENT WAVE

Let an evanescent electromagnetic wave Hevf̃ = f̃ be incident onto the right boundary plane of a
dielectric medium. The limit relations (4) give the following expressions for the energy fluxes (5)
on the left (8πω/c2)P̄z(0) = −(Ã†HprÃf̃ , f̃) and the right (8πω/c2)P̄z(L) = −2=

(
HevB̃f̃ , f̃

)
+

(B̃†HprB̃f̃ , f̃) boundary planes. The first of these expressions actually represents the energy emis-
sion effect [2] from an evanescent wave. In a lossless dielectric medium, both expressions are equal
to each other and so

2=
(
HevB̃f̃ , f̃

)
=

(
Ã†HprÃf̃ , f̃

)
+

(
B̃†HprB̃f̃ , f̃

)
(6)

This identity is written in terms of a scalar product for vector functions of ~k⊥ and coincides with
the projection of extended optical theorem [2] onto evanescent waves. The “dagger” superscript
in (6) denotes a complex conjugate transpose of a tensor operator and the symbol = means an
imaginary part of the quantity. On the left hand side of identity (6), the quantity HevB̃f̃ presents
an evanescent component of the angular spectrum amplitude in reflection from a medium slab of
an evanescent wave incident onto the slab, and the scalar product under the sign = characterizes
the interference of these two opposite going (decaying) evanescent waves.

An analogy can be derived between the identity (6) obtained for energy emission from an evanes-
cent wave and the basic formula of wave extinction [7] as a result of interference of a propagating
wave incident onto an object with a forward scattered propagating wave. To this end, let intro-
duce, Cemiss = 2=

(
HevB̃f̃ , f̃

)
, a coefficient of energy emission from an evanescent wave. This

emission coefficient describes the energy transform from an evanescent wave incident onto a dielec-
tric slab boundary to waves propagating in both directions of transmission through and reflection
from the slab. Defined by identity (6), the emission coefficient magnitude is large enough to make
negative the energy flux (5) on the right boundary plane of a dielectric slab, similar to the en-
ergy flux on the left boundary plane. Following the analogy with [7], consider also the quantity
Qemiss = (c2/8πω)Cemiss/P̄ 0

⊥ where P̄ 0
⊥ denotes a total energy flux in an evanescent wave incident

onto the medium slab, evaluated along the direction perpendicular to that where this evanescent
wave decays. The quantity Qemiss is a dimensionless efficiency factor of energy emission from
an evanescent wave. The total energy flux mentioned above in an evanescent wave needs some
comments. In the special case where an incident evanescent wave is a s-polarized plane electro-
magnetic wave, with the electric field Ẽ0

α and the transverse component ~k⊥ of the wave vector
directed along the y- and x axes, respectively, the Poynting vector of an incident evanescent wave
is directed along the x axis and given by (8πω/c2)P 0

x (z) = kx | Ẽ0
y |2 exp(2 | γk | z). Let the

phase zero point of the incident evanescent wave be shifted to the boundary plane of incidence,
Ẽ0

y → Ẽ0
y exp(iγkL), and let’s evaluate the energy flux in this wave across a (y, z)-plane area

| y |≤ ∆Ly/2 and 0 ≤ z ≤ L along the x axis. The total energy flux P̄ 0
x in the incident evanescent

wave is given now by (8πω/c2)P̄ 0
x = ∆Ly(kx/2 | γk |) | Ẽ0

y |2. A similar result can be obtained for a
more general case of an s-polarized incident evanescent quasi-plane wave beam if the above quantity
P 0

x (z) is considered to be the Poynting’s vector x-component averaged over the (x, y)-section of the
incident evanescent beam.

5. DYSON EQUATION FOR ENSEMBLE-AVERAGED ANGULAR SPECTRUM
AMPLITUDES

Apply the above technique based on identity (6) to study the energy emission from an evanescent
wave at scattering by a 3D random lossless dielectric medium slab. We start with a general
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observation that the boundary problem (2) and (3) is equivalent to an integral matrix equation

F (z) = F (0) +
∫ L

0
dz′h(0)(z, z′)ν(z′)F (z′) (7)

In the right hand side of this equation the first term is a vector — column F (0) = (f, f̃)′ with matrix
elements taken from the boundary conditions (3). Integrand of the second term includes a diagonal
matrix h(0)(z, z′) = diag(H(z−z′),−H(z′−z)), which is a special Green function of a homogeneous
slab, with the Heaviside step function H(x) = 1 as x ≥ 0 and H(x) = 0 as x < 0. The last but one
factor of the integrand is a matrix ν(z) = ΣzδS. Next we think ν(z) as random matrix process and
make averaging the Equation (7) over the statistical ensamble of this matrix realizations. Using
the Bourret approach [8] (see also [9]) leads to a Dyson equation for the ensemble-averaged 〈F (z)〉
angular spectrum amplitudes

〈F (z)〉 = F (0) +
∫ L

0
dz′

∫ L

0
dz′′h(0)(z, z′)µ(z′, z′′)

〈
F (z′′)

〉
(8)

with a mass operator µ(z, z′) =
〈
ν(z)h(0)(z, z′)ν(z′)

〉
.

The Dyson Equation (8) is solved in approximation of scalar waves for an s-polarized incident
evanescent quasi-plane wave beam. We suppose also that a seeking solution 〈F (z)〉 is small changed
in scale of correlation radius r0 of the scattering potential correlation function 〈V (~r)V (~r′)〉. Under
adapted approximations a solution to Equation (8) is written in terms of effective complex dielectric
permittivity ε1(k⊥) of a random medium slab and leads to the following physically transparent
expression for the ensemble-averaged coefficient of the energy emission from an incident evanescent
wave

〈Cemiss〉 = 2 (2π)−2

∫
d~k⊥Hev(k⊥)= R(k⊥) | γk | | Ẽ0

y(k⊥) |2 (9)

In the right hand side of this expression, the quantity R(k⊥) = R∞ [1− exp(2iγ1kL)]
[
1−R2∞exp

(2iγ1kL)]−1 is a usual coherent reflection coefficient of an s-polarized wave from a homogeneous
slab with the effective dielectric permittivity ε1(k⊥). Denote also R∞ = (γk − γ1k)/(γk + γ1k) the

L →∞ limit of R(k⊥) in (9) and γ1k =
√

k2
1 − k2

⊥ where k1 is the wave number in a medium with
dielectric permittivity ε1(k⊥).

For a random medium slab thick enough in the scale of an evanescent wave oscillation period
in the transverse plane, k⊥L >> 1, let replace the reflection coefficient in the integrand of (9)
by its limit for a semi-infinite slab taking approximately = R(k⊥) ∼= (= ε1(k⊥)/ε0) (k2

0/4 | γk |2).
Substitution of the integral (9) into the expression for the efficiency factor of energy emission from
an evanescent quasi-plane beam at scattering by a random medium slab gives

〈Qemiss〉 ≈ = ε1(k0x)
ε0

k2
0

k0x
∆Lx (10)

Here k0x > k0 and ∆Lx are the transverse component of an incident evanescent beam wave vector
and an effective x-dimension of the (x, y)-section of the beam, respectively. The last step is to
estimate the effective dielectric permittivity imaginary part, which is accomplished with a simple
formula, = ε1(k0x)/ε0 ≈ 2/k0`, where 1/` = 〈V 2〉r3

0 is the extinction coefficient [9], with ` being the
mean free path. This formula is derived in the limit of point effective inhomogeneities (scatterers)
of the random medium, k0xr0 << 1.

The finally obtained expression 〈Qemiss〉 ≈ 2(k0/k0x)(∆Lx/`) means that the energy emission
factor from an evanescent beam at scattering by a random medium of point scatterers varies
inversely with the evanescent wave parameter k0x/k0, which is large in the extreme near field limit,
and directly with the beam linear dimension ∆Lx/` in the scale of the mean free path ` taken along
the direction where an evanescent wave is oscillating.

6. CONCLUSION

Summarizing, an explicit relation between the effect of energy emission from an evanescent elec-
tromagnetic wave at scattering by a lossless dielectric structure and interference of an incident
evanescent wave with an evanescent component in its reflection by the structure was established.
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With this productive physical relation, the efficiency factor of energy emission from an evanescent
quasi-plane beam at scattering by a 3D random medium slab in terms of imaginary part for effective
complex dielectric permittivity was evaluated. It was found that the slab thickness can be of the
order of an evanescent wave oscillation period along the slab boundary.
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Abstract— We consider an evanescent wave created by a plane-like source of thermal microwave
radiation in the form of thin slab with thickness tending to zero and condactivity tending to
infinity, such that their product becomes constant. The slab temperature is supposed to be
periodically varying along the x-axis on the slab and has the form of series in a 1D diffraction
grating spectral orders. This diffraction grating is placed in the near field zone of the slab and
consists of the cylindrical rulings which are parallel to the y-axis and placed periodically along
the x-axis. The diffraction grating is used as a signal probe and the signal energy is evaluated
according to recently elaborated general theory of energy emission from evanescent wave. It
is shown analytically that the intensity of energy emission from evanescent waves of thermal
radiation through the diffraction grating should have an interference pattern at diffraction grating
moving parallel the heated slab. In this case the diffraction contrast of the pattern is defined by
the temperature variation along the heated slab and the grating height above the slab.

1. INTRODUCTION

In 1953, Rytov [1] has predicted theoretically the near-field (quasistationary) component in thermal
radiation of absorbing dielectric media. Carminati and Greffet [2] extended Rytov’s analysis and
showed that a long-range spatial coherence may exist in near-field of light thermally emitted into
free space by an apaque materials supporting resonant surface waves, such as surface-plasmoms
or surface phonon polaritons. Gaikovich et al. [3] discovered experimentally a near-field effect in
thermal radio emission of an absorbing dielectric medium, having shown in fact that the effective
depth of the receiver emission formation appears to be less than the skin-layer depth and depends
on the size of the receiver antenna and its height above the the surface. Coello et al. [4] investigated
experimantally a local control of evanescent microwaves using a scanning near-field microwave mi-
croscopy (SNMM). It is interesting to note that in the SNMM a signal probe-small matallic sphere
is used that acts as a scatterer of the evanescent field, leading to creation of homogeneous (propa-
gating) waves which can be easily detected and avalueted with the aid of the general treatment [5]
of the energy emission effect from evanescent wave at scattering by dielectric structures.

In this report we would like to show that the SNMM mentioned can be used with some mod-
ification of signal-probe also for local control of evanescent microwaves in thermal radiation from
periodically heated plane-like thermal source and consider a specific near field coherent effect related
to spatial variation of source temperature.

Our analytical consideration is based on extended optical theorem [5] for energy flux created at
evanescent wave scattering by a dielectric structure and on a model of 1D diffraction grating with
line-like rulings studied in this reference.

2. EXTENDED OPTICAL THEOREM

Let a volume or surface dielectric structure with scalar dielectric permittivity ε(~r) occupies a re-
gion between planes z = 0 and z = L of Cartesian coordinate system x, y, z. The electric field of
monochromatic electromagnetic wave with frequency ω to be incident onto the left boundary plane
z = 0 is written as (see details in [5]) (2π)−2

∫
d~k⊥ exp(i~k⊥~r⊥)E◦

α(~k⊥) exp(iγkz). Here ~k⊥ is the
transverse to the z axis component of a wave vector ~k, and the angular spectrum amplitude E◦

α(~k⊥)
of the incident electric field describes either propagating or evanescent wave, depending on k⊥ < k◦
and γk =

√
k2◦ − k2

⊥ is real or k⊥ > k◦ and γk = i
√

k2
⊥ − k2◦ is purely imaginary quantity, respec-

tively. The quantity k◦ is the wave number in a background with dielectric permittivity ε◦. The
angular spectrum amplitudes of electric field, transmitted through and reflected from the structure,
are written in terms of the tensor operator transmission Aαβ(~k⊥,~k′⊥) and reflection Bαβ(~k⊥,~k′⊥)
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coefficients of plane wave, which may be evanescent, as (2π)−2
∫

d~k⊥Aαβ(~k⊥,~k′⊥)E◦
β(~k′⊥) and

(2π)−2
∫

d~k⊥Bαβ(~k⊥,~k′⊥)E◦
β(~k′⊥), respectively. An electromagnetic wave may be incident upon

the right boundary plane z = L with angular spectrum amplitude Ẽ◦
α(~k⊥). In this case the an-

gular spectrum amplitudes of electric field, transmitted through and reflected from the structure,
are written in terms of the tensor operator transmission Ãαβ(~k⊥,~k′⊥) and reflection B̃αβ(~k⊥,~k′⊥)
coefficients of plane wave. The Greek subscripts take the values x, y, z with agreement about the
summation over repeated Greek subscripts.
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Figure 1: Solid curves are the results of numerical calculations of the dimensionless emission intensity
〈I(L|ev)〉2k2

◦/〈|ξ|2〉 versus detuning ϕ◦ between position of the maximums of the first cosine harmonics of
plane-like source of thermal radiation and line-like rulings of the 1D grating (see the inset). The values
of the parameters are taken as: λ◦ = 10 cm, Λ = 8 cm, L − h = 0.5 cm (curve 1) and 1 cm (curve 2);
2|F̂1| = 0.8. The inset schematically presents investigation of the energy emission effect from an evanescent
wave generated by the plane–like source of electromagnetic thermal radiation (the solid line represents the
first cosine harmonics) in the plane z = L. The position of the harmonics maximums and the line-like rulings
of the 1D grating (gray filled circles) have a detuning (ϕ◦/2π)Λ.

We are interesting in a total energy flux P̄z(z) along the z axis direction in the regions z < 0
and z > L. This flux is given by integrating the z-component of the Pointing’s vector for the total
electromagnetic field over the x,y-plane. For a lossless dielectric structure the energy fluxes P̄z(z)
in the regions on the left and right from the boundary planes of the structure have the same value
in accordance with the energy conservation law. Let an evanescent wave with the renormilized
angular spectrum amplitude f̃α(~k⊥) = γ

1/2
k Ẽ◦

α(~k⊥) satisfied the condition Hevf̃ = f̃ ,where Hev

denotes a projector on evanescent waves, be incident on the right boundary of the structure. In
this case the energy flux along the z axis is negative on both sides of the structure according to
equations

8πω

c2
P̄z(z < 0) =

8πω

c2
P̄z(z > L) = −

(
Hpr∆ÃHevf̃ , Hpr∆ ÃHevf̃

)
(1)

Here ∆Ã = Ã− Ĩ is the deviation of a renormilized tensor operator transmission coeficient Ã from
the identity tensor operator Ĩ( see [5]). This energy flux (energy emission) is created as an incident
evanescent wave being scattered by a dielectric structure and propagates in direction of incident
evanescent wave exponential decay. Note that the energy flux of the incident evanescent wave itself
propagates across the direction of evanescent wave exponential decay.

Consider two applications of basic Equation (1) for the effect of energy emission from an evanes-
cent wave upon its scattering by a dielectric structure.
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3. ENERGY EMISSION FROM EVANESCENT WAVE UPON ITS SCATTERING BY
ELECTRICAL DIPOLE

Let a dielectric structure in the form of an electrical dipole (3D point-like scatterer) be placed in
the point ~r1. In this simple case the basic Equation (1) takes a form

8πω

c2
P̄z(z < 0) =

8πω

c2
P̄z(z > L) = −1

2
koQs

∑
α

|Ẽ◦
α(~r1|ev)|2 (2)

where Qs denotes the scattering cross-section of the dipole and the incident electric field Ẽ◦
α(~r1|ev)

is of pure evanescent nature. The obtained result shows that the effect of energy emission from an
evanescent wave upon its scattering by an electrical dipole enables one to obtain a direct information
concerning the intensity distribution inside the evanescent wave, using the dipole as a scanning
probe, as in [4]. From the practical point of view, it is more appropriate to use not one scanning
dipole, but , for example, a system of dipoles. Therefore, the second application for the emission
Equation (1) will be concerned with evanescent wave incidence upon 1D diffraction grating with
line-like rulings (2D point-like scatterers).

4. ENERGY EMISSION FROM EVANESCENT WAVE UPON ITS SCATTERING BY 1D
DIFFRACTION GRATING WITH LINE-LIKE RULINGS

Let an evanescent electromagnetic wave be scattered by a 1D diffraction grating, whose rulings in
the form of, e.g., cylinders with the radius R, are parallel to the y axis and placed periodically along
the x axis with a period Λ. Suppose that the grating occupies a region 0 < z < h < L denoting
h = 2R. The wave, with electric field being parallel to the rulings (TE-polarization), is incident
upon a plane z = L and has the form of series in the grating spectral orders

Ẽo
y(x, z) =

∑
ν

exp
[
i
2πν

Λ
x− iγ(ν)(z − L)

]
Ẽo

y(ν) (3)

Here γ(ν) =
√

k2◦ − (2πν/Λ)2, with spectral orders ν = 0,±1,±2, . . ., and the phases of the spectral
orders are evaluated from the reference plane z = L.

In the limit of grating with line-like ruling the basic Equation (1) gives according to [5] for the
energy emission from evanescent wave a simple formula

8πω

c2
P̄z(z < 0) = −1

2
=b̂|Ẽ0

y(x = 0, z = 0|ev)|2 (4)

where a quantity b̂ may be thought of as a cooperative scattering coefficient of a ruling of the
grating and the incident electric field E0

y(x, z|ev) consists of evanescent spectral orders only.
To make the physical sense of expression (4) more clear, let denote the minimum (lower) evanes-

cent wave spectral order ν, where 2π|ν|/Λ > k0, by n1, and n2 = n1 + 1, n3 = n1 + 2, . . ., all
other higher spectral orders of evanescent waves. Take further Ek = Ẽ0

y(nk) + Ẽ0
y(−nk), where

k = 1, 2, 3, . . ., to be an amplitude of a symmetrical function with respect to the variable x of an
evanescent wave of the spectral order nk and γk = |γ(nk)|. Using these denotations we reduce the
expression I(L|ev) = |Ẽ0

y(x = 0, z = 0|ev)|2 to the form

I(L|ev) =
∑

k

exp(−2γkL)|Ek|2 +
∑

k′>k

exp [−(γk′ + γk)L] Γ(k′, k)

= exp(−2γ1L)|E1|2 + exp [−(γ2 + γ1)L] Γ(2, 1) + exp(−2γ2L)|E2|2 + . . . (5)

The coefficient of interference Γ(k′, k) between evanescent spectral orders nk′ and nk is defined by
Γ(k′, k) = Ek′E

∗
k + E∗

k′Ek = 2|Ek′ ||Ek| cos(ϕk′ − ϕk), with ϕk′ and ϕk being phases of Ek′ and
Ek, respectively. The second Equation (5) is written in approximation of two evanescent spectral
orders n1 and n2 in the series (3).

Equation (5) can be a base for an interference — spatial spectroscopy of evanescent waves. Really
the form of second Equation (5) is similar to the well known interference law of two monochro-
matic waves in optics. Such similarity means that the second Equation (5) describes implicitly an
interference pattern in energy emission of evanescent spectral orders n1 and n2 through 1D grating
with line-like rulings. To disclose the interference pattern hidden in the second Equation (5) we
need considering in details a source construction of the incident evanescent wave.
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5. PERIODICALLY MODULATED WHITE NOISE SOURCE

Returning to Equation (3) we will note that this type of incident electric wave field may be created,
for example, by a plane–like source with an electric current density j(x, z) parallel to the y axis
and confined inside a thin slab, L−∆L/2 < z < L + ∆L/2, with the ∆L thickness tending to zero
and the current density tending to infinity, such that the product j(x) = (4πω/ic2)2∆Ljy(x, z)
becomes constant. This kind of plane-like source may create a thermal radiation if the thin slab
mentioned has conductivity σ tending to infinity, such that the product ∆Lσ becomes constant.
The plane-like source j(x) may be chosen in this case to be periodically modulated along the x axis
a spatial white noise ξ(x), that is, j(x) = F (x)ξ(x) where F (x) is a periodic deterministic function.
Following the fluctuation theory [6] of thermal electromagnetic radiation, the function |F (x)|2 is
supposed by [5] to be a specification of the radiating slab temperature T (x) periodically varying
along the x axis around the mean temperature T◦ as in the expansion

|F (x)|2 =
T (x)
T◦

=
∑

ν

exp(i
2πν

Λ
x)F̂ν (6)

We put here next F̂ν = |F̂ν | exp(iνϕ◦). In this case the radiating slab temperature is expanded in
series along cosine harmonics, 2|F̂ν | cos [(2πν/Λ)(x + ϕ◦Λ/2π)], with amplitudes 2|F̂ν | and detuning
ϕ◦ between positions of the cosine maximums and the line-like ruling of the 1D grating (see the
inset in Fig. 1). We specify further the two considered evanescent spectral orders in series (3)
to be n1 = 1 and n2 = 2 and take into account only the first cosine harmonics of order ν = 1
with amplitude 2|F̂1| of the radiating slab temperature distribution. After these simplifications
Equation (5)averaged over the ensemble of thermal fluctuation takes the form

〈I(L|ev)〉 =
1
2
〈|ξ|2〉

(
d2

1 + d2
2 + 2d1d2|F̂1| cosϕ◦

)
(7)

where an apparent condition 2|F̂1| < 1 should be held and dk = exp(−γkL)/γk; k = 1, 2.
This simplest interference pattern for averaged energy emission through the 1D grating with

line-like rulings from evanescent waves created by the plane-like source of electromagnetic thermal
radiation is depicted in Fig. 1. Equation (7) described this interference pattern is similar to known
in optics as the interference law of two coherent in part light beams, with |F̂1| being a degree of
coherence of two evanescent spectral orders.

6. CONCLUSION

Summarizing, a specific near-field coherent effect in themal microwave radiation from periodically
heated plane-like source has been considered analytically. The effect shows that temperature spatial
variation can be cause for a spatial coherence of thermal radiation in near field zone of the termal
source. This spatial coherence can be controled by moving of a diffraction grating along the plane
source of thermal radiation in near field zone of the source.
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Abstract— We present an independence phenomenon of electromagnetic evanescent wave en-
hancement and scattering inside a metamaterial with negative dielectric permittivity and mag-
netic permeability and with an inhomogeneity. The independence consists in that an evanescent
wave scattering by local inhomogeneity does not bring influence on ability of the metamaterial
rest part to enhance the evanescent wave at its transmission. This unique property of metama-
terial is established analytically for the case of 2D inhomogeneity in dielectric permittivity and
s-polarized electromagnetic wave. The extended boundary condition technique is used jointly
with invariant embedding method and differential equation for the transfer matrix. The basic
result is illustrated in two examples of inhomogeneities as linelike (2D pointlike) scatterer and a
1D diffraction grating with linelike rulings.

1. INTRODUCTION

As it was shown by Pendry [1] extending Veselago’s [2] analysis, a planar left-handed material
(LHM), for which both the dielectric permittivity ε and magnetic permeability µ are negative,
having values of ε = −1 and µ = −1, can amplify (enhance) the electromagnetic evanescent waves
at their transmission. Because the evanescent waves carry information on subwavelength details of
an object, which is radiating or scattering these waves, the LHM slab can function as a superlens.
One can see also the very interesting property of LHM to reconstruct the evanescent waves.

In this report we extend the Pendry’s analysis on the case of LHM slab with a local inhomo-
geneity. Physically we consider an evanescent wave transmission through a LHM slab with the
dielectric permittivity, ε(x, z) = −1 + δε(x, z), where δε(x, z) is a 2D deviation (inhomogeneity),
and a homogeneous magnetic permeability µ → −1. Our main result consists in that the scattering
of evanescent wave by local inhomogeneity of dielectric permittivity does not bring influence on the
LHM rest part ability to an evanescent wave enhancement at its transmission.

The central point of our derivation is using the extended boundary condition technique [3] that
leads to a specific form of integral equation for the Green function, where the effects of evanescent
wave enhancement by LHM and scattering by inhomogeneity are presented by singular surface
and regular volume “potentials”, respectively. We differentiate this integral equation with respect
to the slab thickness and obtain following to Klytskin [4] the Riccati matrix differential equation
for the slab reflection coefficient and the associated equation for the slab transmission coefficient.
Applying some properties of this system of matrix equations studied by Reid [5] and Redheffer [6]
we get a basic formula for the slab transmission coefficient. According to obtained formula a
contribution of evanescent wave enhancement by LHM into the trasmission coefficient is described
by two “inverse” exponential factors, similar to those in homogeneous slab, and contribution of
scattering by inhomogeneity is written in terms of solution to differential equation [5, 7] for the
transfer matrix. The basic formula is illustrated in two models of inhomogeneities as linelike (2D
pointlike) scatterer and a 1D diffraction grating with linelike rulings similar to [8] but now in the
LHM.

2. EXTENDED BOUNDARY CONDITION TECHNIQUE

Let the LHM slab under consideration occupies a region between the planes z = 0 and z = L of the
Cartesian coordinate system x, y, z. The surrounding background medium has the permittivity ε0 =
1 and permeability µ0 = 1. The electric field Ẽy(x, z) of s-polarized monochromatic electromagnetic
wave with frequency ω has the y-component only and can be expressed in terms of the Green
function G(x, z; x′, z′) and the current density jsrc

y (x, z) of electromagnetic field source as Ẽ =
(4πωµ0/ic2)Gjsrc

y . Here one used an operator denotations and the Gaussian system of units. If the
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source is placed in the right hand side (RHS) of the slab, z > L, it creates an electromagnetic wave
with electric field Ẽ0

y(x, z) given by above equation in terms of the Green function G0(x−x′, z−z′)
of background and to be incident onto the right boundary plane z = L of the LHM slab.

We use next continuity of the electric field Ẽy and the x-component of the magnetic field that
is (1/µ)∂Ẽy/∂z on the slab boundaries and apply the extended boundary condition technique [3]
deriving an integral equation for the Green function G. To make the derived equation more trans-
parent physically let us introduce an effective volume scattering potential V (x, z) = k2

0−k2
1(x, z) =

k2
0δε(x, z), with k0 = ω/c and k1 = k0(ε(x, z)µ)1/2 being the wave number in the background

and the LHM slab, respectively. It is useful also to employ the Fourier transform with respect
to the x-component of the space position vector denoting the Fourier transforms of G(x, z; x′, z′)
and V (x, z) by G(q, q′; z, z′) and V (q, z), respectively. After described preparations the integral
equation for the Green function Fourier transform is written as

G(q, q′; z, z′) = µ
exp[iγq(z′ − z)]

2iγq
δqq′ +

∫ L

0
dz′′

∫

q′′

exp(iγq |z − z′′|)
2iγq

V̂ (q, q′′; z′′)G(q′′, q′; z′′, z′) (1)

as 0 < z < L and z′ > L. Here γq =
√

k2
0 − q2, δqq′ = 2πδ(q − q′), and

∫
q = (1/2π)

∫
dq. A symbol

V̂ (q, q′; z) means a singular potential defined by

V̂ (q, q′; z) = V (q − q′, z) + (1− µ)iγq [δ(z − η) + δ(z − L + η)] δqq′ (2)

with η → 0 and η > 0. The regular volume part of this potential describes the wave scattering by
inhomogeneity and the singular surface part describes the effect of evanescent wave enhancement
by LHM.

Having resolved Equation (1), one can evaluate the defined in [8] operator coefficients of an
inhomogeneous wave transmission through Ã(q, q′) and reflection from B̃(q, q′) the slab under con-
sideration. Putting B̃(q, q′) = exp[−i(γq + γq′)L]RL(q, q′) and Ã(q, q′) = exp(−iγq′L)TL(q, q′) we
find relations, RL(q, q′) = G(q, q′;L,L)2iγq′− δqq′ and TL(q, q′) = G(q, q′; 0, L)2iγq′ , which are used
in the following sections.

3. RICCATY SYSTEM OF MATRIX EQUATIONS

Going to study the integral Equation (1) we first of all build a regularized version v(q, q′; z) of
the potential (2), with replacing the delta-functions in the RHS of (2) to corresponding Heaviside
step-functions defined on intervals −η < z < 0 and L < z < L + η, respectively, and having the
hight equal to 1/η. In solution to the integral Equation (1) one should make the limit transition
η → 0.

One can apply to Equation (1) with regularized potential the Klytskin technique [4] of differ-
entiation with respect to the upper limit of integral. This technique leads to the Riccati matrix
differential equation for the slab operator reflection coefficient and the associated matrix equation
for the slab operator transmission coefficient. We introduce for convenience two auxiliary operators
R̂H and T̂H , with H = L + η, in terms of which the operator reflection and transmission coeffi-
cients of the slab are evaluated by the limit relations, RL(q, q′) = limη→0 µ[δqq′ + R̂H ] − δqq′ and
TL(q, q′) = limη→0 µT̂H . For the introduced auxiliary operators one can derive the Riccati matrix
equation and the associated matrix equation, which are written in operator denotations as follows

dR̂H

dH
= i(γR̂H + R̂Hγ) + (I + R̂H)

1
2iγ

v(I + R̂H) (3)

with “initial” condition R̂H0 = 0 where H0 = −η, and

dT̂H

dH
= iT̂Hγ + T̂H

1
2iγ

v(I + R̂H) (4)

with “initial” condition T̂H0 = I where I is identical operator δqq′ .



326 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

4. BASIC FORMULA FOR AN INHOMOGENEOUS LHM SLAB TRANSMISSION
COEFFICIENT

We solve the matrix Equations (3) and (4) by three steps in intervals (−η, 0), (0, L), and (L,L+η).
Solutions in the first interval (−η, 0) are diagonal and give by themselves the “initial” conditions
for solution in the second interval written as

R̂0 =
1− µ

1 + µ
δqq′ ; T̂0 =

2
1 + µ

δqq′ (5)

The “initial” conditions (5) are singular at µ → −1. To separate this singularity explicitly
in solution to Equation (3) for the second interval (0, L), we apply the Reid [5] and Redheffer [6]
functional relations — semi-group property (RR-relations) proved by study a system of four matrix
equations consisting the two Equations (3) and (4) and the two additional equations (RR-system).
Actually the RR-system was considered under more general assumptions in [7] for blocks of the 2×2
block S-matrix of a dielectric structure and the RR-functional relations coincide with composition
rules for the S-matrix. The RR-functional relations enable us to write out the solution to Riccati
Equation (3) for the second interval in terms of solutions to the RR-system with standard zero-
identical “initial” conditions and the first singular “initial” condition (5).

The RR-functional relations are used also by writing out the solutions to Equations (3) and (4)
for the third interval (L,L + η).

Formulating our main result, we apply another Reid’s achievement as a theorem that solution
to the RR-system of equations with standard zero-identical “initial” conditions is equivalent to
corresponding solution to a linear differential equation for some 2× 2 block matrix with the same
“initial” conditions. This Reid theorem was proved also in [7] as some kind equivalence between
solution to the Riccati system of equations for the 2× 2 block S-matrix and solution to the linear
differential equation for the 2× 2 block transfer matrix M .

Let us suppose for physical transparency that inhomogeneity δε(x, z) is restricted within a
subslab, (z1, z2), where 0 < z1 < z2 < L. Our main result consists in the basic formula for the
operator transmission coefficient TL(q, q′) of the LHM slab with local inhomogeneity evaluated in
the limit µ → −1. This formula is written as

TL(q, q′)µ→−1 = exp(−iγqz1)
∫

q′
M−1

11 (q, q′) exp[−iγq′(L− z2] (6)

where M−1
11 (q, q′) denotes the inverse operator to operator M11(q, q′), and the last quantity is (1, 1)

block of the transfer matrix M . The transfer matrix satisfies the differential equation

dM

dz
= (Q0 + Q1)M (7)

as z1 < z < z2 and “initial” condition in the form of diagonal block matrix M = diag(I, I) as
z = z1. The block matrices Q0 and Q1 are given by

Q0 =
(

1 0
0 −1

)
iγqδqq′ and Q1 =

(
1 1
−1 −1

)
(1/2iγq)V (q − q′, z) (8)

In the RHS of (6) the two inverse exponential factors exp(−iγqz1) and exp[−iγq′(L − z2] describe
effect of evanescent wave enhancement after and before inhomogeneity, respectively, under condition
that the both wave vectors q and q′ are more then wave number k0 in the background. The inverse
block M−1

11 (q, q′) of the transfer matrix describes the evanescent wave scattering by inhomogeneity
if the wave vector q′ of incident wave is more k0.

5. LINELIKE SCATTERER AND DIFFRACTION GRATING WITH LINELIKE
RULINGS INSIDE LHM

Consider several illustrations to the basic formula (6).
In the case without inhomogeneity, z1 = z2, the inverse operator M−1

11 (q, q′) = δqq′ and the RHS
of (6) becomes equal to exp(−iγqL), in accordance with the Pendry’s result [1].

For approximative solution of Equation (7) one can use in a fruitful way a slow varying transfer
matrix M1 defined by M = M0M1 where M0 satisfies Equation (7) with the matrix Q0 in the RHS
only.
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A linelike (2D pointlike) scatterer is defined as a thin dielectric rod infinitely extended along
the y axis, intersecting the x, z plane near point (x1, z1) and having cross-section ∆x∆z, with
∆x |q| << 1 and ∆x |q′| << 1 as well as ∆z |γq| << 1 and ∆z |γq′ | << 1. In the case of linelike
scatterer the equation for slow varying transfer matrix M1 has in the RHS a block matrix as

a product of matrix, m =
(

1 1
−1 −1

)
with property, m2 = 0, and some degenerated scalar

operator. Such kind of differential equation is resolved analytically that after substituting into the
RHS of formula (6) gives

TL(q, q′)µ→−1 = exp(−iγqL)δqq′ +
i

2
b̂1

1
γq

exp[−i(q − q′)x1] exp(−iγqz1) exp[−iγq′(L− z1] (9)

The scattering coefficient b̂1 of a linelike scatterer in the RHS of this equality is defined by
1

b̂1

=
1

δεk2
0∆x∆z

− i

2

∫ qmax

0

dq

π

1
γq

(10)

where the upper limit qmax ≈ min(1/∆x, 1/∆z) of integration with respect to the wave vector
component q is defined by above conditions under which a thin dielectric rod may be thought as
the linelike scatterer. The coefficient (10) is closely related to the monopole coefficient [9] of elec-
tromagnetic wave scattering by single cylinder in the Rayleigh limit and placed in the background,
with having the dielectric deviation δε = ε − 1. But we consider a single rod placed in the LHM
slab an hence the rod dielectric deviation is δε = ε + 1.

According to formula (9) the linelike scatterer can transform an incident enhanced evanescent
wave with |q′| > k0 into the scattered enhanced evanescent wave with |q| > k0. Moreover the
scattered wave may be more quasistatic and more enhanced than the incident evanescent wave,
|q| > |q′| > k0, depending on the change q − q′ of wave vector component at scattering. For
instance, if position x1 of the linelike scatterer has some dispersion of order ∆x1, the change of
wave vector component at scattering will be order of 1/∆x1.

The diffraction grating with linelike rulings consists of a layer of linelike rods infinitely extended
along the y axis and placed periodically along the x axis with a period Λ as in [8]. A solution
to equation for slow varying transfer matrix M1 for this case is similar with the case of linelike
scatterer and results in the following pseudo- periodic form of the operator transmission coefficient

TL(q, q′)µ→−1 = (1 +
i

2
b̂

1
γq

) exp(−iγqL)δqq′

+
i

2
b̂

1
γq

∑

|µ|≤µmax

exp(−iγ(µ)z1) exp[−iγq′(L− z1)]δq,q′+ 2πµ

Λ
(11)

Here γ(µ) denotes γq with q = q′ + 2πµ/Λ and the sum is taking over diffraction grating spectral
orders µ = ±1, ±2, . . . The upper limit µmax ≈ min(Λ/∆x,Λ/∆z) of this sum is defined by
conditions under which the rulings of the diffraction grating, having form of rods, may be thought
as linelike scatterers.

The cooperative scattering coefficient b̂ of a ruling inside grating is given in accordance with [8]
by

2

b̂
=

1
δεk2

0∆x∆z/Λ
− i

∑

|µ|≤µmax

1
γ(µ)

(12)

As one can see from formula (11) the diffraction grating with linelike rulings again can transform
incident enhanced evanescent wave with |q′| > k0 into the scattered enhanced evanescent wave.
Besides the scattered wave with positive spectral order µ > 0 is more quasistatic and more enhanced
than the incident evanescent wave.

6. CONCLUSION

Summarizing, a basic formula was derived for transmission coefficient of a left handed material
(LHM) slab, with simultaneously negative permittivity and permeability and with inhomogeneity.
According to this formula, an enhanced by LHM evanescent wave can be transformed by inhomo-
geneity into a more quasistatic and hence more enhanced evanesced by LHM wave. The derived
formula is demonstrating an independence phenomenon that effect of evanescent wave enhancement
by LHM slab in area before and after inhomogeneity is not brought influence of inhomogeneity.
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Performance of a Folded Dipole with a Closed Loop for RFID
Applications
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Abstract— Folded dipoles are commonly used in the RFID applications. In this paper, we
propose an RFID tag design using a folded dipole with a closed loop structure. The closed
loop makes impedance matching design more easily especially when the small resistance and
large reactance of the antenna impedance are required. Design methodology, simulation and
performance measurement results of an implementation are also presented in this paper.

1. INTRODUCTION

Radio Frequency Identification (RFID) is a technology used for object identification and has be-
come very popular in retail, transportation, manufacturing and supply chin [1]. An RFID system
is composed of tags, one or more readers and a data management system. A tag consists of an
antenna and an Application Specific Integrated Circuit (ASIC) chip. The tag antenna acts as elec-
tromagnetic power receiver and transmitter for the chip. For the purpose of energy conversion, the
tag chip includes a charge capacitor that causes the tag chip to have largely reactive characteristic
impedance, making the antenna more difficult to match with the tag chip than with a general radio
frequency system of 50-Ω characteristic impedance. The electromagnetic power from the antenna
is maximally delivered to the tag chip when the antenna has a conjugate impedance of the chip [2].
Since the energy interaction between the chip and antenna is one of the most important issues, a
successful antenna design is determined by conjugate impedance match between both components
[3]. Several papers have been published on RFID tag antennas, including meander antenna [4], slot
antenna [5], folded dipole antenna [6], inductively coupled spiral antenna [7], etc.. Some of them
provide good concept for RFID tag antenna design aspects.

In this paper, we present a folded dipole antenna with a closed loop near the tag chip [8].
The required input resistance (Ri) and reactance (Xi) can be achieved separately by choosing
appropriate geometry parameters. The proposed antenna can in particular find applications for
the tag chips that require small resistance and large reactance. The design method, simulation
results and read range performance measurement of this tag are included.

2. ANTENNA CONFIGURATION AND DESIGN METHOD

The configuration of the proposed folded dipole with a closed loop antenna is shown in Figure 1.
The folded dipole part must be kept opening and it provides great freedom for impedance adjust-
ment especially for the imaginary part, which is a very important feature for conjugate impedance
matching design. This is achieved by tuning geometry parameters F1, F2 and F3 [6]. After obtain-
ing satisfactory imaginary part, the closed loop was added to the previous folded dipole antenna
and the geometry parameters L1 and L2 for the requirement conjugate impedance were tuned. The
closed loop can pull down the impedance of the antenna especially for the real part. This feature
makes the design approach to the actual impedance of the tag chip in the real cases.

Figure 1: Structure of the proposed RFID tag antenna.

We examined the proposed antenna with a real case where the chip impedance is 22.0− j130.0.
In our design, the operating frequency of the tag antenna was 925 MHz. The experimental model
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was made of copper-clad substrate with εr = 4.4 and the thickness h = 1.6mm. The width of the
copper line was W = 1.44mm. After imaginary part was matched properly, the parameters of the
folded dipole F1, F2, and F3 were adjusted. Then the closed loop structure was added into the
folded dipole and the parameters of the closed loop L1 and L2 were tuned to achieve conjugate
impedance of the tag chip. The design and simulation of the structure are performed using Ansoft
HFSS 10.

3. RESULTS OF SIMULATION AND IMPLEMENTATION

The simulated input impedance of the folded dipole antenna without a closed loop is shown in
Figure 2. The impedance response increases with F3, but decrease with W . The variation Ri of
is not significant, but Xi is sensitive to the total length of the folded dipole. According to this
property, we tuned F1, F2 and F3 to obtain the required Xi and disregard Ri at this step.

Figure 2: Input impedance of folded dipole with
F3 and W as the parameters (F1 = 40mm, F2 =
20mm).

Figure 3: Input impedance of presented antenna
structure with L1 and L2 as the parameters (F1 =
40 mm, F2 = 20 mm, F3 = 25 mm, W = 1.4mm).

The simulated input impedance of the fixed parameters folded dipole antenna with a closed loop
is shown in Figure 3. With the closed loop, it clearly reduces the input impedance, particularly to
the Ri. The imaginary part, Xi does not vary considerably with the parameters of the closed loop.
The required impedance can be achieved easily by adjusting the parameters L1 and L2. Table 1
shows the parameters and simulated impedance for the target design.

Table 1: Parameters of the implementation tag.

Strap

impedance

Folded dipole

(mm)

Closed loop

(mm)
Antenna

impedance

Maximum

read range
F1 F2 F3 L1 L2

22.0− j130.0 40 20 25 10 22 22.5 + j127.8 3.5m

To verify the read range performance of the implementation using this antenna design, an RFID
tag antenna with the parameters listed in Table 1 was made and tested. An RFID reader was set up
to measure the read range performance of the RFID tag and the operation frequency band was 922–
928MHz. The radio power of the reader was approximately 750 mW and the gain of the linearly
polarized reader antenna was 5.0 dBi, so the total transmit power is approximately 2.371 W EIRP
(Effective Isotropic Radiated Power). The maximum read range of the RFID tag was approximately
3.5m for the above specified test conditions. The result of the read range performance was also
listed in Table 1.

According to the results of simulation and measurement, the input impedance Ri and Xi of the
RFID tag antenna can achieve decoupled tuning with the proposed antenna configuration. In the
other words, the parameters of folded dipole and closed loop can be tuned separately. Therefore,
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Figure 4: Photograph of RFID tag prototype: antenna and tag.

the proposed antenna configuration is very useful for the RFID tag antenna design, particularly
suitable for impedance requirement of small real part and large imaginary part.

4. CONCLUSION

In this paper, we realized a folded dipole with a closed loop for RFID tag antennas design. The
closed loop makes impedance matching more easily especially when small resistance and large
reactance of the antenna impedance are required. In addition, the closed loop serves as short circuit
to DC current, so it can eliminate electrostatic discharge (ESD) from damaging the tag chip. The
design method presented here can also be applied to various impedances of the commercial tag
chips which operate at other frequency bands.
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Radiation Characteristics of Optimized Ultra Wideband Printed
Dipoles for Different Impulse Excitations

P. Cerny and M. Mazanek

Department of Electromagnetic Filed, Czech Technical University in Prague
Czech Republic

Abstract— In case of particular ultra wideband applications (i.e., radar, positioning, etc.),
it is crucial to know the transient responses of antennas. This paper picks up the threads of
the previous work [4], where the particle swarm optimization method searches for the dipole
shape, which accomplishes two required parameters — good matching and minimal distortion.
As a result, the optimized ultra wideband dipole is perfectly matched and minimally distorts
the applied signal. The main part of the paper presents the transient radiation characteristics
of optimized dipoles with common dipole element shape, such as the ideal dipole, dipole with
balun transformer and monopole with planar ground plane. A particular attention is paid to the
different impulse excitation. The spatial distributions of the fidelity and the spatially averaged
fidelity is presented for three different excitation Gaussian signals.

1. INTRODUCTION

The ultra wideband (UWB) radio represents an emerging technology that attracts attention of both,
industry and academia. An antenna represents the indispensable component of every radio system.
Consequently, in this paper, the antenna is studied from the pulse radiation point of view. Firstly,
the required ultra wideband antenna should be perfectly matched to the feeding line. Secondly, it
could serve as a Gaussian impulse-shaping filter and, at the same time, radiate impulses similar to
the higher orders of the Gaussian impulses.

Ultra Wideband Technology: The ultra wideband technology is defined as any radio tech-
nology using signals that have a spectrum occupying a bandwidth either greater than 20% of the
centre frequency or a bandwidth greater than 500MHz, see [1]. This represents the main difference
from the narrow band technologies whose bandwidth typically does not exceed 10% of the centre
frequency.

European Telecommunications Standards Institute (ETSI) and US Federal Communications
Commission (FCC) defined the frequency mask, which determines the maximal radiated power of
the ultra wideband signal. This mask indicates the frequency band ranging from 3.1 to 10.6 GHz
within which the ultra wideband signal is transmitted with a maximum power. For the ultra
wideband signals, the first derivative (or higher) of the Gaussian impulse is mostly used.

2. UWB ANTENNAS AND PARAMETERS

The key advantage of the planar dipoles is represented by the fact that they have omni-directional
radiation patterns, substantially smaller dimensions and turn out to be more suitable for any
communication devices, radars, positioning devices, etc. Moreover, the dipole antennas derivate
the applied signal at the antenna port, [2, 3]. Basic shapes of wideband dipoles, such as elliptical,
diamond and thick, are discussed in [2, 3, 5]. This paper presents the whole three dimensional
spatial characteristics of the optimized antennas. The presentation of the radiated impulses to all
directions would result in considerable amount of characteristics. In order to reduce the number of
these characteristics, the spatial distribution of fidelity and spatially averaged fidelity are presented.
The fidelity function is defined by Equation (1) and the spatially averaged fidelity is defined by
Equation (2), [7]. These characteristics quantitatively describe the distortion of radiated impulses.

F (θ, φ) = max
τ
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3. DIPOLE SHAPE OPTIMIZATION PROCEDURE

The implementation of the optimization procedures contains optimization function, evaluating func-
tion, start conditions, object of optimization and its parameterization. The entire optimization
process is implemented in MATLAB except for the part of evaluation function, which solves the
simulated structure in the full-wave electromagnetic field simulator CST Microwave Studio. The
discretization of the dipole structure is carried out by the following parameters: dipole element
length by L, shape by w0 − w20 and dipole parts gap by s, see Fig. 1.
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Figure 1: (a) Optimized dipole dimensions, (b) Excitation impulse (left) and impulse used in computing of
fidelity (right).

The particle swarm optimization (PSO) represents a robust stochastic evolutionary computation
method benefiting from the movement and intelligence of swarms, [6]. The evaluating of the fitting
function consists of the updating of dipole structure discretization parameters, solving the transient
analysis of the dipole structure in CST and solving the fitting function (with the help of the results
obtained by CST), [3]. The result shape of the optimization is shown in Fig. 2(a). This serrated
shape was manually smoothed, see Fig. 2(b).

Figure 2: Optimized dipole shapes, (a) original shape using PSO, (b) smoothed shape, (c) dipole with balun
transformer, (d) monopole with planar ground plane.

The radiated impulses are very similar to the third derivative of the Gaussian impulse. The
obtained results are very similar and the difference between overall fitting functions equals approx-
imately 0.13%. This very insignificant difference can be seen and the distortion of these impulses
is exactly expressed in the Table 1. More details can be found in [4]. The presented spatial dis-
tribution of the fidelity and the spatially averaged fidelity are solved for three different excitation
signals. The first signal is basic Gaussian impulse (G1), the second one is the first derivative of
the Gaussian signal (G2) and the third excitation signal is the second derivative of the Gaussian
impulse (G3). All these excitation signals have the parameter σ = 48 · 10−12.
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Table 1: Summarization of results.

Fidelity fitting function side radiation front radiation
original shape 0.9457 0.9624

smoothed shape 0.9381 0.9666
dipole antenna 0.9435 0.9628

monopole antenna 0.9210 0.9680

3.1. Dipoles with Real Feeding Circuits
The feeding circuit represents an indispensable part of all antennas and determines significantly an-
tenna parameters. The differential feeding port used for excitation of optimized dipoles in previous
chapter is non-physical port and was used only for the simplification of the optimized structure and
acceleration of the optimization process. On the other hand, it is necessary to feed the optimized
structures by a circuit that would be more suitable and more satisfactory from the physical point
of view. Two very different feeding circuits were used for dipoles feeding. These methods were
designed to be used in printed structures.

The first obtained dipole structure involving the feeding balun transformer is depicted in Fig. 2(c).
The second monopole structure including the planar ground plane is depicted in Fig. 2(d). The
feeding parts of both dipole and monopole were tuned step-by-step in order to minimize the reflec-
tion coefficient in required frequency band. The values of fidelity fitting functions are compared for
the dipole and monopole structures in Table 1. More details can be found in [4].
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Figure 3: Spatial distribution of the fidelity function for smooth dipole — 1G exc.

4. TRANSIENT RADIATION CHARACTERISTICS OF DIPOLES

The spatial distribution of the fidelity function for the basic Gaussian impulse excitation is depicted
in Fig. 3 for the smoothed ideal dipole. In case of the dipole antenna with the balun transformer
or monopole antenna with the partial ground plane, the spatial distribution of the fidelity function
is presented in Fig. 4(a) or in Fig. 4(b) respectively. Similarly, the spatial distributions of the
fidelity function for the first and the second derivatives of the basic Gaussian signal are depicted in
Figs. 5(a)–Fig. 5(f). The spatially averaged fidelity for all presented antennas and excitation signal
are presented in Table 2.

Table 2: Summarization of results 2.

Spatially averaged fidelity smoothed dipole dipole antenna monopole antenna
G1 excitation 0.8594 0.8278 0.8589
G2 excitation 0.8241 0.9098 0.9425
G3 excitation 0.9393 0.9058 0.9277
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Figure 4: Spatial distribution of the fidelity function for (a) dipole antenna with balun transformer; (b)
monopole antenna — 1G exc.
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Figure 5: Spatial distribution of the fidelity function for: (a) smooth dipole — 2G exc., (b) smooth dipole —
3G exc.; (c) dipole antenna with balun transformer — 2G exc., (d) dipole antenna — 3G exc., (e) monopole
antenna — 2G exc., (f) monopole antenna — 3G exc.
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All presented characteristics are relatively similar. The dipole and monopole antennas are
suitable for the impulse radiation in case of the first and the second derivative of the Gaussian
impulse excitation (G2 and G3). The impulse radiation performance is worse for the basic Gaussian
impulse excitation, see Table 2. In comparison to the front direction, the presented antennas radiate
more distorted impulses to the side direction, see Table 1. The dipole antenna radiates bigger
amount of energy to the bottom of the antenna and the monopole antenna radiates the bigger
amount of radiated energy to the top of the antenna, see Fig. 5(c)–Fig. 5(f).

5. CONCLUSION

The optimization using PSO method of planar ultra wideband dipole shapes has been performed
and its results have been presented and compared with results obtained by analysis of dipole and
monopole antennas with feeding circuits in previous work, [4]. These dipoles and monopole offer
very good performance.

The transient radiation characteristics of previously optimized antennas have been analyzed and
presented in this paper. These antennas are optimized for the radiation of the third derivative of
the Gaussian impulse with the second derivative excitation. In case of both the first and the second
derivative of the Gaussian impulse excitation, the planar dipole antenna and the monopole antenna
distort also minimally radiated impulses and are suitable for the radiating and receiving of ultra
wideband implulses.
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Collinear and Coparallel Principles in Antenna Design

M. Polivka and A. Holub
Department of Electromagnetic Field, Czech Technical University in Prague, Czech Republic

Abstract— The paper summarizes collinear principle (CollP) used for the design of enhanced
directivity collinear arrays (CollAr) first. Various types of collinear arrays starting from histor-
ical wire design introduced by Franklin, going through coaxial collinear arrays as far as to the
most recent CollAr implemented in microstrip line and patch technology are mentioned. Fur-
ther supplementary principle of parallel line up arrangement of in-phase current sources to form
coparallel array (CopAr) in presented. Two examples of CopAr based on planar extension of
collinear microstrip patch antenna (PCoMPA) and branched F-type antenna are described in
more details.

1. INTRODUCTION

Antenna arrays known as collinear arrays (CollAr) are based on in-phase feeding of radiating
elements that are lined up serial and their radiation is typically omnidirectional perpendicular to
the longitudinal axis of elements. The original idea has been introduces by Franklin [1]. He first
designed CollAr from long wire that had λ/4 U-shaped sections to provide phase shift to maintain
in-phase feeding of straight λ/2 parts of wire, see Fig. 1(a). Instead of U-shaped sections small
inductors to ensure phase shift can also be used. The principle has been then applied by several
researches in either coaxial [2], or microstrip line antenna technology [3, 4], see Figs. 1(b), (c), (d).
These linear versions of collinear antenna arrays have nearly omnidirectional radiation pattern due
to more or less longitudinal axis symmetry. However collinear microstrip patch antenna (CoMPA)
first introduced in [5] has directive character as the ground plane is present as necessary part of
patch type antennas.

 

(a) (b) (c) (d) (e)

Figure 1: Geometry of several collinear arrays: (a) original Franklin dipole [1], (b) coaxial collinear [2],
(c) microstrip line with a flat O shaped sections [3], (d) thin/thick section microstrip line [4], (e) collinear
microstrip patch antenna [5].

If the line up of the radiating elements is parallel, the character of radiation is not omnidirectional
but directional. The optimal distance between two elements to achieve highest directivity is approx.
λ0/2 supposing in-phase feeding. The directivity is again higher in dependence on the number of
elements but in this case the radiation is provided through two beams backward and forward,
perpendicular to the axis of the array, broadside with two beams. The antenna radiating in two
opposite directions is not practical, hence the reflection plane is often used. This plate prevents



338 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

backward radiation and provides approx. 3 dBi directivity enhancement. This arrangement of in-
phase radiating elements that are lined up parallel to the element axis is here called coparallel array
(CopAr). The two designs of CopAr are presented here.

The first example of CopAr is a planar extension of collinear microstrip patch antenna (PCoMPA)
that operate with TM03 and TM05 mode. Modular principle can be used to extent either longitu-
dinal or lateral dimensions and consequently the directivity of an antenna. This antenna combine
both collinear and coparallel principles. The second example of CopAr is a coparallel branched
F-type antenna (CopFA) that use two and three parallel in-phase current source areas formed by
monopole heel stubs perpendicular to the ground plane. It is an extension of classical wire F
antenna realized in planar technology. Operational principle, and corresponding radiation proper-
ties of particular implementation of both CopArs for 2.4GHz frequency band together with main
advantages and drawbacks are described.

2. COLLINEAR/COPARALLEL PLANAR MICROSTRIP PATCH ANTENNA

As it is well-known that microstrip patch antenna (MPA) can be designed to operate with higher
order modes. However radiation properties of higher order modes of simple rectangular or circular
shaped MPA exhibit nulls in radiation pattern due to the presence of out-phase current density
areas on patch surface. Using suitable patch shape modification that employs slots and notches
to redistribute current density to form several in-phase source areas these nulls can be suppressed
and enhanced gain can be achieved. Here TM0x mode (where x determine the number of half
current wavelengths in the resonant longitudinal dimension of the patch) of MPA is used. PE in
the shape of inner slots and edge notches are then applied to the patch in such a way that they
eliminate radiation from even out-phase half current wavelengths. Specific topology of the patch
shape modified patch thus arise. The simplest example of the usage of described principle is MPA
operating with TM03 mode with one central narrow slot placed in the middle of the patch. The
slot of the length approx. λg/2 and width of a fragment of λg causes that second/even current
wavelength flow around the slot, see Fig. 2(a). Currents in the vicinity of the slot circumference
thus cancel their contributions to the radiated fields due to the out-phase orientation on opposite
sides. Vector current distribution of longitudinally extended MPA operating with TM05 mode with
two slots is illustrated in Fig. 2(b). The same effect of even half current wavelength flowing around
both slots as in case of a patch operating with TM03 mode with one slot can be seen.

  

(a) (b) (c) (d)

Figure 2: Vector surface current distribution on the CoMPA with (a) TM03 and (b) TM05 modes and
PCoMPA with (c) TM03 and (d) TM05 modes (modeled in IE3D MoM simulator with infinite ground
plane), (e) PCoMPA with TM05 mode separated into basic modules.

Further these radiators forming CollAr in microstrip patch technology can be laterally extended
and complemented by a pair(-s) of approx. λg/4 edge notches perpendicular to the patch border to
introduce coparallel principle, see Figs. 2(c), (d). The current distribution of TM03 and TM05 modes
remains the similar and phenomenon of current flow around the slots and notches is maintained. As
a result the |Jy| current density component is dominant at the surface of the patch and the radiator
exhibits broadside linearly polarized radiation with directivity enhancement. Domination of the
|Jy| component on the most of the patch surface is actually a necessary condition for reasonable low
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cross-polar level. Advantage of a such arrangement compared to classical array is simple structure
without separate feeding network. Disadvantage is of course unavailability to control amplitude
distribution and phase of source currents on the structure and increased cross-polar ratio.

Figure 3 shows the CoMPA motif from Fig. 2(d) separated by dashed lines into basic building
modules previously discussed arrangements. A hypothesis of further longitudinal and lateral ex-
tension based on these building blocks with appropriate number and position of inner slots and a
pairs of lateral edge notches to further enhance directivity and gain can be stated.

Figure 3: Schematic view of PCoMPA with TM05 mode separated into basic modules that can form inde-
pendent CollAr and/or CopAr.

Radiation pattern of realized PCoMPA operating with TM05 [6] in 2.4 GHz frequency band with
directivity 15.4 dBi and sidelobe level −10 dB can be seen in Fig. 4.
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Figure 4: Measured co-polar (Eco) and cross-polar (Ex) components in dB of radiation pattern of PCoMPA
operating with TM05 mode with two central slots and two pairs of lateral edge notches in (a) E-plane, (b)
H-plane.

3. COPARALLEL BRANCHED F-TYPE F ANTENNA

Classical F antenna is a variant of monopole, where the top section has been folded down so as to be
parallel with the ground plane. This is done to reduce the height of the antenna, while maintaining
a resonant trace length. This parallel section introduces capacitance to the input impedance of
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the antenna, which is compensated for by implementing a short circuit stub. The main radiating
source area is the current density of the heel of monopole.

Directivity of such a structure is about 2.2 dBi and the radiation has an omnidirectional char-
acter, perpendicular to the vertical stub.

To implement coparallel principle to enhance directivity into the F antenna design two and three
parallel stubs connecting with approx. λg/2 line conductors are introduced, see Fig. 5. As it can
be seen by proper setting of connecting wire length in-phase parallel orientation of current density
on stubs perpendicular to the ground plane can be excited. To further enhance directivity the
reflection plane in the distance of λg/4 can be used [7]. The resulting measured radiation patterns
can be seen in Figs. 6 and 7.

 

(a) (b)

Figure 5: Vector surface current distribution of (a) two element (b) three element branched F-type antenna.

 

(a) (b)

Figure 6: Measured radiation pattern of two element branched F-type antenna, (a) H-plane, (b) E-plane.

 

(a) (b)

Figure 7: Measured radiation pattern of three element branched F-type antenna, (a) H-plane, (b) E-plane.

Two and three element branched F-type antennas with reflecting plane has provided directivity
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up to 10.7 dBi, see Table 1. The advantage of such an arrangement is a simple structure and
relatively small dimensions. The drawback is a low front-back ratio which can be enhanced by
larger dimensions of the reflection plane.

Table 1: Comparison of simulated directivities and impedance bandwidth for VSWR = 2 of classical single
element F antenna, and two and three element branched F-type antennas with and without reflector plane.

Antenna D [dBi] B [MHz] B [%]
F-antenna 2.2 240 9.8

2 elements F-antenna 4.75 245 10
3 elements F-antenna 6 100 4.1
2 elements + reflector 9.5 250 10.25
3 elements + reflector 10.7 97 3.7

4. CONCLUSIONS

Collinear principle in antenna design has been summarized based on historical development. Sup-
plement principle denoted as coparallel principle has been presented on recent authors designs of
collinear and coparallel arrays implemented in microstrip patch and F-type planar antenna tech-
nologies. Vector current distribution has been used to explain antenna operational principle. Main
advantages and drawbacks of presented individual designs has been discussed.
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An Expression for the Intrinsic Coupling Unbalance of a
Symmetrical 4 Port Directional Coupler in Terms of the Cross

Ratio of Its 4 Eigenadmittances or 4 Eigenimpedances

G. P. Riblet
Microwave Development Laboratories, Inc.

Needham, MA 02494-14834, USA

Abstract— It is a well known theorem that if suitable matching networks are connected in
each of the 4 ports of a lossless reciprocal 4 port device so that each of the ports of the overall
device is matched (S11 = S22 = S33 = S44 = 0), then the overall 4 port is a directional coupler.
That is in each case the coupling is zero to one of the three output ports. An important unknown
quantity is the coupling unbalance between the remaining two output ports that results from this
process. This quantity will be referred to here as the intrinsic coupling unbalance of the original
unmatched 4 port. It is shown in this paper that for the most common case of a symmetrical
lossless reciprocal 4 port, the intrinsic coupling unbalance (as a power ratio) is given by the
cross-ratio of the unmatched circuit’s 4 eigenadmittances or 4 eigenimpedances.

1. INTRODUCTION

In a recent article M. S. Gupta has called attention to the connection between the Smith Chart and
Poincare’s open disc model of hyperbolic geometry [1]. The Smith Chart is based on the fact that
the complex output impedance Z0 of a transmission line is related to the complex load impedance
ZL by a bilinear transformation. It is known that a bilinear transformation preserves angles. This
is one of the requirements of the Poincare open disc model. Another requirement of this model is
that there is an invariant distance metric. The invariance of the distance metric is based on the
invariance of the cross-ratio. This is

(Y1 − Y3)(Y2 − Y4)
(Y1 − Y4)(Y2 − Y3)

=
(Z1 − Z3)(Z2 − Z4)
(Z1 − Z4)(Z2 − Z3)

where the four complex quantities Y1, Y2, Y3, and Y4 are related to the four complex quantities
Z1, Z2, Z3, and Z4 by the same bilinear transformation. An excellent discussion of various simple
physical models of hyperbolic geometry (including the Poincare model) has recently been given
by the mathematician and science writer Roger Penrose [2]. In this contribution an additional
application of the concept of the cross-ratio to microwave engineering will be given. One example
of a bilinear transformation is an inversion. Now an admittance is related to an impedance by an
inversion. Since the four eigenadmittances Y1, Y2, Y3 and Y4 of a symmetrical directional coupler
are related to its four eigenimpedances Z1, Z2, Z3, and Z4 by an inversion, the above cross-ratio
equation applies to them. In this paper it will be shown that the intrinsic coupling unbalance (as
a power ratio) of a symmetrical lossless reciprocal 4 port network is given by the above expression
for the cross-ratio of the eigenadmittances or eigenimpedances.

2. APPLICATION OF CROSS-RATIO INVARIANCE TO S-MATRIX EIGENVALUES

A one port reflection coefficient S is related to a terminating impedance Z or admittance Y by
a bilinear transformation. Denoting the eigenreflection coefficients of the symmetrical coupler by
S1, S2, S3, and S4, the invariance of the cross-ratio can be expanded to include them. Consequently,

(S1 − S3)(S2 − S4)
(S1 − S4)(S2 − S3)

=
(Y1 − Y3)(Y2 − Y4)
(Y1 − Y4)(Y2 − Y3)

.

Now in the case of the symmetrical 4-port coupler, the S-matrix eigenvalues S1, S2, S3, and S4

are linearly related to the S-matrix entries S11, S12, S13 and S14 [3]. Furthermore, two of these
entries S11 and S13 will be zero for a matched coupler. In the case of a fully symmetrical reciprocal
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4 port, we have that [3]

4S11 = S1 + S2 + S3 + S4

4S12 = S1 − S2 + S3 − S4

4S13 = S1 + S2 − S3 − S4

4S14 = S1 − S2 − S3 + S4

It follows that the four eigenvalues or eigenreflection coefficients are given by

S1 = S11 + S12 + S13 + S14

S2 = S11 − S12 + S13 − S14

S3 = S11 + S12 − S13 − S14

S4 = S11 − S12 − S13 + S14.

Upon substituting these expressions into the previous cross-ratio equation, one has that

(S13 + S14)(S13 − S14)
(S13 + S12)(S13 − S12)

=
(Y1 − Y3)(Y2 − Y4)
(Y1 − Y4)(Y2 − Y3)

.

If port 3 is the isolated port of the directional coupler (S13 = 0), it follows that

S14
2

S12
2 =

(Y1 − Y3)(Y2 − Y4)
(Y1 − Y4)(Y2 − Y3)

.

The coupling unbalance (as a power ratio) is given by the cross-ratio of the eigenadmittance (or
eigenimpedances).

3. INVARIANCE OF EIGENADMITTANCE CROSS-RATIO UNDER EXTERNAL
MATCHING

As it stands the previous equation for the coupling unbalance applies only if the symmetrical 4
port is functioning as an ideal directional coupler. In fact it will be shown in this section that
it has a much more general interpretation whereby the cross ratio of the 4 eigenadmittances (or
eigenimpedances) is considered to be the intrinsic coupling unbalance of a reciprocal symmetrical 4
port network. Suppose that identical 2 port matching networks are connected at each of the ports
of the initially unmatched device. This will preserve symmetry. Let the eigenadmittances at the
output ports of the overall device be Y1

′, Y2
′, Y3

′, and Y4
′.

These are related to Y1, Y2, Y3, Y4 by [4]

Y1
′ =

C + DY1

A−BY1

Y2
′ =

C + DY2

A−BY2

Y3
′ =

C + DY3

A−BY3

Y4
′ =

C + DY4

A−BY4

where A, B, C, and D are the entries of the 2 × 2 voltage current transmission matrix of the
matching networks. Clearly Y1

′, Y2
′, Y3

′, Y4
′ and Y1, Y2, Y3, Y4 are connected by a common

bilinear transformation. Once again the cross-ratio must be preserved. It follows that

(Y1
′ − Y3

′)(Y2
′ − Y4

′)
(Y1

′ − Y4
′)(Y2

′ − Y3
′)

=
(Y1 − Y3)(Y2 − Y4)
(Y1 − Y4)(Y2 − Y3)

Now it is assumed that the new eigenadmittances Y1
′, Y2

′, Y3
′, Y4

′ correspond to those of a matched
4 port and hence a directional coupler. Consequently, the expression on the left yields the coupling
unbalance from the result of the previous section. But the above equation tells us that we could
just as well have obtained this result by using the eigenadmittances of the initial unmatched 4 port.
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4. APPLICATION TO THE COMMON COUPLED-LINE DIRECTIONAL COUPLER

The most common directional coupler in general use is probably the single section backward-wave
coupled-line coupler. The isolated port is the forward coupled port (S13 = 0). This coupler is
usually analyzed by considering the response of the even and odd mode circuits. The even mode
circuit is the 2 port circuit obtained with an open circuit at the symmetry plane separating the two
transmission lines (characteristic admittance =Yoe). The odd mode circuit is the 2 port obtained
with a short circuit at this symmetry plane (characteristic admittance=Yoo). However, this type
of coupler can also be treated by considering the eigenadmittances Y1, Y2, Y3 and Y4 [4]. The
even and odd mode 2 ports are themselves symmetrical circuits. Hence their eigenadmittances can
be obtained by placing an open circuit and a short circuit at their common symmetry plane. An
open circuited transmission line behaves like a capacitance and a short circuited transmission line
behaves like an inductance. It has been shown that

Y1 = Yoet

Y2 = −Yoo

t
Y3 = Yoot

Y4 = −Yoe

t

where t is the tangent of half of the electrical length of the coupled line section.
We can now determine the cross-ration of the eigenadmittances using the above expressions.

This will give us the intrinsic coupling unbalance of the coupled line. The result is

S14
2

S12
2 = − (Yoe − Yoo)2

YoeYoo(t + 1/t)2
= −(Yoe − Yoo)2 sin2

4YoeYoo

where sin is the sine of the electrical length of the coupled line section. Taking the square root we
find that

S14/S12 = j((
√

Yoe/
√

Yoo)− (
√

Yoo/
√

Yoe))(sin /2).

The intrinsic coupling unbalance depends on the ratio of the even and odd mode coupled line
characteristic admittances. Furthermore, the signals at the two output parts are out of phase by
90◦ as they should be. For arbitrary values of Yoe and Yoo, the symmetrical coupled-line 4 port will
not be matched. However, at a given frequency it can be matched by connecting suitable quarter
wave transformers at each of the 4 port [4]. If this is done, then the intrinsic coupling becomes the
actual coupling at that frequency.

5. CONCLUSIONS

In this paper the notion of the intrinsic coupling unbalance of a symmetrical reciprocal lossless 4
port network has been introduced. This quantity was shown to be equal to the invariant cross-ratio
of either the network’s eigenadmittances or its eigenimpedances. The concept was illustrated using
the case of the common coupled-line symmetrical 4 port. In this case simple expressions for the
eigenadmittances are available.
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Development of 60GHz Band Fabry-Perot Resonator
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Nippon Institute of Technology, Japan

Abstract— As the application of 60 GHz band has been expanding, the instrumentation of
the complex dielectric constant of dielectric materials, ambient air and gases at this frequency
band become important. This paper presents a design approach to a 60GHz band specific Fabry-
Perot resonator. The content includes (1) the evaluation of 100 GHz band Fabry-Perot resonator
built by the current authors, (2) the determination of the coupling aperture size by using TML
simulation, and (3) the design of a unified structure for the connection between the coupling
aperture and the feeding waveguide.

1. INTRODUCTION

As the application of 60 GHz band has been expanding [1–6], the measurements of the complex
dielectric constant of dielectric materials, ambient air and gases at this frequency band become
important, so that the realization of high quality 60 GHz band specific Fabry-Perot resonator is
required. In this research the resonator has the semi-conformal structure [7], which consists of a
longitudinally movable curved mirror and a fixed plane mirror. On the latter surface two apertures
are formed for input and output couplings with the cavity, and are mechanically connected to
the corresponding feeding waveguides. After evaluating an in-house Fabry-Perot resonator, the
design toward a high Q and suppressing leaks and mutual coupling except unavoidable coupling at
apertures, is focused on determining the optimum aperture size and adopting a leak-free coupling
structure between the aperture and the feeding waveguide. The aperture size is determined by
using TML simulation, and for the aperture-to-waveguide coupling structure, a mechanical unified
design is adopted.

In this paper, the evaluation of 100 GHz band resonator is at first presented. Then, the TML
simulation to determine the aperture size is presented. Finally, the mechanism of a unified aperture-
to-waveguide connection is discussed.

2. DESIGN AND MEASUREMENT

2.1. Design and Evaluation of 60–120 GHz Fabry-Perot Resonator (Phase 1 Model)
The constructed Phase 1 model is shown in Fig. 1, and its design parameters are listed in Table 1.
The mirrors are made from Al-Cu alloy (Series 2000) and their surfaces are coated by silver. The
diameter is 65 mm, and the distance of two mirrors can be varied 150 mm±5mm. The diameter of
coupling aperture is 1 mm.

(a)

(b)

(c)

Figure 1: Phase 1 product, (a) Fabry-Perot resonator,
(b) spherical, (c) plane mirror.

Mirror structure Semi-confocal

Upper mirror Spherical mirror (R305)
φ 65 Al-Cu alloy (2000 series)

Downside mirror Plane Mirror
φ 65 Al-Cu alloy (2000 series)

Mirror distance L = 150± 5 (mm)
Wave guide Band type WR-15 E-Bend

Coupling 2 Port(transmission type)
Aperture size: D = 1 (mm)

Table 1: Resonator.

In the experimental evaluation, the quality factor with N2 filled has been measured. As shown
in Fig. 2, the quality factor increases as the frequency. But at 60 GHz, the quality factor is around
17500, which is too low due to small aperture size and possible leaks and coupling at the connection
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between the aperture and the feeding waveguide. In Fig. 3, the O2 absorption characteristic shows
low variation at 50–55 GHz, the result to be most expected. From these two measurements, the
improvement is focused on the determination of the aperture size and new design of leak-free
aperture-to-waveguide connection.
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Figure 2: Resonator’s Q filled with N2.
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Figure 3: Pure O2 absorption characteristics.

2.2. Determination of Aperture Size
The TML time-domain method by Micro-Stripes 7.0 [7] is used to determine the aperture size. The
simulation model is depicted in Fig. 4. The mirror is inserted into the WR-15, and the transmission
characteristic is evaluated by varying the aperture size from 0.1 mm to 1.67 mm. The results are
shown in Fig. 5. The larger the aperture size, better the transmission, but the lower the Q. So,
the aperture size is determined to be 1.67 mm.

10mm

3.76mm 

1.88mm 
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D (mm) 
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Figure 4: Transmission simulation model.
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Figure 5: Transmission simulation characteristic, (a) D = 1.67 (mm), (b) D = 1.0 (mm), (c) D = 0.1 (mm).

2.3. New Design of Coupling Structure (Phase 2 Model)
In the Phase 1 model as shown in Fig. 6(a), two apertures for input and output coupling with the
cavity are formed on the plane mirror, and they are mechanically connected to the corresponding
feeding waveguides. The aperture thickness must be thin as much as possible to minimize the
transmission loss. Desirably, the inevitable mutual coupling between input and output signals
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takes only at the apertures. But in practice, in order to protect the thin apertures, some marginal
gap is allowed between the apertures and the feeding waveguides. As a result, not only mutual
coupling between two feeders but also leaks to outside the feeders are induced, so that the cavity
Q as well as the accuracy of the resonant characteristics are degraded.

WR-15 E-bend

UG-385/U

Plane mirror : 65mm

Coupling : 1.67 mm

WR-15

UG-385/U

Connect

WR-15

WR-15 E-bend

UG-385/U

Plane irror : 65mm

Coupling : 1.0 mm

UG-385/U

Connect

Connect

Epoxy conductive 

Flange

(a) (b)

Figure 6: Comparison of coupling model, (a) coupling of phase 1 model, (b) coupling of phase 2 model.

The coupling structure of Phase 2 model is shown in Fig. 6(b). Below each aperture and through
the mirror, the independent hole is formed, with the cross section being the same as the feeding
waveguide. The tip of the feeder, protruding out of flange, is then mechanically connected in tight
with the holes so that the feeder’s mutual coupling as well as the leaks can be prevented. The
measurement of Q characteristics has been undertaken.

3. CONCLUSION

The quality factor and the O2 absorption characteristics of a Fabry-Perot resonator are analyzed
by the measurement. The optimized diameter of the coupling ports is demonstrated and analyzed
by simulation. The new model of Fabry-Perot with the optimized diameter of coupling ports has
presented, and the result will be urge in the future.
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MUSIC-type Imaging of Dielectric Spheres from Single-Frequency,
Asymptotic and Exact Array Data
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Abstract— Imaging of a dielectric sphere from its Multi-Static Response (MSR) matrix at
a single frequency of operation is considered herein via a MUSIC-type, non-iterative method.
Synthetic data are both asymptotic ones and data calculated by the Coupled Dipole Method
(CDM) which, in contrast, models the wavefield in exact fashion. Comparisons of scattered
fields, distributions of singular values, and MUSIC images are carried out. In particular, even far
beyond the domain of application of the asymptotic modeling (on which the analysis of the MSR
matrix is based), it is shown that fair localization of the sphere is achieved from CDM data.

1. INTRODUCTION

In recent works, an involved analysis of a 3-D MUSIC-type imaging of a small volumetric, dielectric
and/or magnetic scatterer (or a set of such scatterers), based on an asymptotic formulation of
the electromagnetic wavefield in a full Maxwell setting, has been proposed, refer to [1] in a free
space configuration, to [2] with focus onto back-propagation, and to [3] for generalization to a half
space. Yet, most of the numerical illustrations so far are from data calculated according to the
asymptotic formulation itself (with addition of noise). Here the Coupled Dipole Method (CDM) [4],
which involves no approximation, is used as the main calculation tool of the data to be inverted.
The paper is organized as follows: The asymptotic method and the CDM are summarized first,
before outlining the imaging procedure. Then, fields, distributions of singular values, and MUSIC
images simulated according either method are proposed and discussed. A short conclusion follows.
(Preliminary comparison results are in [5].)

2. MODELING OF THE SCATTERED FIELD

Let us consider in free space (permittivity ε0, permeability µ0) a planar (horizontal) array within
the plane z = h, which is made of N ideal electric dipoles all orientated (for simplicity) in the
vertical ẑ direction. The array is operated at a single frequency ω (wavelength λ, wavenumber
k) and it illuminates a collection of m non-magnetic spherical scatterers located in a prescribed
search box somewhere below it (usually in the near-field of the array). The spheres are of radius
aj = αdj , where α is the order of magnitude of their size and dj are multiplicative scale factors; their
permittivities are εj , centers are at xj , and their volumes read as Vj , j = 1, . . . , m. Let E(n)

0 (r)
be the primary electric field at location r(r ∈ R3) radiated from the nth dipole with amplitude In,
and let E(n)(r) be the total electric field in the presence of the scatterers. One has

E(n)
0 (r) = iωµ0G(r, rn) · ẑIn (1)

where G(r, rn) is the Green’s dyad in free space (reciprocity G(r, rn) = G(rn, r)t holds as usual).
Then, the Lippman-Schwinger vector integral formulation of the field reads as

En(r)−En
0 (r) =

m∑

j=1

∫

Vj

dr′
[
ω2µ0(εj − ε0)G(r, r′) ·E(n)(r′)

]
. (2)

From that point,two solution methods can be employed to calculate the electric field at an arbitrary
receiver location (e.g., at the nodes of an array, the same as the source one, or another one).
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2.1. The Asymptotic Formulation of the Scattered Field
Assuming that α ¿ λ, a rigorous asymptotic field formulation (refer to aforementioned references)
holds:

E(n)(r)−E(n)
0 (r) =

m∑

j=1

[
(iωµ0)−1G(r, xj) ·Mε

j ·E(n)
0 (xj)

]
+

[
o
(
(kα)3

)]
. (3)

Mε
j = k3α3 iµ0c

ε0
(εj − ε0)M(εj/ε0; Vj) is the generalized polarization tensor, letting M(εj/ε0; Vj) be

the polarization tensor associated to the scatterer of volume Vj and contrast εj/ε0, and c is the speed
of light. Let us notice that, since the scatterer is spherical, its polarization tensor M(εj/ε0; Vj) has
explicit form 3ε0

εj+2ε0
|Vj |I3, where I3 is the identity matrix in R3.

2.2. Calculation of the Scattered Field by CDM
The Coupled Dipole Method is based on the same integral formulation (2). But now, the scatterer
under study is discretized into a set of L subunits arranged on a cubic lattice. If the size of
the subunit is small enough vs. the wavelength of the illumination, the electromagnetic field is
accurately assumed to be uniform over each subunit. Hence,the field at each subunit (here, Vj as
the volume of subunit j), for i = 1, . . . , L, reads as

E(ri) = E0(ri) +
L∑

j=1

ω2µ0(εj − ε0)
∫

Vj

[
G(ri, r′)

]
dr′ ·E(r′j). (4)

If i 6= j one can approximate
∫
Vj

[G(ri, r′)] dr′ = VjG(ri, r′j), which holds for the scatterers studied

herein. The computation of the self term, i.e.,
∫
Vj

[G(ri, r′)] dr′, is given in [4]. Then, the field at

each subunit is obtained by solving the linear system (4). The scattered field at each position of
observation follows as

E(r) =
L∑

j=1

ω2µ0(εj − ε0)Vj

[
G(r, r′j)

] ·E(r′j). (5)

3. MUSIC-TYPE IMAGING METHOD

Let us assume now that the receiver array is also made of ideal electric dipoles enabling us to
collect the scattered electric field, and that it is coincident with the source array. Those N vertical
electric dipoles are at {r1, . . . , rN}. Transmitted amplitudes are In, n = 1, . . . , N . For any x in
R3\{r1, . . . , rN}, matrices Ge(x) ∈ CN×3 read as

Ge(x) = [G(x, r1) · ẑ, . . . , G(x, rN ) · ẑ]t . (6)

In the asymptotic framework, the Multi-Static Response (MSR) matrix A ∈ CN×N , which is
made of the scattered electric fields collected at each (vertical) receiver location in the array, each
(vertical)dipole source of the said array radiating successively, can be decomposed as

A =
m∑

j=1

Ge(xj)Mj [Ge(xj)]
t . (7)

It has been shown that the rank of Ge(x) does not depend upon x in R3\{r1, . . . , rN}, and is equal
to 3 in the present configuration (refer also to [6]). Also, for m well-resolved scatterers, i.e., whenever
the inner products (∗ as transpose conjugation) Ge∗Ge(xj) are close to 0 for i, j = 1, . . . , m, each
scatterer can be imaged independently, and rank is 3m. Now, if the dimension s of the signal space
is known or estimated in the absence of information on the number of scatterers, from the singular
value decomposition A = UΣV ∗, the MUSIC algorithm applies: For any vector e ∈ R3, such as
||G(x) · e|| 6= 0, and any x within the search domain, the estimator

W (x) = 1/

N∑

i=s+1

|〈Ui, G(x) · e〉|2

peaks (to infinity, in theory) at the scatterers’ centers. (This algorithm implies that N > s.)
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4. NUMERICAL EXAMPLES

The frequency of operation is set to f = 500 MHz, all lengths henceforth being given in meters.
The planar transmitter/receiver array consists of 21× 21 vertical electric dipoles distributed at the
nodes of a regular mesh with a half-a-wavelength step size (here, λ = 0.6), and is placed at h = 5λ
symmetrically about the axis z. A single dielectric sphere with permittivity εj = 5ε0 is centered at
xj = (−0.15, 0.15, 0.175). In each numerical example a different radius of the sphere is chosen.

4.1. Comparisons of the Scattered Field
In the first example the sphere is of radius 0.06 (= λ/10) at xj . It is illuminated by one vertical (ẑ-
orientated) electric dipole at (−3, −3, 3). One displays the normalized Ex, Ey and Ez components
of the scattered field at the position of the 21 × 21 dipoles. Figure 1 shows a comparison of the
results provided by the asymptotic approach and by CDM. Both methods provide almost the same
scattered field at the array location for this small a = λ/10 radius (its electric size, since its relative
permittivity is 5, is however more than twice larger). Other simulations (not shown for lack of
space) for other radii of the dielectric sphere have been carried out, and as expected, for larger and
larger radii, the asymptotic formula (where the scatterer size only matters as a factor a3) becomes
more and more inaccurate.
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Figure 1: Comparison of asymptotic and CDM fields for a dielectric sphere of radius λ/10.
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Figure 2: Distribution of the singular values (the first 75) of the MSR matrix calculated with the asymptotic
method and 3-D representation of the MUSIC functional (isosurface 20% of the max value) calculated using
the first three ones.
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4.2. Distribution of Singular Values and Imaging by the MUSIC Procedure
4.2.1. Imaging a Sphere of Radius a = λ/10
In the second example one is considering the same dielectric sphere at xj with radius λ/10. For
each method (asymptotic one and CDM), the Multistatic Response matrix is constructed from
the scattered field computed at the array. After singular value decomposition of this matrix via
a standard code, the MUSIC algorithm as sketched before is applied within the search box (here
a cube of side 2λ is chosen). In Figure 2 the results obtained in the asymptotic framework are

Figure 4: MUSIC images (isosurface 20% of the max value) calculated from CDM data with reference to the
exact scatterer. Clockwise from top left, the sphere radius is λ/10, 2λ/10, 3λ/10, and 4λ/10; 55, 75, 100,
and 125 singular vectors are used in the procedure, respectively.
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displayed, and in Figure 3 those resulting from the CDM. Let us observe that, as expected, only
the three first singular values are significant in the asymptotic framework, all others being valued
almost to zero. But with using CDM, even though the three first values are much larger than
the others, and can safely be separated from them, a number of non-zero ones is appearing with
slowly decreasing amplitudes. However, the two methods provide a similar, and excellent, image
when using the corresponding 3 singular vectors only — using all vectors associated to most non-
zero singular values from data provided by CDM, here the first 55 ones, one would still get a
good estimate of the location of the sphere. Let us notice that the difference of behavior of the
singular spectrum between asymptotic and exact approaches comes from the truncation at order
[o

(
(kα)3

)
] inherent to the asymptotic modeling, which at first order does not involve any multipole

contribution (modeled at the next order and further on).

4.2.2. Imaging of Spheres of Various Radii from CDM Data
Images obtained for larger radii than λ/10, i.e., 2λ/10, 3λ/10 and 4λ/10, are shown in Figure 4.
The singular spectrum of the multistatic response matrix computed from CDM data is obviously
more complicated now, when a > λ/10, than in the case a = λ/10, and many more singular values
of significant amplitude are observed and have to be accounted for in the imaging procedure, in
tune with the higher complexity of the scattering phenomenon itself. That is, using the first three
singular values does not yield the sphere location. But, by taking all (or at best most) non-zero ones,
the location of the sphere is well retrieved, even for a large electrical size (about one-wavelength
radius for the largest sphere) whilst it appears, further investigation pending, that one can get at
least some estimate of the scatterer volume itself.

5. CONCLUSION

In this paper, one has investigated the robustness of the MUSIC-type imaging method against
data acquired outside the asymptotic framework wherein the analysis of the Multi-Static Response
matrix is carried out. In particular, one has exhibited that when the radius of the scattering sphere
is of the order of a ≤ λ/10, and twice more at least in terms of equivalent electrical size, the
asymptotic data and the exact ones (those calculated by the Coupled Dipole Method) yield the
same result. But, for larger and larger radii, the asymptotic formula becomes less and less valid,
the imaging algorithm still working fairly well even though the scatterer is far from punctual.
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Propagation Characteristics of a Nonlinear TM Surface Wave in a
Parallel Plate Superconductor/Antiferromagnet Waveguide

Chien-Jang Wu
Department of Applied Physics, National University of Kaohsiung, Kaohsiung 811, Taiwan

Abstract— Nonlinear surface wave propagation properties for a symmetric planar antiferro-
magnet/superconductor/antiferromagnet waveguide are theoretically investigated. The attenua-
tion constant and the phase constant, in the infrared frequency region, are numerically analyzed
as a function of the thickness of superconductor. It is seen that both the attenuation constant
and the phase constant decrease with increasing the thickness of superconducting film. In ad-
dition, numerical result in the total power flow reveals the existence of a threshold value in the
propagation constant. Electromagnetic wave can propagate in the waveguide when propagation
constant is greater than this threshold value.

1. INTRODUCTION

With the advantages of low loss, low dispersion, and wide bandwidth, planar superconducting
transmission line or waveguide are widely applied in the signal processing in microwave supercon-
ductivity. Planar superconducting waveguide is a layered structure consisting of superconducting
films and some relevant dielectric materials. Many reports on the microwave propagation character-
istics for the planar superconducting transmission lines and waveguides for both the conventional
and high-temperature superconductors are now available [1–5].

Propagation characteristics of the magnetostatic surface wave in the YBa2Cu3O7−x (YBCO)-
yttrium iron garnet (YIG) layered structure was investigated by Tsutsumi et al. [6]. Magnetically
tunable superconducting resonators and filters made by YBCO and ferrites have been fabricated
and reported by the Lincoln Laboratory [7–8]. Hamada et al., studied the TM surface wave in
a nonlinear antiferromagnet-semiconductor-superconductor layered waveguide structure [9]. Using
ferromagnet-superconductor superlattice, the novel negative index of refraction was recently realized
and reported by Pimenov et al. [10]. And more recently, a ferromagnet-superconductor-ferromagnet
hybrid structure is used to theoretically investigate the inherent spin-valve effect [11].

In this work, we shall study the propagation characteristics for a symmetric planar waveguide,
where a superconducting film is sandwiched by two semi-infinite antiferromagnets. Two-fluid model
will be utilized to describe the complex permittivity of the superconductor. The antiferromagnet
is characterized by the nonlinear permeability. A field solution of the TM wave for this structure
is first derived. With this solution, we numerically investigate the associated phase constant and
attenuation constant. Expression of its total power flow is also given. It is seen that there is
a threshold value in the propagation constant, that is, the wave is allowed to propagate as the
propagation constant is greater than this threshold one.

2. BASIC EQUATIONS

Planar symmetric waveguide in this study is depicted in Fig. 1, where a superconductor of thickness
d is sandwiched by two semi-infinite antiferromagnets. We assume, as usual, that the thickness, d,
and the penetration depth λL, of the superconductor are both very small to the width in y-direction.
This assumption enables us to ignore the edge effects and thus there is no y dependence for any
field. We now consider that a transverse magnetic (TM) wave with nonzero field components, Hy,
Ex and Ez, propagates in the z direction. All fields are denoted by F (x) eik0βze−iωt, where k0 = ω/c
is the free-space wave number, β = Re (β) + iIm (β) is the reduced complex propagation constant,
where the real part is the reduced phase constant whereas the imaginary part is the attenuation
constant. We are going to derive an analytic dispersion equation that can be solved for β.

In the superconductor layer, the electromagnetic properties are described by the complex per-
mittivity which can be obtained by using the two-fluid model together with Ampere’s law, namely

εsc (ω) =
(

1− 1
ω2µ0ε0λ2

L

)
+ j

σ

ωε0
, (1)
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Figure 1: Configuration of a planar superconducting waveguide. The superconducting film with thickness,
d, is sandwiched by two semi-infinite antiferromagnets. A TM wave isassumed to propagate along the z
direction.

where the temperature-dependent London penetration length is

λL = λ0

/√
1− (T/Tc)

4, (2)

with λ0 the penetration depth at T = 0K, and the normal-fluid conductivity is given by σ =
σ0(T/Tc)4. As for the antiferromagnet considered here is a uniaxial one with a nonlinear perme-
ability denoted by µNL. In the absence of an applied Zeeman field, the permeability tensor in
response to the rf magnetic field is nonlinear and is diagonal given by [12]

µyy = µNL(ω) = µL(ω) + χNL(ω) |hy|2 , (3)

where the linear permeability is given by

µL(ω) = 1 +
2ωMωA

ω2
c − ω2

, (4)

where ωM = µ0γMs, ωA = µ0γHA, ωE = µ0γHE , and ωc =
√

ω2
A + 2ωAωE is the resonant

frequency of the system. Here Ms is the saturation magnetization field, HA is the anisotropy
field, HE is the exchange field of the crystal and γ is the gyromagnetic ratio. The nonlinear part
χNL(ω) |hy|2 is always positive for a linearly polarized electromagnetic wave, indicating a self-focus
antiferromagnetic crystal. In addition, we can treat χNL(ω) as a constant since the condition,
|∂χNL/∂ω| << ∂χL/∂ω, is satisfied.

With the tangential magnetic field having the form of Hy = hy(x)eik0βze−iωt, the governing
differential equations for each layer can be obtained by two Maxwell’s curl equations, with the
results

∂2hy

∂x2
− k2

0

[
β2 − εAF µL(ω)− εAF χNL(ω) |hy|2

]
hy = 0, for x > d; x < 0. (5)

∂2hy

∂x2
− k2

0

(
β2 − εsc

)
hy = 0, for 0 < x < d (6)

The corresponding tangential electric field in the superconductor layer can be determined via the
following relations,

ez =
i

ωεscε0

∂hy

∂x
, (7)

which also holds for antiferromagnetic layers with a simple replacement, εsc → εAF . Equation (5)
is a nonlinear one that has a solution called the spatial soliton solution given by [13]

hy =
kAF

k0

√
2

χNLεAF
sech [kAF (x− x0)] , x > d (8)
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where x0 is the peak position of the field in the upper antiferromagnet, and

hy =
kAF

k0

√
2

χNLεAF
sech

[
kAF

(
x− x′0

)]
, x < 0 (9)

where x′0 = −(x0 − d) is the peak position of the field in the lower antiferromagnet, and k2
AF ≡

k2
0β

2 − k2
0εAF µL(ω). The solution for Eq. (6) is

hy = A sinh (kscx) + B cosh (kscx) , 0 < x < d (10)

where k2
sc ≡ k2

0β
2 − k2

0εsc. Using the continuous boundary conditions of tangential electric and
magnetic fields at x = 0 and x = d, and after the elimination of A and B an exact transcendental
equation determining the reduced propagation constant β can be obtained, that is

tanh (kscd) =
2εAF εsckAF kscν

ε2
AF k2

sc + ε2
sck

2
AF ν2

, (11)

where
ν = tanh [kAF (x0 − d)] . (12)

Equation (11) can be numerically solved if all the material parameters are available.
We next calculate the total power flow P of the wave propagation in the z-direction. The time-

averaged total power flow down the z axis is the real part of the integration of Poynting vector.
The power flow in the superconductor layer can be calculated as

Psup =
2βq2

1P0

εscεAF

√
1− ν2

{
1
2

[
1−

(
q1εsc

q2εAF
ν

)2
]

k0d+
1
2

[
1+

(
q1ε2

q2εAF
ν

)2
]

sinh(2kscd)
2q2

+
q1εscν

q2
2εAF

sinh2(kscd)

}
,(13)

where P0 = 1/(2ωε0χNL) and q1 = kAF /k0, q2 = ksc/k0. Calculation reveals that the power flow
in the upper antiferromagnet is equal to that of the lower antiferromagnet, i.e.,

Pnl,l = Pnl,u = P0
2βq1

ε2
3

(1 + ν). (14)

The summation of Eqs. (13) and (14) is the total power flow and its the real part gives the total
power flow down the z direction.

3. NUMERICAL RESULTS AND DISCUSSION

The material parameters used in the calculation are described as follows: The antiferromagnet
is chosen as Ferrous Florid (FeF2) with anisotropy field HA = 1.59 × 104 A/m, exchange field
HE = 4.3× 104 A/m, saturation magnetization Ms = 4.46× 104 A/m, and the relative permittivity
εAF = 4 [9]. A typical high-temperature superconductor, YBCO is taken for the central layer. The
parameters of this system are Tc = 86 K, λ0 = 0.22 nm, and σ0 = 6.56 × 106 S/m [6]. In addition,
the parameter in Eq. (12) is assumed to be constant, say ν = −0.16 [14].

In Fig. 2, we demonstrate the calculated phase constant (a) and attenuation constant (b) as
a function the thickness of superconductor at a frequency of 9 × 1012 rad/s and for three distinct
temperatures, t = 0.4, 0.6 and 0.8. It can be seen that both decrease as the film thickness is
increased, except the phase constant at t = 0.8 where there is a broad dip at d ≈ 17 nm. The
thinner in the superconductor layer, the larger the propagation constant is, indicating a preferable
situation for the existence of this TM surface wave.

Figure 3 plots the calculated total power flow as a function of the propagation constant at a fixed
frequency of 9×1012 rad/s and at a reduced temperature of t = 0.6. It is found to have a threshold
propagation constant, βth

∼= 2 For a surface wave to propagate in such a structure the propagation
constant should be greater than βth. If β is smaller than βth, then the propagation mode will not be
expected since the power flow has turned out to be negligibly small. In addition, in the propagation
mode the total power flow is not a sensitive function of the thickness of superconductor. This is
due to the fact that the total power flow is mostly stored in the antiferromagnet compared to the
superconductor.
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Figure 2: The thickness-dependent reduced phase constant (a) and attenuation constant (b) at ω = 9 ×
1012 rad/s and v = −0.16 for different reduced temperatures t = 0.4, 0.6, and 0.8.
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Figure 3: The calculated total power flow as a function of the propagation constant at the conditions of
ω = 9× 1012 rad/s and t = T/Tc = 0.6.
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A New GL Method for Solving Differential Equation in
Electromagnetic and Phys-Chemical and Financial Mathematics

Jianhua Li, Ganquan Xie, and Lee Xie
GL Geophysical Laboratory, USA

Abstract— In this paper, we propose a new GL method for solving the ordinary and the
partial differential equation. These equations govern the electromagnetic field etc. macro and
micro physical, chemical, financial sciences and engineering. The differential equation is held on
an infinite domain which includes a finite inhomogeneous domain. The inhomogeneous domain is
divided into finite sub domains. We present the solution of the differential equation as an explicit
recursive sum of the integrals in the inhomogeneous sub domains. The analytical solution of the
equation in the infinite homogeneous domain is called as an initial global field. The global field is
updated by local scattering field successively subdomain by subdomain. Once all subdomains are
scattered and the updating process is finished in all the sub domains, the solution of the equation
is obtained. We call our method as Global and Local field method, in short GL method. It is
different from FEM method, the GL method directly assemble inverse matrix and solution. There
is no big matrix equation needs to solve in the GL method. There is no needed artificial boundary
and no absorption boundary condition for infinite domain in the GL method. We proved several
theorems and proposed a triangle formula of the Greens functions that is the theoretical base of
our GL method. The numerical discretization of the GL method is presented. We proved that
the numerical solution of the 1-D GL method convergence to the exact solution when the size of
the sub domain is going to zero. The error estimation of the GL method for solving 1-D wave
equation is presented. The simulations show that the GL method is accurate, fast, and stable
for solving elliptic, parabolic, and hyperbolic equations. The GL method has advantages and
wide applications in the 3D electromagnetic (EM) field, 3D elastic and plastic etc seismic field,
acoustic field, flow field, and quantum field. The GL method software for the above 3D EM etc
field are developed.

1. INTRODUCTION

The analytical and numerical methods are two types of methods to solve differential equations.
They are developed separately. The analytical method is available only for homogeneous infinite
whole space or layered media domain or regular geometry domain. The numerical method is useful
to solve differential equations in the irregular geometry and inhomogeneous domain. However,
there are several difficulties and limitations in exist numerical approaches such as the finite element
method (FEM) and finite difference method (FD) and the Born approximation. (1) The large
matrix in FD and FEM is needed to solve. (2) In infinite domain, the artificial boundary and
absorption conditions are necessary in FD and FEM method. (3) In the cylindrical and spherical
coordinate, the original point and northern and southern pole points are singularities in FD and
FEM 2 scheme. (4) The FEM and FD methods are hard to parallel. (5) The Born approximation
can only be used for low frequency and low contrast materials. (6) The FD and FEM schemes of
the high order differential equations are complicated. The new GL method proposed in this paper
can resolve these difficulties.

Combining the advantages of the analytical and numerical approaches, and overcoming their
difficulties and limitations, we develop the GL method which has the following merits: (1) There is
no large matrix is needed to solve. In spite the domain how large is, only 3 by 3 or 6 by 6 matrices
are needed to solve. For the some scale equations, there is no any matrix is needed to solve. (2)
It is no longer needed to impose any artificial boundary and absorption boundary condition for
the infinite domain. (3) The coordinate singularity in the cylindrical or spherical coordinate is
resolved. (4) The GL method is a self parallel algorithm while the FEM and FD methods are hard
to parallel. (5) Our GL method is available for high frequency and high contrast materials while
the Born approximation can only be used for low frequency and low contrast materials. (6) The
GL scheme of the high order differential equations is not complicated.

Our GL method can solve the elliptic, parabolic, and hyperbolic partial differential equations
in the finite inhomogeneous domain which is included in the infinite homogeneous whole space or
infinite layered domain. These equations govern the electromagnetic field etc. macro and micro
physical, chemical, financial sciences and engineering. The inhomogeneous domain is divided into
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several sub domains. We present the solution of the differential equation as a recursive sum of
the integrals in the inhomogeneous sub domains. The analytical solution of the equation in the
infinite homogeneous domain is called as an initial global field. The global field is updated by local
scattering field successively subdomain by subdomain. Once the updating process is finished in
all the sub domains, the solution of the equation is obtained. We call our method as Global and
Local field method, in short GL method. We proved several theorems and a triangle formula of the
Green’s function that is the theoretical base of our GL method.

The numerical discretization of the GL method is presented. We proved that the numerical
solution of the GL method is convergent to the exact solution when the mesh size of the sub domain
is going to zero. The O(h2) convergent rate is obtained if the middle point and trapezoid integral
is used, moreover, we obtain O(h4) super convergent rate when Gaussian integral is used. Many
tests show that the GL method solution for wave equation is fast convergent to exact solution, but
FEM solution is not. It has very widely applications in the mechanical problem, the heat diffusion,
the electromagnetic, seismic wave propagation, antenna, radar, and nanometer materials. The 2D
and 3D acoustic wave, electromagnetic field, elastic wave, and flow GL algorithms and software for
many applications are developing.

The plan in this paper is as follows. The introduction is provided all in the Section 1. In the
Section 2, we propose an integral equation of the wave field and Green’s function. In the Section 3,
we proposed our Global and Local field method. The fundamental theory of the GL method is
proved in the Section 4. In the Section 5, we describe our GL method for the parabolic partial
differential equation. In the Section 6, we use the GL method to solve the one dimensional wave
equation. Simulations of the GL method for solving the 1-D wave equation are presented in the
Section 7. In the Section 8, we describe the applications and conclusions.

2. INTEGRAL EQUATIONS

2.1. Wave Equation
We consider the following 3D wave equation in the frequency domain

∆u(r) +
ω2

c2(r)
u(r) = s(r), r ∈ R3, (1)

where r is space variable r = (x, y, z), r ∈ R3, c(r) is the coefficient, so called wave velocity, which
is inhomogeneous function in a finite bounded domain Ω ⊂ R3, c(r) = cb in r ∈ R3�Ω, cb is a
constant, ω is frequency, u(r) = u(r, ω) is the unknown wave field function ∆ = ∆r is the Laplace
operator, the s(r) on the right hand of the Equation (1) is known source term in the finite domain,
for example, we consider delta function source term, s(r) = δ(r − rs), rs is finite source point. If
the c(r) = cb in whole space R3, the solution ub(r) of the Equation (1) is called incident wave in the

background media, ub(r) =
e−ikb|r−rs|

4π|r − rs| , kb =
ω

cb
, and k(r) =

ω

c(r)
. The solution of the Equation (1)

satisfies the following radiation condition,

lim
r→∞ r

(
∂u

∂n
− iku

)
= 0, (2)

and ru(r) is bounded in infinite.
2.2. Green’s Function
The Green’s function G(r, r′) of the Equation (1) satisfies

∆G(r, r′) +
ω2

c2(r)
G(r, r′) = δ(r − r′), r ∈ R3, r′ ∈ R3, (3)

and the following radiation condition

lim
r′→∞

r′
(

∂G(r′, r)
∂nr′

− ikG(r′, r)
)

= 0, (4)

and r′G(r′, r) is bounded in infinite, where r′ is the virtual source point, δ(r−r′) is the delta function.
If c(r) = cb in whole space R3, the Green’s function is called background Green’s function Gb(r, r′).
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2.3. Integral Equation
Theorem 1. Suppose that the inhomogeneous domain is finite bounded and the source point rs

is also finite, then the wave Equation (1) is equivalent to the integral equation

u(r) = ub(r)− ω2

∫

Ω

(
1

c2(r′)
− 1

c2
b

)
G(r′, r)ub(r′)dr′, (5)

where ub(r) is the incident wave on the background velocity media, G(r′, r) is the Green’s function
of the Equation (1).

Proof: To rewrite the equation (1) on the background velocity media as

∆ub(r′) +
ω2

c2
b

ub(r′) = δ(r′ − rs), (6)

Using the Green’s function G(r′, r) to time the Equation (6), we have

G(r′, r)∆ub(r′) +
ω2

c2
b

G(r′, r)ub(r′) = G(r′, r)δ(r′ − rs), (7)

Exchange r and r′ in the Equation (3), and using ub(r′) to time the Equation (3), we have

∆G(r′, r)ub(r′) +
ω2

c2(r′)
G(r′, r)ub(r′) = δ(r′ − r)ub(r′), (8)

Subtract (8) from (7), we have

G(r′, r)δ(r′ − rs)− δ(r′ − r)ub(r′) =
ω2

c2
b

G(r′, r)ub(r′)− ω2

c2
G(r′, r)ub(r′)

+G(r′, r)∆ub(r′)−∆G(r′, r)ub(r′) (9)

To integrate (9) in r′ in whole space and using the integral by parts, we have

u(r) = ub(r)− ω2

∫

SR

(
1

c2(r′)
− 1

c2
b

)
G(r′, r)ub(r′)dr′

+
∮

∂SR

[
G(r′, r)

∂ub

∂n
(r′)− ∂G(r′, r)

∂n
ub(r′)

]
ds(r′), (10)

where SR is a sphere with radius R, SR includes Ω, ∂SR is the spherical surface and r, rs is finite
point. According to the radiation condition (2) and (4), we have

lim
|r′|→∞

∮

∂SR

[
G(r′, r)

∂ub

∂n
(r′)− ∂G(r′, r)

∂n
ub(r′)

]
ds(r′) = 0 (11)

because

lim
|r′|→∞

∮

∂SR

[
G(r′, r)

∂ub

∂n
(r′)− ∂G(r′, r)

∂n
ub(r′)

]
ds(r′)

= lim
|r′|→∞

∮

∂SR

[
G(r′, r)

∂ub

∂n
(r′)− ikG(r′, r)ub(r) + ikG(r′, r)ub(r)− ∂G(r′, r)

∂n
ub(r′)

]
ds(r′)

= lim
|r′|→∞

∮

∂SR

[
G(r′, r)

(
∂ub

∂n
(r′)− ikub(r)

)
+

(
ikG(r′, r)− ∂G(r′, r)

∂n

)
ub(r′)

]
ds(r′)

≤ lim
|r′|→∞

4πr′2
∣∣G(r′, r)

∣∣
∣∣∣∣
(

∂ub

∂n
(r′)− ikub(r)

)∣∣∣∣ +
∣∣∣∣
(

ikG(r′, r)− ∂G(r′, r)
∂n

)∣∣∣∣
∣∣ub(r′)

∣∣

= lim
|r′|→∞

4π
∣∣r′G(r′, r)

∣∣
∣∣∣∣r′

(
∂ub

∂n
(r′)− ikub(r)

)∣∣∣∣ + lim
|r′|→∞

4π
∣∣r′ub(r′)

∣∣
∣∣∣∣r′

(
ikG(r′, r)− ∂G(r′, r)

∂n

)∣∣∣∣
= 0.
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Also because the c(r)− cb 6= 0 only in Ω, we have

u(r) = ub(r)− ω2

∫

Ω

(
1

c2(r′)
− 1

c2
b

)
G(r′, r)ub(r′)dr′,

this is the integral Equation (5). The sufficiency of the Theorem 1 is proved. Inversely, if the

function u(r) satisfies the integral Equation (5), taking operator ∆ +
ω2

c2(r)
on both sides of the

Equation (5), we have

∆u(r) +
ω2

c(r)
u(r) = ∆ub(r) +

ω2

c(r)
ub(r)

−ω2

∫

Ω

(
1

c2(r′)
− 1

c2
b

) (
∆G(r′, r) +

ω2

c(r)
G(r′, r)

)
ub(r′)dr′,

∆u(r) +
ω2

c(r)
u(r) = ∆ub(r) +

ω2

c(r)
ub(r)

−ω2

(
1

c2(r)
− 1

c2
b

)
ub(r) = δ(r − rs).

Because ub(r) and G(r′, r) satisfy the radiation conditions (2) and (4), from the integral Equa-
tion (5), u(r) satisfies the radiation condition (2). The Theorem 1 is proved.

3. NEW GLOBAL AND LOCAL FIELD METHOD — GL METHOD

In this section, we proposed our Global and Local field Method — GL Method as follows:

(1) The domain Ω is divided into n sub domains Ωk, Ω =
n⋃

k=1

Ωk.

(2) Let u0(r) = ub(r), G0(r′′, r) = Gb(r′′, r), ub(r) is the analytical incident wave on the homo-
geneous background media, Gb(r′′, r) is the analytical Green’s function on the homogeneous
background media. By induction, suppose that uk−1 and Gk−1(r′′, r′) are calculated in the
(k − 1)th step, we solve the Green’s function integral Equation (5) in the sub domain Ωk to
obtain Gk(r′′, r).

(3) Using the following integral formula in the sub domain Ωk,

uk(r) = uk−1(r)− ω2

∫

Ωk

(
1

c2(r′)
− 1

c2
b

)
Gk(r′, r)uk−1(r′)dr′, (12)

we calculate uk(r).

(4) The steps (2) and (3) form a finite iterations, k = 1, 2, . . . , n. The un(r) is the solution of our
GL method.

4. THE FUNDAMENTAL THEORY OF THE GL METHOD

Theorem 2. If the Green’s function Gn(r′, r) is calculated by GL method process (1)–(4) in the
Section 3, then function Gn(r′, r) satisfies

∆r′Gn(r′, r) +
ω2

c2(r′)
Gn(r′, r) = δ(r′ − r), (13)

and the radiation condition (4), Gn(r′, r) is the Green’s function of the Equation (1).

Proof: The proof of this theorem is longer and is omitted see [3].
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Theorem 3. If the solution un(r) and Green’s function Gn(r′′, r) are calculated by GL method
process (1)–(4) in the Section 3, then un(r) satisfies the following integral equation,

un(r) = ub(r)− ω2

∫

Ω

(
1

c2(r′)
− 1

c2
b

)
Gn(r′, r)ub(r′)dr′, (14)

and the far field radiation condition (2), un(r) is the exact solution of the wave Equation (1).

Proof: We use induction processes to prove this theorem. The theorem is held when n = 0.

Suppose that the integral Equation (14) is held for any m− 1, Ω̃m−1 =
m−1⋃
k=1

Ωk, we have

um−1(r) = ub(r)− ω2

∫

Ω̃m−1

(
1

c2(r′)
− 1

c2
b

)
Gm−1(r′, r)ub(r′)dr′. (15)

The mth step of the GL iteration gives

um(r) = um−1(r)− ω2

∫

Ωm

(
1

c2(r′)
− 1

c2
b

)
Gm(r′, r)um−1(r′)dr′. (16)

Upon substituting the Equation (15) to (16) for um−1(r), we obtain

un(r) = ub(r)− ω2

∫

Ωn

(
1

c2(r′)
− 1

c2
b

)
Gn(r′, r)ub(r′)dr′

−ω2

∫

n−1S
k=1

Ωk

(
1

c2(r′′)
− 1

c2
b

)
Gn(r′′, r)ub(r′′)dr′′

= ub(r)− ω2

∫

nS
k=1

Ωk

(
1

c2(r′′)
− 1

c2
b

)
Gn(r′′, r)ub(r′′)dr′′

= ub(r)− ω2

∫

Ω

(
1

c2(r′)
− 1

c2
b

)
Gn(r′, r)ub(r′)dr′. (17)

The Equation (17) is the Equation (14). We have proved un(r) satisfies the integral Equation (14).
From Theorem 2, the function Gn(r′′, r), satisfies (13) and the radiation condition (4), Gn(r′′, r)
is the Green’s function of the Equation (1). From the Theorem 1, un(r) satisfies the radiation
condition (2) and is the exact solution of the wave Equation (1). The Theorem 3 is proved.

From the fundamental Theorem 2 and 3, our GL finite iteration is independent on the order of
the sub domains. The solution un(r) of the GL method is exact solution of the wave Equation (1).

5. GL METHOD FOR THE PARABOLIC PARTIAL DIFFERENTIAL EQUATION

Our GL method is useful for solving the wave equation, it is also useful for solving the elliptic
equation and parabolic equation.

Theorem 4. Suppose that the inhomogeneous domain is finite bounded and the source point rs

is also finite, then the parabolic equation,

∆u(r)− iω

c2(r)
u(r) = δ(r − rs), r ∈ R3, (18)

is equivalent to the integral equation

u(r) = ub(r) + iω

∫

Ω

(
1

c2(r)
− 1

c2
b

)
Gn(r′, r)ub(r′)dr′, (19)
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where ub(r) is the incident field on the background media, G(r′, r) is the Green’s function of the
Equation (17) which satisfies the following radiation condition

lim
|r|→∞

∣∣∣∣∣G(r, r′)−B
e−ikb|r|

|r|

∣∣∣∣∣ = 0 and lim
|r|→∞

|r|αe−ikb|r| = 0, α ≥ 1, (20)

the solution u(r) satisfies the radiation condition

lim
|r|→∞

∣∣∣∣∣u(r)−A
e−ikb|r|

|r|

∣∣∣∣∣ = 0 and lim
|r|→∞

|r|αe−ikb|r| = 0, α ≥ 1, (21)

here kb =
√−iω

cb
, the A and B are constants independent on the space variable r.

Proof: The proof is similar to the proof of Theorem 1. Because the radiation condition (20) and
(21), the surface integral (11) going to zero. The theorem is proved.

The Theorem 2 ∼ 3 are held for the parabolic equation. The radiation conditions (20) and (21)
are stronger than (4) and (2), respectively. The detailed description of the GL method for solving
the parabolic equation and elliptic equation will be presented in our other papers.

In the proofs of the Theorem 1 ∼ 3, we used the radiation conditions to vanish the surface
integral. For clearly, we can add a small parameter diffusion term −iεωu(r) to the Equation (1)
that guarantees the surface integrals going to zero as |r| → ∞. Then we can rigorously prove the
surface integral in Equation (11) is vanished as ε → 0.

6. GL METHOD FOR SOLVING ONE DIMENSIONAL WAVE EQUATION

In the previous sections, we presented our GL method for solving 3D wave Equation (1). For
examining the method, we use it to solve one dimension wave equation.

∂2u

∂x2
+

ω2

c2(x)
u = δ(x− xs), x ∈ R. (22)

The Green’s function of the Equation (22) satisfies

∂2G(x′, x)
∂x′2

+
ω2

c2(x′)
G(x′, x) = δ(x′ − x). (23)

when c = cb the Equations (22) and (23) become their corresponding background equations.

Theorem 5. The Theorem 1 and 2 are available for the one dimension wave Equation (22) and
its Green’s function Equation (23).

Proof: The proof is similar to the proof processes of the Theorem 1 and 2. Note that for the one
dimensional case, when x → |∞|, the wave field and the Green’s function are not decay to zero,
fortunately, the boundary terms are still vanished. The Theorem 5 is proved.

7. SIMULATION OF THE GL METHOD FOR SOLVING 1-D WAVE EQUATION

7.1. Discretization of the GL Method
The discretization of the GL method for solving 1-D wave equation is as follows,

(7.1) The interval [a, b] is divided to n sub intervals which is shown in (24),

a = x1 < x2 < · · · < xk−1 < xk < xk+1 < · · · < xn < xn+1 = b (24)

(7.2) Let u0(x) = ub(x), and G0(x′, x) = Gb(x′, x) are shown in the (25) and (26),

u0(x) = ub(x) = −e−ikb|x−xs|

2ikb
, ω > 0, (25)

G0(x′, x) = Gb(x′, x) = −e−ikb|x′−x|

2ikb
, ω > 0, (26)
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By induction, suppose that uk−1 and Gk−1(x′, x) are calculated in the (k−1)th step, we solve
the Green’s function integral Equation (27) in the sub domain Ωk to obtain Gk(r′′, r). We
use our GL method to solve 1-D wave equation and obtain an excellent accurate solution. We
prove that the GL solution converges to the exact solution.

(7.3) The updating formula of the GL iteration is as follows

uk(x) = uk−1(x)− ω2

xk+1∫

xk

((
1

c2(x)
− 1

c2
b

)
Gk(x′, x)uk−1(x′)

)
dx′. k = 1, 2, . . . , n. (27)

(7.4) The un(x) is GL solution of the 1-D wave Equation (22).

7.2. The Convergence

Theorem 6. Suppose that the trapezoid integral for Gk−1(x′′, x) and uk−1(x′) in (27), the GL
numerical solution uh

n(x) converges to the exact solution when max |xk+1 − xk| = l → 0. Moreover,
we have

∣∣uh
n(x)− u(x)

∣∣ ≤ ch2, where c is independent constant on the h.

Proof: The proof of Theorem 6 is ommited.

Theorem 7. Under the conditions of Theorem 6, if the numerical Gaussian integral in the (27) is
used, then we have super convergent estimation

∣∣uh
n(x)− u(x)

∣∣ ≤ ch4.
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Figure 1: GL and exact electric wave with freq.
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Figure 2: GL and exact electric wave with freq.
1.6e8 Hz.

7.3. Simulation
We use the GL method discretization (7.1)–(7.4) to solve the 1-D wave Equation (22) in the
finite inhomogeneous interval [0, 6]. The interval [0, 6] = [0, 2] ∪ [2, 4] ∪ [4, 6], cb = 3 × 107 m/s,
c1 = 3 × 107 m/s on [0, 2], c2 = 21, 276, 593m/s in [2, 4], c3 = 17, 336, 030m/s in [4, 6], a dipole
source is located in the xs = 2, 128 frequencies are used, the minimum frequency is 1Hz, the
maximum frequency is 3.14× 108Hz. We obtained excellent wave field results by our GL method.
The GL wave and exact wave field are displayed in the Figure 1–Figure 6. The 33 nodes are used
and CPU time is 11 seconds in PC. For the high frequency wave, the GL solution are very match
to the 1-D exact wave field, but the FEM solution fails to approximate the 1-D wave field.

8. APPLICATION AND CONCLUSION

Our GL method can be used to solve ordinary differential equation and the elliptic, parabolic,
and hyperbolic partial differential equations. The 3D and 2D electromagnetic field GL modeling,
3D and 2D seismic field GL modeling, 3D and 2D acoustic field GL modeling, 2D QEM field GL
modeling and 3D flow GL modeling are developing. Our GL method is useful for EM stirring
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caster, geophysics, antenna, radar, weather, seismic wave in Earthquake, nanometer material and
materials. Biophysics, and underground flow in multiple pore media [3–10]. Our GL method is very
accurate and it is much faster than FEM and FD method, usually, it is 10 ∼ 20 times faster than
FEM method. The GL method is a self parallel algorithm and has high effective for GL hardware
configuration. Our GL method is very useful for inversion. We have been working for the GL
algorithms, software, and applications since 2002. Some recent publications of the works are listed
as the references [1–10]. Because our GL method is a primary original research work, the following
references are authors’ papers. All GL Method discover and software patent rights are reserved by
authors in GLGEO.
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Abstract— In this paper, we proposed the method for calculating the interference protection
ratio (PR) of the Advanced Television Systems Committee (ATSC) broadcasting system from
the Integrated Services Digital Broadcasting-Terrestrial (ISDB-T) broadcasting system through
the computational experiment. For this, the transmitter/receiver of the ATSC system and trans-
mitter of the ISDB-T system were modeled. By integrating those, the computational simulator
for setting up the PR of the ATSC system from the ISDB-T system was implemented. The
ATSC TV signal was regarded as the desired one and the ISDB-T TV signal was regarded as
the interfering one. In order to simplify the simulation complexity, it modeled sending/receiving
signals of the IF band instead of those of the RF band. It was assumed that one received signal
was considered in the channel modeling and there’s no Additive White Gaussian Noise (AWGN)
noise.

1. INTRODUCTION

According to the rapid development of the digital technology, the broadcasting environments are
changing into the digital television transmission including the ATSC, ISDB-T, DVB-T, etc of the
high quality and high-efficiency from the existing analog television transmission. In the transition
to digital broadcasting, the methods that can efficiently use the limited broadcasting frequency
resources are studied in many countries. Particularly, in the digital television broadcasting envi-
ronment, since the countries using the different digital television broadcasting system (for example
ATSC in Korea, ISDB-T in Japan) is positioned nearby, the interference is generated each other
and the frequencies are unable to be efficiently used. Therefore, the mutual interference effect
must be analyzed through setting up the PR which is interference allowed value between the differ-
ent broadcasting systems and the digital broadcasting channel must be arranged to minimize the
interference, then the broadcasting frequencies can be efficiently shared and used.

Until now, it is general that the field test data are used for setting up the PR between the
broadcasting systems [1, 2]. But it needs much time and cost in order to collect and analyze the
field test data. Therefore, by drawing method for setting up the PR based on the computational
simulation, it is easy to calculate the PR about the corresponding system. In this paper, we
proposed the method for calculating the PR of the ATSC broadcasting system from the ISDB-T
broadcasting system through the computational experiment. For this, the transmitter/receiver of
the ATSC system and transmitter of the ISDB-T system were modeled. By integrating those, the
computational simulator for setting up the PR of the ATSC system from the ISDB-T system was
implemented. The ATSC TV signal was regarded as the desired one and the ISDB-T TV signal
was regarded as the interfering one. In order to simplify the simulation complexity, it modeled
sending/receiving signals of the IF band instead of those of the RF band. It was assumed that one
received signal was considered in the channel modeling and there’s no AWGN. In ATSC receiver,
the symbol error rate (SER) 0.2 of the trellis decoder input signal was used as the Threshold of
Visibility (TOV) performance [3].

2. ATSC AND ISDB-T SYSTEM MODELING

2.1. ATSC 8VSB System Modeling
The ATSC system was specifically designed to permit an additional digital transmitter to be added
to each existing NTSC transmitter. The ATSC Digital Television Standard was developed by
the Advanced Television Systems Committee in the Unite States [4, 5]. The ATSC system was
designed to transmit high-quality video and audio (HDTV) and ancillary data over a single 6 MHz
channel. The ATSC Vestigial Sideband modulation with 8 discrete amplitude levels (8-VSB) system
transmits data in a method that uses trellis-coding with 8 discrete levels of signal amplitude. A pilot
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tone provided to facilitate rapid acquisition of the signal by receivers. Complex coding techniques
and adaptive equalization are used to make reception more robust to propagation impairments such
as multipath, noise and interference. It can reliably deliver about 19.39 Mbps of data throughput
in a 6 MHz bandwidth.

Figure 2 presents a functional block diagram of 8 VSB transmitter and receiver. The 8-VSB
transmitter can represent to three parts, the Forward Error Correction (FEC), the Insertion of the
sync signals, and 8-VSB modulation.

Figure 1: Functional block diagram ATSC transmitter/receiver.

Table 1: Parameters for ATSC 8VSB transmission modes.

Parameter ATSC 8VSB

Bandwidth 6MHz

Excess bandwidth 11.5%

Symbol rate 10.76 MSPS

Bits/Symbol 3

Trellis FEC 2/3 rate

Payload data rate 19.39 Mb/s

C/N threshold 14.9 dB

2.2. ISDB-T System Modeling

In this chapter, we review the ISDB-T system adopted as the standard of the digital broadcasting
in the Japanese is reviewed [6]. The ISDB-T modulation scheme, also called BST COFDM (Band
Segmented Transmission Coded-OFDM), was developed to broadcasting digital terrestrial TV with
the use of flexible modulation. The 6-MHz channel band is divided into 13 segments of width
429 kHz each. In the same channel, it is possible to transmit one HDTV signal with 64QAM
modulation and one signal of “one-segment TV for reception by a narrowband portable receiver.
ISDB-T system uses frequency band of 188 MHz∼192MHz and 2535 MHz∼2655MHz, and applies
to the frequency and time interleaving. The ISDB-T system uses RS (Reed-Solomon) code (204,
188, 8) as the outer code and the convolutional code as the inner code. The ISDB-T system
uses 4 types of modulation of DQPSK, QPSK, 16QAM and 64QAM. It is classified as the various
transmission modes according to 3 FFT modes of 2K, 4K, 8K and the combination of 4 guard
intervals of 1/4, 1/8, 1/16, 1/32. It uses the MPEG-2 Layer II, AC-3, and the MPEG-2 AAC as
the audio coding, the multiplex of the MPEG-2 mode.

Figure 2 presents a functional block diagram of ISDB-T transmitter. As shown in the figure,
a transmitter is comprised of the RS encoder, the Hierarchical Processing, the Rate Conversion,
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the Time and Frequency Interleaving, the OFDM Framing, the IFFT block and Guard Interval
Insertion, etc. In the hierarchical processing, each hierarchical layer performs the Energy Dispersal,
the Delay Compensation, the Bute Interleaving, the Convolutional encoding, and Modulation.

Figure 2: Functional block diagram of ISDB-T transmitter.

Table 2: Parameters for ISDB-T transmission modes.

Parameter ISDB-T

Bandwidth 5.575MHz

Symbol rate 8.127 MSPS

Modulation 64QAM

FEC 3/4

Guard Interval 1/16

Time Interleaver 200ms

Data rate 19.3Mbps

C/N threshold 18.9 dB

3. SIMULATION FOR PROTECTION RATIO

3.1. Simulation Method
Here, we describe the method for calculating the PR of the ATSC system from the ISDB-T system
through the computational experiment. For this, the transmitter/receiver of the ATSC system and
transmitter of the ISDB-T system were modeled. The wanted transmitter and receiver use the
ATSC 8-VSB system and the interfering transmitter uses the ISDB-T system. In order to simplify
the simulation complexity, it modeled sending/receiving signals in the IF band instead of those in
the RF band. It was assumed that channel modeling considered one received signal and there’s no
AWGN. In ATSC receiver, the SER 0.2 of the trellis decoder input signal was used as the TOV
performance.

Figure 3 shows the simulation block diagram for the protection ratio calculation for ATSC from
ISDB-T. The implemented simulation system comprises 8-VSB transmitter/receiver and ISDB-T
interfering signal transmitter. The transmitting signal moves to 5.38 MHz of the IF band after
the Random Data Generator and Up-sampling, Pulse Shaping, and the Modulation of the ATSC
8-VSB system. Next, 8-VSB wanted signal in IF band is added with the ISDB-T interfering signal,
and arrives the receiver end. Figure 4 shows the wanted/interfering signal modelling. The ∆f is
the difference between the center frequencies of interfering and desired signal and α is the relative
power between the desired and interfering signal. The PR for the ATSC system from the ISDB-T
system is measured by calculating the SER value. Figure 5 shows the flowchart for calculating the
PR.

1) Set up the ∆f = 0 and α = 1.
2) By controlling the α, find the α when the SER value becomes 0.2, that is the protection ratio

in co-channel.
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3) Change the ∆f .
4) By controlling the α, find the α when the SER value becomes 0.2.
5) Repeat 3), 4) until the ∆f is final value.
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Figure 3: Simulation block diagram.

Figure 4: Wanted/interfering signal modeling.
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Figure 5: Flowchart for calculating protection ratio.

3.2. Simulation Result

Figure 6(a) shows the SER values in case of ∆f = 0 (co-channel) and the ∆f = 2.5 MHz. In
Figure 6(b), when the SER = 0.2 the interference protection ratio, α value became about 5.65
(15 dB). This is similar to the co-channel PR for ATSC system from ATSC system.

Figure 7 shows PR values according to ∆f . The maximum bandwidth of ISDB-T, 5.575MHz is
smaller than 6 MHz of ATSC, and PR value does not change in −1 to +1 of ∆f . Except for such
case, we can confirm that the PR value decreases as the ∆f increases. Because the affect of the
interference signal is decreased as the ∆f increases, although it transmits relatively low power of
the signal, SER =0.2 can be obtained.
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(a) (b)

Figure 6: SER according to ∆f , (a) ∆f = 0 (co-channel), (b) ∆f = 2.5 MHz.

Figure 7: Protection ratios according to ∆f [dB].

4. CONCLUSIONS

In this paper, we proposed the method for calculating the PR among broadcasting systems through
the computational experiment, and calculate the PR value of the ATSC broadcasting system from
the ISDB-T broadcasting system. As the technology develops, the new broadcasting system shows
up. But whenever the new broadcasting system shows up, it is hard to find the PR through a
measurement. Therefore, by using this kind of method, it will be able to easily calculate the PR
between the new digital broadcasting systems.
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Feasibility of Defect Detection in Concrete Structures via Ultrasonic
Investigation

A. Musolino, M. Raugi, M. Tucci, and F. Turcu
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Abstract— In this paper we investigate the feasibility of a diagnostic method for the Non
Destructive Testing (NDT) for concrete structure based on the ultrasonic wave propagation.
The propagation of ultrasonic waves in solids is governed by the linear elasticity equation. The
determination of the types of waves that can propagate on a given structure is a complex matter
as they depend on the geometry, the frequency and the physical properties of the materials. The
transverse waves propagation on plane structures has been considered with the aim of locate
defects on the structure. The presence of a defect, usually a void, produces a reflected wave as
ultrasounds do not propagate in air. The analysis of the characteristics of the reflected wave is
used to localize the defect.

1. INTRODUCTION

Concrete is a composite material consisting of a binding of medium with particles like gravel, sand
etc. embedded in the construction medium. Critical concrete structures need to be evaluated
during their service to ensure that they have not deteriorated and are free from defects. Sonic,
ultrasonic and impact echo test methods are three important methods that are widely used for
non-destructive examination of concrete structures [1].

Usually these methods are used to inspect a portion of concrete structure (typically a wall or a
column) located in correspondence of the equipment. The commercial devices commonly used are
of difficult tuning with the specific structure that is under inspection; their user interfaces are not
flexible and do not allow the interpretation of the measured data. Furthermore the conventional
non destructive ultrasonic based techniques are able to inspect only a narrow zone (though deep)
near the point where the excitation is applied and as a consequence a great number of tests have
to be performed to inspect the whole structure.

By using the sonic tests it is possible to measure the transmission velocity of the elastic waves in-
side the wall from a generator of impulses (usually a servo hammer) to a receiver. Such transmission
velocity increases with the medium density, adjusting correspondingly magnitude and frequency.

Impact-echo is based on the use of impact-generated stress (sound) waves that propagate through
concrete and masonry and are reflected by internal flaws and external surfaces.

According to the relative positions between the point of the impulse and receipt, tests can be
performed for:

- direct transmission: probe and transducer are positioned in symmetrical way on the opposite
faces of the wall;

- semi-direct transmission: as above but in non-symmetrical way;
- indirect transmission: the transducer is on the same part as the sensor.

Other techniques based on ultrasounds have been introduced for destructive analysis in different
engineering fields. In particular, in the case of plants with systems of pipes, ultrasonic waves, guided
by the walls of the pipes themselves, have been used. The presence of a defect in the structure
produces a reflected wave that can be detected by properly positioned sensors. The analysis of the
waveforms of the sensors allows the localization of the defect.

The aim of this paper is to investigate the feasibility of a long distance inspection technique for
concrete structure based on the propagation of the elastic ultrasonic waves on the structure itself.
Such a technique would allow the inspection of large portions of the structure at distance from
the application of the exciting pulse thus reducing the time needed to complete the investigation.
Moreover this technique could allow the inspection of regions non directly accessible, as the elastic
ultrasonic waves propagate for long distance and deep inside the structure and can be generated
and detected by transducers and sensors that can be positioned at distance one from the other.

The paper is organized as follows: Section 2 will discuss the theoretical feasibility of the method
by considering a number of numerical simulations of the propagation of the elastic waves on a
concrete wall with defects variously positioned. Finally an algorithm for the localization of the
defects is discussed in Section 3.
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2. THEORETICAL ANALYSIS

In order to asses the validity of the method we performed a number of numerical analysis on a
sample structure shown in Fig. 1. The figure shows the upper half of a concrete wall. The reported
dimensions are in centimeters. The thickness is 15 cm. Table 1 shows the physical constant of the
concrete that we have assumed throughout the paper. The transducer is able to impose an assigned
displacement along the x-direction to a rectangular portion of the surface of the concrete wall. The
waveform of this imposed displacement is shown in Fig. 2.
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Figure 1: The analyzed concrete structure. Figure 2: Displacement imposed by the transducer.

Table 1: Concrete data.

Elasticity modulus E = 2.2E + 10 N/m2

Poisson ratio v = 0.15

Mass density ρ = 2.4E + 3 kg/m3

Damping parameters
αM = 5.0E − 04

αK = 1.0E − 08

s−1

s

Lamè parameters
µL = 9.56E + 09

λL = 4.099E + 09
N/m2

We started performing the simulation of the propagation of an elastic wave on the wall without
defects [2, 3]. Successively we examined three configurations characterized by the presence of defects
of different shapes and in different positions. Firstly we considered a defect consisting of a crack
long 10 cm and high 3 cm that passes through the wall on its entire thickness. Three positions have
been chosen; the first one at the coordinates x = 0, y = 1 (the middle of the shown portion of the
geometry), the second at x = 0, y = 1.8 (20 cm below the upper edge of the wall) and the third at
x = −0.4 and y = 1.0.

Figures 3–5 show color maps of the computed x-displacement at properly selected instants. The
effects of the presence of the defects are evident. In particular it is possible to recognize the presence
of waves that travel from the defect backward to the transducer. This effect is particularly evident
in the first two cases. All these figures provide important information on the propagation of the
elastic waves in the structure under test. In particular it is possible to locate the regions that are
“lighted” by the transducer and help in the choice of the positioning of the sensors. Obviously the
Figs. 3–5 are not available when performing a realistic measurement as they would require a huge
number of sensors for their construction while the number of sensors is used in practice seldom
exceeds ten.

Figure 6 shows the x-displacements at the points A and B as in Fig. 1 with the defect positioned
20 cm below the upper edge of the wall. These are typical waveforms of the displacements. The
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Figure 3: X-displacements at
0.78ms.

Figure 4: X-displacements at
1.08ms.

Figure 5: X-displacements at
0.78ms.

recognition of patterns similar to that shown in Fig. 2 is not possible because of the presence of
higher order modes in the propagation of the elastic waves as the thickness of the wall is comparable
with the wavelength of the excitation. However, if two points are close one to the other it is possible
to recognize the presence of a backward traveling wave.

Figure 6: X-displacements at points A and B.

sensors

YB

YA

path 1

path 2

1

2

0

2
2

0

0.5 ( )

2
4

( )/

(( )cos )/

2180 /

A B

A B

k

B A

k B A k

l y y

y y
l k t

k

t y y v

t y y v

v m s

θ

= +

+
= +

∆ = -

∆ = -

sensors trasducerpath 0

path 1

path 3 path 2

t=
1

5
 c

m

lo=71.5 cm

( )

≅

Figure 7: Multipath model of wave propa-
gation.

In the case of the presence of a forward traveling wave only it is possible to relate the two
waveforms by properly delaying the curve at point A and making it “almost” equal to that at point
B. The delay times may be evaluated by using a simple model based on the different lengths of the
multiple paths that exist between the transducer and the sensors. Fig. 7 shows the direct path and a
few other paths between the transducer and the mid point of A and B. The delay of the direct path
is ∆t0 = (yB−yA)/v, (v is the transversal velocity), that of the path ]1 is ∆t1 = ((yB−yA) cos θ1)/v
and so on. These different (decreasing) delays are assigned to different portions of the waveform
by the following rule. ∆t0 is assigned to the portion of curve that starts at time t0 = l0/v where l0
is the length of the direct path (see Fig. 7) and lasts ∆T = 0.12 ms sec (the time interval where the
excitation is not zero, as reported in Fig. 2). ∆t1 is assigned to the portion of curve that starts at
time t1 = l + 1/v ( l1 is the length of the path ]1) and lasts ∆T = 0.12ms.

The correspondence built by this rule is a piecewise constant function. Once a proper smoothing
is performed and the curve of the displacements at point A is accordingly shifted we obtain the
result shown in Figs. 8 and 9. As can be inferred by the two figures the x-displacement at point B
is a delayed replica of the displacement at point A until a time instant t̃ that is located somewhere
in the interval [t1, t2] (t1 = 1.26ms, t2 = 1.30ms). At this instant a backward traveling wave is
added to the forward one. The total distance covered by the elastic wave in the time interval from
0 to 0.5 · (t1 + t2) is about d ' v · t̃ ' 2180 · 1.28 · 10−3 = 2.79 ∼= 1.77+1.04 that equals with a good
approximation the sum of the distance of the defect from the transducer (1.77m) and the distance
of the defect to the position of point B (1.04 m).
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Figure 8: Comparison of x-displacements at points B and at
point A shifted.

Figure 9: Enlarged portion of Fig. 8.

3. DEFECT LOCALIZATION

In a more general contest the transducer, the sensors and the defect are not aligned. Let us consider
the arrangement of Fig. 10 where NS = 7 couples of sensors similar to the couple above introduced
are shown. The relationships for the evaluation of the lengths of the multiple paths and of the
time delays can be readily derived by the ones previously used. The comparative analysis of the
waveforms at each sensors couple provides a measure of the total length of the distance from the
transducer to the defect and from the defect to the sensors couple. Let Dk be such a distance for
the kth sensors couple. In an error free contest the data related to two sensors couples are sufficient
to locate the defect by performing a triangulation. In this contest where errors may affect the
knowledge of the Dk’s a different approach is used. Let (xd, yd) be the (unknown) coordinates of
the defect; (xt, yt) those of the transducer and (xk, yk) those of the kth sensors couple.

Figure 10:
Arrangement of sen-
sors.

Figure 11: Defect as in
Fig. 3.

Figure 12: Defect as in
Fig. 4.

Figure 13: Defect as in
Fig. 5.

For the kth sensors couple we write:

Fk(xd, yd) =
√

(xd − xt)2 + (yd − yt)2 +
√

(xd − xk)2 + (yd − yk)2 −Dk = 0, k = 1, . . . , NS

Because of the errors in the estimate of the Dk’s these equations cannot be simultaneously satisfied.
The least square solution is the classical approach. Here we propose a variation of this method.
We firstly consider all the possible couples (21 when NS = 7) of equations:

Fk(xd, yd) = 0
Fh(xd, yd) = 0 k = 1, . . . , NS ; h = 1, . . . , NS ; h 6= k

and evaluate the corresponding solutions.
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Subsequently we consider three equations at time (35 when NS = 7):

Fk(xd, yd) = 0
Fh(xd, yd) = 0
Fj(xd, yd) = 0 k = 1, . . . , NS ; h = 1, . . . , NS ; j = 1, . . . , NS , j 6= h 6= k

and perform a least square algorithm obtaining further solutions. We continue by considering four
equations at time and so on. A total number of 2Ns − NS solutions have been finally obtained.
Figs. 11–13 show the comparison between the effective position of the defects and the results of
the described procedure in the three examples above described. The dispersion of the results in
terms of x coordinate of the defect in the example ]2 is caused by a relatively large sensitivity of
the triangulation algorithm with respect to the measure errors when the angle taken on the defect
that spans the region of the sensors is small.

4. CONCLUSIONS

In this paper we have investigated the feasibility of a diagnostic method for the Non Destructive
Testing (NDT) for concrete structure based on the ultrasonic wave propagation. A simple but
effective algorithm based on the multiple paths propagation has been used to detect the arrival
instants of echoes from the defects on the sensors and a variation of the least square method has
been used to estimate the positions of the defects.
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Microwave Phase Interferometry for Nondestructive Testing in
Industry
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Abstract— In the paper contactless method for measurement of properties of constructional
and machine material is dealt. It discuss phase microwave interferometry. We can determine
e.g., moisture of material constructional and inner structure of material etc. via this method.
Method is realized in a frequency range from 1 GHz to 8 GHz.

1. INTRODUCTION

At present monitoring is currently implemented by a variety of sensors, such as network of optical
targets installed over the structure, strain gauges to measure deformations, collimation nets to
measure displacements, inclinometers to measure rotations. Such sensors are accurate and reliable,
but require contact with the structure to be surveyed, and information is local to the specific point
of the sensor position. In a number of situations, moreover, placing of sensors on the structure is
not possible or is too time consuming. Calibers are used in measurement of definite dimensions,
which are very expensive.

Therefore the method of microwave phase interferometry is developed. This method is contact-
less method for measurement i.e., moisture masonry, warping object or finding inner inhomogeneous
in various build of material. We can minimize the costs of place and time for compile of measured
date.

This method is used for detecting defects of optic transparent materials. But wavelength of
light is manifold smaller than wavelength in microwave spectrum that is why we can’t inquired into
material helped by optic, which they are not optic transparent.

Principle of method is to measure face of equiphase surface unknown microwave field, so that
unknown field interfere with reference field and we carry out scalar measurement of electrical field
strength in single points of interferential field. When we use for measurement matrix decoder, we
can carry out measurement in short interval. We can determine phase inquiry field from measured
values of electrical strength field in single points, so that we change phase of reference field known
for style. Then we calculate phase from measured values helped by known algorithms. Algorithms
used for evaluation are implied from optic spectrum.

2. MICROWAVE PHASE INTERFEROMETRY

Before we start measurement, we need to know strict definition of inquire material. Material must
be perfect, otherwise we cannot determine whether material is defected. Therefore it would be
preferable to create database of material, with which the measured values could be compared.
Then it can be find by experimental measurement, how to show e.g., moisture of material, bubble
of air in material or reduction and expansion dimension to distribution amplitude and phase, so
that we can detect type of defect.

Figure 1: Vector diagram.
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In the Figure 1 is described theoretic evaluation of incident plane wave to lossy material and
passage through it. Plane wave on boundary line air and lossy material is partially reflected into
air and it is partially transferred to the material, where it is absorbed. Inside material there are
multiple reflections and partially transit of wave from the material back into air. At the end of
figure are cited equations for calculation of wave on boundary line air-lossy material and lossy
material-air.

In Figure 2 we compare a shift of phase and amplitude in the case of change of width of tested
material about 2 mm.

Figure 2: Phase and amplitude with respect to frequency.

We can see, that difference of phase and amplitude between good and bad material goes up with
frequency. Red curve is for good material and green curve is for bad material.

It is evidential from simulation of electromagnetic field, that resolution of scanning phase and
amplitude is increased with increase of measuring frequency. We cannot increase frequency ad
infinitum. It is needed to define the highest frequency for every material by which part of energy
goes through measured material. We calculate this frequency from dielectric properties of material

Figure 3: Resolution on the various frequency.
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and thickness of studied material. Dielectric properties determine equivalent depth of penetration
according to formula.

δ =
1
α

=
1

|Im{k}| [m] (1)

where α is constant of specific loss, which is imaginary part of constant of dispersion k

k =
√

jωµ(jωε + σ) [m−1] (2)

7% energy goes through material in thickness of material 5δ, which should be sufficient for
detection of signal.

Resolution on single frequency is shown in next graph 3. Graph describes resolution behind the
brick on the frequency 2.45 GHz, 5 GHz, 7.5GHz and 8GHz. We can see, that distribution in brick
is horizontally and vertically symmetric.

In next figure there is a description of distribution of amplitude of electrical field strength in
front the brick and behind the brick. We can see failure of symmetry in these two cuts. In this
case defect is in left top edge.

Figure 4: Distribution of electrical field strength in the bad brick.

3. CONCLUSION

We can inquire optic non-transparent of material by the studied method. It is evidential from
simulation in simulator of electromagnetic field, that resolution of scanned phase and amplitude is
increased with increase of measuring frequency.
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A Signal Explanation for the Electromagnetic Induction Law

S. L. Vesely1 and A. A. Vesely2

1I.T.B. - C.N.R., via Fratelli Cervi 93, Segrate (MI) I-20090, Italy
2via L. Anelli 13, Milano 20122, Italy

Abstract— We suggest to interpret the electromagnetic induction as a received electric signal,
following a reasoning parallel to that of J. Clerk Maxwell that led to Faraday’s law equation.
Usually, the solutions of the entire set of equations for electromagnetism are interpreted energet-
ically. The law of induction equation in particular, was interpreted in an energetic sense by Lenz.
The interpretation we present is alternative to his one. The reason why we propose it is the con-
viction that telecommunications could take advantage of an interpretation of electromagnetism,
updated for the technologies now in use.

1. INTRODUCTION

M. Faraday calls “magneto electric induction” the coupling between a magnet and a piece of metal
wire through a vacuum, when detected as transient electric excitation at the terminals of the wire.
Before him, among other people, B. Franklin, inventor of the lightning conductor, had anticipated
a connection between electricity and magnetism. Already lightning itself can be considered an
electric transient that magnetizes metallic objects: cutlery has been said to have been magnetized
by lightning. With respect to this experience, the electric excitation observed in the laboratory
as an effect of the movement of a magnet is just a small transient. For us however, Faraday’s
experiments are more fundamental, because Maxwell was able to connect them to the knowledge
his contemporaries had. In the 19th century substantially two interpretations of the specific relation
between electricity and magnetism gained ground.

The first, that we might call [A], is more traditional for those days. This describes the magnetic
action at a distance in dynamical terms. To discuss action and reaction between magnet and circuit
it establishes the equivalence of a magnetized body and a distribution of current by providing a
magnetic representation of the electric current. According to Ampère, the magnetic dipole moment
of a circuit with respect to the origin is given by mel = 1

2I
∮

r×dl where r is the radius vector
from the origin to the point of observation and dl is an element of the electric circuit having an
oriented loop. The mechanical action of B on mel is evaluated as a torque t = mel ×B = dD/dt,
where D = mr × v is the angular moment. This formally admits an electric equivalent thanks
to the formula mel ∝ IAn, which originates from the representation of the circuits with magnetic
shells, of use for calculation of the magnetic potential according to Poisson. Here n is a versor
normal to the shell. Hence the magnetic expression for the torque becomes: dmel/dt ∝ mel ×B,
or dM/dt ∝ M × B, where the magnetization M is defined as a sum over the unit volume of
molecular dipole moments mel. H. Lenz suggested that the force due to the magnet may induce
within metals, besides the torque, also Faraday’s non-mechanical transient flow of electricity.

According to the second interpretation of induced current, [B], the magnetic field is rather an
emanation of the magnet. The electric transient at the terminals of a coil is generated in response
to a change of the magnetic flux Φ linked with it, that is dΦ ≈ d(AB), where A is the area enclosed
by the coil, and B is the flowing magnetic quantity. Whether we conceive of B as a real entity or
not, the displacement of the magnet induces in the circuit a current I exactly as would connecting
a battery: UK = −LdI/dt, with Φ = LI and L the inductance of the wire loop.

2. ON J. CLERK MAXWELL’S INTERPRETATION OF FARADAYS EXPERIMENTS

Before discussing Maxwell’s interpretation of Faraday’s experiments [1] in more detail, we must
remark that interpretation [B] suggests that the field denoted by B is a quite stationary emanation,
while the transient current measured by a ballistic galvanometer, and equated to U =

∮
Edl, is a

sudden change of its flux through the circuit according to: UK = −∂(AB)/∂t 1. The interpretation
we whish to highlight, [C], comes considering that UK signalises a not better identified reactive
status of the magnet, which is also responsible for attraction of iron. To better explain interpretation
[C] we call the current transient a measure of the magnet-coil coupling. Under this meaning, the

1While watching mutual induction coupling, it is difficult to unravel which one of two bodies is the most reactive one.
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electric coupling is picked up by the coil without involving a change in the reactive state of the
magnet2. The difference between [B] and [C] is that under interpretation [B] we assume a flux
of energy so as to compensate the effective variation of the reactive state of the wiring, while in
[C] the measure affects the wire without necessarily affecting the magnet. Maxwell introduces the
magnetic induction field B as a pure mathematical quantity identical, save for the sign, to the
measured potential drop across the receiver coil. Today we would write: B = −(

∫
UKdt)/(njA),

where nj = 1 is the number of windings per unit length. Then he presents the electrotonic or
resonating state of the magnet as a trigger for the observed transient. To avoid referring the trigger
to a potential function3, he puts the current impulse UK directly in relation with the magnet’s state.
This way B becomes electrically measurable by induction, which would not occur if by coupling
with the winding the electrotonic state of the magnet changed. Hence, Maxwell’s reasoning looks
rather in accordance with [C].

Here we are not concerned with the performance of the measurement of magnetization by in-
duction, but just with the conceptual approach. For more than a thousand years, before Ørsted,
the quality of a loadstone was measured exclusively by the mechanical attraction of iron pieces,
or by the change of direction with respect to magnetic North of a magnetized needle mounted for
example on a floating cork or on a pin. Ørsted’s discovery drew upon the fact, that an electric
wire connected to a battery changes the direction of a magnetized needle that is free to rotate
as if it were a magnet. Following this discovery, distinctions have been made between inductive
current and other types of currents4. In connection with this research, between 1878 and 1889, H.
Rowland using a vertical plate condenser, could detect a convection effect when rotating, outside
the two plates of the condenser, two dielectric discs with gold plated rings on their edges towards
the condenser, and fitted with guard-rings [2]. To detect the electric convection he used a small
astatic needle system, hanging with the lower needle symmetric with respect to the condenser. He
measured the swing obtained by switching the condenser polarity. Now, differing from Ørsted’s
method, it seems that if the needle is stably deflected under the electric action, an electric force
must be in equilibrium with the torque in the suspending wire. So it seems that a detectable electric
effect involves an energy balance with a mechanical moment. We think on the other hand that this
balance could be put equal to zero for all practical purposes. If ϑ` is the torque produced by a wire
of radius r and length `, the torsion of the wire at length ` from the fixed point is: ϑ` = ξ(`/r)
and is proportional to the angle of rotation ξ. If this satisfies Hooke’s law, the shear stress τ is
expressed by: τr = Gξ = Gϑ`(r/`), where G is the stiffness modulus. The polar torsion moment
M` relative to the centre of the wire at distance `:

M` = ©
∫∫

ds τρρ = ϑ`/`G

∫
dφ

∫
dρ ρ2ρ = π/2ϑ`Gr4/` = ϑ`C4 (1)

As can be seen, the torque ϑ` = M`/C4 is proportional to the fourth power of the radius r, with
the torsion constant C4. Thus we can balance mechanically even exceedingly small effects, by
reducing the diameter of the suspending wire. In order to compare the strength of convected
charge against that of induction current, we have to convert electrostatic into electrodynamic
units of measure. Therefore it seems that convection current is much fainter than magnetoelectric
induction proper. We must however take account that most electric measurements are very feeble,
if they are performed “electrostatically”. It is the iron core included in the experimental layout,
which makes tiny induction responses easier to detect to such an extent.

In Maxwell’s time there were various theories as to the action of a permanent magnet or of
an iron core winding. According to some, the orientation of material elementary magnets already
exhibiting those characteristics ensures that bulk matter takes on a characteristic that is specific to
the element Iron. According to others iron pieces parametrically amplify the electric effect. In any
case, if there were no radical differences between the effects produced by an electromagnet and by
a coil on its own, we could write that a current I generates the magnetic field according to Ampère:∮

Hdl = n/`I, where n and ` are the number of windings and the length of the generator coil.
However, in permanent magnets the induced magnetization always shows non-linear performance.
Hence neither the behaviour of permanent magnets nor that of electromagnets can be described by

2Under a classical logic, we do not expect that the mere information on the status of a loadstone modifies its properties.
3In Maxwell’s time scalar potentials were introduced substantially in order to deal more easily with physical quantities.
4It is not easy to propose such distinctions. For example D. Arago had proposed a magnetic rotation, that is, a magnetic

effect due to rotation of an electrostatically charged ring. Faraday could demonstrate however that the earth’s magnetism can
generate electromagnetic currents in a rotating conductor. Hence Rowland used cut conductor rings.



Progress In Electromagnetics Research Symposium 2007, Prague, Czech Republic, August 27-30 381

Ampère’s linear law. To remove all so called hysteresis effects, Maxwell reduces to the mere theory
of coils. So no magnetization effects enter his theory anymore. Only the received electric signal is
taken into account.

3. INDUCTION AT HIGHER FREQUENCIES

We considered above the equation in which Maxwell summed up the electric effect determined by
the movement of a magnet, that is, the expression for current induction in a conducting loop. To
measure the value of the induction B a ballistic galvanometer is used, given that by definition
integration is performed over the whole impulse

∫
dΦ = L

∫
dI. On the other hand today the

evolution of the voltage drop V induced in the loop due to movement of a magnet or, for that
matter, under changing load conditions of the primary winding, can be monitored in time. From
a certain time τ on, both typically decrease as to V =| Vτ | e−αt, in agreement with the theory of
linear circuits. To justify this behaviour of inductance in circuits people attribute to the conductor
a small series resistance R, so that α = R/L. If the coefficients R and L in the differential equation
are assumed real, the linear response from t = 0 on,

V (t) =

t∫

0

dt′U(t′)X(t− t′), (2)

does not oscillate. Nowadays, the technical problem of tracing in time damped signals V =| Vτ |
cos[(ω − ω0)t + ϕ]e−αt oscillating at the pulsation ω0 of a local oscillator has been solved with
the heterodyne using phase-locking. Hence we can tackle the problem of interpreting the wavy or
periodic facets of those traces.

We recall that, whatever the electric system, its stationary linear response may be calculated in
the complex number field by using the Laplace transform method of solution. In the “frequency”
domain we have:

L[V (t)] =

∞∫

0

dtV (t)e−st = v(s) = χ(s)u(s) =

∞∫

0

dt′U(t′)X(t− t′)e−st′ (3)

where u(s) is the transformed input function, and s = (α + jω) ∈ C. By comparing with (2), we
see that we are supposing X(t − t′) > 0. Again the lower integration bound can be extended to
−∞ simply by multiplying U with a step function. Insofar as the initial conditions are taken to
be zero, the transfer function χ(s) = v(s)/u(s) = χdispersion − jχabsorption does thus satisfy the
Kramers-Kronig relationships [3]. They may be written for instance as contour integrals:

χdisp(s)− χ∞ = π−1CH

∞∫

−∞
ds′χabs(s′)/(s′ − s) (4)

and

χabs(s) = −π−1CH

∞∫

−∞
ds′[χdisp(s′)− χ∞]/(s′ − s). (5)

Now, if the impedance is an analytic function, i.e., X(t) = Σcn(t− τ)n, then no problems arise in
putting the Kramers-Kronig relations together once again, i.e., χ(s) = (j2π)−1

∮
ds′χ(s′)/(s′ − s).

This integral is associated with a response χ(s) in the s-domain having one pole in the complex
plane, whether ω = 0 or not. The Lorentz-shaped curve associated to a second order differential
equation keeps in turn its familiar meaning as a system’s gain.

Now, relying on a contribution by Felix Bloch, it should be possible to recover a periodic-
transient function by resorting to first order equations. His equations concern the response of
paramagnetic or dielectric substances filling the coil of an LC-circuit, and put in a quite homo-
geneous magnetic field under suitable conditions. They are called phenomenological, because he
represents magnetization per unit volume, attributing a collective property to the system of spins,
while in general it is thought that a microscopic explanation is essential to understand what hap-
pens. Bloch’s starting point is the transposition to magnetism of the heavy rotor equation in
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agreement with the ansatz of Ampère:

dM/dt = γM×B, (6)

where γ is a positive or negative coefficient. According to this vectorial equation which, as the
corresponding mechanical one, can be geometrically visualised with Poinsot’s cones, M precedes
around the direction of B with an angular velocity ωB. Using that representation it is possible to
obtain a kinematical transformation for any rotating reference frame. The precession component
can thus be separated from the total time derivative. Its differential operator symbol is: d/dt−ω× =
∂/∂t. When the selected rotating frame is stationary with respect to the direction of M, so that
∂M/∂t = 0, the whole t-dependence is displayed by ω, the motion is periodic, and the vectorial
relationship B = −ωB/γ holds in particular. According to dynamics, in the non inertial M-
fixed frame a fictive force exactly balances the applied one. Hence a small force B1 ≡ −ω1/γ5

continuously applied to M in the frame attached to it, may be enough to produce any additional
deflection from the direction of the effective B. If ω is the angular velocity of B1 around B in
the laboratory frame, a condition | ω1 |=| ω − ωB | can be stated. In the explanation of the
electric phenomenon by analogy with the mechanical behaviour, this condition is the requisite of
a periodic electromagnetic field to appreciably affect magnetization, as evaluated by the received
electric signal. It can be seen that the modelling transposition of the rotator to electric circuits
allows a discussion of periodic electrical behaviour using a geometrical picture, to introduce Bloch’s
constant angular velocity ωB

6 When transposing the equation Bloch further hypothesises, as not
done in mechanics when considering frames in relative motion, that the initial magnetization relaxes
in time to a value M0 reaching thermal equilibrium with the lattice7 [4]. Adding the magnetization
decay to the geometric transformation, the vectorial first order Equation (6) becomes:

∂M/∂t = γM× (B + ω/γ) + α(M−M0) = M× (ω − ωB) + α(M−M0). (7)

Lenz’s statement about the non-mechanical actions of B was dismissed by arguing that at the
microscopic level electricity carriers perform a mechanical motion. Thus, there would be no need
to introduce a decaying term, and the Ampère’s expression (6) could be already considered an
exhaustive alternative to Faraday’s induction law.

4. FREE INDUCTION AS A TRANSIENT RECORD OF RESONATING STATES IN
BULK MATTER

By virtue of the undamped vibrating string equation an electric system with no externally applied
stimuli is periodic at any frequency, because normal modes are determined only by further imposing
boundary conditions on it. Actually all electrical experiments seem to agree on the need to connect
a substance to a low-loss cavity to elicit stationary electric oscillation conditions, that is resonance.
Furthermore, according to the literature, resonance is a forbidden gap for propagation of radiation.
Nevertheless to obtain experimentally steady, nearly coherent irradiation an active means must be
triggered, that can couple with its cavity once steadily excited. Again, many explanations have
been given of the reasons for the decay of the periodical pattern under resonating conditions. In
order to pick up many free echoing signals broadcast from an unfeeded system the receiver circuit
must have a narrow band-pass filter tuned and matched at the expected resonance frequency of the
cavity. We have tried to show that what is transient according to Maxwell’s formulation, is not the
state of the active means, but its coupling. Now, under resonance conditions the active material
is coupled to its resonator, but this is not the directly measured coupling indeed; and it could
be that while the activated means inside a high finesse resonator is left on its own, and until the
entire system does not irradiate (or undergo other changes), there would be no appreciable decay
of this coupling. In fact it is the transfer of power to the load — in our case the tuned receiver —
that is maximised under matched reception conditions. This can spoil the resonating system, of
course. But a receiver Q-factor much higher than is usual in mechanical and acoustic applications
is compatible with power transfer effectively nil, which we call a signal. Finally, the resonating
conditions exhibit neither linear nor periodic features. Therefore the angular frequency of rotation

5In this context this is a mere mathematical statement.
6The Larmor frequency ωL = −e/2mcB (esu) may be obtained by assuming that an electron –e rotating around a nucleus

in the reference system of the nucleus is subject to the Lorentz force K = −(e/c)v×B, and that this electrodynamic force is in
equilibrium with that in the rotating system Kω = m{ω ×ω × r + 2v′ ×ω} ≈ 2mv×ω (Coriolis force), where the precession
velocity v′ is approximately equal to v.

7Bloch takes account of relaxation using two different time constants.
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(ω−ω0) by which a damped oscillation differs from pure exponential decay in the induction equation
at non-zero frequency as we have assumed, is determined by the nominal frequency of the local
oscillator, as well as by the matching conditions to the probe of the tuned receiver. A perfectly
stationary coupling condition to the receiver at ω0 would be indistinguishable from a baseline. To
us it seems, as we have tried to show, that Rowland was in a condition to detect a signal. So was
Faraday.

5. CONCLUSION

The theory Maxwell gave of Faraday’s magneto electric induction is as simple as the signal received
from any complex phenomenon, like magnetism, can be. Using his electromagnetic representation of
electrical phenomena it is assumed — we believe — that induction decay is not a jerky phenomenon
such as lightning might be, but powerless.

The above interpretation [C] presents the induction law equation as an electric signal received
by the wire. A rising coupling between the receiving circuit and the magnet is accountable for the
effect that Faraday discovered. More generally, magnets can be replaced by whatever other object
capable of coupling. It is the coupling, not the magnet, that is under investigation. Its measure is
given by the transient excitation of the receiver.

Coupling, in the meaning used here, is a relatively new concept in science. It offers a way to
understand phenomena that apparently defy explanations based on the cause and effect paradigm.
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Abstract— This paper described the Zigzag method for solving microwave applicators for
drying of textile materials, which is based on the solving transfer characteristics of waveguide
with discontinuities. We can describe the wet textile as discontinuity by means of three quantities:
the size of reflection coefficient |ρ|, its phase angle ϕ and phase angle ψ of transmission coefficient
τ . The size of the transmission coefficient is defined by known relation ττ∗ = 1 − |ρ|2 which
results from the principle of conservation of energy. We created diagram of EM waves inside
this structure and reached the resulting expression, which is used for calculation of electric field
strength in the plane of drying textile. This quantity depends on electrical characteristics of
wet textile such as permittivity and loss factor. Measurements of these dielectric properties for
the coburg is complicated and this method makes it possible to solve our problem with dielectric
parameters. We can also describe the absorbed power in the textile in dependence on the dielectric
properties.

1. INTRODUCTION

In order to analyze microwave circuits we need to know mainly transmission capacity of microwave
lines. In this paper we shall focus in particular on the problems of waveguides with discontinuities
and applied for the evaluation of the effect of material which we want to dry by microwave energy
in the waveguide transmission line.

If we create one or more discontinuities in the waveguide, we can induce the reflection of the
desired size by them or contrary to compensate the reflection from another waveguide part. In
both cases there originate standing waves in the waveguide section of the specific length. Suppose
that only the dominant mode is propagating in the line. In addition to the deformation of the field
the reflected wave will appear in the transmission line due to waveguide discontinuity. The field
distortion can be explained by creating higher-order modes which are exponentially absorbed with
increasing distance from the place of discontinuity.

The character of discontinuity can be described by means of three quantities: the size of reflection
coefficient |ρ|, its phase angle ϕ and phase angle ψ of transmission coefficient τ . The size of
transmission coefficient is defined by a known relation ττ∗ = 1 − |ρ|2 which results from the
principle of conservation of energy. The discontinuity can also be described by the equivalent circuit
which produces reflected and transmission wave with the same values of ρ and τ . It is essential
to know accurate distribution of fields at the point of discontinuity to determine the parameters
of equivalent circuit elements of discontinuity. Deformed field in case of discontinuity can be
analytically expressed by means of such suitable infinite series that satisfy Maxwell equations with
appropriate boundary conditions. Every member of series can usually be interpreted as a “mode”.
The excited higher-order modes generate a perturbation which evokes the phase shifts differences
in both reflected as well as transmission wave and the result is transformation of impedance at
the point of discontinuity. From practical point of view the waveguide or line should transfer
energy. At a greater distance from discontinuity this transfer is accomplished by propagating
mode. Therefore, we can only consider the influence of discontinuity on this mode. It is important
to know the distribution of the far electromagnetic field if we need to determine parameters of
equivalent circuit elements [1, 2].

2. ANALYTICAL MODEL OF RESONANT APPLICATOR

We used the Zigzag method to calculate electric field intensity in a microwave drying applicator.
The applicator (Fig. 1) consists of a waveguide segment which is ended by a funnel antenna. This
part is used as a holder for magnetron which is regarded to be a source in first part of the analysis.
Next part of the applicator is formed by two parallel metal conductive plates, between which there
is moving textile right at the place with the maximum standing-wave which occurs between the
plates. This part of a system has character of transmission line.
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Figure 1: Basic scheme of the open-
resonator type applicator.

Figure 2: Chart of multiple reflection on the discontinuity of
transmission line.

In this structure also occurs a multiple reflection and in this case the discontinuity is formed by
the wet textile. Fig. 2 depicts how the individual parts of incoming wave are reflected [3].

To tune and optimize described applicator (Fig. 1) we have to reach the maximum electric filed
strength in the plane of dried textile. Working with chart (Fig. 2) we will arrive to the resulting
expression

E (l, ρ2, αtex) =
∞∑

n=0

ρn
1

(
ρ2 + τ2e

−x
)n · e−jβl(l+2n) (1)

where is ρ1 — reflection coefficient of metallic plate, ρ2 — reflection coefficient of textile, τ2 =√
1− ρ2

2 — transmission factor, e−x = e−αtex·t — component which represent absorption in textile,
αtex — attenuation factor of textile, β — phase constant of free space, l — distance between
reflective plate and textile.

Parameters ρ2 and αtex are given by dielectric properties of textile therefore we can write electric
field strength dependent on relative permittivity εtex and loss factor tan δtex as follows

E (l, εtex, tan δtex) =
e(jβl+αtex·t)

e(αtex·t+2jβl) − ρ1ρ2 · eαtex·t − ρ1 ·
√

1− ρ2
2

. (2)

Some examples of application of this equation are given in Fig. 3. We can use the Equation (2) for
schematic description of behaviour resonant applicator and effect of the textile on the applicator
resonance. In Fig. 3(a) is a chart of dependence of electric field strength on distance l for the case

(a) (b) 

Figure 3: Electric field strength in dependence on. distance l for case of resonator without textile (high
peaks) and with a sample of wet textile (a) and electric field strength in dependence on distance l and
content moisture (set of parametric curves) (b).
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of resonator without a textile (high peaks) and with a sample of wet textile (attenuated peaks).
Fig. 3(b) represents the chart of dependence of electric field strength on distance l for the case four
different volumes of moisture. We can see that the distance of parallel plate and textile is changed
in dependence on content of moisture.

During the drying process quantity of water in textile is changing. Relative permittivity and
loss tan δtex factor are decreasing with decreasing water content. As can be seen in Fig. 4(a), with
decreasing permittivity electric field strength in the textile increases and position of its maximum
does not change. This finding is very important. During drying process permittivity of textile
decreases and thanks to increase of electric field strength and efficiency of drying does not decrease
so quickly. In Fig. 4(b) we can observe dependence of electric field strength on distance l and loss
factor (εtex is constant). We can see that due to tan δtex electric field strength does not decrease
significantly but changes position of its maximum value.

(a) (b) 

Figure 4: Dependence of electric field strength on distance l and relative permittivity etex(tan δ = 0, 566)
(a), Dependence of electric field strength on distance l and loss factor tan δtex(εtex = 8) (b).

3. ANALYTICAL SOLVING OF WAVEGUIDE APPLICATOR

Waveguide applicator is waveguide with a longitudinal slot in wider side of waveguide. This slot is
situated in the middle of this side, because maximum of electric field strength is here. Waveguide
proportions choose so as to dominant mode TE10 could spread only inside to waveguide on working
frequency. Waveguide applicator is displayed on the Fig. 5. Working frequency of waveguide is
2.45GHz.

Figure 5: Waveguide-type applicator for drying of textile.

Very important property is ability of textile absorbed microwave energy. We can describe the
wet textile like loss dielectric with dielectric properties. Then we can used the equation for absorbed
power in dielectric materials

Pab (εtex, tan δtex) =
1
2
σ

∫∫∫

V

|Ey|2dV, (3)
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where is Ey electrical intensity of dominant mode TE10.
Solving of the Equation (3) we can obtain dependence of absorbed power on the different pa-

rameters. In the Fig. 6(a) we can see dependence on the both dielectric parameters. Fig. 6(b)
illustrates dependence on the thickness of the textile and its permittivity.

(a) (b) 

Figure 6: Dependence of absorbed power on dielectric properties tan δtex, εtex (a), dependence of absorbed
power on thickness t and relative permittivity εtex(tan δ = 0, 566) (b).

4. CONCLUSION

We used the Zigzag method for analysis microwave applicators for drying of textile materials, which
is based on the solving transfer characteristics of waveguide with discontinuities. The results of the
analysis show the dependence of electrical field strength on the several parameters. We described
how to change the electrical field strength in dependence on the wet textile inside applicator.
Measurements of the dielectric properties of the wet textile materials are complicated and this
method makes it possible to solve our problem with dielectric parameters. We have shown the
absorbed power in the textile in dependence on the dielectric properties and thickness of the drying
materials.
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Abstract— The paper deal with the fractal microstrip patch antennas with specific properties
based on rearrangement of current densities on their surface by means of special fractal geometri-
cal modifications. Description of physical behavior via surface current distribution and radiation
properties is discussed. Different modal analysis approaches (cavity model and the Theory of
characteristic modes) as well as full-wave simulations have been used for the simulations.

1. INTRODUCTION

Modal (eigen) solutions are being widely used in many physical areas (i.e., vibration of bridges,
solving of acoustic resonators etc.). Cavity model for microstrip patch antennas introduces an
antenna example [1]. Since the cavity model is very fast, some simplifications are introduced, i.e.,
no internal coupling is accounted in [2]. Very general approach is so-called Theory of Characteristic
Modes (hereafter noted as TCM), invented in 70’s by Harrington and Mautz [3]. Although the TCM
can provide very usefull physical information about radiation of a given structure, it has been quite
forgotten for years. In general, modal solution is obtained as set of eigen-currents (or more generally
eigen-fields) which are independent of feeding together with corresponding eigen-numbers. Because
of the Method of moments (MoM) framework, all the couplings through the radiation are taken
into account, in contrary to the cavity model. Planar fractal structures are known to may have
specific and interesting properties in terms of its modal fields. Plenty of such structures (especially
those which involve slots) exhibit special surface current distribution leading to decreasing of its
fundamental mode resonant frequency.

2. MODAL METHODS, CAVITY MODEL

The simplest approach to study microstrip patch antennas is to treat them as a 2D planar resonator
lying say in the XY plane. We therefore assume that:

- height of the patch above the ground plane is small thus only one component of the electric
field (Ez) is dominant, the others are omitted

- there is no fringing field at the boundary of the patch (i.e., the height of the patch above
the ground is small). This condition results in Neumann boundary condition for electric field
∂Ez/∂n = 0, where n is the outer normal to patch’s boundary.

- there is no feeder connected to the antenna, we are interested only in the eigen-behaviour.
- no internal coupling is assumed

Under the assumptions above we are now able to write down the scalar Helmholtz wave equation
with the Neumann boundary condition ∂Ez/∂n = 0 (this represents the ideal PMC boundary),
where n is the outer normal to patch’s boundary:

∆tEz + k2Ez = 0 (1)

and solve the PDE (usually employing FEM) for the set of eigenfields Ez,n and eigenfrequencies

fn =
c0 · kn

2π
√

εreff
, (2)

where k2
n = λn are eigenvalues. Magnetic field (which is proportional to the surface current density

J flowing on the patch) is then obtained as a gradient of the calculated electric field:

~H =
1

jωµ0
~z0 ×∇Ez (3)
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3. MODAL METHODS, CHARACTERISTIC MODES

The main framework for the TCM is well-know Method of Moments (MoM) [4], EFIE (Electric
Field Integral Equation) is usually considered:

[
L (J)−Ei

]
tan

= 0, (4)

where Ei is incident electric field intensity, J induced current density and operator L is defined as:

L(J) = jωA(J) +∇φ(J), (5)

where A and Φ are magnetic vector and scalar potential respectively; operator L has the dimension
of impedance

[L(J)]tan = Z(J). (6)

So far, this is the standard EFIE integral equation which is then solved by the MoM method at
given frequency, resulting in complex impedance matrix [Z] = [R] + j[X].

The characteristic modes are afterwards calculated by modal decomposition of the [Z] matrix,
the operator matrix equation has the following form (weighted eigenvalue equation):

[X]Jn = λn[R]Jn. (7)

The above mentioned equation could be solved i.e., by using standard methods in MATLAB (eig
function).

Modal solution has the form of (theoretically) infinite number of real eigencurrents Jn and their
associated eigenvalues λn.

Characteristic currents Jn = (Jnx, Jny, Jnz)

• Are defined as the eigenfunctions of a weighted eigenvalue Equation (7)

• Are real or equiphasal over the surface on which they exist

• Form an orthogonal set over this surface

• Depend only on shape and size of the given structure and are independent of any specific
source of excitation.

Characteristic numbers (eigenvalues) λn

• Are real eigenvalues associated to characteristic modes that determine the relative dominance
of the mode

• These eigenvalues bring information about resonance, bandwith, radiation properties (radia-
tion Q)

• λn = 0 . . . mode Jn is at resonance

• λn < 0 . . . mode Jn has a capacitive contribution

• λn > 0 . . . mode Jn has a inductive contribution

• The closer to zero an eigenvalue is, the more resonant the associated characteristic current is

Instead of λn, so-called characteristic angle αn constitute an alternative to represent the variation
of eigenvalues with frequency:

αn = 180◦ − tan−1 (λn) (8)

For characteristic angle representation, the resonance occur when αn = 180◦. Furthermore, the
slope of αn at 180◦ determines the radiation Q of the mode.
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Figure 1: Surface currents obtained by the Cavity model and TCM (left), eigenangles behavior with frequency
(right).

4. FRACTAL GENERATORS

So far, two different fractal generators were developed, using both L-System and IFS algorithms.
They are connected with the cavity model and TCM analyzers, under the MATLAB framework.
First example show modes of so-called IKS3-85 (Inverted Koch Square of iteration 3 and indentation
angle 85◦, [2]) fractal microstrip patch antenna (see Fig. 1) calculated by both methods. Patch
dimensions are 37.5 × 37.5mm. Arrows indicate main current paths, which are in quite good
agreement with the solution obtained by quasi-static (cavity model) modal method.

From the characteristic angle behavior (Fig. 1.) it is observed that first mode resonates (α1

passes 180◦) at 1.9GHz. Surprisingly, this mode has two in-phase current paths (in fact it could be
understood as a superposition of two perpendicular modes), so one main-lobe broadside radiation
pattern is expected. Moreover, electrical size of the patch at this fundamental mode is 0.225 ×
0.225λ, that is quite good size reduction when compared to classical “λ/2” unperturbed patches.
To proof that, full-wave simulation was performed, using CST-MWS. To excite the fundamental
mode, proper feeding should be employed; in our case, an L-probe parralel to patch’s edge was used
(see Fig. 2). GIL-GML1000 (εr = 3.05) substrate t = 1.55mm thick is placed under the metallic
patch. Parameters Lh and Lv were determined by optimalization. Simulated directivity is 7.8 dBi,
f0 = 1.8 GHz, BW = 3.3% for VSWR = 2.
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Figure 2: Layout of the IKS3-8 with finite ground plane and the L-probe feed and Return loss behavior.

Another study was aimed on resonant frequency of the fundamental mode variations with chang-
ing fractal iteration of the antenna but keeping occupied area constant. Characteristic mode
analysis reflects that with increasing fractal iteration the fundamental mode frequency decrease
dramaticcaly, see Fig. 3.

Second example is “Self-affine fractal antenna” (SAF) described in [5], see Fig. 4. Its structure
was easily created with our IFS fractal generator, namely the SAF-3 (3th fractal iteration) sample
was used for modal simulations. First few modes were analyzed both with the Cavity model and the
TCM. Surface current densities for first two modes and both methods are shown at Fig. 4. Resonant
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frequencies calculated with cavity model were f1 = 2.3 GHz and f2 = 4.0 GHz. Compared with
TCM, where f1 = 1.85GHz and f2 = 4.4GHz (red and green curves at Fig. 4 right), differences
aren’t crucial.
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Figure 3: Characteristic angles of the fundamental modes vs. fractal iteration.
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Figure 4: First two modal currents on SAF-3 calculated with both modal methods and characteristic angle
behavior with frequency for SAF-4.

5. CONCLUSION

Paper discussed two modal methods utilizable for simulations of microstrip patches. Both ap-
proaches were implemented in MATLAB environment and connected to developed fractal genera-
tors. Modal analysis is very useful for getting deeper physical insight of fractal microstrip patch
antennas behavior. Fast cavity model could be used for quick estimation of current shapes and
resonant frequencies and then slower (but more accuracy and catching more informations) Theory
of Characteristic Modes analysis follows.
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Algorithm for Noise Reduction in Output Signal of Race-track Core
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Abstract— The investigation of new algorithm for noise reduction in fluxgate output signal is
presented in this paper. Noise measurements have been performed on the output signal of the
race-track core fluxgate. The measured noise was decomposed into the harmonic components of
the excitation frequency, each having random amplitude and phase. A strong correlation between
these harmonic components is clearly shown from their variation in time. The algorithm for noise
reduction is proposed based on this key feature of the noise. The algorithm is based on the proper
linear combination of even harmonics in order to obtain effective suppression of the noise. This
is possible due to the fact that the signal-to-noise ratio is not the same at different harmonics.

1. INTRODUCTION

The algorithm presented in this paper has been developed for a race-track core fluxgate developed
by Jan Kub́ık [2]. The core of the fluxgate is etched from 25 micrometers sheet of amorphous
soft magnetic material VITROVAC 6025X kindly supplied by Vacuumschmelze Hanau. The core
is contained in a four layer PCB; on the PCB are also printed the paths used as excitation and
detection coil. The whole sensor is less than 1mm thick. For this work both excitation and detection
coil are connected in series, giving as a result a whole coil used to excite the core uniformly all over
its length. An external detection coil is then wire wound around the PCB [Fig. 1].

 

Figure 1: Race-track core flux-
gate [2].

 

Figure 2: Excitation current, 250 mA pk-pk, 5 kHz.

We used narrow current pulses to saturate the core, in order to achieve low power consumption.
Fig. 2 shows the excitation current measured with a current probe and an oscilloscope, when the
amplitude of the current is 0.25 A peak-peak, and the frequency 5 kHz.

2. NOISE MEASUREMENT SET-UP

The first step of this work was an accurate measurement of the noise of the output voltage of the
detection coil. The sensor was inserted into a six-layer magnetic shielding and the voltage induced
in the detection coil was sampled with high resolution digitizer NI 5911. The digitizer and the board
which provides the excitation current, were properly synchronized, in order to avoid asynchronous
sampling. The anti-aliasing filter has been characterized, so that we could take into account only
the frequencies of the noise measured in the flat range of its transfer function. The measured data
were acquired by a PC and further numerically elaborated. Numerical computation was performed
on the data sampled from the output voltage, and the even harmonics were obtained.

This method, based on digitizing of the signal, has a big advantage with respect to the classical
extraction of the even harmonics performed with a lock-in amplifier. Indeed in this way we can
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measure all the even harmonics (up to the limit imposed by the sampling frequency) at the same
time. The same result would require excessive complex measurement set-up, when performed with
lock-in amplifier.

Special care was taken about the reliability of the noise measurement. Comparison between the
noise level measured during a day and during a night time has shown that there were no remarkable
differences. Therefore we can rely on the shielding ability to remove the noise of the environment,
which is well known to change during a day. Moreover, the noise of the other devices included in
the measurement set-up was measured and proved to be negligible with respect to the noise of the
sensor. Finally we compared the obtained amplitude of the noise of the second harmonic, with the
same value measured with traditional lock-in amplifier. Both values proved to be similar. Therefore
we can derive that this method provides reliable noise measurement of all of the even harmonics
simultaneously.

3. NOISE FEATURE

Figure 3 shows the amplitude of the first 20 even harmonics, changing during the time. Basically,
the output signal was numerically processed for several consecutive periods, and for each period
the value of the even harmonics was computed. The series of these values gives as a result the
evolution of the even harmonics in the time.

Figure 3: Amplitude of the first 20 even harmonics
[V] vs. time [ms].

 

Figure 4: Amplitude of the first 20 even harmonics
without average value [V] vs. time [ms].

The amplitude peak-peak of the current was 0.3A, and its frequency 5 kHz. The sampling
frequency of the digitizer was 500 kHz. The high resolution of the digitizer (18 bits) and proper
amplification gain, made possible to achieve LBS = 1.9µV, that is small enough to measure the
noise.

We can see in Fig. 3 that all even harmonics of the output signal consist of offset component
(average value) and noise component (random variations). The amplitude of the noise at the first
20 even harmonics, evolving in time, is shown in Fig. 4 after subtracting the constant level (i.e.,
offset).

We can see in Fig. 4 how the noise of the even harmonics is strictly correlated. As an example
of the correlation between the even harmonics’ noise in Fig. 5, the 4th harmonic is plotted vs. the
2nd harmonic.

The strict correlation of the noise is the key of the algorithm presented in the next section.

4. THE ALGORITHM

Let us consider the amplitude of the x-harmonic Vx as the sum of a component Sx, which is linearly
dependent on the external measured DC field, and Nx, is the noise of that harmonic.

Vx(t) = Sx + Nx(t) (1)

In Figs. 3–4 we can see that the noise of the even harmonics is not constant in time and that
Nx is a function of time. Even if the DC external field is constant, which means constant Sx, the
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Figure 5: 2nd harmonic [V] vs 4th harmonic [V].

change of the noise in time made the measured amplitude of the xth even harmonic to be a function
of time.

Let us consider now the 2nd and the 4th harmonic, for example. If we assume N1(t) to be equal
to N2(t) [Fig. 4], we can derive that subtracting the V1 and V2 we obtain self erasing of the noise:

VOUTPUT(t) = V2(t)− V4(t) = S2 + N2(t)− S4 −N4(t) = S2 − S4 (2)

If we consider as an output signal the difference of two even harmonics we obtain noiseless signal.
The drawback of this method is the reduction of the sensitivity. Indeed the sensitivity of the output
signal calculated according to this algorithm, is equal to the difference between the sensitivities of
the input harmonics.

Table 1

Excitation current [mA pk-pk] Sensitivity of Voutput [V/T]

1000 362

900 371

800 392

700 407

600 417

500 429

400 441

300 441

200 419

100 287

In order to minimize this disadvantage we chose as inputs for the algorithm, the harmonic which
has the highest sensitivity and the second harmonic (which has usually much lower sensitivity).

The order of the harmonic whose sensitivity is the highest depends on the amplitude of the
excitation current. In Table 1 we can see the sensitivity of the Voutput, i.e., the output signal of the
algorithm, which is quite satisfying. The best results are achieved when the excitation current is
approximately 300 mA. Indeed, increasing the excitation current, the sensitivity at all the harmonics
gets higher, but the difference among the harmonics’ sensitivity decreases, and straightforward the
remaining sensitivity of the output signal decreases as well.

A possible improvement of the algorithm could be achieved using four harmonics instead of two.
For example we could calculate the output as follows:

VOUTPUT (t) = V2(t)− V4(t) + V6(t)− V8(t) = (S2 − S4) + (S6 − S8) (3)
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The sensitivity of the resulting output is obviously higher than Voutput computed only with two
harmonics. However we should consider that the self-erasing effect of the algorithm does not cancel
all the noise. Even if the noise is strictly correlated, it will not always be exactly the same for each
harmonic. The output voltage of the algorithm Voutput will have, in any case, noise equal to the
difference between the noise of the harmonics used in the algorithm. For example Fig. 6 shows the
noise of second harmonic, measured for 3000 subsequential periods, and the noise of the Voutput

computed from two harmonics.

Figure 6: Noise of the Second harmonic [V] vs. time [ms] — left Noise of the Output voltage [V] vs. time
[ms] — right.

We observed that if we use four harmonics instead of two, the noise of Voutput is increased. If
we consider the example of Eq. (3), we have to take into account the mismatch between the noise
of the 2nd and 4th harmonic, and add the mismatch between the noise of 6th and 8th harmonic.
Increasing the number of processed harmonics results in increased output noise. This shows that
the “interharmonic” noise components are not correlated.

5. CONCLUSION

The algorithm presented in this paper has been proved to reduce the noise of the output signal
of a race-track core fluxgate. The drawback is the reduction of sensitivity, which nevertheless
can be compensated for by choosing proper excitation current and harmonics for the computation
of the output. In any case, the sensitivity can be increased using more harmonics, even if the
performance of the algorithm in reducing the noise gets worse. According to the main necessity the
proper number of harmonics can be selected to be used in order to achieve better noise reduction
or output sensitivity.
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Microwave Applicator for Treatment of Atherosclerosis

Kateřina Novotná and Jan Vrba
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Abstract— Microwave angioplastic is one of the new domains of microwave thermotherapy,
which is considered for treatment of atherosclerosis. Due to dysfunction of endothelium the
sedimentation of cholesterol on a blood vessel wall can happen. This evokes its sequential closing.
Basic principle of microwave angioplastic is, that heating gained by microwave energy irradiated
into artery by microwave applicator, enables safe clear out of atherosclerotic plates in the wall of
vessel.

1. INTRODUCTION

This paper describes the design of a special applicator for microwave angioplastic. As the most
acceptable structure to create intracavitary applicator, coaxial quarter wave monopole, was cho-
sen. Described applicator was designed for two frequencies (2.45GHz, 5.6 GHz) and for numerical
modeling electromagnetic field distribution the program CST Microwave Studio was used. The
applicator in our model was inserted in to the vein with blood and surrounded by phantom of
muscular tissue.

2. THEORY

The applicator is one of the basic elements of the thermo therapeutic microwave medical device. It
decides about efficiency to transfer the high-frequency energy from microwave generator to human
body. The applicator decides about the shape and about the size of heated region too. General mi-
crowave transmission line which consists two or more conductors can transfer electromagnetic TEM
wave. Characteristics and way of propagation Electromagnetic wave depend on the parameters of
dielectric space, i.e., ε and µ.

The main advantage of the intracavitary applicator like a coaxial line is especially their efficient
geometric form, small size and relative cheep technological solution to production. Coaxial appli-
cators are often realized like a half-wave or quarter-wave monopole. These applicators are useful
for middle and higher frequencies.

Figure 1: Coaxial quarter wave monopole.

On the Fig. 1 is demonstrated the basic structure of coaxial applicator like a quarter-wave
monopole. At point of working plane is finished the outer conductor of the coaxial line and then
there is only inner conductor. The length of this section corresponds approximately of quarter of
the wave length λ on the conduction. The frequency in which will be radiated maximum power to
the biological tissue, is given with this equation

fr =
c0

λ
√

εr
. (1)
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The fundamental conception about the distribution SAR around the coaxial applicator is that the
maximum SAR is in the plane where finished outer conductor of coaxial line was. The value of
SAR falls symmetrical along the inner conductor and along the outer conductor.

3. THE DESIGN OF APPLICATOR

Designing the intracavitary applicator for microwave angioplastic it is necessary to respect the
dimension of the applicator, it has to be very thin. For the realization of the applicator we used the
special coaxial cable, RG-174/U. The applicator was designed, evaluated and optimized in software
CST Microwave Studio. It was necessary to put the applicator into the muscular tissue (Fig. 2).

Figure 2: The applicator in the vein.

4. SOLUTIONS

First goal was to obtain good impedance matching between generator and microwave applicator.
Then we studied the distribution of absorbed power (SAR) around the applicator. For the applicator
working at 2.45 GHz was there maximum of SAR at the point of termination of outer conductor
(Fig. 3). For applicator working at frequency 5.6 GHz two maxima were found (Fig. 4). This is not
acceptable for clinical application.

It was a reason why only the applicator working at 2.45 GHz was constructed and tested.

Figure 3: The distribution of SAR at 2.45 GHz. Figure 4: The distribution of SAR at 5.6GHz.

The function of the microwave applicator was experimentally evaluated by measurement of
reflection coefficient. This tested applicator had good impedance matching, −21.21 dB (Fig. 5).

Then the distribution of the temperature along the applicator was measured with IR camera.
Described applicator was placed into the phantom of muscular tissue and exposed by 50 W during
1 minute. The temperature grew to 47◦C (Fig. 6).
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Figure 5: Impedance matching.

Figure 6: The distribution of the temperature around the applicator.

5. CONCLUSIONS

This paper describes only technical solution to design the intracavitary applicator for microwave
angioplastic for treatment of atherosclerosis. In the future we plan the cooperation with doctors,
who will provide us more medical information and help us with first experiments. Because the main
goal of this project is to determine the optimal temperature for different stadium of this illness.
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Antenna Rotation Aperture Synthesis for Short-range Personnel
Scanning at mm-wavelengths

B. M. Lucotte and A. R. Harvey
Heriot-Watt University, UK

Abstract— Mm-wave interferometric synthetic aperture imagers are currently being developed
for the detection of concealed weapons and usually operate in a snapshot. We investigate the
potential of including a mechanical scanning between the scene and the array in order to reduce
the number of antennas and to ease the calibration process. We show that rotational scanning
achieves a more uniform coverage of the (u, v) plane than the linear scanning traditionally used in
RADSAR systems. We optimize rotated evenly distributed Reuleux triangle arrays for maximum
uniform (u, v) coverage with a genetic algorithm and present the improvements in the sidelobes
of the Point Spread Function.

1. INTRODUCTION

Passive and semi-passive mm-wave imaging techniques are currently receiving considerable atten-
tion as personnel scanners due to their ability to detect concealed weapons through obscurants such
as clothing [1, 2]. In comparison to conventional real-aperture imaging systems, synthetic aperture
imaging enables images to be recorded with an infinite depth of field and using an essentially planar
and sparse array. Interferometric synthetic aperture imagers have traditionally been considered for
the recording of high spatial resolution images in a single snapshot. Snapshot operation necessarily
requires a large number of antennas: this not only results in a high cost but also makes calibration
highly problematic. It is highly desirable therefore to reduce the antenna count without adversely
affecting the spatial resolution and radiometric sensitivity of the imager. We show that this can be
achieved by introducing some degree of mechanical scanning between the source and the array in
a similar modus operandus to the Earth Rotation Synthesis technique used in radio astronomy [3],
but with the added complexity of near-field operation. Since the spatial frequencies are recorded
in time-sequence the reduction in antenna count is achieved at the cost of a reduced imaging frame
rate or a reduced radiometric sensitivity.

In the first section we adapt the fundamental imaging equations and image reconstruction al-
gorithms for near-field synthetic aperture imaging [4], before considering the fundamental require-
ments of the array to adequately sample the image spatial frequencies. We then describe the
necessary trade-off between the radiometric sensitivity, the imaging frame rate and the antenna
count. In comparison to a snapshot aperture synthesis radiometer, the time-sequential recording
of nt individual images enables the number of antennas to be reduced by a factor of approximately√

nt without reduction in spatial resolution. The second section presents the advantages of rota-
tional scanning over linear scanning and describes the array optimization. The arrays are optimized
with a Genetic Algorithm (GA) [5, 6] for maximum uniform (u, v) cover after rotational scanning.
Antenna arrays that lay along Reuleux triangles achieve more uniform (u, v) coverage than other
conventional arrays (T-shape, Y-shape and circular arrays) [7]. Small random perturbations were
introduced in Reuleux triangle arrays in order to break the symmetry patterns of their spatial
frequency coverage, and were optimized with a (GA).

2. IMAGING EQUATIONS

A set of N antennas positioned in a plane are recording radiations from a source in the near-field at
a range R and with a brightness distribution TB(x, y). The correlation of the signals from antenna
n and m is the visibility function and is given by:

V (xn, xm, yn, ym) =
kB∆v√
Ω1Ω2

∫∫

S
TB

(
x′, y′

)
Knm

(
x′, y′

)
Fnm

(
∆r(x′,y′), ∆v

)
e
− j2π

λ0
∆r(x′,y′)

dx′dy′ (1)

Knm(x, y) =
1

rnrm
(Pn(x, y)Pm(x, y) cos θn cos θm)1/2 (2)

rn (x, y) =
√

(xn − x)2 + (yn − y)2 + R2 (3)
∆r (x, y) = rn (x, y)− rm (x, y) (4)
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where Fnm(∆r,∆v) is the fringe wash function and depends on the frequency response of the
antenna channels, the bandwidth ∆v of these channels and the path difference ∆r. We now
assume that artificial delay lines can be placed in any antenna channels in order to compensate
for the path difference ∆r (x̄k, ȳk) between antennas n and m and a specific point source located
at (x̄k, ȳk). The visibility function Vk (xn, xm, yn, ym) obtained by including the kth delay line to
focus on the point source at (x̄k, ȳk) is given by:

Vk (xn, xm, yn, ym) ∝
∫∫

S
TB

(
x′, y′

)
Knm

(
x′, y′

) ·

Fnm

(
∆r(x′,y′) −∆r(x̄k,ȳk), ∆v

)
e
− j2π

λ0

“
∆r(x′,y′)−∆r(x̄k,ȳk)

”
dx′dy′ (5)

The summation over the source S in Eq. (5) implies that the coherence length c/∆v of the received
signals is greater than ∆r (x, y)−∆r (x̄k, ȳk) for any (x, y) within the FoV. For a 15 GHz bandwidth
imager, the coherence length is 20 mm and limits the extend of the integration in Eq. (5) to a small
portion ∆Sk of the source S.
2.1. Image Reconstruction Algorithm
The image reconstruction is performed in two steps. First the image TBk(x, y) of the source ∆Sk

is estimated by performing the cross-correlation between the visibility function Vk (xn, xm, yn, ym)
and a function ϕ(x,y) (xn, xm, yn, ym) [4]:

TBk (x, y) =
1

N (N − 1)

N∑

n=1
n 6=m

N∑

m=1
m6=n

Vk (xn, xm, yn, ym) ϕ∗(x,y) (xn, xm, yn, ym) (6)

ϕ(x,y) (xn, xm, yn, ym) =
1

Knm (x, y)Fnm

(
∆r(x,y) −∆r(x̄k,ȳk),∆v

)e
− j2π

λ0

“
∆r(x,y)−∆r(x̄k,ȳk)

”
(7)

Then, the final image TB (x, y) is reconstructed from the smaller images TBk (x, y) as follow:

TB(x, y) =
∑

k

TBk(x, y) (8)

The next section presents the Point Spread Function (PSF) of arrays of isotropic antennas and
narrow band channels in order to characterize the antenna configuration only. The PSF at (x0, y0)
is noted PSF(x0,y0)(x, y) and is given next:

PSF(x0,y0)(x, y) =
1

N(N − 1)

N∑

n=1
n 6=m

N∑

m=1
m6=n

e
j2π

λ0

(
∆r(x,y) −∆r(x0,y0)

)

=
2

N(N − 1)

N∑

n=1

N∑

m=n+1

cos
[
2π

λ0

(
∆r(x,y) −∆r(x0,y0)

)]
(9)

2.2. Spatial Resolution and Sampling Conditions
Let us denote by u and v the spatial frequencies recorded by the interferometer, D the longest
baseline of the array, λ0 the centre wavelength of the antenna channels and R the range of the
source being recorded. When imaging in the near-field, i.e., when the condition D2/R << λ0 does
not hold, u and v can be approximated as follow:

u(x, y) =
∂

∂x

∆r(x, y)
λ0

v(x, y) =
∂

∂y

∆r(x, y)
λ0

(10)

We consider the spatial frequency umax recorded at the centre of the source by the longest baseline
D, formed of antennas with coordinates

(−D
2 , 0, R

)
and

(
D
2 , 0, R

)
. umax is given by:

umax =
1√

D2

4 + R2

D

λ0
(11)
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In the near-field of the antenna array, the visibility function expressed in Eq. (1) can be interpreted
as the projection of the source distribution onto a set of weighted interference patterns, each of
them having an orientation and a spatial frequency that varies over the source extend.

In synthetic aperture arrays, the (u, v) plane is generally not sampled on a regular grid and
therefore the aliased responses in the image will not be periodic but will introduce noise like
sidelobes with high levels. In order to maintain these sidelobes outside the synthesized map, the
maximum spacing ∆u and ∆v between spatial frequency samples (u, v) recorded at the centre of
the source must respect the Nyquist sampling requirements:

∆u ≤ 1
2xmax

∆v ≤ 1
2ymax

(12)

where xmax and ymax are the maximum off-axis position within the FoV in each direction X and Y
respectively.

In the case of a one-dimensional imager, the number of samples M required in the Fourier
interval [0, umax] is:

M =
umax

∆u
= 2xmax

1√
D2

4 + R2

D

λ0
(13)

A diffraction limited system with an aperture diameter of 0.7 m is used a reference. For a source
at a range of 2m and a centre frequency v0 = 94 GHz, the radius of the Airy disk is approximately
11.1mm and should be small enough for threat detection applications. We consider a wide Field of
View (FoV) configuration and a smaller FoV configuration. The wide and small FoV configurations
have a FoV of 53o and 30o respectively in each direction. This corresponds to a maximum off-axis
position of 1 m and 0.5 m for the wide and small FoV configurations. The number of measurements
M required to Nyquist sample a circular region (with radius equals to umax) of the Fourier plane is
approximately 146,500 and 36,500 for the wide FoV and small FoV configurations respectively.
2.3. Trade-off between Radiometric Sensitivity, Frame Rate and Antenna Count
The radiometric sensitivity achieved with a synthetic aperture imager depends on the source dis-
tribution and the redundancies in the spatial frequencies measured by the array. The radiometric
sensitivity in the nadir-looking pixel of the image of a uniform source obtained with a synthetic
aperture radiometer is given in [8]:

∆T = (TB + TR)
(

M

2∆v · τ
)1/2

(14)

where M = N · (N − 1) with N the number of antennas. TB and TR are the total brightness
temperature measured and the noise temperature of the receivers respectively. ∆v is the bandwidth
of the receivers and τ is the integration time. The number of antennas in the array can be reduced
by introducing some degree of scanning between the array and the scene while maintaining the
spatial resolution of the array. For an antenna array with N elements, an array scan including
nt different positions enables to record N(N − 1)nt samples in a time sequence. Since one wishes
to maintain constant the number of samples M in the Fourier domain, the antenna count can be
reduced by a factor of approximately

√
nt. The integration time τ can be expressed as follow:

τ =
1

nt · F =
N(N − 1)

M · F (15)

where F is the frame rate of the imager. Combining Eqs. (14) and (15) the radiometric sensitivity
can be expressed as follow:

∆T = (TB + TR)
(

F

2∆v

1
N(N − 1)

)1/2

M (16)

Eq. (16) shows that reducing the number of antennas by a factor of
√

nt is made at the cost of
a degradation in the radiometric sensitivity by a factor of

√
nt or a degradation in the imaging

frame rate of the imager by a factor of nt. Therefore there is a trade-off between the antenna
count reduction, the radiometric sensitivity and the frame rate of the imager. Figure 1 shows
the radiometric sensitivity achieved with various amount of scanning between the source and the
radiometer. Table 1 and Table 2 summarize the number of antennas associated with various
radiometric sensitivities and frame rates for the wide and small FoV configurations respectively.
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Figure 1: Radiometric sensitivity achieved by a synthetic aperture radiometer including various amounts of
scanning. TB = 300 K, TR = 500K, ∆v = 15GHz and M = N(N − 1)nt ≈ 146, 500.

Table 1: Wide FoV configuration (xmax = ymax = 1 m): number of antennas N and number of scanning
positions nt required to achieve a radiometric sensitivity ∆T and a frame rate F . The total number of
samples M is 146.5 k± 5%, the largest baseline considered is D = 0.7m, v0 = 94 GHz.

F [Hz] 0.1 1 2 4 8 10
∆T [K] N nt N nt N nt N nt N nt N nt

1 216 3
2 108 13
4 54 51 170 5
6 36 116 113 12 160 6
8 27 209 85 21 120 10 170 5
10 22 317 68 32 96 16 136 8 193 4 216 3

Table 2: Small FoV configuration (xmax = ymax = 0.5m): number of antennas N and number of scanning
positions nt required to achieve a radiometric sensitivity ∆T and a frame rate F . The total number of
samples M is 36, 500 k± 5%, the largest baseline considered is D = 0.7m, v0 = 94 GHz.

F [Hz] 0.1 1 2 4 6 8 10
∆T [K] N nt N nt N nt N nt N nt N nt

1 54 13
2 27 52 85 5
4 14 201 43 20 60 10 85 5 136 2
6 9 509 29 45 40 23 57 11 80 6
8 7 872 22 79 30 42 43 20 52 14 60 10 68 8
10 6 1221 17 135 24 66 34 33 42 21 48 16 54 13

2.4. System Design

In the previous section we have discussed the various trade-off between the radiometric sensitivity,
the frame rate of the imager and the antenna count. Arrays of various complexities require to be
optimized to minimize the sidelobes of their Point Spread Function (PSF) for a given width of the
central peak. Optimizing antenna arrays with large antenna numbers N is a complex task because
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the dimension of the search space is 2N for a snapshot array and 2Nnt when a scan is included.
Although the optimal system probably requires optimizing the array and its motion relative to the
scene altogether, we have decided to reduce the search space by considering linear and rotational
motions only.

2.5. Array Motion

Near field synthetic aperture techniques, like RADSAR and SAR, usually include a translation of
the array relative to the source plane. When antenna signals are correlated by pair, as in RADSAR,
the spatial frequency recorded by each baseline decreases as the array is translated away from the
source. This means that the (u, v) coverage of the array at any position along the scan is simply
a shrunk version, towards low frequencies, of the coverage achieved at nadir. In other words,
translating the array does not improve the coverage of high spatial frequencies. Figure 2 illustrates
this with a 30 antenna array evenly distributed along a Reuleux triangle. However, if we consider
an array in rotation around the normal to the array plane, the spatial frequencies recorded will
simply be rotated by the same angle. Figure 3 presents the same array as in Figure 2 with its (u, v)
coverage after 10 rotations by 6◦. Comparing the coverage achieved by translating and rotating the
array shows that the density of measurements at high spatial frequencies is higher with a rotation
than with a translation of the antennas. In addition, a rotational scanning may require simpler
hardware and will enable higher frame rates to be achieved.

(a) (b)

(c) (d)

(e)

Figure 2: Evenly distributed Reuleux triangle array with 30 antennas centred (a) at the source origin
(x, y) = (0, 0), (b) at the point (x, y) = (2, 0). (c) (d) Snapshot spatial frequency coverage of the array
at positions shown in (a) and (b) respectively. (e) Spatial frequency coverage achieved when the array is
translated by increments of 0.3 m up to 3 m.
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(a) (c)

(b) (d)

(e)

Figure 3: Evenly distributed Reuleux triangle array with 30 antennas (a) centred at the source origin
(x, y) = (0, 0), (b) rotated by 24◦. (c) (d) Snapshot spatial frequency coverage of the array at positions
shown in (a) and (b) respectively. (e) Spatial frequency coverage achieved when the array is rotated by
increments of 6◦ up to 60◦.

2.6. Array Design
Various approaches have been proposed to minimize the sidelobes of the PSF. One approach consists
in sampling the (u, v) plane as uniformly as possible while avoiding redundant measurements.
Uniform coverage has the advantage to minimize the width of the central peak for a given array
size, and also reduces the sidelobes level away from the central peak since they are due to holes
in the (u, v) cover. Uniform coverage of the (u, v) plane also requires an isotropic sampling, which
can be achieved by arrays in the shape of curves of constant width [7]. When antennas are evenly
distributed along curves of constant width with a rotational degree of symmetry n (invariance to a
2π/n rotation), the (u, v) cover suffers from a degree of rotational symmetry 2n. Therefore antennas
arrays distributed along Reuleux triangles (n = 3) provide the most uniform (u, v) cover among the
shapes of constant width. This configuration can be used as the starting position of an optimization
algorithm that will introduce small perturbations in order to break the symmetry patterns of the
(u, v) cover and improve the sampling uniformity. Another approach consists in bringing the worst
sidelobe of the PSF inside a given FoV below a specific threshold by using an analytical gradient
descent [9]. Arrays have also been designed to achieve a tapered (u, v) coverage. Spiral arrays have
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been shown to provide good uniformity of measurements with azimuth in the Fourier domain, and
near-gaussian radial density of measurements. Concentric multi-ring arrays also provide tapered
(u, v) cover. Such configurations have been optimized with Genetic Algorithms (GA) [10]. Given
the dimensionality of the search space, finding a global optimal configuration that does not depend
on the initial array does not seem to be tractable given the processing power currently available.
The various approaches previously described have in common that they all require a “good” initial
configuration according to a specific criteria (uniform or apodized coverage) prior to introduce small
perturbations in the array with an optimization method in order to remove the symmetry patterns
that degrade its (u, v) coverage.

Apodizing the Fourier samples degrades the Signal to Noise Ratio (SNR) in the image and

Table 3: Characteristics of the PSF of the non-optimized and optimized Reuleux triangle arrays. FWHM is
the Full Width at Half Maximum, the 1st sidelobe is expressed in dB (dB = 10Log10), and EM/ESL denotes
the ratio of the Energy in the main beam EM to the energy in the sidelobes ESL.

N nt Array type N.(N − 1).nt FWHM(mm) 1st sidelobe (dB) EM/ESL

27 52 No optimization 36504 6.7 −9.4 0.18
GA optimization 36504 6.7 −8.9 0.64

107 13 No optimization 147446 6.9 −8.5 0.28
GA optimization 147446 7 −8.5 0.72

(a) (f)

(b) (g)

(c)
(h)
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(d) (i)

(e) (j)

Figure 4: Small FoV configuration (FoV=28◦) with 27 antennas and 52 array rotations up to an angle of 60◦.
v0 = 94GHz, D = 0.7m, R = 2 m. From (a) to (e) Characteristics of a non optimized Reuleux triangle array
and from (f) to (g) characteristics of the Reuleux triangle array optimized for uniformity coverage of the
(u, v) plane. (a) and (f): Antenna positions, (b) and (g) snapshot (u, v) coverage at nadir, (c) and (h) (u, v)
coverage at nadir after rotational scanning, (d) and (i) density plot of the PSF in dB (10Log10(|PSF|)), (e)
and (j) slice of the PSF along the x-axis at y = 0 m.

therefore increases the radiometric sensitivity ∆T . Given an apodizing window, the worst case
occurs when the imager is looking at a non resolved source, like in radio-astronomy, since all the
spatial frequencies recorded contain signal information. In this case, a conventional tapering window
like the Hanning function will degrade the SNR at the image centre by a factor of 0,63. However for
typical mm-wave scenes, which contain less high spatial frequencies than radio astronomy sources,
the SNR reduction will be less significant. As a consequence, we decided to design an array that
is optimized for maximum uniform (u, v) cover, leaving the possibility of applying a taper function
on the Fourier samples to reduce the sidelobes near the central peak. The initial array consists of
a set of antennas evenly distributed along a Reuleux triangle and including a rotational scanning
up to a maximum angle of π/3 rad. Indeed, since Reuleux triangle arrays have an autocorrelation
with a degree of rotational symmetry of 6 (invariance to a rotation by 2π/6), rotating the array
further than π/3 rad only adds redundant (u, v) samples. The symmetry pattern of the spatial
frequency coverage of Reuleux triangle arrays is clearly shown on Figure 5 for a 107 antenna array.
The cost function minimized is a metric of the uniformity of the samples distribution within the
disk of radius umax. This metric is defined by considering the histogram of the nearest neighbour
distances and taking the ratio of the mean over the standard deviation. Figure 4 and Figure 5
present the results of this optimization applied on Reuleux triangle arrays. The (u, v) cover and
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PSF at the centre of scene are shown for optimized and non-optimized arrays. Two configurations
with a different FoV are considered. The first configuration, shown on Figure 4, has a FoV of 28◦
whereas the second configuration has a wider FoV of 53◦ and is shown in Figure 5. The small and
wide FoV configurations require 27 and 107 antennas respectively in order to image at a frame rate
of 0.1Hz with a radiometric sensitivity of 2 K. Note that the first sidelobe and Full Width at Half
Maximum of the PSF of the non-optimized and optimized arrays are similar, as shown in Table 3.

(a) (f)

(b) (g)

(c) (h)

(d) (i)
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(e) (j)

Figure 5: Wide FoV configuration (FoV=53◦) with 107 antennas and 13 array rotations up to an angle of
60◦. v0 = 94 GHz, D = 0.7m, R = 2 m. From (a) to (e) Characteristics of a non optimized Reuleux triangle
array and from (f) to (g) characteristics of the Reuleux triangle array optimized for uniformity coverage of
the (u, v) plane. (a) and (f): Antenna positions, (b) and (g) snapshot (u, v) coverage at nadir, (c) and (h)
(u, v) coverage at nadir after rotational scanning, (d) and (i) density plot of the PSF in dB (10Log10(|PSF|)),
(e) and (j) slice of the PSF along the x-axis at y = 0 m.

However the level of other sidelobes is greatly reduced with the optimized arrays. This is shown
by the ratio of the energy in the main beam to the energy in the sidelobes, which is increased by a
factor of 2.6 and 3.7 for the 27 and 107 antenna arrays respectively.

3. CONCLUSIONS

Recording nt images in a time-sequence with an interferometric synthetic aperture array in motion
relative to the scene enables to reduce the antenna count by a factor of

√
nt at the cost of a

degradation in the radiometric sensitivity by a factor of
√

nt or a degradation in the imaging frame
rate of the imager by a factor of nt. We have presented the advantages of rotational scanning over
linear scanning of the array in terms of spatial frequency coverage efficiency and imaging frame
rates. We describe two arrays operating at 94 GHz with a bandwidth of 15GHz and a largest
baseline of 0.7m, imaging a scene at a range distance of 2 m with a radiometric sensitivity of
2K at a frame rate of 0.1 Hz. Rotating arrays of 27 and 107 antennas are designed to image a
FoV of 28◦ and 53◦ respectively. This represents an antenna count reduction by a factor of 3.6
and 7.1 compared with a snapshot system. Arrays have been optimized with a genetic algorithm
for maximum uniform (u, v) coverage at nadir, starting with evenly distributed Reuleux triangle
arrays. Comparing the PSF of evenly distributed Reuleux triangle arrays with the PSF of the
optimized arrays we conclude that the optimization maintain the first sidelobe to its initial level,
−9 dB and −8.5 dB for the 27 and 107 antenna arrays respectively, but greatly reduces the level of
other sidelobes. This improvement can be quantified by the ratio of the energy in the main beam to
the energy in the sidelobes, which is increased by a factor of 2.6 and 3.7 for the 27 and 107 antenna
arrays respectively. Finally we conclude that the concept of aperture rotation synthesis has the
potential of reducing the number of elements by a factor of 10 for mm-wave imaging applications
where low frame rates of the order of 0.1 Hz are acceptable.
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Abstract— The excitation of a novel single mode in the negative µeff area is studied for
rectangular patch antenna printed on magnetized ferrite substrates or tuned by a ferrite inclusion.
In all cases the DC magnetic field is considered perpendicular to the substrate plane. The ferrite
inclusion-post shape is considered either cylindrical or rectangular. Numerical simulation results
reveal the existence of this novel resonating mode inside the negative µeff area for both the
rectangular microstrip patch printed on ferrite substrate or tuned by a rectangular ferrite post.
Also, the input impedance characteristics of these patch antennas are studied.

1. INTRODUCTION

A number of published works (e.g., Pozar [1]) show that in the case of patch antennas printed
on transversely magnetized ferrite substrates, there is a cutoff frequency range where there is not
any propagating mode in the substrate below the radiator. In this range the effective permeabil-
ity µeff of the ferrite is negative, so the corresponding wavenumber becomes imaginary leading
to an evanescent mode. The resonant frequency of circular and ring patch antennas printed on
transversely magnetized ferrite substrate was analytically studied in our previous works [2, 3]. The
analysis was performed using the perfect magnetic walls approximation and the ferrite losses were
also taken into account. Closed form expressions were given for all the geometries studied. By
including ferrite losses in our analysis and with the proper mathematical handling of the involved
Bessel functions, the solution of the characteristic equation in the negative µeff area became possible
revealing a novel single propagating mode. There is only one similar work published in the litera-
ture reporting on this mode as propagating in a grounded ferrite substrate [4]. Baccarelli et al. [4]
have also considered a lossy ferrite substrate, but biased with an HDC parallel to the ground plane.
Assuming propagation along the substrate, but in a direction transverse to the HDC , they indeed
found a single mode denoted as TE1+ in the region of negative µeff .

Our previous studies on axially symmetric patches proved that the novel mode exists in the
negative µeff range independent of the specific patch shape or the tuning ferrite inclusion. This
observation motivated us to study the rectangular patch printed on transversely magnetized ferrite
substrate and the same patch tuned by a circular or rectangular ferrite post. Thus, the aim of
the present work is to identify the existence of any resonant mode in the negative µeff range, for
rectangular patch radiators.

2. RECTANGULAR PATCH ANTENNA

The first geometry studied is the rectangular patch antenna printed on a ferrite substrate trans-
versely magnetized at saturation, as shown in Fig. 1. The YIG Al doped type “GA-65” of Ferrite
Domen is used for the ferrite substrate with 4πMs = 650Gauss, εrF = 14.2 and ∆H = 45Oersted.
The whole geometry is inside a DC magnetic field perpendicular to the ferrite substrate plane.
The existence of the resonant mode inside the negative µeff region is investigated using the Ansoft
HFSS [5] software, which employs the finite element method to analyze random three dimensional
geometries. The main reason for choosing this software is that ferrite losses can be taken into
account.

The coaxial probe was preferred for the antenna feeding, because it has the least effect on the
printed patch geometry. Moreover, the complex input impedance of the antenna can be easily
matched by changing the feeding position. Fig. 1 also shows the position of the coaxial connector
which feeds the microstrip patch.

The graph of Fig. 2 shows the resonant frequency of the rectangular patch antenna printed on
a ferrite substrate versus the DC magnetic bias. Both sides of the microstrip patch are 10.6mm
and it was designed to cover the 800, 900 and 1800 MHz frequency bands. This can be achieved
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2

Figure 1: Geometry of rectangular patch antenna printed on transversely magnetized ferrite substrate.

by switching the antenna resonant frequency through the DC magnetic bias. The shaded area of
Fig. 2 represents the negative effective permeability µeff . It is clear from the graph that the second
resonating mode, does not vanish when it reaches the negative µeff boundary, but it continues to
propagate inside the negative µeff region. This behaviour is exactly the same as for the case of the
circular microstrip patch antenna printed on a transversely magnetized ferrite, which was studied
in our previous work [2, 3]. Since ferrite losses are taken into account, revealing the existence of this
novel mode is exactly what we expected. The justification of this mode based on the assumption
of [2, 3] that the field below the radiator can be expressed as a superposition of right and left hand
circularly polarized modes, falls outside the scope of the present work. However this can be an
interesting subject for a future investigation.

The input impedance is a very important characteristic since it defines the antenna band-
width. In order to further investigate the resonating mode inside the negative µeff range, the input
impedance of the antenna at such a resonant frequency is studied. The graph of the rectangular
microstrip patch antenna input impedance versus frequency is shown in Fig. 3. The geometry is
the same as that of Fig. 1. The center of the coaxial feed inner conductor is placed 1.1 mm from
the patch edge. This position of the coaxial connector yields a 50Ohm maximum input resistance
for the second resonating mode, inside the negative µeff area and for H0 = 800Oe. The resonant
frequency of the antenna is 3.61GHz, while the 3 dB bandwidth of the antenna is 1.52 percent.
The input reactance at resonance is −12Ohm. The above characteristics imply that the behaviour
of the mode resonating inside the negative µeff area is similar to any other resonating mode of a
rectangular microstrip patch printed on a transversely magnetized ferrite substrate.

3. RECTANGULAR MICROSTRIP PATCH ANTENNA TUNED BY A RECTANGULAR
FERRITE POST

The main idea here is to design an antenna that retains the benefits from the use of ferrite substrate,
like the control of the resonant frequency, offering at the same time less weight and losses. To
accomplish this, the geometry of the rectangular patch printed on a dielectric substrate is used,
only a part of the dielectric at the centre, underneath the patch, is substituted by a ferrite post. The
shape of the ferrite post can be either rectangular, circular or ring shaped. In the design example
presented here, the ferrite post is considered rectangular, similar to the shape of the patch. The
antenna of Fig. 1 covering the 800, 900 and 1800 MHz frequency bands, is designed again using
a 0.5 ratio of ferrite to patch dimensions. The ferrite post is embedded in a dielectric substrate,
which for the studied patch antenna is the Rogers type TMM-10, with εr = 9.2 and tan δ = 0.0022.

The resonant frequency of the rectangular ferrite post tuned antenna versus the DC magnetic
bias is shown in Fig. 4. First, it is clear that the second resonating mode still enters the negative
µeff area. Second, the control of the resonant frequency through the DC magnetic field is preserved,
at least for the first resonating mode, even though the ferrite material volume is reduced to the 25
percent compared to the case of the antenna printed on a purely ferrite substrate. The curve of
the second resonating mode shows that the resonant frequency is almost unchanged with the dc
magnetic field. However, the same phenomenon was observed in the study of circular patches [2, 3]
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Figure 2: Resonant frequency versus DC magnetic bias of a rectangular patch antenna printed on transversely
magnetized ferrite substrate.

Figure 3: Input impedance of rectangular patch printed on transversely magnetized ferrite substrate.

and it was clearly proved that the resonance control-sensitivity can be greatly improved if a dielectric
with lower dielectric constant is used. An identical behaviour is expected for the rectangular patch
radiator.

Finally, another important advantage of the ferrite post tuned antennas is that the coaxial
connector position can be shifted outside the ferrite. Since ferrites are hard to drill, it is very
convenient if the feeding position is located in the dielectric part of the substrate.
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Figure 4: Resonant frequency of rectangular patch tuned by a transversely magnetized rectangular ferrite
inclusion.

4. CONCLUSION

The resonating mode inside the negative µeff area was investigated for the rectangular microstrip
patch antenna printed on a transversely magnetized ferrite substrate. Numerical simulations were
performed using the Ansoft HFSS software, which provides the ability to include ferrite losses in
the analysis. All the numerical results presented here were expected according to the analysis of
the circular microstrip patch antenna printed on a transversely magnetized ferrite substrate which
was thoroughly studied in our previous work [2, 3]. Results for all the cases studied, show that the
investigated mode is excited even when small ferrite losses are considered. Besides the resonant
frequency, a study of the input impedance versus feeding position is also presented. A theoretical
explanation of the observed novel mode constitutes a challenging future research task.
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Abstract— In the present work a Neural Network (NN) procedure for the design of Electromag-
netic Band-Gap (EBG) structures with attributes useful to diversity antenna systems is proposed.
EGB lattices which have the property to reflect, at the same frequency, x- and y-polarized waves
via a 180 degrees phase difference are designed. The employment of EBG structures as reflec-
tion surfaces in dipole antenna systems yields results that prove the capability of the system to
transmit or receive effectively, circularly polarized waves even if a single linear dipole is used.

1. INTRODUCTION

The signal fading in the mobile radio environment causes severe reception problems. Various tech-
niques, such as, space, polarization, frequency or time and field component diversity are employed
to reduce this effect. The most commonly used ones are the space and polarization diversity, due
to their benefits. All the aforementioned techniques must not be applied at the cost of a complex
or bulky radiating system. From this side of view the polarization diversity offers great advan-
tages, especially to mobile stations’ antennas. Low profile antennas using Electromagnetic Band
Gap (EBG) printed structures have been proposed for polarization diversity antenna systems. The
EBG lattices, unlike normal conductors, do not support propagating surface waves because the
currents which flow in their textured metallic surface are very low and it means that the EBG
performs as a perfect magnetic conductor (PMC). Therefore if an antenna is located in front of
the EBG surface, its currents and their images are in phase and the theoretically expected phase
inverse of the reflected field, as in the case of a perfectly conducting surface, does not occur. This
property permits a source current to be positioned very close to the EBG surface, without the
fields, produced by the source current and its image, to cancel each other. Thus the EBG can
function as a unique new type of ground plane for low profile antennas [1–4].

The interesting property of an EBG surface is that the reflection phase varies continuously from
180◦ to −180◦, versus frequency, instead of 180◦ for a perfect electric conductor (PEC) and 0◦ for
a (PMC). This property should be useful in various applications e.g., a properly designed EBG
surface could reflect a x-polarized wave with +90◦ phase shift, while a y-polarized one with a −90◦
phase shift. Due to this behaviour, even a single linear dipole antenna, positioned very close to
this polarization dependent EBG (PDEBG) surface can effectively receive or transmit circularly
polarized waves [5, 6].

The main problem of the entire mechanism is that the ±90◦ phase shifting does not generally
occur at the same frequency. In the present work a Neural Network (NN) procedure for the
design of EBG structures with pre-specified attributes is presented. The procedure focuses to the
determination, via the NN-based algorithm, of the appropriate structural parameter values of the
EBG lattice, in order to reduce the difference between the frequencies fx

90◦ and fy
−90◦ at which

the ±90◦ reflection phase for x- and y-polarized waves is observed. The results extracted by this
procedure are applied to a linear dipole antenna system. The antenna’s operational characteristics,
ascertained via simulation, prove the validity of the NN-based proposed procedure.

2. FORMULATION

The EBG structure under design is illustrated in Figure 1. The dielectric constant of the substrate
and its height are εr = 2.2, h = 3.175mm (Rogers RT/duroid 5880). The values of L, W , gx, gy are
the unknown parameters of the problem and are the ones that the proposed NN-based methodology
has to determine under the constrain, the frequencies fx

90◦ and fy
−90◦ to coincide. A Multiple Layer

Perceptron NN [7, 8] was composed and was trained via the Back-Propagation algorithm. The NN’s
input layer accepts information of the EBG’s geometry. It includes two nodes to which the values
of the parameters L and g are presented (the initial consideration is that L = W and gx = gy = g).
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The output layer of 5 nodes, accepts the values of the frequencies f135◦ , f90◦ , f45◦ , f0◦ , f−45◦ , f−90◦ ,
coming from the respective EBG structure the geometry of which was presented to the input of
the NN. In this way a mapping between the EGB geometry and its operational characteristics is
established. Two hidden layers, each one including 100 nodes were used. These numbers were
chosen under the criterion of the best convergence of the NN-algorithm.

W

gy

L gx

Figure 1: The geometry of the EBG structure.

A training set of 23 pairs of input-output set of values was created by simulation of the respective
EBG lattices via the Optimetrics Tool of the HFSS software. By the same process a test collection
of 22 input-output pairs of data was created for the valuation of the NN’s performance. In the phase
of the generalization, the best results, were obtained with an epoch size equal to 1500 and using as
activation function the log sigmoid function, logsig(n) = 1/(1 + exp(−n)) and the linear function,
purelin(n) = n for the hidden and the output layer, respectively. Two performance functions were
used for the training of the NN a) the typical MSE (Eq. (1)) and b) the MSEREG (Eq. (2)) coming
from the modification of the MSE by the addition of a new term that consists of the mean of the
sum of squares of the network weights and the biases

MSE =
1
N

N∑

i=1

e2
i =

1
N

N∑

i=1

(ti − ai)
2 (1)

where N is the number of the output layer nodes, ti is the ith output node value and αi is the
respected value of the training set, which is presented to this node

MSEREG = γMSE + (1− γ)


 1

n

n∑

j=1

w2
j


 (2)

where γ is the performance ratio.
The MSEREG function causes the NN to have smaller weights and this forces the network

response to be smoother and less likely to overfit. The best generalization was achieved using
γ = 0.75.

Four NN-configurations were used a) in the first one, named NN1, the MSE function was used
and 103 iterations were made b) in the second one (NN2), the MSEREG with γ = 0.75 was used
and 103 iterations were made c) the other two configurations (NN3 and NN4) were similar to the
NN2 while in these two cases the number of iterations was dependent on a maximum threshold
for the mean square error, defined equal to 0.1. The performance of all four NN procedures is
analytically presented in Table 1.

The inverse problem, that is to synthesize the EBG surface with the appropriate geometry in
order fx

90◦ ' fy
−90◦ , if the frequencies fx

90◦ and fy
−90◦ are pre-specified, is the requirement in the

design of an antenna diversity system. Using the above mentioned NN- procedures a large number
(10201) of pairs of sets (L, W , gx, gy) and the respective sets (f135◦ , f90◦ , f45◦ , f0◦ , f−45◦ , f−90◦) were
created. A computational algorithm based on the above results, was developed in the MATLAB
software and yields a) the values of L, W , gx, gy and the ratio ∆f/fo (where ∆f = fx

90◦ − fy
−90◦)

if the frequency of operation fo and the approximate values of gx, gy are given, b) the values L,
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Table 1: Results of the NN-procedures’ performance. The mean |error| is calculated by the difference between
the results yielded by the NN and the respected desired ones.

Configuration
Performance

Function
Iterations

Mean |error|
Training set

Mean |error|
Test set

NN1 MSE 103 3.5 10−8 4.86 10−2

NN2 MSEREG 103 2.135 10−2 3.248 10−2

NN3 MSEREG 118 2.189 10−2 3.642 10−2

NN4 MSEREG 4 1.637 10−2 3.656 10−2

W , gx, gy and the precise ratio ∆f/fo, if the frequency fo and a maximum permissible value for
∆f/fo are given and c) the values L, W , gx, gy if the frequency fo, the ratios gx/L and gy/W and
a maximum permissible value for ∆f/fo are given. The above procedure is graphically presented
in Section 3.

3. RESULTS

In this section results for EBG synthesis along with results for the performance of a linear dipole
antenna in the vicinity of a designed EBG, are presented. In Figure 2 the ratio ∆f/fo as a
function of L/W for gx = gy = 0.04λo are shown. For comparison reasons results for all four NN-
configurations are presented. It is proved that the ratio ∆f/fo tends to zero, that is fx

90◦ ' fy
−90◦ ,

for 0.8 < L/W < 0.9. Inside this region, the results of all the NN procedures coincide and it was
ascertained that the region is almost independent from the values of g. The results of Figure 3
illustrate the exact values of L and W , which the EBG must have in order to reflect the x- and
y-polarized waves with +90◦ and −90◦ phase shift, for several values of gx = gy = g. By this
graph the exact values of L and W for specified values of g and fo can be found. If for example
fo = 2 GHz and the desired value of g is equal to 0.01λo then L must be equal to 0.031 m (point A)
and W = 0.036m (point B). If the desired value of g is equal to 0.005λo then L = 0.415m (point
C) and W = 0.049 (point D).
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Figure 2: The ratio ∆f/fo versus L/W for gx =
gy = 0.04λo at 2.1 GHz.
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Figure 3: L and W values versus frequency for reflec-
tion of x-waves with a +90◦ phase shift and y-waves
with −90◦.

In Figures 4 to 7, results for the performance of a low profile linear dipole antenna in front
of an EBG, are presented. The antenna system operates in the UMTS frequency band and was
designed at fo = 2.1GHz. The EBG reflection surface was synthesized via the NN2 procedure and
is composed of a 8×6 planar patch array, positioned on the xz-plane. The size and the spacing of the
printed elements are: L = 44 mm= 0.308λo, W = 38.5mm= 0.269λo, gx = gy = 4.5 mm= 0.0315λo

and they are textured on the dielectric substrate which is the Rogers RT/duroid 5880, with height
h = 3.175mm= 0.0222λo. The dipole, of length Ld = 58mm= 0.41λo, is positioned in parallel
to the EBG surface, at a distance hd = 4.42mm= 0.031λo. The performance of the EBG was
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Figure 4: The difference between the reflection
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Figure 5: Reflection coefficient at the input of the
dipole positioned in front of the EBG.

checked via simulation. In Figure 4 the difference between the reflection phases of x- and y-waves
is presented. It is shown that this difference remains greater than 140◦ in the entire UMTS band. In
Figure 5 the reflection coefficient at the feeding input of the dipole for different dipole’s orientations
with respect to x-axis, are illustrated. For all three orientations |S11| < −10 dB in the entire UMTS
band and the frequency bandwidth is ∼ 13%. Moreover a number of frequency regions at which
|S11| is smaller than −10 dB appear, coming from the strong coupling between the dipole and the
EBG due to their close proximity.

The radiation characteristics of the system are presented in Figures 6 and 7. The magnitude of
the axial ratio of the radiated field on the main planes (Figure 6) is less than 3 dB in the UMTS
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Figure 6: Magnitude of the axial ratio of the radiated field on the main planes. Dipole’s inclination, 45◦.

(a) (b)

Figure 7: (a) Axial ratio, (b) phase difference between Eθ, Eϕ versus θ and ϕ at 2.1 GHz. Dipole’s inclination,
45◦.
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downlink band. The axial ratio variation, on the main planes, is depicted in Figure 7. Its magnitude
is less than 5 dB in a range of ±15◦ around the ϕ = 65◦ and ϕ = 115◦ directions on the xy-plane
while on the yz-plane it remains less than 5 dB in the range from θ = 15◦ to θ = 75◦ and from
θ = 105◦ to θ = 165◦.

4. CONCLUSION

In the paper a NN-based methodology is introduced for the design of EBG conducting surfaces
appropriate for low profile polarization diversity antenna systems. The target of the composed
algorithm is to calculate the proper geometry of the EBG in order it, to reflect the x- and y-
polarized waves with +90◦ and −90◦ phase shift at the same frequency. A low profile antenna, of a
single linear dipole in close proximity to an EBG surface designed by the proposed procedure, was
composed for the UMTS frequency band. The results show that the dipole can effectively receive
or transmit circularly polarized waves.
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Abstract— A new Direction of Arrival (DoA) estimation method based on Neural Networks
(NNs) is presented. The proposed NN-DoA procedure is especially designed for a Switched-Beam
System (SBS), whose basic component is an 8× 8 Butler Matrix (BM). The technique is simple
and appropriate for real time applications. Simulations of DoA estimation tests show accurate
results even for a big set of simultaneously incident signals.

1. INTRODUCTION

DoA estimation for signals impinging on an antenna array is a very important issue for wireless
communications. Several methods have been proposed and developed concerning DoA finding in
wireless systems [1–3]. The most widespread methods are the so-called subspace ones and the most
popular algorithms amongst them are the MUSIC [4], the ESPRIT [5] and their variants. The
implementation, [6], of the above super resolution algorithms is quite complicated and computa-
tionally intensive. Also, the signals have to be uncorrelated and there is a need for many signal
snapshots. A faster DoA estimation algorithm is proposed in [7]. It is based on a pseudocovariance
matrix and a small number of signal snapshots. In all the aforementioned techniques, for an N
element array, the relation M ≤ N should be satisfied for the discrimination of M incident sig-
nals. Recently the Matrix Pencil (MP) method, [8, 9], has been introduced for DoA estimation
purposes. Its main advantage is that it uses a single snapshot of the input signals, and there-
fore the computational time is reduced. However, accurate DoA finding can be made only for
M ≤ (N + 1)/2 simultaneously incoming signals. Neural Network (NN) DoA estimation methods
constitute a new sort of DoA finding procedure, [10–12]. The NN methodologies are based on the
mapping between the signal autocorrelation matrix and the angles of arrival. Since they do not
perform eigen-decomposition processes, they are found to be faster than the conventional super-
resolution techniques. The majority of DoA estimation algorithms concern adaptive array systems,
which perform either digital or analog beamforming. In most works digital beamforming is applied.
However, in [13, 14] analogue beamforming architectures are presented proposing DoA finding for
parasitic arrays. In this paper, a NN based DoA estimation method for a SBS system is presented,
called the NN-SBS method.

2. BRIEF DESCRIPTION OF THE SWITCHED-BEAM SYSTEM

A smart antenna system that relies on a fixed Beam Forming Network (BFN), instead of a series of
adaptive array processors, is called Switched-Beam System (SBS) [1]. In a SBS, a switch is used to
select the best beam of receiving a particular signal, from a number of fixed beams. Such systems
are quite popular, because they offer many of the advantages of the fully adaptive systems at less
expense and complexity.

The radiating part of the SBS used in the present work is a linear array of eight, λ/2 spaced,
microstrip patches structured on a single dielectric layer with substrate of εr = 2.2 (λ is the carrier
wavelength).The array is fed by an 8 × 8 Butler Matrix, [15], and the entire system operates at
2.4GHz. The input ports of the BM are connected to a switching network that performs beam
switching using SPDT (Single Pole Double Throw) switches. The simulated radiation pattern of
the described structure is shown in Figure 1.

3. DOA ESTIMATION METHOD AND NEURAL NETWORK TRAINING

The proposed DoA estimation method is based on the application of strict power control at the mo-
bile stations and on the a priori knowledge of the number of simultaneously incoming signals. Due
to power control, all signals are received at the base station with the same power level. Therefore,
the contribution of each signal to the total measured power depends only on its angle of incidence.
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Figure 1: Radiation pattern of an eight patches SBS.

The input power coming from each beam is measured through an appropriate meter connected to
the switching network.

Consider a random set of N signals arriving in a 120◦ sector from angles ϕi, i = 1 . . . N ,
−60◦ ≤ ϕi ≤ 60◦. The angles compose a vector ϕ = (ϕ1, ϕ2, . . . , ϕN ). If beam switching takes
place, each one of the eight beams Pj gives a total power Ptj , j = 1 . . . 8, where:

Pt1 = P1(φ1) + P1(φ2) + . . . + P1(φN )
Pt2 = P2(φ1) + P2(φ2) + . . . + P2(φN )

. . . . . . . . . . . . . . .

Pt8 = P8(φ1) + P8(φ2) + . . . + P8(φN ) (1)

Equation (1) gives a power vector P = (Pt1, Pt2, . . . , Pt8), thus a mapping between P and the
corresponding vector ϕ is established. Our aim is to utilize this mapping to accomplish DoA
estimation, based on neuro-computational techniques. A set of M angle vectors ϕm is created,
each one composed by randomly selected N angles of arrival. The index m denotes the mth angle
vector. The random angle values are equal to integer multiples of ∆ϕ, within the prespecified
angular range. The value of the step angle ∆ϕ was defined equal to 0.5 degrees. A collection of
randomly created pairs (ϕm, Pm) is generated that is used as training set for the NNs. The number
of pairs is M = 3000 or M = 4000. Considering the entire set of different possible vectors ϕm, the
training set volume is very small. This shows the effectiveness and the generalization capabilities
of a properly trained NN.

Multilayer Perceptron (MLP) NNs are used, [16], composed by: 1) an input layer of eight
nodes which is fed by the vectors Pm, 2) an output layer of N nodes that gives the corresponding
vectors ϕm, and 3) one or two hidden layers. The number of hidden layers and the number of
each layer’s nodes depends on the value of N . The criterion of their choice is the better NN
training convergence and the results’ accuracy. The activation function of the hidden layers is the
hyperbolic tangent function and the activation function of the output layer is linear. The NNs’
training has been performed to MATLAB using the learning algorithm Levenberg-Marquardt (LM)
[17]. The LM algorithm provides a relatively fast numerical solution to the minimization of the
performance function, which is the Mean Square Error (MSE) (i.e., the averaged squared error
between the network outputs and the target outputs during the training). The training stops when
the MSE minimization reaches a plateau. Since the training of the NNs is over, the DoA estimation
procedure is summed up to the following four steps: a) Simultaneous arrival of N signals. b) Beam
switching and measurement of the total power for each beam. c) Feeding of the trained NN with
the measured power vector. d) NN calculation of the DoA estimation vector.

4. DOA ESTIMATION SIMULATIONS

In this section the results of simulated DoA estimation tests using the proposed NN-SBS method
are presented. The simulation procedure has been performed to MATLAB, following the steps
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mentioned in the end of Section 3. Vectors ϕm are randomly generated and from Equation (1) the
vectors Pm are calculated. These power vectors correspond to the power that would be measured
in a real DoA estimation problem. The vectors Pm are fed to the proper NN that instantly gives
as output the DoA estimation vectors. The accuracy of the technique is tested by comparing the
estimated DoA vector with the initial vector ϕm, which is considered as the real DoA. In Figure 2,
DoA estimation simulation diagrams are shown, for 1, 4, 8, and 15 incoming signals. The number of
random arrivals tested for each case is 12000, so as to obtain uniform angle of arrival distribution.

Table 1: DoA estimation simulations results.

Number of Signals Mean Value ∆ϕDoA Standard Deviation ∆ϕDoA ∆ϕDoA < 5◦ (%)
1 0,13 0,07 100,00
4 1,77 1,46 96,42
8 2,34 1,87 90,68
15 2,41 1,98 89,84

The absolute difference between real and estimated DoA, ∆ϕDoA, is statistically processed over
the sample of 12000 arrivals, and the results are shown in Table 1. The table gives the mean value
and the standard deviation of ∆ϕDoA, and the percentage of ∆ϕDoA that is less than 5 degrees. The
simulations results and diagrams show a robust behavior of the NN and achievement of accurate
DoA estimation, even if the number of incoming signals is greater than the number of the antenna
elements.
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Figure 2: DoA estimation simulations diagrams.

5. CONCLUSION

A new DoA estimation method (NN-SBS) for a switched-beam system using neural networks was
described. The synthesis, the requirements and the accuracy of the proposed method provide
some interesting advantages. The most widespread super resolution algorithms (MUSIC, ESPRIT,
Matrix Pencil etc.) need measurements at every antenna element and intensive signal processing
in order to perform eigen-decomposition processes. Other NN based techniques require at least the
calculation of the signal autocorrelation matrix. In the proposed method only power measurements
at a single point of the system is needed, saving cost, complexity and time. Additionally, due to the
simplicity of the technique and the speed of NNs, real time applications can be easily served into
existing base stations. Finally, contrary to the majority of DoA estimation algorithms, accurate
results are obtained even for a big set of incoming signals.
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