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Abstract— Low-noise amplifiers (LNAs) are critical to a wide variety of electronic circuits
such as those used in aerospace and Bluetooth applications. Because of the way noise propagates
through a system, LNAs are desired to have a low noise-figure and a high gain. In this paper,
we propose an RF/microwave-oriented LNA design approach based on constrained line search
optimization, which targets a maximum gain for a specified noise-figure. The proposed approach
is automated and hence requires minimal user-intervention. Simulation results show that the
approach is extremely effective in terms of meeting the user-defined specifications.

1. INTRODUCTION

Amplifiers are an integral part of modern communication circuits and systems. Specifically, low-
noise amplifiers occupy an important subset of amplifier applications in which noise reduction is
paramount. In high-frequency high-speed circuits/systems, noise can be highly destructive to signal
integrity [1]. It is therefore important to understand the way in which noise propagates through
an electronic system.

Figure 1: Block diagram of a cascaded electronic system.

Consider the cascaded electronic system shown in Fig. 1, in which each block represents a
particular electronic device (i.e., amplifier, filter etc). Let F1, F2, F3, G1, G2, and G3 represent
the noise-figures and gains of each block respectively. The overall noise-figure of the system Foverall

is given by

Foverall = F1 +
F2 − 1

G1
+

F3 − 1
G1G2

. (1)

From (1), it is clear that the first block is the most critical in terms of overall noise-figure. For
this reason, a good LNA should have a high gain (G1) and a low noise-figure (F1). By placing the
LNA at the front-end of the electronic system, we can substantially reduce the overall noise-figure.
Unfortunately, noise-figure and gain are not independent parameters. In general, increasing the
gain of an LNA will increase its noise-figure and vice-versa. As such, engineers typically design an
LNA for a specific/desired noise-figure and the maximum possible gain for such a noise level. One
approach for solving this problem [2] involves designing multiple LNAs to have the same noise-
figure, and then finding through trial-and-error, the LNA that has the largest gain. This approach
is not particularly efficient as it could take many design iterations to find an acceptable solution.
Moreover, the approach in [2] relies heavily on manual Smith-chart plots, and hence the accuracy
of the final design depends on the designer’s expertise. In the proposed approach, we strive to
overcome these difficulties.

 

Figure 2: Block diagram of a typical LNA.
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2. TRADITONAL RF/MICROWAVE-ORIENTED LNA DESIGN

Referring to Fig. 2, a typical LNA design problem involves the creation of input/output networks
such that the input/output reflection coefficients meet the desired user-specifications. Based on
the transistor’s S-parameters, a reasonable LNA design can be achieved by following the approach
suggested in [2] and [3]. The equations for the center (CF) and radius (RF) of a constant noise-figure
circle on a Smith-chart can be expressed as

CF =
Γopt

N + 1
(2)

and

RF =

√
N

(
N + 1− |Γopt|2

)

N + 1
, (3)

where CF is a complex quantity, RF is a scalar, Γopt is the optimum source admittance that results
in the minimum noise-figure, and N is the noise-figure parameter given by

N =
F − Fmin

4RN/Z0
|1 + Γopt|2 . (4)

In (4), F is the desired noise-figure, Fmin is the minimum noise-figure for the transistor, RN is the
equivalent noise resistance of the transistor, and Z0 is the characteristic impedance of the source
(typically 50Ω). Any point on the radius of the constant noise-figure circle represents a reflection
coefficient that will result in a noise-figure F , while the center of the circle represents a reflection
coefficient that will yield the minimum noise-figure Fmin. Any point, i.e., reflection coefficient,
within the circle results in a noise-figure between Fmin and F . Similarly, the equations for the
center (CS) and radius (RS) of a constant gain circle on a Smith-chart can be expressed as

CS =
gSS

∗
11

1− (1− gS)|S11|2 (5)

and

RS =
√

1− gS(1− |S11|2)
1− (1− gS)|S11|2 . (6)

In Equations (5) and (6), gS is the normalized gain factor at the source given by

gS =
1− |ΓS|2

|1− S11ΓS|2 (1− |S11|2), (7)

where S11 for the transistor under consideration is available/given.
In the traditional approach to LNA design, a noise-figure is specified by the user, and the

associated constant noise-figure circle is plotted on a Smith-chart. The goal is to find a ΓS (i.e.,
source reflection coefficient), which will result in a constant gain circle that touches the constant
noise-figure circle at a single point. This task is achieved by a trial-and-error plotting of multiple
constant gain circles until a satisfactory circle (not necessarily “the” best circle) is found. The point
at which both circles meet represents the reflection coefficient that has both the desired noise-figure
and the maximum possible gain at that noise level. Finally, the output reflection coefficient (i.e.,
ΓL) is set to the conjugate of the transistor’s S22 value.

3. PROPOSED APPROACH

In the traditional approach to LNA design, we use trial-and-error to find the best possible gain
circle to meet the user-specifications. Because this approach relies on manually plotting circles
on a Smith-chart and visually checking to see if the two circles meet, the accuracy of the final
solution depends on how well these circles were drawn. Moreover, it may take several tedious
manual iterations to find an acceptable gain circle. The proposed approach strives to solve these
issues through the use of constrained line search optimization.

For simplicity, we assume that the transistor is unilateral (i.e., S12 = 0). In practice, S12 can be
ignored since the reverse signal path is due solely to the gate-drain capacitance, which tends to be
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very small [2]. In fact, near-unilateral transistors are now available. Nevertheless, the assumption
results in an error that is bounded i.e.,

1
(1 + U)2

<
GT

GTU
<

1
(1− U)2

, (8)

where GT and GTU are the transducer and unilateral transducer gains respectively, and U is the
unilateral figure of merit given by

U =
|S12||S21||S11||S22|

(1− |S11|2)(1− |S22|2) . (9)

Considering the Smith-chart to be the complex reflection coefficient plane, it is possible to write
the equation for a constant noise-figure circle as

(x− real{CF})2 + (y − imag{CF})2 = R2
F, (10)

where x and y represent the real and imaginary axes respectively. Similarly, it is possible to write
the equation for a constant gain circle as

(x− real{CS})2 + (y − imag{CS})2 = R2
S. (11)

In the proposed approach, we make use of .S2P files from the transistor vendor, to minimize
the need for user-inputs and to automate the approach. This file type is an industry standard
that is recognized by most simulation programs. Within a .S2P file is the noise and S-parameter
information for a given device/transistor at several frequencies. In fact, the .S2P file associated
with a transistor contains all the information needed to solve for the constant noise-figure circle
(Equation (10)) with the exception of desired noise-figure F . Since F is a user-specification, all
parameters in Equation (10) are known. Hence, the LNA design problem is to find a ΓS = x + jy,
which will make Equations (10) and (11) intersect. Re-arranging (10) to solve for y gives

y =
√

R2
F − (x− real{CF})2 + imag{CF}. (12)

Substituting (12) into (11) leads to

(x− real{CS})2 +
[(√

R2
F − (x− real{CF})2 + imag{CF}

)
− imag{CS}

]2

= R2
S (13)

Equation (13) has only one unknown i.e., x representing the real part of ΓS. Upon close inspection
of (13), it may be seen that x may have two possible solutions. Geometrically, this makes sense since
two overlapping circles could intersect at two points. To ensure that the two circles meet/touch at
one and only one point, a constraint (the distance between the centers of the two circles must be
equal to the sum of their radii) i.e.,

√
(real{CS} − real{CF})2 + (imag{CS} − imag{CF})2 = (RF + RS). (14)

is added. Equation (14) can be re-arranged as

F (x) =
√

(real{CS} − real{CF})2 + (imag{CS} − imag{CF})2 − (RF + RS), (15)

where F (x) represents the equation to be minimized. The smaller the value of |F (x)|, the closer
the two circles will be. When |F (x)| = 0, the two circles intersect at exactly one point. In the
proposed approach, a line search based optimization technique is used to find a value of x that
satisfies (13) and minimizes (15). Once x is found, y can be solved for using (12) and hence ΓS

becomes known. Our line search optimization sub-routine allows the user to specify a resolution
parameter, which determines the degree of accuracy of the final design.
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4. EXAMPLE

At 4GHz, the .S2P file for a GaAs FET transistor gives the following S-parameters and noise
parameters (Z0 = 50 Ω): S11 = 0.6∠ − 60◦, S21 = 1.9∠81◦, S12 = 0.05∠26◦, S22 = 0.5∠ − 60◦,
Fmin = 1.6 dB, Γopt = 0.62∠100◦, and RN = 20 Ω. Making use of this transistor, the objective is
to design an LNA that has a noise-figure of 2 dB and an associated maximum gain. The proposed
CAD approach is employed.

From Equations (8) and (9), U = 0.059 and the error in gain will be less than +/ − 0.5 dB.
The parameters in Equations (2) through (4) are calculated and the equation for the constant
noise-figure circle is found to be

(x + 0.097996)2 + (y − 0.55576)2 = (0.2416)2. (16)

Given the user-desired resolution of 0.0001, the constrained optimization routine is executed. After
14 iterations, it is observed that x = 0.1436 minimizes (15), and correspondingly y = 0.5567 and
ΓS = 0.14136+0.5567j = 0.574∠75.752◦. Using stub-matching techniques and the calculated value
of ΓS, the circuit shown in Fig. 3 is simulated. A summary of the numerical results is shown in
Table 1.

 

Figure 3: LNA design using the proposed CAD approach.

Table 1: Comparison of the traditional and the proposed approaches.

Metric      Simulation Results at 4 GHz 

 Traditional Approach [2] Proposed Approach 

CS 0.6058.0 00.6057767.0

RS 0.150     0.156 

Number of gain circles solved > 3 1 

Number of optimization iterations Not Applicable 14 

|F(x)| 66 

Gain  8.36 dB 8.47 dB 

Noise-figure dB 1.99 dB 

0.2376 0.00

1.47

Comparing the values of |F (x)| resulting from the traditional and the proposed approaches (see
Table 1), it is obvious that error measure |F (x)| is much smaller in the latter case. As such, the
proposed approach results in an LNA design that meets the given user-specifications to a relatively
closer degree. In addition, as a consequence of obtaining a relatively closer value of noise-figure
w.r.t. the user-specification, the LNA design from the proposed approach is able to achieve a higher
gain.
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5. CONCLUSIONS

This work presents a new RF/microwave-oriented LNA design approach, which targets maximum
gain for a desired noise-figure. The automated approach avoids the need for both trial-and-error
and manual Smith-chart plots to find the largest possible constant gain circle that will meet/touch
the desired constant noise-figure circle. The problem has been formulated mathematically and
solved employing constrained line search optimization. The proposed approach is shown to be
highly accurate and is of practical use to RF/microwave engineers.
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Abstract— Inductor Design Tool (IDT) is an interactive software package that has been
fitted and approved by the results based full-wave analysis method and experimental approach
to realize Electronic Design Automation (EDA) of RFIC inductors. Its functionality may include
analysis, synthesis, optimization, interpolation, and modeling of spiral inductors with any shape
on any material substrate for microwave and wireless applications.

1. BACKGROUND

As dramatically increasing IC demand of computer and wireless communication industries, espe-
cially when CPU goes to high speed, thus its high frequency up to a few GHz processor ICs will
be going to the market, inductor designs will pay more important role in such high frequency IC
designs, for example, in RFIC and MMIC designs. It is noted that any kinds of ICs are basi-
cally constructed by four components: resistor (R), capacitor (C), inductor (L), and transistor
(T). Among them, resistors and capacitors are easily analyzed and designed by simple formulas.
Transistors are mainly modeled by measurement ways due to their process dependency and not
easy scalability. So far, it really lacks an effective tool for inductor design. Here, only IDT fills in
this blank with full functionality.

2. METHODOLOGY OF IDT

The Inductor Design Tool (IDT) is an Electronic-Design-Automation (EDA) tool used for RFIC/MMIC
designs. It basically employs curve-fitting methods to interpolate and extrapolate either available
full-wave EM simulation results or measurement results to fulfill design equation extractions. Then
the unique calibration techniques are applied to improve accuracy of such design equations basing
on any specified foundry processing technologies. Among this procedure, a real design flow is used,
i.e., from initial design, fabrication and calibration, re-design, till the specified accuracy obtained.
Therefore the design accuracy is guaranteed when the foundry processing technologies constantly
change; the accuracy even becomes better and better when the design library fills in more and more
components.

3. DESCRIPTION OF IDT

As shown in Fig. 1, IDT has a user-friendly interface.

3.1. Unique Features:
When playing with the IDT platform, it has the following unique features:

• For PCs running Microsoft Windows
• Fast enough, even able to run via the Internet
• Interactive graphical user interface
• Functions of analyzer, calculator, synthesizer, optimizer, and interpolator
• Easy to use, basing on the real design flow, i.e., from initial design, fabrication and calibration,

re-design, till the specified accuracy obtained
• Layout demonstration and output
• List for a single point result of the inductor analysis or synthesis
• 2D curve versus a sweep variable for analysis or synthesis
• 3D graph versus two sweep variables for analysis or synthesis
• Output of the equivalent circuit model extracted
• Feasible to transfer the designs into the design environment of available commercial software
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Figure 1: The main window of IDT.

3.2. Simulation Code:
IDT has stable and reliable simulation code because almost effects of either in the design or foundry
processing are taken into account:

• Dependent process design is more practical by the unique calibration technique
• The design accuracy is guaranteed when the foundry processing technologies constantly change
• The accuracy even becomes better and better when the design library fills in more and more

components
• Fast simulation within seconds for a typical inductor, while in minutes for optimization and

sweeping
• Analysis to predict inductance, resistance, capacitance, Q factor, self resonance frequency for

a given dimension and process parameters of an inductor
• Synthesis to obtain the physical dimension of the inductor for a specified inductance
• Optimization to get the physical dimension of the inductor for a specified inductance with

maximum Q value
• Interpolation to approach higher accuracy while to save at least one-order of working time to

interpolate and extrapolate either available EM simulation result or measurement result
• Extractions of the equivalent circuit models

3.3. Metal Geometry:
IDT is suitable for any kind of geometrical shapes of inductors:

• Rectangular, any polygon shape, and round spiral inductors
• No need to manually draw the layout, just to key in the dimension numbers
• Multiple-layer metals
• Considering ohmic loss, skin effect, and metal thickness of any kind of metals

3.4. Substrate Material:
Use of any kind of substrate materials in any foundry processing to fabricate inductors have been
verified in IDT:

• Hybrid fabrication materials such as alumina, ceramic, duroid, etc., and on any other PCB
• Semiconductor materials such as GaAs, CMOS, BiCmos, Bipolar, etc.
• MEMS, SOI, and any other advanced-foundry technologies
• And user-defined, as well as, multiple-layer substrates
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4. RESULTS AND ANALYSIS

Figure 2 shows a typical example by using synthesis function of IDT to design an RFIC inductor
fabricated on a standard CMOS process. For a given center frequency of 1.9 GHz, the metal
width(W) of 10µm, the spacing(S) of 4µm, number of turns N = 5, for the design target of
inductance L = 4nH, running within one second’s time, the result comes out, the outer diameter
D = 200.27µm, other results (including resistance and capacitance values in the inductor equivalent
circuit, resonant frequency, and Q value) are listed at the right side. It is shown that the design
error = (4.01679− 4.003)/4.003∗100% = 0.3%, its accuracy is quit high.

Figure 2: A typical example by using synthesis function of IDT.

Figure 3 shows how changes of the metal width (W) affect the inductance L, the resistance R,
Q value, and the resonant frequency of RFIC inductors, by using of IDT codes.

Figure 3: The inductance L, the resistance R, Q value, and the resonant frequency Fr of RFIC inductors
varying with the metal width (W).

Figure 4 shows how changes of the metal spacing (S) affect the inductance L, the resistance R,
Q value, and the resonant frequency of RFIC inductors, by using of IDT codes.

Own to the fast simulation speed of IDT, within a few minutes it is possible to sweep variables
of W or S versus the inductor parameters such as the inductance L, the resistance R, Q value,
and the resonant frequency, as shown in Fig. 3 and Fig. 4. From Fig. 5, it is showing two sets of
results with comparison between the IDT results and the measurement results designed for several
different inductance values. It is observed that the accuracy is better than 0.5%. And the accuracy
even becomes better and better through the unique calibration techniques. And the IDT results
can be applied to much wider ranges by IDT features of interpolations and extrapolations.
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Figure 4: The inductance L, the resistance R, Q value, and the resonant frequency Fr of RFIC inductors
varying with the metal spacing (S).

Figure 5: Two sets of results with comparison between the IDT results and the measurement results designed
for several different inductance values.

5. CONCLUSIONS

Unique calibration technique has been used for RFIC inductor designs having advantages of high
accuracy with independent process technologies. Comparisons with experimental results show that
IDT is a practical EDA tool with one more choice for RFIC designers.
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Abstract— Although the field of numerical electromagnetics (EM) has come to a relatively
high level of maturity, RF/microwave engineers seem to prefer simple yet accurate closed-form
expressions for design parameters of interest. For instance, a common practice is to use empirical
formulae for the estimation of capacitance per unit length of microstrip interconnects. Literature
survey reveals that several formulae have been proposed in the past 40 years or so. Each of these
works involves the building of a CAD model (or formulae) based on certain assumptions. It is
these assumptions that differentiate one work from another (e.g., in terms of model accuracy,
valid frequency range etc). Comparison of these formulae against measurements indicates, to an
RF/microwave engineer, which of these formulae best-suits a given CAD scenario. In this paper,
we compare 12 such formulae, all of which estimate the same quantity, i.e., capacitance. Cross-
fertilization of certain intermediate steps of the above works could potentially lead to composite
models that offer relatively better accuracies. The work is of practical relevance to RF/microwave
designers.

1. INTRODUCTION

In the coming years, integrated circuits using printed microstrip transmission lines are expected to
operate at higher and higher clock frequencies. The analysis of these lines was originally carried
out using heavy-duty analytical and numerical techniques. Periodically, RF/microwave engineers
look for simple formulae for quantities such as capacitance per unit length. Since the interconnect
capacitance between junctions on a chip plays a key role in digital circuit performance, having
a handy formula for this quantity is vital. At frequencies above a few MHz, the characteristic
impedance of the traces relies heavily on the interconnect capacitance.

Most digital gates are edge-triggered and prone to timing errors unless rise/fall times are less
than 10% of the clock period. Assuming Rgate to be the output driving resistance and Cinterconnect

to be the interconnect capacitance, the time constant τRC is their product. The rise time can be
considered as 5 times the time constant. These times are depicted graphically in Fig. 1.

Several attempts have been made to calculate the capacitance of a microstrip line through
rigorous numerical analysis. Such computation is time-consuming when integrated into computer-
aided design (CAD) programs. To overcome this situation, simple formulae that are accurate
enough for engineering analysis have been proposed. Some of these formulas were compared by
Bogatin [1] in 1988. Since then other models have been proposed. The purpose of this paper is to
extend the work in [1].

In this paper, we compare a variety of existing models for calculating the capacitance per
unit length of a microstrip geometry in Fig. 2. For each model, we define the effective relative
permittivity

εeff =
C

Co
(1)

and the line impedance

Zo =
√

εeff

uoC
, (2)

where Co is the capacitance per unit length when εr = 1, C is the capacitance per unit length
when filled with material, and uo = 3× 108 m/s is the speed of light in free space. In what follows,
several model equations are presented in chronological order. Comparison is made with the bench
mark of measurements reported in [1].
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Figure 1: Distortion in the pulse response due to interconnect capacitance. Approximate non-zero rise time
is shown.
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Figure 2: Geometry of the microstrip.

2. MODELS

We now present twelve models for calculating the capacitance per unit length of the microstrip.
The models presented here may readily be handled using a pocket calculator. They can be easily
incorporated into CAD routines.

Model 1: Parallel plate [2]

C = εoεr
w

h
(3)

Model 2: Kaupp [3]

C =
εeff

60uo ln
(
5.98 h

weff

) (4)

where
εeff = 0.475εr + 0.67
weff = 0.8w + t

}
(5)

Model 3: Schneider [2, 4]

C =





εeff

60uo ln( 8h

w
+ w

4h) , w/h ≤ 1

εoεeff

[
w
h + 2.42− 0.44 h

w +
(
1− h

w

)6
]
, w/h ≥ 1

(6)

where

εeff =
εr + 1

2
+

εr − 1
2

(
1 +

10h
w

)−0.5

(7)

Model 4: Kumar et al. [5]

C = εoεeff

[
w

h
+

2π

ln
(

4h
t

)
]

(8)
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where
εeff =

εr + 1
2

+
εr − 1

2

(
1 +

w

10t

)−1
(9)

Model 5: Wheeler [6, 7]

C =
4εoεeff

ln

{
1 + 1

2

(
8h
weff

)[(
8h
weff

)
+

√(
8h

weff

)2
+ π2

]} (10)

where

weff = w +
t

π
ln





4e√
(

t
h

)2 +
[

1
π(w

t
+1.10)

]2





(11)

εeff =
εr + 1

2
+

εr − 1
2

(
1 +

10h
weff

)−0.5

(12)

Model 6: Poh et al. [8]
For w/h ≤ 0.6,

C =
εo(1 + εr)πh

εrw
{

ln
(

8h
w

)
+ 1

16(1+εr)

(
w
h

)2 + εr−1
εr

[
0.041

(
w
h

)2 − 0.454
]} (13)

and for w/h > 0.6,

C =
εow

h

{
1− 2h

πεrw

[
(1 + εr) ln

(
2h

w

)
− 2.230− 4.554εr − (4.464 + 3.89εr)

h

w

]}1/2

(14)

Model 7: Sakurai and Tamaru [9]

C = εoεr

(
1.15

w

h
+ 2.80

(
t

h

)0.222
)

(15)

Model 8: Edwards [10]
For w/h < 3.3

C = 2.78×10−11εo

√
2 (εr+1)


ln





4h

w
+

√(
4h

w

)2

+2



−

1
2

(
εr−1
εr+1

)(
ln

π

2
+

1
εr

ln
4
π

)

−1

(16)

For w/h > 3.3

C =
5.56× 10−11εo

√
εr

π

[
w

2h
+

ln 4
π

+
ln

(
eπ2/16

)

2π

(
εr−1

ε2
r

)
+

εr+1
2πεr

{
ln

πe

2
+ln

( w

2h
+0.94

)}]
(17)

where e = 2.7182818.
Model 9: Abuelma’atti [11]

C =
εw

h

[
3.355 + 1.108b− 0.00045b3 − 2.355

(1 + 0.54b0.765 + 0.0236b3.9)

]
(18)

where b = h/w.
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Model 10: Chow and Tang [12]

C = εo

[(
εrW

h

)n

+
(

0.9
εr + 1

2

√
8πW

)n]1/n

(19)

with n = 1.114.
Model 11: Shapiro [13]

C =
εoεeff

π

[w

h
+ 1.393 + 0.667 ln

(w

h
+ 1.444

)]−1
(20)

where

εeff =
εr + 1

2
+

εr − 1
2

[(
1 + 12

h

w

)−0.5

+ 0.04
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Model 12: Kwok et al. [14]

C = εo





(εrw

h
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〈
π(εr + 1)

[
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8h
w + 1

) − w
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(22)

Bogatin [1] made a comparison of the first six models. The remaining six models that have been
proposed following his research work are included here. In the next section, we present a comparison
of these models.

3. COMPARISON

In order to compare the models listed in the preceding section, we re-use the measured values in [1]
(also reported in [15]). The capacitance values tabulated were used in the comparison process. We
have used the norm of the relative error ||E|| as the error metric defined as

|E| =

√√√√
N∑

i=1

[
CMeasured(i)− CCalculated(i)

CMeasured(i)

]2

(23)
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Figure 3: Capacitance per unit length measured in pF/inch for all 12 models.
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where N represents the number of measurements available. Fig. 3 depicts the capacitance per unit
length measured in pF/inch for all 12 models. The measured values are shown as the dots on
each graph. The reader may note that each subplot in Fig. 3 has a vertical bar whose height is
proportional to the error. These bars lead to an appreciation of the performance for each model.
Note that for model 2, the y−axis limit reaches up to 100. Thus the error bar should be interpreted
as highest for this model. Table 1 shows the error norm for all models. As can be seen, Schneider’s
model has the least error, followed by Wheeler’s model. Of all, the Kaupp model has the largest
error. This is explained through the denominator term. Whenever the ratio weff /h equals 5.98,
a singularity is created since the denominator results in the log of unity. This greatly offsets the
values and hence, a higher error is noted. In [1], Bogatin remarks that it is possible to create
a composite model by taking the εreff from one model and the capacitance per unit length from
another. With this idea in mind, we have tried to use Schneider’s expression in several other models
(i.e., models 4, 8, 9, and 11). It is interesting to note that the error norm appears to decrease in all
cases. This is shown in the third column of Table 1. The error norm is also shown as a histogram
plot (Fig. 4), wherein we depict pair-wise comparisons of models 4, 8, 9, and 11 with and without
model 3 combined. Model 9 of Abuelma’atti coupled with Schneider’s model 3 for εreff has the least
error of 0.0267. Even Shapiro’s model (refered to as model 11) gained significant accuracy through
this composite approach (i.e., the error is reduced from 4.7115 to 0.2707).
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Figure 4: The reduction in ||E|| resulting from combining model 3 with models 4, 8, 9, and 11.

Table 1: Various models and their error norms.

Model Error norm ||E|| Error norm ||E|| (composite model)
] 1 Parallel plate 1.9380 -

] 2 Kaupp 13.1240 -
] 3 Schneider 0.0480 -

] 4 Kumar et al. 0.9632 0.8336
] 5 Wheeler 0.0656 -
] 6 Poh et al. 0.0724 -

] 7 Sakurai and Tamaru 0.2982 -
] 8 Edwards 0.2275 0.0760

] 9 Abuelma’atti 0.7152 0.0267
] 10 Chow & Tang 0.9865 -

] 11 Shapiro 4.7115 0.2707
] 12 Kwok et al. 0.0851 -

Most of the models presented thus far are inspired by physical and analytical considerations.
However, for the data under consideration, we propose the following empirical formula which has
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an error of about 0.1 over the entire range of w/h. This model shows improved performance w.r.t.
eight of the listed models.

C = εr

[( w

10h

)3
−

( w

5.423h

)2
+

(
4w

3h

)
+ 1.0626

]
(24)

Moreover, if model 3 is used for w/h < 6 and the proposed model in (24) for w/h > 6, the
error in model 3 is reduced from 0.048 to 0.0388. Interestingly, use of model 3 for w/h < 6 and the
model 5 for w/h > 6 also resulted in the error being reduced to 0.0388. It is worth exploring as to
which model works better for a given range and to use it accordingly.

4. CONCLUSIONS

Reliable closed-form expressions for the capacitance per unit length of a microstrip line are useful
for RF/microwave engineers. In this paper, we compared various models proposed by researchers
in the area. Through examples, it has been shown that composite models (e.g., created via use
of Schneider’s model) offer improved accuracies. A further attempt was made to reduce the error
in Schneider’s model. It was found that the proposed model could be used for w/h < 6 and for
w/h > 6, it is recommended that Wheeler’s model or the proposed model in (24) be used. The
proposed model has a cubic polynomial in w/h and was found to yield acceptable reduction in
overall error. As a future work, we intend to research into the creation of several more reliable
composite models.
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Spacecraft Power Systems Design to Minimize Electro Magnetic
Interference (EMI) Effects
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Abstract— The electrical power system in a spacecraft more or less determines the payload,
spacecraft size, cost, operating life, and mission efficiency [1]. Hence, it represents the most crit-
ical part of the overall spacecraft architecture. Typical components in a spacecraft power system
include the power source (a solar array), energy storage system (a battery), power distribution
and control unit, power conversion and voltage regulation unit, and payloads as illustrated in
Fig. 1. The output voltage derived from the power source is generally variable in nature. There
is also a battery charging circuitry to ensure adequate energy storage capability to power the
spacecraft at times when the power source is not available. Depending on the mission objec-
tives, high DC as well as AC voltages and currents may be generated on-board from the power
source. Consequently, electro-magnetic interference (EMI) and signal integrity are important
design constraints.

Figure 1: Block diagram of a spacecraft electrical power system.

The main objective in the design of a spacecraft electrical power system is two-fold. The first
goal is the reduction of overall power consumption within the spacecraft so that minimum heat
is dissipated, which in turn ensures minimal thermal management and cooling requirements,
and improved reliability. This will guarantee prolonged operation of the mission and overall
reduction of the payload. To reduce the overall power consumption, the spacecraft power system
must be designed to obtain the highest power conversion efficiency under all loading conditions.
The second consideration pertains to the overall reduction in size and weight of the spacecraft.
To achieve this objective, the power system must be designed to operate at the highest power
conversion frequency so that power passives and magnetics become small, thereby leading to
an increase in power density [2]. The main problem here is that at higher power conversion
frequencies, power system components become excessively lossy, and thereby result in increased
on-board heating. Hence, a careful tradeoff in power density and power loss is needed to optimize
the power system design [3].
The overall power loss in a spacecraft power system may be reduced by ensuring that the power
conversion efficiency is at the highest under all loading conditions. Two approaches are used in
spacecraft power systems as illustrated in Fig. 2 [4]. In either case, power loss reduction will
require increased peak power efficiency and excellent load regulation. The efficiency may be
increased by reducing the conduction power loss and the load regulation is improved by ensuring
good power switching and control strategies. Further reduction in spacecraft power consumption
can result from on-board power management of various loads. Spacecraft power management is
in its infancy, and there is a great deal that can be done in this regard. Adaptive intelligent power
management (AIPM) is a promising approach where the power system is capable of delivering on-
demand efficient point-of-load power [5]. However, AIPM requires the ability to sense local power
requirements within finite-state architecture and then delivering the right amount of power at the
right time. Such advances are rapidly being accomplished in the commercial applications [6], and
hence, tremendous opportunities to adapt AIPM in designing next generation spacecraft power
systems exist.
The performance and reliability of the spacecraft power system critically hinges on minimizing
application-level electro-thermal stresses [7]. The power system design and layout must be carried
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out to minimize interconnect and package parasitic elements, including the parasitic resistances,
capacitances and inductances. The circuit models used for various components (power switches,
control electronics, resistors, inductors, capacitors, batteries, solar array, packaging, cooling,
thermal management, and so on) must be accurate and physics-based. Such models are not
generally available for space-qualified applications because they are technology-dependent. The
component non-linearity, charge generation and storage within circuit components, and thermal
problems further complicate the design of the spacecraft power system.

An increase in the spacecraft power density generally causes on-board EMI to increase. The
spacecraft power system design must then account for EMI considerations in addition to conven-
tional reliability issues pertaining to harsh environmental operation in space.

Past attempts to model the spacecraft electrical power system have generally neglected many
of the effects described above, and hence, cannot be used to design reliable and compact power
systems. These methodologies have been either circuit-oriented [8] or general purpose state-flow
or signal-flow simulators [9]. A more recent approach focuses on a more integrative environment
in a virtual test bed approach wherein some aspects of both methods have been applied [10].
However, the problem remains intact in that none of these approaches have the ability to design
and model a spacecraft electrical power system to obtain the performance and reliability required.
As a result, component specifications are severely de-rated to ensure power system reliability, thus
causing significant performance penalty.

In the commercial arena, the SABER circuit simulator has become an industry-standard design
tool in power system development [11]. It has the ability to perform a wide range of electrical,
thermal and mechanical simulations and consists of state-of-the-art component models. The
most important feature of SABER is its behavioral modeling and simulation capability using the
MAST language. Component models and physical phenomena can be modeled using behavioral
descriptions, thus allowing for tremendous flexibility in the design of complex circuits and systems.
There is an opportunity to adapt SABER simulator to design and model advanced spacecraft
power systems.

We have developed an approach to power management of devices within a power system that
holds out the potential for significant reductions in power consumption. We will present a novel
methodology for the design and modeling of next generation spacecraft electrical power systems.
Our approach is unique and consists of the following essential elements. We have implemented
advanced physics-based models for spacecraft power system components in SABER. We have
developed an advanced integrated power system computer-aided design (CAD) infrastructure by
integrating SABER simulation environment with two-dimensional (2-D) electromagnetic (EM)
and semiconductor device simulation tools to facilitate circuit-level analysis and optimization of
EMI, non-linear charge storage and parasitic effects. We will demonstrate the utility of the new
simulation infrastructure to model and design compact and reliable spacecraft power systems.
We will further demonstrate the flexibility and scalability of the new CAD infrastructure for
application in large spacecraft power system design.

1. CORRECT-BY-DESIGN CAD ENHANCEMENT FOR EMI AND SIGNAL
INTEGRITY

EMI filtering is an important application when it comes to modeling power electronic systems.
Accurate EMI filter design based on the designed model will have a great impact of the overall
system. Thus, it is necessary to review the status of EMI modeling and filter design of the modeled
power device thoroughly. For example, the switching behavior of an IGBT in high-power circuits
is the main source of EMI emission. Therefore, modeling of IGBT EMI behavior is a necessity
to characterize and model conducted EMI emission. This can be done through time-domain and
frequency-domain EMI emission modeling. A time domain modeling method is used to model
EMI emission source in power sub-systems such as switches, resistors, inductors and capacitors.
The advantage of modeling the EMI emission source in the time domain is the easiness to under-
stand the EMI emission mechanisms of the system. Frequency domain modeling dominates in the
Pulse Width Modulation (PWM) system. It turns the waveform into frequency domain by Fourier
transformation. This type of modeling is essential for high frequency EMI noise emission, which is
caused by the power circuit parasitics. The EMI phenomenon is a very complex concept. Therefore,
building an accurate and practical EMI source model to achieve a proficient EMI filtering solution
is the basis to attenuate the EMI noise in the power system [12].

With increased power density at high power switching frequencies in harsh-environmental space
operating conditions, EMI and signal integrity become important design constraints. In particular,
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(b)

(a)

Figure 2: (a) Decentralized voltage regulation approach and (b) centralized voltage regulation approach used
in spacecraft power systems.

voltage and current overshoots, charge storage, circuit di/dt and dv/dt, high-frequency impedance
mismatch, and circuit and package parasitic pose serious challenges to long-term reliable operation
of a power system, especially in harsh-environmental space applications. At present, there are no
commercially available design tools that can account for these effects in electrical power system
design [13–19].

We have implemented a novel approach to introduce models of these effects into SABER. The
goal is to develop a correct-by-design methodology in which constraints on signal cross-talk and
EMI are considered along with power switching in performing circuit floor-planning and routing.
To perform topdown synthesis of reliable systems, we expand SABER modeling to include two
additional parameters: EMI victim status and EMI point-source contributions. Three steps are
followed to implement this technique. First, existing MAST language structural definitions are
expanded to include an anticipated EMI contribution that can be referred to during architecture
synthesis. Second, a component model file is enhanced with compact models of signal integrity and
EMI to guarantee that the layout of a component meets its behavioral specifications. In this ap-
proach, system optimization proceeds in a top-down manner in which both functional performance
and EMI levels are simultaneously considered. Third, our modeling methodologies and algorithms
are validated using the Ansoft Maxwell tool suite for combined EMI field solving and interconnect
extraction and equivalent circuit construction.

ANSOFT Maxwell is the leading electromagnetic (EM) design software for the simulation and
analysis of high performance electromagnetic and electromechanical components that are widely
used in the automotive, aerospace, and industrial applications. It can be considered as a virtual lab
placed on a computer to study static, time-varying, and frequency-domain EM fields in a complex
3-D structure. It contains the following built-in simulators [20]:

• Transient: used for time-varying electromagnetic field.
• AC magnetic simulation: analyzes systems that have effects due to eddy currents, skin effect,

and proximity effects.
• DC Magnetic: computes static magnetic field when the source is a DC source or a permanent

magnet.
• Electric Field: computes static electric field due to applied potentials and stationary charge.
• Modeler: users can build libraries of geometric components to be reused in later designs.
• Dynamic Link (HFSS): To evaluate the radiation effects in low-frequency applications.
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• Equivalent Circuit Generation: Automatic generation of DC magnetic and electrostatic field
circuits.

Guarantees of EMI levels after physical layout are provided by making the software more savvy
to signal coupling. A simple scalable interconnect model is introduced with parameters including
routing width and spacing, path length and its resulting inductance, source and load impedance,
switching frequency, and signal power. These techniques are established for PCBs but have yet
to penetrate to power system design [21–25]. Since multi-layer interconnect produces extremely
complex net-to-net coupling, part of our research seeks to define a minimal set of 3-D geometries
that can be combined and permuted to provide 90% or better coverage of actual interconnect
network geometries. The compact models are derived from and verified with 2- and 3-D field
solvers from Ansoft Maxwell Eminence. An equivalent RLC network is produced, and a pad-like
approximation used to replace a multi-pole response with a reduced-order network that matches
the first “n” moments of the response, as shown in Fig. 3. This information presents to design tools
a set of additional constraints; currently these tools seek only to optimize layout area, maximum
(or matched) path length, a maximum number of jogs, and path width and spacing.

(a) N-pole RLC network

(b) Equivalent reduced-order RLC network

Figure 3: Compact interconnect modeling.

To prevent the placement and routing optimization analysis from becoming intractable, a net
criticality factor is used to weight the optimization in favor of major signals or user selection. The
factor is either user-specified or calculated from circuit schematic estimates of key critical paths. In
this manner the complexity of the RLC networks can be scaled to match the importance of the signal
with a significant improvement in memory requirements and analysis time. The EMI modeling task
is a one-time effort that can be calibrated by a combination of two- and three-dimensional field
solvers and measured data.

The compact models of EMI and signal integrity are combined with model parameters to define
for each system component (e.g., in its MAST coding) its nominal EMI contribution and standard
deviation. A large deviation accounts for complex components with multiple possible implementa-
tions; but simple components with limited implementations are represented with a small deviation.
Depending on a component’s complexity, its deviation can be reduced by exploring several possi-
ble block-level implementations (and their corresponding layouts) to derive more accurate bounds
on the EMI. This EMI specification process is similar to that of defining signal delay or power
characteristics in a component behavioral code. The EMI intensity is related to signal di/dt, with
tolerances for signal inductance also specified and used to further guide the layout tools in ensur-
ing EMI limits are met. Library preparation is a one-time procedure that follows a bottom-up
methodology for introducing additional physical characteristics into a component definition.

Power system optimization progresses from a top-down specification of EM1 requirements and a
functional definition. An iterative refinement is possible based on the nominal EMI values associated
with each block. This process is illustrated in Fig. 4.

Beginning from system-level requirements for EMI, the architectural definitions are synthesized
into a block definition (similar to the standard synthesis of hardware behavioral code into a struc-
tural format). Blocks are selected, in addition to their functional definition, on their ability to meet
EMI limits and their deviation.

An overall system EMI level is obtained from a statistical addition of the contributions from all
synthesized blocks, and a system confidence value rates how probably the physical implementation
can meet the predicted goals. Potential EM1 violations are reported at this time.

We do not develop CAD GUI code. Instead we exploit, whenever possible, the existing graphical
output capabilities of commercial placement and route tools. Since no tool currently provides
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Figure 4: System synthesis flowchart showing modeling and library input to ensure correct-by-design CAD
methodology.

detailed optimization techniques for RLC or EMI, we adapt displays of parasitic RC to also include
L.

The information is encoded in modified SDF and SPF files. These can be compared offline
with standard SDF and SPF tiles to observe the effects of the full RLC/EMI models. We are also
developing C-code postprocessor to reduce network dependencies by pruning insignificant coupling
as compared to a userspecified threshold value.

Based on system-level requirements, a weight is attached to each block indicating the relative
importance of its meeting the target EMI goals. A heavily weighted block is one that is critical
to functional performance, at the edge of its deviation, or significantly more complex than other
blocks.

System optimization is an iterative and repeatable task in which various block-level or component-
level implementations can be investigated to explore the resulting functional performance or EMI
levels. Our approach is to enable several sample system syntheses to validate the EMI optimization
approach and its accuracy.

Victim blocks are separated from strong aggressors while simultaneously balancing the resulting
average signal path lengths. After placement has been completed, automated routing is responsible
for meeting the specified EMI ratings.

Beginning with heavily weighted signals, assignments to routing channels are made, and, on a
per-net basis, a path width and length (or inductance), and separation are determined. Variable-
geometry routing ensures that signal integrity can be met and that signal propagation delay can
be tuned.

Final routing is completed by exploding the channels, again favoring the heavily weighted nets,
and producing path lengths that minimize signal reflections.
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Abstract— In this paper, we investigate the double-section (orthogonally intertwined) printed
dual-polarized log periodic dipole antenna (LPDA) within the frequency band from 0.8 GHz to
2GHz. Dual-polarized wideband antenna is often used in spherical antenna measurement systems
where the measurement antennas are desired to transmit and receive alternatively in both vertical
and horizontal polarizations. The antenna was designed using Ansoft-HFSS and then fabricated
on Rogers RT/Duroid 5880 substrate. Measured results show a very high cross-polarization
discrimination (< −35 dB) at boresight (θ = 0).

1. INTRODUCTION

The design for the broadband dual-polarized antenna is motivated by the need for a measurement
antenna for spherical antenna-measurement systems. In all spherical measurement systems, the
positioning system can often rotate on both axis (ϕ and θ) to measure and generate spherical data
tables and radiation pattern plots in 3D. Often the total radiated power (TRP) and total isotropic
sensitivity (TIS) are the required figures of merit. The TRP calculation involves the discrete in-
tegration of the measured radiated power due to Eθ and Eϕ. To reduce the measurement time
inside the anechoic chamber, it is highly desirable to have a measurement antenna that can be
electronically switched to transmit and receive both field polarizations. Traditionally, the measure-
ment antenna are mechanically rotated for each polarization, making the test twice as long, and
increase the possibility of measurement uncertainty due to variation in the positioning of not only
the antennas but also of the mechanical support. Dual polarized dipoles have been used to achieve
dual polarization [1]. Cross-polarization isolation of at least 20 dB can be achieved with these dual
dipoles. However, as the frequency gets higher (over 5.2GHz), the dipoles are very short (length
less than 2 cm) and become more difficult to construct. Also, dipoles are inherently narrow-band;
therefore it is preferable to replace them with a broadband dual-polarized antenna. The dipole
array antenna is a well known broadband printed antenna. This paper presents our investigation of
an original idea of orthogonally intertwining two sections of two printed log-periodic dipole antenna
(LPDA) to achieve dual-polarization.

2. DESIGN AND MODELING

Log-periodic antennas are generally seen as well suited structures for the design of antenna modules
with theoretically frequency independent transmission characteristics [2]. The operation of the
LPDA antenna itself has been well studied. Interested readers are referred to the books by Kraus
[3], and Balanis [4], which provide detail descriptions of the LPDA and its design procedure.
LPDA structures consist of a certain elementary geometry that is periodically repeated, scaled by
a factor τ . Practical bandwidths have been reported in [5] to be 20 : 1 for log periodic antenna
structures. Each arm is a half wave-length dipole. The center conductor is designed to have a
50-Ω-characteristic-impedance.

To achieve the dual polarization, a printed horizontal and a printed vertical LPDA are arranged
into an orthogonal set of two antennas. The two orthogonal sections are orthogonally intertwined
with each other. When one section of the antenna is transmitting or receiving, the cross-polarized
section can be conveniently activated and deactivated using an RF switch. The arrangement of
the array is such that it is almost symmetric around its axis. A few advantages can be seen
from this arrangement. First, the phase center of the array will practically be on the arrays axis
regardless of which polarization is activated. Second, due to symmetry, the effect of the enabled
element on the deactivated (cross-polarized) element is expected to be minimal. It is expected
that some cross-coupling will occur due to proximity of the two elements. To minimize the cross
coupling between the cross-polarized elements, dielectric septum might be inserted between the
two sections. This aspect will be investigated in the near feature. In the event the two orthogonal
pairs of antenna dipole arms introduce low cross-polarization coupling, the use of this antenna
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will permit to save a considerable amount of measurement time without significantly reducing
the antenna’s gain. Simulation results for impedance and radiation patterns were derived by 3D
Finite-Element-Method simulations using the commercial software Ansoft-HFSS.

In order to verify the simulation results, the optimized log periodic antenna was fabricated on
Rogers RT/Duroid 5880 substrate (εr = 2.2) and thickness 1.57 mm and fed by semi-rigid 50 Ohm
braided coax cables. One side of the fabricated antenna was then partially cut-out so that two
similar LPDA can be intertwined. To observe the effect of the removed part of the substrate, the
return-loss before (pre-cut) and after (post-cut) were measured. The antenna radiation patterns
were measured in an anechoic chamber at 2 GHz.
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Figure 1: Double-section intertwined LPDA (height: 11 cm, width: 15 cm).

3. SIMULATION AND TEST RESULTS

The input return-losses of the antenna obtained from EM simulation and measurements are given
in Figure 2, where the antenna is matched to a 50 Ω input impedance. The figure indicates that
after removing part of the substrate, the return-loss remains nearly the same except at frequencies
towards the end of the band. The right side of Figure 2 presents both the simulated and measured
S11 magnitudes of the optimized antenna. Compared to the simulation, the return-loss of the
measured prototype antenna decreases slightly.
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Figure 2: Left: Return loss with substrate-pre-cut vs. post-cut. Right: Simulated vs. measured of the final
antenna.

The double-section LPDA radiation patterns in the elevation plane for an excitation at various
θ-angles are depicted in Figure 3 at the frequency of 2 GHz. Figure 4 shows the pattern in the
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azimuth plane. The antenna gain was about 3.3 dB. Early results show that the double-section
LPDA maximum gain is about 3.4 dB lower than the single-section LPDA. This problem is believed
to be caused by the coupling with the cross-polarized section of the antenna. Separating the two
sections with a dielectric septum might reduce this coupling.

As shown Figure 3, the radiation pattern shows a maximum at boresight (at angular posi-
tion of θ = 0◦) with a half-power beamwidth of 80◦. The measured radiation pattern shows the
cross-polarization discrimination level is 15 dB at angle less than 45◦ from boresight. The cross-
polarization discrimination level increases to at least 35 dB as one approaches boresight.
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Figure 3: Measured and simulated radiation patterns of the double-section LPDA in the Elevation plane.
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Figure 4: Simulated radiation patterns of the double-section LPDA in the Azimuth plane.

4. CONCLUSIONS

In this article, an orthogonally intertwined dual-polarized log periodic antenna was designed and
tested. This antenna is intended to be used in spherical antenna measurement systems where
the measurement antennas are desired to transmit and receive alternatively in both vertical and
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horizontal polarizations. Input return loss measurements from the fabricated antenna agree well
with simulated results. The fabricated antenna shows a cross-polarization discrimination of at least
35 dB at boresight. Further study of the coupling between the two sections and methods to reduce
it will be object of another investigation and will be reported in the near future.
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A Complete Simulation of a Radiated Emission Test according to
IEC 61000-4-20
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Abstract— In a radiated emission test according to IEC 61000-4-20 the radiated power of the
equipment under test (EUT) is calculated from three measurements. The algorithm used to cal-
culate this power assumes the EUT to be electrically small and have the radiation characteristics
of a set of dipoles. Since this assumption is not always valid, the calculated radiated power by
this method may be different from the total power radiated by the EUT. This work presents
a complete simulation of a radiated emission test according to IEC 61000-4-20 using the TLM
method. This is then compared to the total radiated power of the EUT in free space, space
above ground plane and in the GTEM cell numerically. The differences in these power values are
analyzed to predict a contribution to the uncertainty budget of the radiated emission test.

1. INTRODUCTION

IEC 61000-4-20 [1] describes radiated emission measurements using a Transverse Electromagnetic
(TEM) or Gigahertz Transverse Electromagnetic (GTEM) waveguide. To perform this test, the
equipment under test (EUT) is placed inside the cell in three orientations and the voltages at the
cell port are measured. From these three voltages, the power radiated by the EUT is calculated.
To enable comparison to the Open Area Test Site (OATS) or a Fully Anechoic Chamber (FAC),
the maximum field strength generated by the calculated power is determined above a ground plane
and in free space respectively.

This work is fully a numerical study where Transmission Line (TLM) [2] simulation method
is used. A complete GTEM TLM model is created to study the errors and the construction of
the TLM model is explained in Section 2. This paper presents a full 3D TLM simulation of three
orientations radiated emissions test according to IEC 61000-4-20. The power radiated by the EUT is
then calculated from the three voltages. This is described in Section 3. The total radiated power of
the EUT in free space and above a ground plane is determined in separate simulations. In addition,
the total radiated power of the EUT inside the GTEM cell is simulated. These simulations are
described in Section 4. In Section 5, the results are presented and all these values for the radiated
power are compared and the electric field strength that this power would produce is included for
each scenario. These preliminary results will help EMC engineers establish an uncertainty budget
in their measurements, since the difference in the calculated field strength is an indicator for the
potential error caused by the correlation method described in IEC 61000-4-20.

2. GTEM TLM MODEL

An important aspect in this work is the GTEM TLM model. A complete detail of the GTEM
TLM model is explained in [3]; however some details will be outlined here. The TLM simulation
involves the generation of a comprehensive simulation code to represent the geometry of the GTEM
model. In this code, the cells in the TLM meshes were arranged as closely as possible to represent
the real GTEM cell geometry. Each component in the GTEM model was constructed by joining
cell by cell in three-dimensions. Model construction was based on GTEM 5407 manufactured by
ETSI Lindgren, USA. An important feature that was included in the modeling of GTEM cell
is the inclusive of a realistic sized pyramidal RAM model which has not been reported in other
previous numerical models. To increase accuracy, we employ a large mesh in excess of 14 million
(224×156×417) cells and one round of simulation took 70 hours to complete. We kept well within
the λ/10 limit and also checked that staircasing errors are negligible. This model is fully electrically
tested to comply with 50 ohm characteristic impedance.

3. IEC 61000-4-20 GTEM MEASUREMENT

Various GTEM to OATS correlation algorithm [4–8] have been produced over the years. This
paper concentrates on the correlation algorithm that is used in the IEC 61000-4-20 standard. Any
source of radiation can be replaced by an equivalent multipole expansion which should result in the
same radiation pattern and same power outside a volume enclosing the source. Once these multiple
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moments are known, the radiation both in free space and over a ground plane can be calculated.
The method specified in the standards is the three-measurement method. This three-measurement
method requires three major orientations of an EUT inside the GTEM cell shown in Figure 1.
In each orientation, the voltage at the cell port is measured. Based on these three voltages, the
radiated power of the EUT, and from there the electric field over a ground plane, representing the
correlation to OATS, can be calculated. In a similar way, the maximum field at a point in free
space can also be calculated, representing the correlation to a fully anechoic chamber.
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Figure 1: EUT in the (a) first orientation (b) second orientation and (c) third orientation.

4. TOTAL RADIATED POWER

Three different environments were considered in this work. These are inside the GTEM cell envi-
ronment, free space and space above a ground plane. In this work, a realistic model of an EUT is
represented by a monopole sitting on the top of a metal box shown Figure 2. The metal box itself
is a 29× 29× 11 cm perfect electric conductor (PEC) with a 19 cm monopole sitting on top of the
metal box. The monopole is located 12 cm from the center point of the top of the box. The method
used is based on the simulation of the total radiated power [9] where a surface of a rectangular
structure can be defined over a certain volume to give the total power passing through the assigned
surface with the EUT within the volume shown in Figure 2. The purpose is to examine how this
power changes in different environments. The frequency chosen for this work is 200 MHz. The
input power for all the simulation setups was equally set to 0.02 Vpeak.

Metal box

Monopole 

Surface volume 

for total radiated 

power simulation

Figure 2: Total radiated power by the EUT in a volume enclosing the EUT.

4.1. Free Space Radiation
The radiation from the EUT is simulated in a free space environment. This result serves as a
control to examine the actual total power radiated by the EUT itself without taking reflections
into account. The result from this simulation can be used to calculate the maximum electric field
Emax for later comparison with the other two environments. This method simulates an EMC test
performed using full anechoic chamber.
4.2. Space Radiation over the Ground Plane
The EUT is then placed over a ground plane to simulate an EMC test performed using OATS.
The total power radiated in this method takes the reflection by the image dipole introduced by
the ground plane into account. The maximum electric field Emax can also be calculated from the
simulated result of this setup and later served as a comparison for results obtained from the GTEM
to OATS correlation algorithm stated in IEC 61000-4-20.
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4.3. Radiation inside the GTEM Cell
The radiation inside the GTEM cell is the main observation in this paper. For this, the EUT is
placed inside the GTEM cell. In contrast to the other two methods mentioned above, the GTEM
cell has unique characteristics in that it ideally only couples to the TEM modes. In addition, at
the lower frequencies, the structure of the GTEM is within the near field of the EUT and this
may alter the characteristics of the EUT. This is different from the simulation in Section 4 Part A
and B because the total power radiated by the EUT inside the GTEM cell is not simulated over
an enclosing surface, but it is calculated from the three voltages simulated from three orientations
according to IEC 61000-4-20 as described in Section 3.

5. SIMULATION RESULTS AND COMPARISON

Table 1 shows the comparison values of the different total radiated power in the different environ-
ments at 200MHz. The EUT in free space has the lowest total radiated power compared to the
EUT above a ground plane and also inside the GTEM cell. From Table 1 it can also be seen that
the total power calculated from the three voltages from three respective orientations was greater
than the total power radiated in the free space by the EUT. The comparison of various values of
Emax for vertical and horizontal polarizations calculated from the total radiated power in different
environments is shown in Table 2 and Table 3. They show the maximum electric field strength at
a distance of 3m between the EUT and the antenna. For Table 2 the field strength was calculated
above a ground plane representing OATS, and for Table 3 it was calculated in free space represent-
ing FAC. Table 4 shows the value of the total radiated power in the different environments when the
above simulations were repeated using higher frequency such as 1GHz in this case. In such case,
the EUT was considered to be electrically large. Interestingly, at higher frequency, the radiated
power predicted from the three voltages method seemed to underestimate the total radiated power
obtained from other environments.

Table 1: Comparison of total radiated in different environments at 200 MHz.

Environments Total radiated power (W)
Calculated from three simulated voltages 3.324× 10−7

In free space 2.902× 10−7

In space above a ground plane 3.178× 10−7

Table 2: Comparison of maximum electric field Emax in OATS calculated from total radiated power in
different environments at 200 MHz.

Total radiated power environments Emax Horizontal (V/m) Emax Vertical (V/m)
Three simulated voltages 2.313× 10−3 1.589× 10−3

Space above a ground plane 2.261× 10−3 1.554× 10−3

Table 3: Comparison of maximum electric field Emax in FAC calculated from total radiated power in different
environments at 200MHz.

Total radiated power environments Emax Horizontal (V/m) Emax Vertical (V/m)
Three simulated voltages 1.730× 10−3 1.557× 10−3

Free space 1.691× 10−3 1.522× 10−3

Table 4: Comparison of total radiated in different environments at 1GHz.

Environments Total radiated power (W)
Calculated from three simulated voltages 1.243× 10−7

In free space 1.784× 10−6

In space above a ground plane 1.787× 10−6
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6. CONCLUSION

Various references in the literature such as [10] and [11] present examples for uncertainty budgets in
measurements done using a GTEM cell. The uncertainties may be due to mismatch to instrument
errors and poor repeatability. However, most uncertainties reported are easily distributed to instru-
ment errors, cable loss, EUT orientations, impedance matching and so forth. These uncertainties
are well defined with a high level of confidence since they are parameters that can be measured
and observed easily. However, the GTEM to OATS correlation is one particular uncertainty which
is hard to determine during experiments since it is difficult to isolate the other uncertainties. We
have shown here a method to define the contribution to the uncertainty budget due to the GTEM
to OATS correlation. Simulation work could omit various parameters in real measurements, thus
a particular uncertainty could be examined effectively which is the GTEM to OATS correlation
in this case. The results gathered in this work would be useful in future examples of uncertainty
budget calculations for the GTEM to OATS correlation.

In this work, we have shown that the algorithm based on IEC 61000-4-20 for correlating three
voltages from the three position method seems to agree reasonably well compared to the free space
and above ground plane environment but, it over-predicts the total power radiated from EUT.
However, at higher a frequency approaching 1 GHz in our case, the total power radiated obtained
from the prediction based on the three voltage method seriously underestimated compared to
other environments. The algorithm stated in IEC 61000-4-20 is ideal for the case when the EUT
consists of a dipole antenna. The EUT chosen in this work is not a dipole on purpose in order
to demonstrate the accuracy of the algorithm when the EUT is not a dipole. It appears that the
differences cannot be simply due to normal random errors and more likely are due to systematic
factors. The preliminary results shown here justify a further investigation to establish the origin of
the differences and if possible eliminate them. One possible reason for the observed discrepancies
is the omission of the phase information or the propagation of higher order modes, which at higher
frequencies are likely to play a greater part. We hope to be able to report in more detail in the
future on work in progress to quantify the impact of phase [12] on these measurements.

Another interesting aspect of this work is the importance of using TLM in examining problems
in EMC world. The GTEM TLM model in this work was delicately created using 3-D square mesh
and has been proven to have high accuracy and useful in the characterization of emission in GTEM
cell.
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Abstract— Engineers are continuously trying to integrate active circuit components of dc-
dc converters on chip, while leaving behind the passive components because of their limited
capabilities under small-scale integration. This document describes several key issues and design
considerations relating to dc-dc converters under high frequencies. Inductor modeling and design
of a buck converter are investigated, and a performance plot of the inductor under high switching
frequency is presented.

1. INTRODUCTION

As handheld electronic hardware become smaller in size, higher demands for low voltage operation
and high output current are becoming a necessity. The main unit in portable devices responsible
for such functionality is the dc-dc converter. This means that the converter should maintain high
efficiency in order to achieve a longer battery life, while shrinking it to fit on a smaller silicon die.
The key to achieve full integration, which will reduce size and cost, is to operate these converters
at high frequencies, typically greater than 5MHz, while maintaining the required specs.

High switching frequency is becoming essential to achieve designs that are required for next
generation handheld electronics. An engineer has to understand the high frequency design con-
straints and their issues before initiating the step to design a high switch mode converter [1]. The
system description, design philosophy, and key issues of operating the buck dc-dc converter under
high frequency are presented in section II. Inductor equivalent circuit, modeling, and operation
under high switching frequency are included in section III. In Section IV performance plot of the
Inductor as the operating frequency increases is reported. Operating at high frequency will allow
the engineer to integrate the passive components of the converter along with the active components
to achieve a single chip dc-dc converter.

2. CIRCUIT DESCRITON

The circuit schematic of a buck dc-dc converter is shown in Fig. 1. In this converter topology, when
M1 turns on, the input voltage will be applied on the left side of the inductor. Thus, the input
voltage will induce current through the inductor and will cause the current of the inductor to rise.
When M1 turns off and M2 turns on, a closed loop consisting of the transistor M2, the inductor,
and the capacitor will be formed and the inductor current will decrease as the off time increases.
The main essential parameter in designing dc-dc converters is efficiency. This means that the
converter should perform the same along the full load range. Usually the best efficiency is achieved
at maximum load, which corresponds to maximum current supplied. However, the engineer faces
a huge difficulty in maintaining a high efficiency at low load operation. Different techniques such
as PFM, which skips pulses generated by the control circuitry, have been developed to maintain
the required efficiency. Nevertheless, this degrades the converter stability and puts it at the risk
of failure under extreme conditions. Also, this defeats the purpose of operating the converter at
high frequencies. In the end, the ultimate goal is to operate these converters at high frequencies in
order to integrate the whole unit on a single chip.

Method and design approaches for a high frequency dc-dc converter operating in the range of
100MHz have been reported [2]. However, the suggested design approach is not economical, since
the bill of materials of the components needed is enormous. Thus, it is not feasible in industrial
applications where cost is the main driving element. In general, one needs to operate at high
frequency while marinating the same number of components and reducing their respective sizes,
which eventually reduces the overall cost. A problem arises, however, by keeping the same number
of components and increasing the switching frequency. [3] analyzes the main problems associated
with high frequency operation. A high frequency parasitic model of the boost dc-dc converter
has been studied. It has been reported that parasitic resistances, inductances, and capacitances
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Figure 1: A buck dc-dc converter.

generated from packaging and interconnections of the converter arises at high frequencies. All these
components will aid in degrading the converter efficiency. Thus, new packaging techniques should
be introduced to overcome this major obstacle.

3. INDUCTOR MODELING

The inductor is the largest component in a dc-dc converter. Thus, innovative ideas of how to
integrate the inductor on chip are necessary for achieving a miniaturized dc-dc converter. This is
achieved by investigating the consequences of having a small inductor operating at a high frequency,
and by modeling the inductor and its behavior under high frequency. Fig. 2 shows the equivalent
circuit of an inductor at a frequency above 5 MHz.

Figure 2: Inductor equivalent circuit.

The inductor in Fig. 2 consists of many frequency dependent elements: the AC resistance, the
Inductance, and the shunt resistance. [1] illustrates that for small valued inductors, the resonance
frequency occurs in the range of few GHz. This will ease defining the corner frequency of the LC
filter in the converter when designing it. However, as shown in Fig. 2 above, the engineer should
take into consideration the nonideality of the inductor under high frequency. One advantage of
high frequency operation is that it allows reducing the size of the inductor, which will need less
turns ratio which reduce resistive losses. Also, this will enable a faster dynamic response due to
the wide bandwidth introduced in the control feedback circuit. The main problem with a smaller
inductor is that the average rms current of the transistor switch will increase, and this will increase
the conduction losses. This is because the peak-current rating of the inductor will increase, and
this will force us to keep a large capacitor at the output. The Enpirion, EN5312QI 1A synchronous
buck regulator, have achieved an integrated Inductor but on a separate die brought close to the
converter’s active circuitry die because of interference issues [1]. However, it was necessary to keep
the capacitor as large as possible to eliminate voltage ripples at the output. Various methods and
techniques on integrating the inductor on chip was studied in [4]. It was found that to minimize
the AC resistance of the inductor at a high frequency range up to 10 MHz can be achieved by using
“outof- plane” inductors constructed using PDMA. “The PDMA technology would have a smaller
footprint and probably higher quality.” [4].
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4. HIGH FREQUENCY INDUCTOR PERFORMANCE

The power inductor in a commercial semiconductor process is designed using ANSOFT microwave
modeling package including all of the electrical and thermal effects. The 3D HFSS model for the
inductor designed is shown in Fig. 3. Fig. 4 illustrates a typical performance of the inductor at
RF frequency. Inductors with values in excess of 100 nH capable of handling more than 1A current
have been designed with a Q value of 40.
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Figure 3: Inductor performance vs. frequency.

Figure 4: HFSS 3D inductor model.

The inductor is fabricated using a thick film Cu process with air as the dielectric. Experimental
results are validated with 3D model calculations.
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Abstract— Preliminary analysis of construction and equipment of incubators for infants shows
that energy power lines and devices that use their power are the main source of EMF. In this
range of extremely low frequencies (ELF) the magnetic component becomes the most important
due to the use of relatively low voltage. The continuous monitoring of the magnetic field induction
in a selected area of the incubator’s chamber (with the infant inside) was carried out. The study
aimed at defining the field’s variability in time, during the regular infant caretaking activities.
The 24-hour monitoring, with observation of characteristic activities performed by the medical
staff and the infant’s mother, was carried out. The following values have been established on the
basis of the study results: magnetic field induction average value on the level of 0.24µT with
standard deviation 0.07 µT, maximum field induction value on the level of 0.37 µT and minimum
field induction value close to the background level (ca. 0.07 µT).

1. INTRODUCTION

Infant incubator (infant warmer) is indispensable equipment of hospitals and maternity wards,
ensuring a possibility of effective treatment of premature newborn infants, sensitive as well as frail
infants. Incubators provide optimal climatic conditions for the life of these infants, lower the risk of
infection, facilitate their treatment and fast physical development. Temperature, air humidity and
oxygen concentration in the infant space can be controlled. Electrical data: voltage 230 V, nominal
frequency 50–60 Hz. The power of heaters amounts to several hundred watts (W). Temperature
control data: nominal working temperature limits: (20÷ 37)◦C ±(2÷ 3)◦C. Ambient temperature
should be at least 2◦C lower than the regulated lowest temperature of the space in which the infant
is placed.

An infant stays in the incubator even up to several months. All electrical and electronic de-
vices and installations are a source of electromagnetic fields (EMF); they can be also a source of
interference, or their work may cause interference in the work of other devices.

The sources of magnetic field with the frequency of 50 Hz are: electronic controlling systems,
heating system, ventilation system, lighting system, as well as other external devices, such as, for
example, a respirator or a phototherapy device for infants.

Preliminary analysis of construction and equipment of incubators shows that power supplies
and devices that use their power are the main source of extremely low frequency (ELF) EMF.
In this frequency range, the magnetic component is the most significant factor. Due to the use of
relatively low voltage, electric field intensity is limited to several dozen-several hundred V/m, which
is negligible if compared to the normative value for this frequency range (here: 1 kV/m on housing
development areas). Another frequency range which can occur in incubators are “kilohertz”- range
fields (VLF). The sources of fields in this range are mostly switching power supplies and AC/DC
voltage converters. These devices are a source of both magnetic and electric fields (in this frequency
range, admissible electric field levels are considerably lower than in ELF range) [1, 2].

24 different epidemiological studies showed increased incidence of leukemia in children with
environmental (residence) exposure to the 50Hz magnetic field with magnetic induction above
0.3µT [3]. The 50/60Hz magnetic field is on the IARC list in the 2B group as a possible carcinogenic
agent for humans [4].

Incubators belong to medical products and, as such, have to fulfill specific safety requirements
for medical electrical equipment, which are regulated by PN-EN norms, series 60601, Part 2. The
structure of the above mentioned norms is standardized and covers, among others, sections: 5 —
concerning protection against hazards caused by unwanted or excessive radiation, 8 — concern-
ing the accuracy of work parameters and protection against dangerous values of initial (output)
parameters [5].
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2. MATERIALS AND METHOD

The objective of studies was the measurement of the 50 Hz magnetic field induction levels and its
distribution in incubators used in Polish hospitals.

Measurements were carried out for 17 incubators of different types: AIR-SHIELDS USA —
Infant Intensive Care System type BF (half-open), Atom Infant Incubator V-850 ATOM with
Intelligent Environment Control, Medicor IK-31 and ISOLETTE VHS 682. Detail measurements
of magnetic induction intensity pattern in the incubator have been performed for V-850 (2004 year
of production) that is in use at the Pathology and Emergency Ward of one of the Neonatology
Clinics.

Magnetic field induction measurements inside incubators were carried out in the conditions
that simulating the device’s normal work (empty incubator, but with temperature stabilization
switched on) and during the device’s real work (incubator with an infant). Magnetic induction
background level measurements were also carried out in rooms with incubators. The magnetic
field meter type DMFM-ELF05 (designed at Wroclaw Univ. of Tech.), equipped with a miniature
measuring probe and with the capacity for attaching a registering device, spectrum analyzing
device or oscilloscope, was used for 50 Hz magnetic field measurements. The meter allows for
measurements of magnetic field with values from 0.04µT up to 250µT in the frequency range from
30Hz up to 1 kHz. Measurement error caused by the properties of the meter in the frequency
range 30 Hz–300Hz is ± 5% and in the frequency range 300 Hz–1 kHz it is ±15%. The meter was
calibrated in the Certified Calibrating Laboratory LWiMP at Wroclaw Univ. of. Tech. Estimated
entire uncertainty of measurement taking into account also inaccuracies of probe positioning in
measured points and the selection of these points was established at 25%. In order to determine
spectrum parameters of the measured magnetic field (H), spectrum analysis of the measured field
with the use of oscilloscope with the FFT function connected to the meter was carried out.

Methodology of studies of magnetic field induction distribution inside incubator: measurement
result of complex (equivalent of RMS value of isotropy probe) magnetic field induction in incubator
was determined on the basis of field spatial measurements for 300 points evenly distributed on the
incubator up to the 0.15 m above the bedding with a mattress. During the measurements it allowed
for covering the whole space in which the infant can stay.

Methodology of measurement of magnetic field induction fluctuations over time: 24-hour field
intensity monitoring with the measuring probe placed in a selected point inside the incubator with
infant.

3. RESULTS OF THE MEASUREMENTS

The measurements confirmed previous assumptions that the dominating role in the spectrum of
the measured field inside the cradle of incubators is played by the field component with the basic
supply frequency (of the energy power lines), i.e., 50 Hz. Contribution of a higher harmonic was
negligible. Measurements of magnetic field induction distribution inside empty incubator cradle
were carried out. Fig. 1 shows measurement results for two different incubator types.
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Figure 1: Example of magnetic induction distribution on the mattress surface for two different incubator
types.

The charts show that magnetic field distribution inside incubator cradle depends on the type of
the heater and its placement inside the incubator’s case.

The more detail measurement of magnetic induction distribution was carried out in selected
incubator type V-850 (2004 year of the production). Measurements were performed: Fig. 2 presents
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measurements results on the level +5 cm above mattress surface. During measurements incubator’s
heater worked with maximum power.
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Figure 2: “Map” of distribution magnetic induction on the level +5 cm above mattress surface.

Summarize those results, the following things were established (measurement conditions: heater-
maximum power, measurements at the level +5 cm above mattress):

- field induction average value (B) on the level of 0.24µT with standard deviation 0.07µT,
- maximum field induction value (B) on the level of 0.37µT
- minimum field induction value (B) close to the background level (ca. 0.07µT).
Uncertainty of measurements can be estimated as 20%, assuming that the position of the probe

did not change. The value close to average is also the value most often registered during measure-
ments. Analysis of obtained results confirms observations of preliminary monitoring of incubators’
work.

It was determined that changes of magnetic field induction over time are directly connected with
the momentary power of incubator heater, which is illustrated on Fig. 3. Average heater power
during stabilized incubator work is around 20–30% of the maximum power. In case of the heater’s
complete switching off, the induction was falling down to the background level and in measurement
points was below 0.1µT.
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Figure 3: The shape of magnetic field changes inside incubator cradle during its frequent opening (forcing
the heater’s work with changing power).

For the sake of comparison, background measurements in Room “A” showed: inside the room
0.05µT, in the window plane 0.14µT, near distribution board 0.44µT, whereas background level
measurements in Room “B” showed 0.15µT inside the room.
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4. CONCLUSION

1. A measurement method and a measuring probe for infant exposure to 50 Hz magnetic field
and its harmonics occurring in incubators were worked out.

2. It was determined that magnetic field induction changes over time are directly connected with
momentary power of incubator’s heater.

3. Magnetic field induction average value during monitoring was 0.325µT, which is c. 16% of
the maximum value.
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Scientific Thematic Network “Electromagnetic Compatibility of
Devices, Systems and Installations for IT Community EMC-Net”
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Abstract— This article describes in short the history, structure and scope of activities of the
scientific thematic Network EMC-net, which unites several academic institutions, laboratories
and other organizations involved in electromagnetic compatibility issues. The authors present
an overview of the Network’s developments so far as well as current joint projects involving it’s
members and the Network’s activities as an opinion-setting authority.

1. BEGINNINGS OF EMC-NET

The idea for uniting EMC related academic and scientific institutions has originated already in April
2003, among a few employees of the Electronics faculty of WrocÃlaw University of Technology. Then,
a little over four years ago, as the result of an initiative of the WrocÃlaw University of Technology
Prof. Tadeusz Wiȩckowski, a meeting was held at the WrocÃlaw EMC 2003 Workshop to discuss
the possibilities of bringing this idea to life. During this meeting as well as further discussions, the
idea of the Network was refined, establishing the following key objective:

• Provide know-how and technological support to academic and research institutions involved in
EMC research, by initiating, coordinating and carrying out joint research and implementations
as well as conducting staff training,

• Provide support and coordinate member institutions’ participation in EU Framework Pro-
gramme integrated projects and Networks of Excellence, based on their experience and con-
solidated research potential,

• Create an information exchange/sharing forum, which will also allow for presentation of cur-
rent results and achievements in the field of electromagnetic compatibility research.

The next step consisted of formalizing the earlier stipulations, defining the internal regulations
and the official name. This was followed by an application to the Ministry of Science and Infor-
mation Society Technologies regarding co-financing, which was positively approved (13. 08. 2004),
allowing for the launch of our organization: Scientific thematic Network “Electromagnetic Com-
patibility of Devices, Systems and Installations for IT community EMC-Net”.

2. NETWORK STRUCTURE AND MEMBERS

Currently, the Network includes the 17 founding members, which have been with the Network from
the day it was established. Also, during the three years of existence, 5 new members have joined
the Network, including one from abroad, which we hope is a first step towards converting EMC-net
from a local to an international organization.

In order to minimize bureaucracy, EMC-net has a very simple management structure: a (5 per-
son) Steering Committee is elected from among all representatives of the Network members, which
comprise the so-called General Network Assembly. The term of office of the Steering Committee
is 3 years and it is headed by the Network Coordinator. The responsibilities of the Steering Com-
mittee comprise of undertaking regular decisions in regards to Network activities, which do not
require formal approval of the General Assembly. Currently the Network is headed by Institute
of Telecommunications, Teleinformatics and Acoustics of WrocÃlaw University of Technology, along
with it’s accredited Electromagnetic Compatibility Laboratory.

The internal regulations clearly define the objectives and goals for the Network and it’s members,
which besides the earlier mentioned points include:

• Consolidation of scientific institutions to implement and improve EMC research methods and
to develop methods and technologies for assurance of electromagnetic compatibility of devices
and electronic systems in the era of IT society,

• Support development of new techniques and technologies in view of requirements of EC di-
rective 89/336/EEC,
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• Support the Network members in participation in projects carried out under EU Structural
or Cohesion Funds,

• Raise the level and rank of Polish research and development achievements in the field of
electromagnetic compatibility of devices and systems, within the European Research Area
(ERA),

• Develop international cooperation in order to transform the national Network and bring it to
an international level.

These stipulations are fairly general, thus allowing the Network members to present and discuss
practically any ideas related to EMC research and development or ideas related to popularization of
EMC knowledge, some of which eventually can lead to some tangible activities. The next sections
describe some of the areas, where EMC-net already had some successful achievements.

3. LEGISLATURE

As an organization uniting renowned academic institutions, EMC-net was quickly recognized as an
authoritative body to provide opinions for foreseen legal acts, articles and ordinances as well as
other documents pertaining to the area of expertise of the Network. Some of the more important
activities in this area include:

a) In January 2004 our Network provided an opinion pertaining to the foreseen EMC Act, which
was supposed to introduce to Polish legislature Directive 89/336/EEC, unfortunately this Act
was not passed at this time,

b) In December 2004 our Network was invited by the Ministry of Infrastructure to participate
in discussions over the new Directive 2004/108/WE, in order to prepare for the informative
meeting in Brussels (03. 02. 2005), which was to clarify and explain the new directive. Our
Network Members had many remarks regarding the Polish translation of this directive and
pointed out that it is necessary to quickly establish the requirements for notified bodies, as
implementation of the new directive in Polish legislature will also call for implementation of
an appropriate quality assurance system.

c) At the turn of March and April 2006, our Network was providing an opinion for the new EMC
Act. After the first series of remarks, a representative of EMC-net also participated in the
second stage of establishing this Act — participating in the meetings of the Seym Committee,
which was debating various changes to this project. The final version of the EMC Act was
settled on 13th April 2007, and was signed shortly after by the Polish President on the 25th
of April.

d) In October 2006 EMC-net was invited to review the proposed changes introduced by the EU
Regulatory Framework for electronic communications networks and services.

Besides the above mentioned documents, the Network members were also asked to provide opin-
ions to some other minor legal acts, including among others: a project related to the introduction
of Digital Video Broadcasting (DVB-T), amendment of Telecommunication Law.

Currently (05. 2007) the network is providing advice in regards to a few ordinances related to
the EMC Act.

4. ACTIVITIES FOR INCLUSION OF EMC ISSUES IN THE 7TH FRAMEWORK
PROGRAMME: EUROPEAN TECHNOLOGY NETWORK — SUSTAINABLE
ELECTROMAGNETIC ENVIRONMENTS (EMC, INCLUDING EMF) ETN-SEE

In March 2005 EMC-net was invited to participate in a pan-European initiative, which was aimed
at consolidating EMC research on a pan-European level and to guide and organize the introduction
of EMC related matters into the 7th Framework Programme.

These activities began with the idea for creating an EMC Technological Platform and eventually
led to the establishing of European Technology Network (ETN-SAA). This group includes such
world renowned authorities as: Ir. Marcel van Doorn, Dr. Marco Klinger, Prof. Dr. Frank Leferink,
Dr. Marco Leone, Dr. Amaury Soubeyran, Prof. Dr. Christos Christopoulos.

5. RESEARCH

The Network members defined a joint research program, which consolidates some of the consortium
members’ research works. Discussions about possible research directions allowed for definition of
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four major projects, which the Steering Committee decided to develop and present for further
discussion. These four proposals were then sent out to the Network members, asking for comments,
definition of additional objectives etc. The research subjects are as follows:

1. Electromagnetic hazards from devices, systems and installations in view of the work environ-
ment and human health,

2. Electromagnetic compatibility (EMC) of advanced microelectronic components — methods of
analysis, modeling and measurements,

3. Methods for assessment of electromagnetic compatibility at frequencies exceeding 1GHz,
4. Intersystem compatibility — radiocommunication systems (among others 3 G, 4 G)

Considering that currently Ministry of Science and Higher Education is evaluating the first of
the above proposals for potential funding, we will present herein the project in more detail:

This project shall evaluate potential electromagnetic hazards at human work and living envi-
ronments, in order to provide appropriate safety and health protection measures. The next steps
should include priority research in the area of:

• Development of methods for definition of electromagnetic field strength using mathematical
models for the near field, multipath propagation areas (building interior, urban areas) and
open space, as required for assessment of EMF in view of safety and health protection,

• Development of methods for definition of resultant (“replacement”) electromagnetic field
strength levels at human environments, as required for assessment of required electromag-
netic hazard protection measures as well as environmental monitoring requirements,

• Development of methods for assessment of EMF levels occurring at human work environ-
ments, in view of modulation parameters (including pulse EM), in order to verify existing
measurement methods used by measurement/control and sanitary/epidemiology authorities,

• Development of methods and measurement equipment for assessment of EMF levels at human
work and living environments and their implementation at the national research/measurement
laboratories responsible for control of safety and health protection in regards to EMF,

• Development of human (including child) models (phantoms) for measurements of the Specific
Absorption Rate (SAR) when exposed to EMF,

• Development of methods for testing of technical measures (screening etc.) designed to elimi-
nate or limit undesirable EMF at human work and living environments.

This project is being coordinated by ÃLódź Institute of Occupational Medicine and WrocÃlaw
University of Technology.

6. OTHER INITIATIVES

Another interesting initiative of our Network was to perform comparative measurements of a ref-
erence conducted interference source. On 08. 02. 06 a proposal was sent out to the consortium
members as well as other centers cooperating with our Network, proposing to perform the compar-
ative measurements. We were greatly surprised by the number of eager participants — as we have
received a reply from 10 laboratories:

• Institute of Power Systems Automation (Instytut Automatyki Systemów Energetycznych),
WrocÃlaw,

• Electrotechnical Institute (Instytut Elektrotechniki), Warsaw,
• Electrotechnical Institute (Instytut Elektrotechniki), Gdańsk branch,
• National Institute of Telecommunications (Instytut Ãla̧czności), Warsaw,
• Institute of Telecommunication and Acoustics of WrocÃlaw University of Technology (Instytut

Telekomunikacji i Akustyki Politechniki WrocÃlawskiej),
• R&D Marine Technology Center (OBR Centrum Techniki Morskiej), Gdynia
• Technical University of ÃLódź, Department of Electrical Engineering and Instrument Trans-

formers K-23 (Politechnika ÃLódzka, Katedra Elektrotechniki Ogólnej i PrzekÃladników K-23),
• Industrial Research Institute for Automation and Measurements (PrzemysÃlowy Instytut Au-

tomatyki i Pomiarów), Warsaw
• Mining Electrification and Automation Center EMAG (Centrum Elektryfikacji i Automatyza-

cji Górnictwa EMAG), Katowice.
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• VOP-026 Sternberk, s.p., divize VTUPV Vyskov.

Currently this research is close to an and the results should be shortly available.
During this project we have checked not only if the measurements are being performed correctly

at each of the institutions (obviously highly dependent on the owned equipment), but also the
knowledge pertaining to he procedures for such measurements.

This was achieved by instructing each of the laboratories to perform the measurements in a
standard way, which they would use when performing measurements for a Client for a similar device.
I.e., they did not receive any additional guidelines or instructions about any specific requirements,
where our final evaluation will check also for compliance of the measurement procedures with the
appropriate regulations.

The reference device was a nonstandard but verified source of interference. It is being handed
over from laboratory to laboratory, however being retested each time by the organizer (i.e., evalu-
ation in a star-pattern). As proven by experience, comparative measurements are the best method
for discovering any anomalies and inaccuracies in measurement procedures as well as measurements
themselves — many a time we have seen measurements performed for the same object differ by
few to even a few dozen decibels! Collection of results from so many institutions will also allow for
assessment of the way in which the results are presented — it might come as a surprise, but this
seemingly easy task often leaves much to be desired.

We hope that this project will also allow for improvement of quality of measurements at all
laboratories participating in this initiative.

Another interesting initiative is the response to signals from consortium members, about insuffi-
cient education of engineers in the area of EMC. This is becoming a growing problem for employers
who nowadays are looking for people with an extended knowledge of different EMC aspects, es-
pecially in the area of design as well as co-usage of different devices/systems. To make a wider
audience aware of this problem, EMC-net has contacted the organizers of Pozna Telecommunica-
tion Workshops, who responded with great interest in including this in their workshop program
and agreed to even host an entire session dedicated to compatibility (it should be mentioned that
the organizers pay great attention to education in the field of electronics and telecommunications
instead of just concentrating on the newest developments in these areas). Of course EMC-net will
be responsible for preparing at least a few papers for such workshop sessions, however considering
the short time before the last Workshops (held on 7–8. 12. 06) in 2006 only one paper was submitted
about EMC education, nevertheless EMC-net plans in this area for future Workshops are much
more ambitious.
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Abstract— A planar inverted-F antenna (PIFA) using an implanted antenna for medical im-
plant telemetry system (MITS) is proposed. The antenna is located on the surface of an artificial
cardiac pacemaker in order to monitor medical information such as a cardiac beat. Design of the
antenna is applied to the human body which is substituted by a 2/3 muscle-equivalent phantom
and the antenna is numerically analyzed by use of the finite-differential time domain (FDTD)
method. Moreover, to estimate a communication in the real environment a link budget calcula-
tion is presented. As a result, the proposed antenna operating at 402–405 MHz-band is able to
create a communication link of the MITS with the external equipment which is located within
6m distance and 104 degree of altitude.

1. INTRODUCTION

Recently, the medical implant telemetry system (MITS) has been investigated with a great inter-
est. MITS is a tool that transmitting vital signals such as a cardiac beat of a patient from an
implanted antenna which embedded into the human body to the external antenna using wireless
communication link. This system is able to reduce a number of visits of doctors to diagnose the pa-
tients, and to facilitate physical or mental burden of the patients. In addition, it can communicate
without a wire piercing of the skin which has an advantage to prevent the infection with a germ
in a medical diagnosis. Up to now, many of the implanted antennas have been developed [1–3] to
realize the system. In this paper, a planar inverted-F antenna (PIFA) is proposed as the implanted
antenna which is located on the surface of the artificial cardiac pacemaker as the implanted medical
equipment.

2. DESIGN AND ANALYZING METHOD OF IMPLANTED ANTENNA

The PIFA has some merits i.e., simple, thin, and compact. In order to realize MITS, the PIFA is
chosen for the implanted antenna which located on the surface of the artificial cardiac pacemaker.
Fig. 1 shows the configuration of the antenna model with the pacemaker. The antenna element
whose dimension by 35×20mm2 is located between the substrate and superstrate layer (εr = 10.0)
in order to prevent the effect of the human body by decreasing effects of a high conductive tissue.
The PIFA is fed near the center of the element and shorted at the right edge to the pacemaker in
order to make the PIFA matched on 50Ω. Here, the pacemaker whose dimension by 39×30×9mm3

serves as the ground of the PIFA. To analyze the numerical calculation model, the pacemaker is
imitated in the box of a perfect electric conductor (PEC). Fig. 2 depicts the numerical calculation
model when the whole structure of the antenna is embedded into the 2/3 muscle-equivalent phantom
(εr = 38.09, σ = 0.53 S/m) with the used electrical constants is at 403.5 MHz [4]. In order to
evaluate the electric effects of the antenna to the phantom, the distance between the surface of the
phantom and the surface of the antenna (d) is changed.

3. PERFORMANCES OF IMPLANTED ANTENNA AND LINK BUDGET
CALCULATION

Figure 3 describes the S-parameter performance by numerical calculation using the 2/3 muscle-
equivalent phantom. From this figure, the resonant frequency shifts to the higher by increasing
the distance between the surface of the phantom and the surface of the PIFA (d). However, it is
confirmed that S11 performance is lower than −10 dB at the target frequency (402–405MHz) for
both of the PIFA models. Fig. 4 represents radiation characteristics of the PIFA in the x-z and
y-z plane by numerical calculation using the 2/3 muscle-equivalent phantom. Here, the radiation
characteristics are in the main polarization direction. In this case, as the distance d increases, the
gain decreases in the both planes because of the loss of human tissue. The direction of maximum
radiation in the y-z plane is at θ = 0 degree. However, the one in the x-z plane is about θ = 60
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Figure 1: Configuration of PIFA and artificial cardiac pacemaker model.
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Figure 2: Numerical calculation model.

degree because the dimension of the ground plane is very small. The maximum gain of the model
at d = 5 mm, d = 10 mm and d = 15 mm is −28.9 dBi, −30.0 dBi and −30.5 dBi, respectively.

Table 1 shows a link budget between the implantable antenna and the receiver. The distance
between the transmitter and the receiver is 6.0 m and the application is supposed to be used in the
sickroom. When the bit rate is assumed 7 kbps in consideration of the transmitting vital signal, the
needed implanted antenna gain should be more than −35.0 dBi in Table 1. It can be stated that
that the wireless communication is possible to be occurred within the range of about 232◦ centered
at 0◦ in the x-z plane, or 104◦ centered at 0◦ in the y-z plane as shown in Fig. 4.

Table 1: Link budget calculation

Frequency 403.5MHz

Transmission power −72.6 dBW

Tx antenna gain −35.0 dBi

EIRP −108.6 dBW

Distance 6.0m

Path loss 40.1 dB

Bit rate 7 kbps

Link C/N0 51.6 dBHz

Require C/N0 50.6 dBHz

Margin 1.0 dB
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Figure 4: Radiation characteristics.

4. CONCLUSION

This paper proposed a PIFA with an artificial cardiac pacemaker for use of MITS. The calculation
model is composed of the PIFA and the pacemaker embedded in the 2/3 muscle-equivalent phantom.
The distance between the top of the phantom and the antenna (d) is changed and the model is
numerically analyzed by use of the FDTD method. Numerical results show that as the distance
d increases, the resonant frequency shifts to the higher and the gain decreases because of the loss
and the high permittivity of the human tissue. However, the proposed antenna resonates at 402–
405MHz band, and the maximum gain is −30.5 dBi is confirmed. Moreover, according to the link
budget calculation, required gain is −35.0 dBi for the wireless communication, when the distance
between the transmitter and the receiver is 6.0 m. Here, the wireless communication is possible to
be occurred in the range of 104◦ and, the proposed antenna is able to be used for the MITS.
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Extension of the Finite Network Method to Magnetic Materials and
Its Application to Eddy-current Testing

A. Farschtschi and T. Richter

Chemnitz University of Technology, Germany

Abstract— The finite network method (FNM) is a method for eddy-current and inductance
calculation in the low-frequency case. Since FNM discretises only conducting materials it is
well-suited for systems with little material expended in space. A detailed derivation of FNM to
magnetic materials is made and the applicability to eddy-current testing of magnetic materials
is shown.

1. INTRODUCTION

It is well known that conductive non-magnetic media can be calculated by the finite network method
(FNM) ([1, 2]) and the similar partial element equivalent circuit (PEEC) technique including in-
ductive coupling ([3, 4]). Homogeneous media are discretised into cuboid volume elements. The
midpoints of these elements form a staggered grid of resistor elements. The length of these resistor
elements is equal to the distance of neighboured points of the staggered grid whereas the cross
section is taken from the interface of the both volume elements belonging to the considered grid
points of the staggered grid (see Fig. 1). In the following section we introduce the extension of
FNM to magnetic materials with linear magnetic permeability. To preserve homogeneous material
properties circuit elements across the interface between materials are divided into two circuit el-
ements by the interface (see Fig. 2). This allows an extension of the FNM and PEEC technique
to magnetic materials ([1, 2]). The authors present a more detailed derivation then compared to
Long et al. [5] and show the applicability of the derived method to eddy-current testing of magnetic
materials.

Figure 1: Discretisation of a homogeneous volume into volume elements. The midpoints of the volume
elements form a staggered grid with inductive coupled resistor elements.

2. EXTENSION TO MAGNETIC MATERIALS

The starting point of the derivation are the time-dependent Maxwell’s equations in the quasi-static
limit:

∂

∂~r
× ~E = −∂ ~B

∂t
(1)

∂

∂~r
× ~H = ~J (2)

∂

∂~r
· ~B = 0 (3)
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Figure 2: The upper picture shows the staggered grid and its resistor elements in the case of a homogeneous
material. In the case of two different materials (lower picture) each resistor element perpendicular to the
interface is divided into two elements. This preserves the homogeneity for all equivalent circuit elements.

~J = γ
(

~E + ~Ee

)
(4)

~B = µrµ0
~H (5)

~B =
∂

∂~r
× ~A,

∂

∂~r
· ~A = 0 (6)

The derivation is valid for linear material properties (4) and (5) with electric conductivity γ

and the relative magnetic permeability µr. In (4) the electric field ~Ee of external voltage sources is
introduced. To calculate the flux density ~B the vector potential ~A in Coulomb gauging is introduced
in (6).

Figure 3: Interface of thickness δ between magnetic materials with linear change of µr across the interface.

The interface between different magnetic materials has the small thickness δ (see Fig. 3). We
assume a linear change (variable ξ) across the interface in normal direction ~n with constant relative
permeabilities µ

(1)
r and µ

(2)
r above and below the interface:

µ(ξ) = µr
(2)µ0 +

µ
(1)
r − µ

(2)
r

δ
µ0ξ, ξ ∈ [0, 1]

Thus the gradient of µ(~r) across the interface is given by:

∂

∂~r
µ(~r) = ~n

∂µ(ξ)
∂ξ

= −µ
(2)
r − µ

(1)
r

δ
µ0~n (7)

Applying (7) to (6) gives Poisson’s equation of the vector potential where the second term is
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valid only across the interfaces between magnetic materials:

−∆ ~A =
∂

∂~r
× ~B(~r) =

∂

∂~r
×

[
µr(~r)µ0

~H(~r)
]

= µr(~r)µ0
∂

∂~r
× ~H(~r) +

(µ(2)
r − µ

(1)
r )µ0

δ
~H(~r)× ~n (8)

The second term of (8) only proves the tangential component of ~H. Since we exclude electric
surface currents from our theory ~H(~r) × ~n is continuous across interfaces. The integration of the
second part of (8) yields in the limit δ → 0:

lim
δ→0

∫ +1

ξ=0

(µ(2)
r − µ

(1)
r )µ0

δ
~H(~r)× ~ndξ = (µ(2)

r − µ(1)
r )µ0

~H(~r)× ~n =: Jma(~r) (9)

In (9) the magnetic current density ~Jma(~r) at the interface between magnetic materials is intro-
duced. As can be seen vividly from (9) the boundary current density ~Jma(~r) is tangential to the
boundary. Making use of (9) the general solution of Poisson’s Equation (8) for the magnetic vector
potential in Coulomb gauging is given by:

~A(~r) =
µ0

4π

∫

V ′

µr(~r′) ~J(~r′)
|~r − ~r′| dV ′ +

µ0

4π

∫

a′

~Jma(~r′)
|~r − ~r′| da′ (10)

In (10) integration is done over the volume V ′ of all conductive media and the overall boundary
area a′ between different media. We define the current density components ~Jk of circuit elements
and ~Jma,l of boundary elements in Cartesian coordinates (Fig. 4). For each boundary element exist
two vectors ~Jma,l representing the two Cartesian components of a boundary element (Fig. 4). Thus,
each vector ~Jk and ~Jma,l is parallel to a distinct Cartesian direction:

~Jk = Jk~ei =





Jk~ex : x direction
Jk~ey : y direction
Jk~ez : z direction

~Jma,l = Jma,l~ei =





Jma,l~ex : x direction
Jma,l~ey : y direction
Jma,l~ez : z direction

(11)

While the ~Jk belong to the circuit elements of the staggered grid and are connected by the
current conservation law the ~Jma,l are independent variables.

Figure 4: Currents of the staggered grid and surface currents of boundary elements between magnetic media.

When conducting media and boundaries are discretised into rectangular elements (10) can be
written as sum of all volume elements k and all boundary elements l at the interface between media
with different magnetic permeabilities. Since the theory deals with element-wise constant current
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Figure 5: Magnetic flux components at the upper and lower side of the boundary element i created by
the boundary current density ~Jma,i = Jma,i~ei of the same element. The constant component ~Jma,i of the
rectangular boundary i element creates the flux ~B

(1)
self,i = + 1

2µ0Jma,i~ei×~ni above the boundary element and
~B

(2)
self,i = − 1

2µ0Jma,i~ei × ~ni below with the well-known step µ0Jma,i.

densities the current densities of circuit and boundary elements are excluded from integration:

~A(~ri) =
µ0

4π

∑

k

µr,k

[∫

Vk

1
|~ri − ~rk|dVk

]
~Jk +

µ0

4π

∑

l

[∫

al

1
|~ri − ~rl|dal

]
~Jma,l (12)

~Bi : = ~B(~ri) = −µ0

4π

∑

k

µr,k

[∫

Vk

~ri − ~rk

|~ri − ~rk|3 dVk

]
× ~Jk − µ0

4π

∑

l

[∫

al

~ri − ~rl

|~ri − ~rl|3 dal

]
× ~Jma,l(13)

Equation (13) determines the flux density ~B at an arbitrary point ~ri from (12) by the use of (6).
Now ~ri is the vector at the centre of the boundary element i with the area qi. Furthermore, ~ti is a
unit tangential vector at the boundary element i and the currents Ik and Ima,l are used instead of
the current densities Jk and Jma,l. ~Bi · ~ti is evaluated by the field coefficients hV,ik and ha,il. The
field coefficients include an averaging over the boundary element i (integration variable ai):

~Bi · ~ti = µ0

∑

k

µr,khV,ikIk + µ0

∑

l

ha,ilIma,l with Ik = qkJk, Ima,l = blJma,l (14)

hV,ik = −
[(

1
4πqiqk

∫

ai

∫

Vk

~ri − ~rk

|~ri − ~rk|3 dVkdai

)
× ~ek

]
· ~ti (15)

ha,il = −
[(

1
4πqibl

∫

ai

∫

al

~ri − ~rl

|~ri − ~rl|3 daldai

)
× ~el

]
· ~ti (16)

In (15) qk is the cross of circuit element k perpendicular to the current direction. In (16) bl is
the width of boundary element l perpendicular to the direction of the boundary current. ~Bself,i

is the flux density created by the boundary currents of the element i. ~Bself,i has a discontinuity
across the boundary element which demands a distinction between the two sides of the boundary
element (see Fig. 5):

~Bself,i · ~ti =
{

+1
2µ0Jma,i (~ei × ~ni) · ~ti : Medium 1 toward ~ni, ~ei ⊥ ~ti

−1
2µ0Jma,i (~ei × ~ni) · ~ti : Medium 2 against ~ni, ~ei ⊥ ~ti

(17)

Thus a more precise definition of the field coefficients ha,il in (16) is given by the use of (17)
when the destination ~ri belongs to the boundary element al:

ha,il =





see (16) : ~ri /∈ al

+2π Ima,l

bl
(~el × ~ni) · ~ti : ~ri ∈ al, ~ri toward ~ni

−2π Ima,l

bl
(~el × ~ni) · ~ti : ~ri ∈ al, ~ri against ~ni

(18)

The continuity of the tangential component of the magnetic field ~H at boundaries should be
kept as a consequence of Maxwell’s equation in the case of absent free surface currents:

1

µ
(1)
r,i µ0

~B
(1)
i · ~ti =

1

µ
(2)
r,i µ0

~B
(2)
i · ~ti (19)
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Indices (1) and (2) denote the flux density above or below the boundary element i with respect
to the normal direction ~ni whereas µ

(1)
r,i and µ

(2)
r,i are the relative permeabilities at the sides of

boundary element i. Equation (19) results by the help of (14) and (18) in the set of constraint
equations for the magnetic surface currents Ima,l (Summation is taken over all volume elements k
and all boundary elements l. Boundary currents of element i are excluded from summation):

1
2

[
1

µ
(1)
r,i

+
1

µ
(2)
r,i

]
Ima,i +

[
1

µ
(1)
r,i

− 1

µ
(2)
r,i

]
∑

k

µr,khV,ikIk +
∑

l 6=i

ha,ilIma,l


 = 0 (20)

Now Equation (1) is integrated over an arbitrary closed loop Cν within conductive materials
by the use of (10) and (4). The integration is taken over all circuit elements i of loop Cν which is
denoted by the summation index i(Cν). Since we assume a constant current density of each circuit
element i the integration can include the averaging over the cross section qi perpendicular to the
current direction:

∑

i(Cν)

sR,i
li

γiqi
qiJi(t) +

∑

i(Cν)

[
µ0

4π

∑

k

µr,ksik

(
1
qi

∫

Vi

∫

Vk

dVidVk

|~ri − ~rk|
)

∂Jk(t)
∂t

]

+
∑

i(Cν)

[
µ0

4π

∑

l

sil

(
1
qi

∫

Vi

∫

al

dVidal

|~ri − ~rl|
)

∂Jma,l(t)
∂t

]
= Uq,ν(t) (21)

In (21) the integration over the external electric field ~Ee(t) of the loop results in the voltage
Uq,ν(t) of external sources. Summation

∑
k is taken over all volume elements k and summation

∑
l

is taken over all boundary elements l. The direction of circuit elements and its currents is defined
toward a positive Cartesian direction. Therefore the signs of the element-wise resistance sRi

and
the signs of element-wise inductance sik are defined in (21) with respect to the circulation of the
loop Cν :

sR,i =
{

+1 : Element i parallel to circulation of Cν

−1 : Element i anti-parallel to circulation of Cν
(22)

sik =





0 : Elements i and k with perpendicular currents
+1 : Element i parallel to circulation of Cν

−1 : Element i anti-parallel to circulation of Cν

(23)

We introduce in (21) the resistances Ri, the self and mutual inductances LV,ik of volume elements
and the mutual inductances La,il between a volume element i and a boundary element k. Note
that mutual inductances are defined only in the case of parallel current directions. The bl is the
width of the boundary element l with respect to its current direction:

Ri =
li

γiqi
LV,ik =

µ0

4π

1
qiqk

∫

Vi

∫

Vk

dVidVk

|~ri − ~rk| La,il =
µ0

4π

1
qibl

∫

Vi

∫

al

dVidal

|~ri − ~rl| (24)

In the harmonic case with angular frequency ω Equation (21) can be rewritten with the complex-
valued currents Ik of volume elements and the complex-valued currents Ima,l of boundary elements:

∑

i

sR,iRiIi + jω
∑

i(Cν)

∑

k

sikµr,kLV,ikIk + jω
∑

i(Cν)

∑

l

silLa,ilIma,l = U q (25)

Equations (20) and (25) provide a complete system of linear equations for the currents Ik and
Ima,l. Replacing the currents Ik of volume elements k by appropriated mesh currents the linear
system of equation can easily be solved by the mesh current method.

3. APPLICATION TO EDDY-CURRENT TESTING

An excitation coil carries a harmonic current with an amplitude Ie = 1 mA at a frequency of
300Hz or 700 Hz respectively (see Fig. 6). The primary excitation coil and the exploring coil have a
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Figure 6: Geometry of the sample problem. The equidistant cracks have the same width, length and medium
distance, by vary in height, see Table 1.

Table 1: Crack geometry of the ferromagnetic block, see Figure 6. Cracks are positioned at x and have the
length l, the width w and the depths h.

Crack No. x l w h
(label) [cm ] [mm] [mm] [mm]
1 (c1) 0.0 12.6 0.28 1.2
2 (c2) 2.4 12.6 0.28 0.8
3 (c3) 3.6 12.6 0.28 0.4
4 (c4) 4.8 12.6 0.28 0.2

coincident quadratic shape with an edge length a = 12 mm and are positioned at a height of 2mm
above the ferromagnetic block. The crack geometry is given in Table 1. The medium distance
between two cracks is 2.4 cm. The ferromagnetic block has a relative permeability of µr = 200.

The aim of the simulation is the variation of the induced voltage in the exploring coil with the
position of the coil center. The induced voltage Um,wc(x) is normalized to the voltage Um,oc, which
occurs at the absence of cracks:

∣∣∣∣
∆Um(x)
Um,oc

∣∣∣∣ =
∣∣∣∣
Um,wc(x)− Um,oc

Um,oc

∣∣∣∣ (26)

A couple of simulation runs where performed to determine Um,wc(x) with varying coil center
position x. The results are shown in Fig. 7. As expected, we obtain a maximum induced voltage
when the coil center is situated above a crack. All cracks can be resolved at the proposed frequencies.
The height of the maxima of the normalized measurement voltages increases with crack depth.
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Figure 7: Variation of normalized measurement voltage given by Equation (26). The deepest crack is situated
at x = 0, see Figure 6. (a) µr = 200 and f = 300Hz, (b) µr = 200 and f = 700Hz.
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Abstract— Multidimensional Cauchy integrals are used to calculate numerically the electro-
magnetic field radiated internally and externally from surfaces on which the field is specified.
The calculations are carried fully in the form of Clifford arithmetic and the results appear in the
form of Clifford numbers, which are subsequently separated into electric and magnetic fields and
compared directly with known analytical results.

1. INTRODUCTION

Maxwell’s equations were first recast using vector calculus into the Helmholtz equation in about
1881. Since that time a variety of numerical methods have been developed to calculate the electro-
magnetic field using the Helmholtz equation either in differential form (such as the finite difference
method (FDM) [1–4], the finite element method (FEM) [5–10] and the finite-difference time-domain
method (FDTD) [11–13]) or in an integral form (such as the boundary element method (BEM) [14–
22]). Characteristic of these methods is the separate treatment of the electric and magnetic fields
because the Helmholtz equation is developed by eliminating one field or the other, and because a
single three-dimensional vector cannot simultaneously represent both.

Somewhat earlier, around 1878, Maxwell’s equations had been cast into the language of Clifford
algebra, but this approach was less well known and was, for a long time, not taken seriously. More
recently, applications of this algebra in mathematical physics, such as electromagnetism, gravitation
and multi-particle quantum mechanics, have been studied by Lasenby, Doran and Arcaute [23]. In
the Clifford approach the electric and magnetic fields are treated together, both encoded as a bi-
vector into one part of a four-dimensional Clifford number [24, 25]. Maxwell’s equations themselves
are embedded into the Clifford algebra in the form of the k-Dirac equation [26], which in some
senses behaves like the square root of the Helmholtz equation (see Section 2.2).

Conceptually, the method for solving Maxwell’s equations using Clifford algebra is no different
than for vector calculus. Using vector calculus an integral equation is constructed from the solution
of the Helmholtz equation for a point source of radiation (i.e., the Green’s function [11, 27]). The
integral equation can be used to calculate the value of the field’s potential on or off a closed
surface if the potential on the surface is already known. This approach has been used widely
for analysing electromagnetic field problems such as resonance [1, 2], waveguides [4, 5, 10], two-
dimensional scattering [14, 19], three-dimensional scattering [20] and optical waveguides [3, 22].

Alternatively, using Clifford algebra, an integral equation is constructed from the solution of the
k-Dirac equation for a point source of radiation. This integral equation can be used to calculate
the value of the field (not the potential) on or off a closed surface if the field on the surface is
already known. The key tools necessary to apply this approach, i.e., the fundamental solution for
a point source [26], a discussion of boundary element methods for the k-Dirac equation [28, 29] and
a method for treating interfaces between regions with different material properties [30] are already
documented in the mathematical literature. However, it seems that they have not yet been applied.

The purpose of this article is to make the first step in developing a new numerical method for
use in engineering problems, by applying Clifford algebra in an integral equation framework to the
solution of Maxwell’s equations, and to verify that the results are as expected. Section 2 reviews the
fundamentals of applying Clifford algebra to Maxwell’s equations, which are then used in Section 3
to introduce the key integral operators for solving electromagnetic field (not potential) problems.
Section 4 compares for two simple test cases the fields calculated on and off a closed surface, with
known analytical results. Concluding remarks are presented in Section 5.
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2. BACKGROUND

2.1. Clifford Numbers and Arithmetic

A four-dimensional Clifford number C(4) is suitable for representing the electromagnetic field in
either the time domain or in the frequency domain. Such a number has the general form

C(4) = a0 + a1e1 + a2e2 + a3e1e2 + a4e3 + a5e1e3 + a6e2e3 + a7e1e2e3 + a8e4 + a9e1e4

+a10e2e4 + a11e1e2e4 + a12e3e4 + a13e1e3e4 + a14e2e3e4 + a15e1e2e3e4 (1)

There are sixteen components, each of which contains two parts: one numeric and one symbolic.
The numeric part ai is complex number. The symbolic parts are divided into 5 grades containing
respectively the symbols: 1 in grade 0; e1, e2, e3 and e4 in grade 1; e1e2, e2e3, e3e4, e2e3, e2e4 and
e3e4 in grade 2; e1e2e3, e1e3e4 and e2e3e4 in grade 3; and finally e1e2e3e4 in grade 4. Usually the
symbol for grade zero is left unwritten, as in Eq. (1).

Two Clifford numbers can be added by bringing together all of the components containing the
same symbolic parts and adding the corresponding numeric parts. Multiplication of two Clifford
numbers can be performed by using the distributive law of multiplication over addition. The 256
components so produced can be reduced to the original sixteen by using two rules of multiplication
which apply to the symbolic parts of Clifford numbers

eiej =
{ −1 if i = j
−ejei if i 6= j

(2)

The same two rules can be used to reduce the squares of the original sixteen symbolic parts to
either +1 or −1. Symbolic parts of Clifford numbers which reduce to plus or minus unity when
squared, are called units of the Clifford number.

2.2. Maxwell-Dirac Equation

For the purposes of simplicity the discussion here is limited to electromagnetic fields which are time
harmonic as eiωt with an angular frequency ω, in a source free region of space where the material
properties are uniform, linear and isotropic. In this case Maxwell’s equations can be written in
vector notation as 




∇ ·E = 0
∇×H− iωεE = 0
∇×E + iωµH = 0

∇ ·H = 0

(3)

where E=Exax + Eyay + Ezaz and H=Hxax + Hyay + Hzaz are the electric and magnetic fields
respectively, and where ε and µ are the electric permittivity and magnetic permeability.

When embedded in Clifford algebra the same equations can be written as a single first order
partial differential equation, the Maxwell-Dirac equation [26]

Dku = 0 (4)

where Dk is a differential operator, u is the electromagnetic field and k=ω/
√

µε is the wavenumber.
The differential operator Dk, which can be written as the Clifford number

Dk =
∂

∂x
e1 +

∂

∂y
e2 +

∂

∂z
e3 − ke4 (5)

is called either the Maxwell-Dirac operator or the k-Dirac operator. The Clifford unit e4 plays
the role of the time dimension. The Clifford units e1, e2 and e3 similarly play the role of the
Cartesian unit vectors ax, ay and az respectively. Simple algebra using the rules of Eq. (2) shows
that −D2

k = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 +k2 =∇2+k2 =Hk, the Helmholtz operator.
The Clifford number u represents both the electric and magnetic fields in the form

u = µ
1
2 (Hxe2e3 −Hye1e3 + Hze1e2) + iε

1
2 (Exe1 + Eye2 + Eze3)e4 (6)
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The Maxwell-Dirac Eq. (4) can be expanded into components by using Eqs. (5) and (6), along
with the rules of Eq. (2) for multiplication of Clifford units

Dku =





−iε
1
2 (∇ ·E)e4 ∈ TΛ1

+µ
1
2 [∇×H− iωεE] ∈ SΛ1

−iε
1
2 [∇×E + iωµH](e1e2e3)e4 ∈ TΛ3

+µ
1
2 (∇ ·H)(e1e2e3) ∈ SΛ3





= 0 (7)

The resulting Clifford number occupies time-like components T (containing the time unit e4) and
space-like components S (where the unit e4 is missing) of both grade 1 (Λ1) and grade 3 (Λ3).
These four components in the order listed represent respectively source free differential statements
of Gausses’ law, the Ampere-Maxwell law, Faraday’s law, and a magnetic version of Gausses’ law.

2.3. Fundamental Solution
The fundamental solution Bk(r) for the potential associated with a point source of radiation satisfies
the scalar-valued relationship HkBk(r) = δ(r), where Hk is the Helmholtz operator, r is radial
distance, and δ(r) is a delta function at the origin r=0. The potential Bk(r) is known as the Bessel
potential.

In the case of the field, the fundamental solution Fk(r) satisfies the Clifford-valued relationship
DkFk(r) = δ(|r|) where Dk is the k-Dirac operator, r = xe1 + ye2 + ze3 is a Clifford number
representing a point with Cartesian coordinates x, y, z and δ(|r|) is as before.

Putting Hk =−D2
k from Section 2.2 into the scalar-valued relationship and then inspecting the

Clifford-valued one gives Fk(r) directly from the Bessel potential [26]

Fk(r) = −DkBk(|r|) = −Dk

(
− 1

4π|r|e
−ik|r|

)
=

{
− r
|r|2 + ik

(
ie4 − r

|r|
)}

e−ik|r|

4π|r| (8)

3. INTEGRAL EQUATIONS FOR FIELD

Construction of an integral equation for the potential is based on the fundamental solution of the
Helmholtz operator together with Green’s theorem. For the field, it is the fundamental solution of
the k-Dirac operator and the boundary value theorem which are used instead [26]. The boundary
value theorem can be written for two functions f and g

∫

Σ
g(y)n(y)f(y) dσ(y) =

∫

Ω+

{(gD)(y)f(y) + g(y)Df(y)} dy (9)

where D=Dk=0 is the Dirac (or Clifford) gradient, y is a Clifford number representing a point on
the boundary Σ or within its interior Ω+, n(y) is a Clifford number representing the outward unit
normal, and dσ(y) is the differential measure of area on the boundary.

The boundary theorem is more general than Green’s theorem since the latter can be recovered
from the former. This is achieved by first putting g=0, which gives both Stokes’ theorem and the
divergence theorem, and then by substituting into the divergence theorem as usual a vector field
constructed from two scalar fields and their gradients. In the case of electromagnetic fields, it is
more useful to put g(y)=Ek(y−x)=−Fk(x−y) the fundamental solution, and to put f(y)=u(y)
the field. The boundary value theorem then reduces to a different integral formulation [26]

u(x) =
∫

Σ
Ek(y − x)n(y)u(y) dσ(y) (10)

for the field u at one point x inside the region Ω+ from its value u at every point y on the boundary
Σ (see Figure 1). This result is in the form of a Cauchy integral with Clifford-valued functions in
4 dimensions [28] rather than the complex-valued functions in 2 dimensions [27] as is usually the
case.

Eq. (10) is not the same style of integral as, for example, a Fredholm integral equation. There is
no equation here to solve. Eq. (10) instead plays the role of a theorem that, for a function u which
is monogenic (i.e., a solution to Eq. (4)) within some region Υ of space/time spanned by grade 1 of
an n-dimensional Clifford algebra, states the following: “given any Cauchy surface Σ within Υ the
trace of u on Σ can reproduce u in the sub-domain Ω+ of Υ enclosed by Σ”. In terms of applications
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Figure 1: Calculation of field u(x̄) in region Ω+ from its trace u(ȳ) on the boundary Σ.

in electromagnetics this theorem may be restated as: “given the electromagnetic field on any closed
surface in a region of space free of sources it is possible to reconstruct the field inside”. However,
Eq. (10) provides not only the assurance that reconstruction is possible but also provides the means
(i.e., a formula) by which such a reconstruction may be achieved, as demonstrated in Section 4.

Since it is often of interest to obtain the field both inside and outside the boundary it is conve-
nient to combine two copies of Eq. (10) into a single operator C, known as the Cauchy extension
operator [26]

(Cu)(x) =
∫

Σ
Ek(y − x)n(y)u(y) dσ(y)

=
{

u+ x ∈ Ω+

−u− x ∈ Ω− (11)

where u=u+ +u− and Ω− is the region outside the boundary. The Cauchy extension operator can
be used everywhere off the boundary.

For points on any smooth part of the boundary itself, the integral Eq. (10) returns only one half
of the value of the field. To accommodate this case the operator CΣ, known as the Cauchy integral
operator [26]

(CΣu)(x) = 2 p.v.
∫

Σ
Ek(y − x)n(y)u(y) dσ(y) (12)

should be used instead. The kernel of this integral is singular and must be evaluated in the sense
of its principal value (p.v.).

Combining the Cauchy integral operator with other operators to link the fields on either side
of the boundary provides a method for solving Maxwell’s equations at the interface between two
regions of different material properties. However, that is beyond the scope of the current work.
See [26] and [30] for details.

4. NUMERICAL RESULTS

The Cauchy extension and Cauchy integral operators are applied here to calculate the electromag-
netic field u(x) from its trace u(y) on the boundary Σ, for both the bounded region Ω+ and the
unbounded region Ω−. For the bounded case the trace of the field is taken from an external (plane
wave) source, and for the unbounded case the trace of the field is taken from an internal (short
dipole) source. In both cases the boundary Σ takes the shape of a cube of 1 m3 with its edges
aligned to the axes of a Cartesian system of coordinates.

All of the calculations are carried using Clifford arithmetic, but the results are converted to
vector form so they can be compared more easily with known solutions (cf. [31, 32]). Eq. (11)
has been calculated using Gauss-Legendre integration [33]. Eq. (12), which contains a singularity,
has been treated differently. Each side of the cube has been divided into square elements and
rectangular integration used for all elements except the one containing the singularity. For that
element, the integral equation has been recast in a local radial coordinate system. It is then possible
to resolve the singular terms and to determine the value of the integral.
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4.1. Bounded Region

A uniform plane wave travelling in the positive z direction written in terms of electric and magnetic
fields as [31]

{
E(x, y, z) = Ex ax = E0e

−jβz ax

H(x, y, z) = Hy ay = H0e
−jβz ay

(13)

was encoded into a Clifford number using Eq. (6) for points y on the boundary Σ. Numerical
values of E0 = 120π V/m and H0 = 1 A/m were taken as the magnitudes of electric and magnetic
fields respectively, and a numerical value of β=1 r/s was taken for the phase velocity. Values of the
Clifford field u for points x both on and off the boundary were calculated as described in Section 4,
and then separated into electric and magnetic fields E and H. The results are shown in Tables 1
to 4 and in Figures 2 to 5, along with fields calculated directly from Eq. (13) for comparison.

 50

 10

 2

 0.5

 0.1

 0.02

 0.005
 0.5 0.2 0-0.2-0.5

N=4

N=5

N=24

 50

 10

 2

 0.5

 0.1

 0.02

 0.005
 0.5 0.2 0-0.2-0.5

N=4

N=5

N=24

 50

 10

 2

 0.5

 0.1

 0.02

 0.005
 0.5 0.2 0-0.2-0.5

N=4

N=5

N=24

Figure 2: Error (%) in Ē field along diagonal line in
central plane.
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Figure 3: Error (%) in H̄ field along diagonal line in
central plane.
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Figure 4: Error (%) in Ē field along diagonal line on
bottom face.
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Figure 5: Error (%) in H̄ field along diagonal line
on bottom face.

4.1.1. Cauchy Extension
Table 1 shows the fields at a point in the centre of the cube (x=y =z =0) and Table 2 shows the
fields at a point close to one corner of the cube (x=y=z=0.49).

The error between the value delivered by the Cauchy extension and the known solution depends
on both the location of the point x at which the field is calculated and on the number N of points y
used as samples to represent the field on the boundary. For Tables 1 and 2 the number of samples
N is fixed to a single value. As the point x approaches the boundary the behaviour of the kernel
of the Cauchy extension approaches that of a singular function. Unless special care is taken any
fixed number of samples leads to higher error.

The error can be reduced if the number of samples is increased, as shown in Figures 2 and 3.
These figures show the percentage error along a diagonal line from x = y =−0.5 to x = y = 0.5 in
the central plane z =0 for both electric and magnetic fields as the number of samples is increased
from N =4 to N =24.
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Table 1: Fields at centre of cube.

Cauchy extension exact

E V/m H A/ m E V/m H A/ m

ax 377.0157 0.0 376.9911 0.0

–0.0185 0.0 0.0 0.0

ay 0.0 0.999930 0.0 1.0

0.0 0.000492 0.0 0.0

az 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0

Table 2: Fields near corner of cube.

Cauchy extension exact

E V/m H A/ m E V/m H A/ m

ax 327.9228 0.0 332.6316 0.0

–174.8668 0.0 –177.4217 0.0

ay 0.0 0.870444 0.0 0.882943

0.0 –0.463881 0.0 –0.470951

az –0.0135 0.000916 0.0 0.0

0.0345 0.000358 0.0 0.0

4.1.2. Cauchy Integral
Table 3 shows the fields at a point in the centre of the bottom face of the cube (x=y=0, z=−0.5)
and Table 4 shows the fields at a point on the same face close to one corner of the cube (x= y =
0.49, z=−0.5).

The singularity on the bottom face itself is accounted for in the calculation. However, as the
point x approaches any adjacent face the behaviour of the kernel again approaches that of a singular
function. For Tables 3 and 4 the number of samples is fixed to a single value. In this case a higher
error at the corner is to be expected.

Table 3: Fields at centre of bottom face.

Cauchy integral exact

E V/m H A/ m E V/m H A/ m

ax 331.3588 0.0 330.8408 0.0

179.7766 0.0 180.7391 0.0

ay 0.0 0.878589 0.0 0.877582

0.0 0.477618 0.0 0.479425

az 0.0001 9×10
 -8

0.0 0.0

0.0012 0.000003 0.0 0.0

Table 4: Fields near corner of bottom face.

Cauchy integral exact

E V/m H A/ m E V/m H A/ m

ax 331.3701 0.0 330.8408 0.0

180.1692 0.0 180.7391 0.0

ay 0.0 0.878829 0.0 0.877582

0.0 0.478334 0.0 0.479425

az 0.6793 0.001782 0.0 0.0

0.3224 0.001102 0.0 0.0

The error can be reduced if the number of samples is increased, as shown in Figures 4 and 5.
These figures show the percentage error along a diagonal line from x=y=−0.5 to x=y=0.5 in the
bottom face z =−0.5 for both electric and magnetic fields as the number of samples is increased
from N =50 to N =150.
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Figure 6: Error (%) in Ē field along vertical line
above centre of top face. N = 4, 5 on right scale,
N = 24 on left scale.
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N = 24 on left scale.

4.2. Unbounded Region
The wave emanating from a short (Hertzian) dipole oriented along the positive z direction written
in terms of electric and magnetic fields as [32]





E(x, y, z) = Er ar + Eθ aθ= I0`
4π e−jβr

[(
2η
r2 + 2

jωεr3

)
cos θ ar +

(
jωµ
r + 1

jωεr3 + η
r2

)
sin θ aθ

]

H(x, y, z) = Hφaφ = I0`
4π e−jβr

(
jβ
r + 1

r2

)
sin θ aφ

(14)
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was converted to Cartesian coordinates and encoded into a Clifford number using Eq. (6) for points
y on the boundary Σ. Numerical values of I0 = 1 A and ` = 0.04 m were taken as the magnitude
of the current and the length of the dipole respectively, and a numerical value of β = 1 r/s was
taken for the phase velocity. Free space values were taken for the electric permittivity ε, magnetic
permeability µ and intrinsic impedance η =

√
µ/ε. Values of the Clifford field u for points x both

on and off the boundary were calculated as described in Section 4, and then separated into electric
and magnetic fields E and H. The results are shown in Tables 5 to 8 and in Figures 6 to 9, along
with fields calculated directly from Eq. (14) (converted to Cartesian coordinates) for comparison.
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Figure 8: Error (%) in Ē field along diagonal line on
bottom face.
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Figure 9: Error (%) in H̄ field along diagonal line
on bottom face.

4.2.1. Cauchy Extension

Table 5 shows the fields at a point vertically above the centre of the top face of the cube (x =
y = 0, z = 1) and Table 6 shows the fields at the same height but closer to one corner of the cube
(x=y=0.49, z =1). In both cases the vertical distance to the top face is the same as the distance
between the top face and the centre of the cube. The error in these two cases is not significantly
different, because the shortest distance to the surface is the same.

Table 5: Fields above centre of top face.

Cauchy extension exact

E H E H

V/m A/ m V/m A/ m

ax 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0

ay 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0

az –0.722302 0.0 –0.722304 0.0

–3.313951 0.0 –3.313962 0.0

Table 6: Fields above corner of top face.

Cauchy extension exact

E H E H

V/m 10
 -3

A/m V/m 10
 -3

A/m

ax –0.003519 –1.2869 –0.003519 –1.2869

–0.870808 0.4469 –0.870809 0.4469

ay –0.003519 –1.2869 –0.003519 –1.2869

–0.870808 0.4469 –0.870809 0.4469

az –0.652704 0.0 –0.652705 0.0

–1.128192 0.0 –1.128193 0.0

Figures 6 and 7 show the percentage error along a line vertically above the centre of the top
face of the cube from x=y=0, z=0.6 to x=y=0, z=1. The error is seen to decrease with distance
from the surface and to decrease as the number of samples is increased from N =4 to N =24.

4.2.2. Cauchy Integral

Table 7 shows the fields at a point in the centre of the bottom face of the cube (x=y=0, z=−0.5)
and Table 8 shows the fields at point on the same face close to one corner of the cube (x = y =
0.49, z =−0.5). The error is higher near the corner for exactly the same reasons as described in
Section 4.1.2.

The error can be reduced if the number of samples is increased, as shown in Figures 8 and 9.
These figures show the percentage error along a diagonal line from x=y=−0.5 to x=y=0.5 in the
bottom face z =−0.5 for both electric and magnetic fields as the number of samples is increased
from N =50 to N =150.
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Table 7: Fields at centre of bottom face.

Cauchy integral exact

E H E H

10
 -4

V/m 10
 -4

A/m 10
 -4

V/m 10
 -4

A/m

ax 3.9262 2.8200 3.9588 2.8419

5.9984 –0.10344 5.9668 –0.10647

ay 3.9262 2.8200 3.9588 2.8419

5.9984 –0.10344 5.9668 –0.10647

az –7796. 0 0.0 –7795. 5 0.0

–2138. 9 0.0 –2130. 6 0.0

Table 8: Fields near corner of bottom face.

Cauchy integral exact

E H E H

10
 -6

V/m 10
 -6

A/m 10
 -6

V/m 10
 -6

A/m

ax –6.5618 –3.6356 –6.5695 –3.6458

5.3140 0.54108 5.5302 0.54135

ay –6.5618 –3.6356 –6.5695 –3.6458

5.3140 0.54108 5.5302 0.54135

az 2.0307 0.0 2.0047 0.0

–2.1005 0.0 –2.1012 0.0

5. CONCLUSION

The algebra developed by Clifford [34] offers a boundary integral method for the solution of
Maxwell’s equations based on fields, complementary to the more traditional method based on po-
tentials and Green’s functions. From a theoretical viewpoint, both methods are similar — involving
integrals which in some cases contain integrable singularities and in other cases are non-singular.

From a practical viewpoint the methods to deal with singularities (or near singularities) for both
methods are the same. The behaviour of a straightforward numerical implementation is similar —
with errors increasing when approaching any piece of boundary for which singular or near-singular
behaviour has not been explicitly taken into account.

The usual method of increasing the number of points used to represent (sample) the field on
the boundary shows (as expected) a reduction in the error. For the simple rectangular method
of integration used with the Cauchy integral (Eq. (12)) an error of around 1% can be achieved
with 100 samples, and this error can be reduced if the number of samples is increased. For the
more sophisticated integration used with the Cauchy extension (Eq. (11)) the same levels of error
can be achieved with fewer samples. It seems preferable to use the more sophisticated techniques,
certainly for the Cauchy extension and probably also for the Cauchy integral provided that they
can be modified so as to properly account for the singularity therein. A full error analysis has not
been attempted here. For a detailed theoretical mathematical error analysis the work of Mitrea
and Mitrea [35] should be consulted.

The examples presented here serve as a simple test to determine whether the Cauchy integrals
based on Clifford algebra, which from a theoretical standpoint are unassailable, contain hidden
any behaviour which is either totally unexpected or significantly more detrimental for a numerical
solution than alternative methods. The results do not show any such behaviour. From both a
theoretical and numerical viewpoint it therefore makes good sense to include the Clifford-valued
Cauchy integrals along with the complex-valued Cauchy integral and all of the other techniques in
the armamentarium of methods for solving Maxwell’s equations.
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Abstract— We shall consider a four-layer-loaded cavity formed by a semi-infinite parallel-
plate waveguide with an interior planar termination, and analyze the plane wave diffraction
rigorously for E polarization by means of the Wiener-Hopf technique. Introducing the Fourier
transform for the scattered field and applying boundary conditions in the transform domain,
the problem is formulated in terms of the simultaneous Wiener-Hopf equations satisfied by the
unknown spectral functions. The Wiener-Hopf equations are solved via the factorization and
decomposition procedure leading to the exact solution. The scattered field in the real space is
evaluated by taking the inverse Fourier transform and applying the saddle point method.

1. INTRODUCTION

Analysis of the scattering from open-ended metallic waveguide cavities has received much attention
recently in connection with the prediction and reduction of the radar cross section (RCS) of a
target [1]. A number of two- and three-dimensional (2-D and 3-D) cavity diffraction problems have
been analyzed thus far by means of high-frequency ray techniques and numerical methods, but it
appears that the solutions obtained by these approaches are not uniformly valid for arbitrary cavity
dimensions.

In the previous papers [2, 3], we have carried out a rigorous RCS analysis of canonical 2-D cavities
with and without material loading, formed by a finite parallel-plate waveguide, using the Wiener-
Hopf technique. We have also considered a terminated, semi-infinite parallel-plate waveguide with
three-layer material loading as a related cavity geometry, and carried out the Wiener-Hopf analysis
of the plane wave diffraction [4, 5]. As an important generalization to the geometry in [4, 5], we
shall consider, in this paper, a terminated, semi-infinite parallel-plate waveguide with four-layer
material loading, and analyze the E-polarized plane wave diffraction by means of the Wiener-Hopf
technique. Our final solution is shown to be valid for arbitrary cavity dimensions. Main results of
this paper are already presented elsewhere [6].

The time factor is assumed to be e−iωt, and suppressed throughout this paper.

2. FORMULATION OF THE PROBLEM

We consider the diffraction of an E-polarized plane wave by a terminated, semi-infinite parallel-
plate waveguide with four-layer material loading, as shown in Fig. 1, where the waveguide plates are
infinitely thin, perfectly conducting, and uniform in the y-direction. The material layers I (−d1 <
z < −d2), II (−d2 < z < −d3), III(−d3 < z < −d4), and IV (−d4 < z < −d5) are characterized by
the relative permittivity/permeability (εrm, µrm) for m = 1, 2, 3, and 4, respectively.

Let the total electric field φt(x, z)
[≡ Et

y(x, z)
]

be
φi

(    E )
i
y

≡x

Figure 1: Geometry of the problem.

φt(x, z) = φi(x, z) + φ(x, z), (1)
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where φi(x, z) is the incident field of E polarization defined by

φi(x, z) = e−ik(x sin θ0+z cos θ0) (2)

for 0 < θ0 < π/2 with k[≡ ω(µ0ε0)1/2] being the free-space wavenumber. We shall assume that the
vacuum is slightly lossy as in k = k1 + ik2 with 0 < k2 ¿ k1, and take the limit k2 → +0 at the
end of analysis. The total field φt(x, z) satisfies the 2-D Helmholtz equation

[
∂2/∂x2 + ∂2/∂z2 + µ(x, z)ε(x, z)k2

]
φt(x, z) = 0, (3)

where

µ(x, z) =





µr1 (layer I),
µr2 (layer II),
µr3 (layer III),
µr4 (layer IV),
1 (otherwise),

ε(x, z) =





εr1 (layer I),
εr2 (layer II),
εr3 (layer III),
εr4 (layer IV),
1 (otherwise).

(4)

Nonzero components of the total electromagnetic fields are derived from

(
Et

y,H
t
x,Ht

z

)
=

[
φt,

i

ωµ0µ(x, z)
∂φt

∂z
,

i

ωµ0µ(x, z)
∂φt

∂x

]
. (5)

It follows from the radiation condition that

φ (x, z) =
{

O
(
ek2z cos θ0

)
as z → −∞,

O
(
e−k2z

)
as z →∞.

(6)

We now define the Fourier transform of the scattered field as

Φ(x, α) = (2π)−1/2

∫ ∞

−∞
φ(x, z)eiαzdz, α = Reα + iImα(≡ σ + iτ). (7)

In the view of the radiation condition, it is found that Φ(x, α) is regular in the strip −k2 < τ <
k2 cos θ0 of the complex α-plane. Introducing the Fourier integrals as

Φ+(x, α) = (2π)−1/2

∫ ∞

0
φ(x, z)eiαzdz, (8)

Φ−(x, α) = (2π)−1/2

∫ 0

−∞
φ(x, z)eiαzdz, (9)

Φ(m)
1 (x, α) = (2π)−1/2

∫ −dm+1

−dm

φt(x, z)eiαzdz, m = 1, 2, 3, 4, (10)

Φ(5)
1 (x, α) = (2π)−1/2

∫ 0

−d5

φt(x, z)eiαzdz, (11)

it is found that Φ+(x, α) and Φ−(x, α) are regular in τ > −k2 and τ < k2 cos θ0, respectively,
whereas Φm

1 (x, α) for m = 1, 2, 3, 4, and 5 are entire functions.
Taking the Fourier transform and the Fourier integration of (3) with the aid of (7)–(11) and

using boundary conditions, we can derive the transformed wave equations. For the region |x| <
b, the transformed wave equations involve unknown inhomogeneous terms due to the medium
discontinuities, which we denote by f+(x) and fm(x), gm(x) for m = 1, 2, 3, 4. We expand these
inhomogeneous terms into the Fourier sine series as follows:

f+(x) =
1
b

∞∑

n=1

f+
n sin

nπ

2b
(x + b), (12)

fm(x)
gm(x)

}
=

1
b

∞∑

n=1

{
fmn

gmn

}
sin

nπ

2b
(x + b). (13)
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Solving the transformed wave equations with the aid of (12) and (13) and carrying out some
manipulations, we derive a scattered field representation in the Fourier transform domain as in

Φ(x, α) = Ψ(+)(±b, α)e∓γ(x∓b) for x ≷ ±b,

= Ψ(+)(b, α)
cosh γ(x + b)

sinh 2γb
−Ψ(+)(−b, α)

sinh γ(x− b)
sinh 2γb

−1
b

∞∑

n=1

c5n(α)
α2 + γ2

n

sin
nπ

2b
(x + b)

−1
b

4∑

m=1

∞∑

n=1

cmn(α)
α2 + Γ2

mn

sin
nπ

2b
(x + b) for |x| < b, (14)

where γ = (α2 − k2)1/2 with Re γ > 0, and

Ψ(+)(±b, α) = (1/2)[U(+)(α)± V(+)(α)], (15)

γn = [(nπ/2b)2 − k2]1/2, (16)

Γmn = [(nπ/2b)2 − k2
rm]1/2, krm = (µmεm)1/2k, m = 1, 2, 3, 4, (17)

c5n(α) = e−iαd5c+
5n(α), (18)

cmn(α) = e−iαdmc+
mn(α)− e−iαdm+1c−(m+1)n(α), m = 1, 2, 3, 4. (19)

In (15), U(+)(α) and V(+)(α) are unknown functions, which will be determined later by solving the
Wiener-Hopf equations. The coefficients c±mn(α) in (18) and (19) are defined by using the Fourier
coefficients f+, fmn, and gmn as in

c+
1n(α) = f+

n , c−2n(α) = f1n − iαg1n, (20)
c+
2n(α) = µr2/µr1f1n − iαg1n, c−3n(α) = f2n − iαg2n, (21)

c+
3n(α) = µr3/µr2f2n − iαg2n, c−4n(α) = f3n − iαg3n, (22)

c+
4n(α) = µr4/µr3f3n − iαg3n, c−5n(α) = f4n − iαg4n. (23)

We differentiate (14) with respect to x and set x = b ± 0,−b ± 0 in the results. Carrying out
some manipulations by using boundary conditions, we find that U(+)(α) and V(+)(α) in (15) satisfy
the Wiener-Hopf equations

Jd
1 (α) = −U(+)(α)

M(α)
−

∞∑

n=1,odd

nπ

b2

[
c5n(α)
α2 + γ2

n

+
4∑

m=1

cmn(α)
α2 + Γ2

mn

]
, (24)

Js
1(α) = −V(+)(α)

N(α)
+

∞∑

n=2,even

nπ

b2

[
c5n(α)
α2 + γ2

n

+
4∑

m=1

cmn(α)
α2 + Γ2

mn

]
, (25)

where Jd,s
1 (α) are unknown functions, and M(α) and N(α) are kernel functions defined by

M(α) =
e−γb cosh γb

γ
, N(α) =

e−γb sinh γb

γ
. (26)

3. SOLUTION OF THE WIENER-HOPF EQUATIONS

The kernel functions M(α) and N(α) are factorized as [4]

M(α) = M+(α)M−(α), N(α) = N+(α)N−(α), (27)
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where

M+(α) [ = M−(−α)]

= (cos kb)1/2eiπ/4(k + α)−1/2 exp {(iγb/π) ln [(α− γ) /k]}
· exp {(iαb/π) [1− C + ln(π/2kb) + iπ/2]}

·
∞∏

n=1,odd
(1 + α/iγn)e2iαb/nπ, (28)

N+(α) [ = N−(−α)]

= (sin kb/k)1/2 exp {(iγb/k) ln[(α− γ)/k]}
· exp {(iαb/π) [1− C + ln(2π/kb) + iπ/2]}

·
∞∏

n=2,even
(1 + α/iγn)e2iαb/nπ (29)

with C(= 0.57721566 · · · ) being Euler’s constant.
Decomposing (24) and (25) with the aid of (27), we obtain, after some manipulations, that

U(+)(α)
b

=
M+(α)

b1/2

[
− A

b (α− k cos θ0)
+

∞∑

n=1

δ2n−1anpnU(+)(iγ2n−1)
b2 (α + iγ2n−1)

]
, (30)

V(+)(α)
b

=
N+(α)
b1/2

[
B

b (α− k cos θ0)
+

∞∑

n=1

δ2nbnqnV(+)(iγ2n)
b2 (α + iγ2n)

]
, (31)

where the definition of several quantities is omitted due to space limitations [6]. Equations (30)
and (31) are the exact solutions to the Wiener-Hopf equations (24) and (25), respectively.

4. SCATTERED FIELD

The scattered field in the real space can be derived by taking the inverse Fourier transform of (14)
according to the formula

φ(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic
Φ(x, α)e−iαzdα, −k2 < c < k2 cos θ0. (32)

Substituting (14) into (32) and evaluating the resultant integral for |x| < b with the aid of (30) and
(31), an explicit expression for the scattered field inside the waveguide is derived as

φ(x, z) = −φi(x, z) +
∞∑

n=1

T1n sinhΓ1n(z + d1) sin
nπ

2b
(x + b)

for − d1 < z < −d2,

= −φi(x, z) +
∞∑

n=1

[
T−mneΓmn(z+dm+1) − T+

mne−Γmn(z+dm)
]
sin

nπ

2b
(x + b)

for − dm < z < −dm+1 (m = 2, 3, 4),

= −φi(x, z) +
∞∑

n=1

[
T−n eγn(z+d5) − T+

n e−γn(z+d5)
]
sin

nπ

2b
(x + b)

for − d5 < z < 0, (33)

where the definition of the coefficients T1n, T±mn, and T±n is given in [6].
Next we shall consider the field outside the waveguide and derive a scattered far field. The

region outside the waveguide consists of region |x| < b with z > 0 and region |x| > b. However the
contribution from region |x| < b outside the waveguide is negligibly small at large distances from
the origin. Therefore, the derivation of the scattered far field for |x| < b will not be discussed in
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the following. In view of (14) and (32), the integral representation of the scattered field for x ≷ ±b
is given by

φ(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic
Ψ(+)(±b, α)e∓γ(x∓b)−iαzdα. (34)

It is noted from (15), (30), and (31) that Ψ(+)(±b, α) have a simple pole at α = k cos θ0. To evaluate
(34), we express φ(x, z) as in

φ(x, z) = φ1(x, z) + φ2(x, z), (35)

where

φ1(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic

[
Ψ(+)(±b, α)− Φ̃(±b, α)

]
e∓γ(x∓b)−iαzdα, (36)

φ2(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic
Φ̃(±b, α)e∓γ(x∓b)−iαzdα (37)

for x ≷ ±b with

Φ̃(±b, α) =
e∓ikb sin θ0i(k + k cos θ0)1/2

(2π)1/2(α + k)1/2(α− k cos θ0)
. (38)

It can be verified by (15), (30), and (31) that the residue of Ψ(+)(±b, α) at α = k cos θ0 is

ResΨ(+)(±b, k cos θ0) =
ie∓kb sin θ0

(2π)1/2
, (39)

which implies that the integrand of (36) is regular in the neighborhood of α = k cos θ0. Let us
introduce the cylindrical coordinates (ρ1,2, θ1,2) centered at the waveguide edges (x, z) = (±b, 0) as
follows:

x− b = ρ1 sin θ1 z = ρ1 cos θ1 for 0 < θ1 < π, (40)
x + b = ρ2 sin θ2 z = ρ2 cos θ2 for − π < θ2 < 0. (41)

Applying the saddle point method, φ1(x, z) defined by (36) can be expanded asymptotically with
the result that

φ1(ρ1,2, θ1,2) ∼ ± [
Ψ(+)(±b,−k cos θ1,2) −Φ̃(±b,−k cos θ1,2)

]
· k sin θ1,2

ei(kρ1,2−π/4)

(kρ1,2)1/2
(42)

for x ≷ ±b as kρ1,2 →∞. The term φ2(x, z) given by (37) is evaluated exactly as in

φ2(ρ1,2, θ1,2) = −e∓ikb sin θ0

(
e−ikρ1,2 cos(θ1,2−θ0)F

{
(2kρ1,2)1/2 cos[(θ1,2 − θ0)/2]

}

+e−ikρ1,2 cos(θ1,2+θ0)F
{

(2kρ1,2)1/2 cos[(θ1,2 + θ0)/2]
})

(43)

for x ≷ ±b, where F (·) is the Fresnel integral defined by

F (w) =
e−iπ/4

π1/2

∫ ∞

w
eit2dt. (44)

Therefore, substituting (42) and (43) into (35) leads to

φ(ρ1,2, θ1,2) ∼ ±
[
Ψ(+)(±b,−k cos θ1,2)−Φ̃(±b,−k cos θ1,2)

]
k sin θ1,2

ei(kρ1,2−π/4)

(kρ1,2)1/2

−e∓ikb sin θ0

(
e−ikρ1,2 cos(θ1,2−θ0)F

{
(2kρ1,2)1/2 cos[(θ1,2 − θ0)/2]

}

+e−ikρ1,2 cos(θ1,2+θ0)F
{

(2kρ1,2)1/2 cos[(θ1,2 + θ0)/2]
})

(45)

for x ≷ ±b, which gives a scattered far field expression uniformly valid in observation angles θ1,2.
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5. CONCLUSIONS

In this paper, we have rigorously analyzed the E-polarized plane wave diffraction by a terminated,
semi-infinite parallel-plate waveguide with four-layer material loading using the Wiener-Hopf tech-
nique. The scattered field inside and outside the waveguide has been explicitly evaluated. It is to be
noted that the results presented in this paper are uniformly valid for arbitrary cavity dimensions.
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Abstract— The plane wave diffraction by two parallel half-planes with sinusoidal corrugation
is analyzed using the Wiener-Hopf technique together with the perturbation scheme. Introduc-
ing the Fourier transform for the unknown scattered field and applying approximate boundary
conditions, the problem is formulated in terms of the simultaneous Wiener-Hopf equations. By
employing the factorization and decomposition procedure together with a perturbation series
expansion, the zero- and first-order solutions of the Wiener-Hopf equations are derived. The
scattered field in the real space is evaluated by taking the inverse Fourier transform and applying
the saddle point method.

1. INTRODUCTION

The analysis of wave scattering by gratings and waveguides with periodic structures is important in
electromagnetic theory and optics. Various analytical and numerical methods have been developed
so far and the diffraction phenomena have been investigated for many kinds of periodic structures.
However, there are only a few treatments of the diffraction by periodic structures using rigorous
function-theoretic methods. The Wiener-Hopf technique [1] is known as a powerful tool for analyz-
ing electromagnetic wave problems rigorously, and can be applied efficiently to the diffraction by
specific grating geometries. However, most of the analyses are restricted to periodic structures of
infinite extent and plane boundaries. Therefore, it is important to investigate scattering problems
involving periodic structures without these restrictions.

As an example of infinite periodic structures with non-plane boundaries, Das Gupta [2] analyzed
the plane wave diffraction by a half-plane with sinusoidal corrugation by means of the Wiener-Hopf
technique together with the perturbation method. The results presented in [2] have been generalized
thereafter by Chakrabarti and Dowerah [3] for the analysis of diffraction by two parallel sinusoidal
half-planes using the Wiener-Hopf technique. We have also considered a finite sinusoidal grating as
another important generalization and analyzed the plane wave diffraction by means of the Wiener-
Hopf technique [4].

In this paper, we shall reconsider, from a mathematical point of view, the problem solved by
Chakrabarti and Dowerah [3] for the H-polarized plane wave incidence, and analyze the E-polarized
plane wave diffraction by two parallel, corrugated half-planes using the Wiener-Hopf technique.
Assuming that the corrugation amplitude is small compared with the wavelength, we replace the
original problem by the problem of diffraction by two parallel half-planes with impedance-type
boundary conditions. Taking the Fourier transform of the wave equation and applying approx-
imate boundary conditions in the transform domain, the problem is formulated in terms of the
simultaneous Wiener-Hopf equations. The Wiener-Hopf equations are then solved approximately
via the factorization and decomposition procedure together with the perturbation scheme leading
to the efficient zero- and first-order solutions. Taking the Fourier inverse of the solution in the
transform domain and applying the saddle point method, the scattered far field in the real space
is evaluated asymptotically.

The time factor is assumed to be e−iωt, and suppressed throughout this paper.

2. FORMULATION OF THE PROBLEM

Let us consider the diffraction of an E-polarized plane wave by two parallel half-planes with sinu-
soidal corrugation as shown in Fig. 1. The surface of the two half-planes is assumed to be infinitely
thin, perfectly conducting, and uniform in the y-direction, and defined by

x = ±b + h sinmz, z < 0, (1)

where m and h are positive constants. We define the total electric field φt(x, z)[≡ Et
y(x, z)] by

φt(x, z) = φi(x, z) + φ(x, z), (2)
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where φi(x, z) is the incident field given by

φi(x, z) = e−ik(x sin θ0+z cos θ0), 0 < θ0 < π/2 (3)

with k[≡ ω(µ0ε0)1/2] being the free-space wavenumber. Nonzero components of the scattered
electromagnetic fields are derived from

(Ey,Hx,Hz) =
[
φ,

i

ωµ0µ(x, z)
∂φ

∂z
,

i

ωµ0µ(x, z)
∂φ

∂x

]
. (4)

Assuming that the amplitude of sinusoidal corrugation 2h is small compared with the wavelength,
we approximate the boundary condition on the corrugated half-planes by ignoring the O(h2) terms
with the aid of Taylor’s theorem. Then we deduce that

φt(±b, z) + h sinmz
∂φt(±b, z)

∂x
+ O(h2) = 0, z < 0. (5)

�

( )yE

b

-b

z
y

x i---

θ0

φ
i

x = - b + h sinmz

x = b + h sinmz

Figure 1: Geometry of the problem.

We introduce the Fourier transform of the scattered field as in

Φ(x, α) = (2π)−1/2

∫ ∞

−∞
φ(x, z)eiαzdz, α = Re α + iImα(≡ σ + iτ). (6)

In view of the radiation condition, it is found that Φ(x, α) is regular in the strip −k2 < τ < k2 cos θ0

of the complex α-plane. Taking the Fourier transform of the two-dimensional Helmholtz equation
and solving the resulting equation, it is found that the scattered field is expressed as

Φ(x, α) = A(α)e−γ(α)x, x > b,

= B(α)e−γ(α)x + C(α)eγ(α)x, |x| < b,

= D(α)eγ(α)x, x < −b (7)

in the Fourier transform domain, where γ(α) = (α2 − k2)1/2 with Re[γ(α)] > 0, and

A(α)
D(α)

}
= −e±γ(α)b

2

{
M−(α)
γ(α)

− ih

2
[M−(α±m) −M−(α∓m)]

}

−e∓γ(α)b

2

{
N−(α)
γ(α)

− ih

2
[N−(α±m)−N−(α∓m)]

}
, (8)

B(α) = −e−γ(α)b

2

{
N−(α)
γ(α)

− ih

2
[N−(α + m)−N−(α−m)]

}
, (9)

C(α) = −e−γ(α)b

2

{
M−(α)
γ(α)

− ih

2
[M−(α−m)−M−(α + m)]

}
, (10)

M−(α)
N−(α)

}
=

∫ 0

−∞

[
∂φ(±b + 0, z)

∂x
−∂φ(±b− 0, z)

∂x

]
eiαzdz. (11)
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Using the boundary conditions and carrying out some manipulations, we derive that

S+(α) + G1(α) = −K(α)U−(α) + (ih/4)
{

V−(α−m)
[
e−2γ(α)b − e−2γ(α−m)b

]

+V−(α + m)
[
e−2γ(α+m)b − e−2γ(α)b

]}
, (12)

D+(α) + G2(α) = −L(α)V−(α) + (ih/4)
{

U−(α + m)
[
e−2γ(α)b − e−2γ(α+m)b

]

+ U−(α−m)
[
e−2γ(α−m)b − e−2γ(α)b

]}
, (13)

where

S+(α)
D+(α)

}
= P+(α)±Q+(α), U−(α)

V−(α)

}
= M−(α)±N−(α), (14)

P+(α)
Q+(α)

}
=

∫ 0

−∞

[
φ(±b± 0, z) + h sinmz

∂φ(±b± 0, z)
∂x

]
eiαzdz, (15)

G1,2(α) = 2
{

i cos(kb sin θ0)
sin(kb sin θ0)

}[
1

α− k cos θ0
− kh sin θ0

m2 − (α− k cos θ0)2

]
, (16)

K(α) = e−γ(α)b cosh[γ(α)b]
γ(α)

, L(α) = e−γ(α)b sinh[γ(α)b]
γ(α)

. (17)

Equations (12) and (13) are the simultaneous Wiener-Hopf equations satisfied by S+(α), D+(α),
U−(α), and V−(α). It is to be noted that, setting h → 0, (12) and (13) are reduced to the Wiener-
Hopf equations arising in the problem of diffraction by a semi-infinite parallel-plate waveguide [1].

3. PERTURBATION SERIES SOLUTION OF THE WIENER-HOPF EQUATIONS

We express the unknown functions occurring in the simultaneous Wiener-Hopf equations (12) and
(13) in terms of a perturbation series expansion in h as

S+(α)
D+(α)

}
=

{
S0

+(α)
D0

+(α)

}
+ h

{
S1

+(α)
D1

+(α)

}
+ O(h2), (18)

U−(α)
V−(α)

}
=

{
U0−(α)
V 0−(α)

}
+ h

{
U1−(α)
V 1−(α)

}
+ O(h2). (19)

Substituting (18) and (19) into (12) and (13), the original Wiener-Hopf equations can be separated
into the zero-order equations

S0
+(α) = −e−γ(α)b cosh[γ(α)b]

γ(α)
U0
−(α)− 2i cos (kb sin θ0)

α− k cos θ0
, (20)

D0
+(α) = −e−γ(α)b sinh[γ(α)b]

γ(α)
V 0
−(α)− 2 sin (kb sin θ0)

α− k cos θ0
(21)

and the first-order equations

S1
+(α) = −e−γ(α)b cosh[γ(α)b]

γ(α)
U1
−(α) +

i

4

[
e−2γ(α)b − e−2γ(α−m)b

]
V 0
−(α−m)

+
i

4

[
e−2γ(α+m)b − e−2γ(α)b

]
V 0
−(α + m) +

2ik sin θ0 cos (kb sin θ0)
m2 − (α− k cos θ0)

2 , (22)

D1
+(α) = −e−γ(α)b sinh[γ(α)b]

γ(α)
V 1
−(α) +

i

4

[
e−2γ(α−m)b − e−2γ(α)b

]
U0
−(α−m)

+
i

4

[
e−2γ(α)b − e−2γ(α+m)b

]
U0
−(α + m) +

2k sin θ0 sin (kb sin θ0)
m2 − (α− k cos θ0)

2 . (23)
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Equations (20) and (21) are the Wiener-Hopf equations of the diffraction problem for a semi-
infinite parallel-plate waveguide, and has the exact solution [1]

U0
−(α) =

2i cos(kb sin θ0)
K+(k cos θ0)(α− k cos θ0)K−(α)

, (24)

V 0
−(α) = − 2 sin(kb sin θ0)

L+(k cos θ0)(α− k cos θ0)L−(α)
, (25)

where K±(α) and L±(α) are the split functions of the Wiener-Hopf kernels K(α) and L(α), respec-
tively, which are defined by

K±(α) = (cos kb)−1/2 exp(iπ/4) (k ± α)−1/2

· exp {(±iαb/π)[1− C + ln(2π/kb) + iπ/2]}
· exp ([ibγ(α)/π] ln{[±α− γ(α)]/k})

·
∞∏

n=1,odd
(1± α/iγn) exp(±2iαb/nπ), (26)

L±(α) = (sin kb/k)−1/2 exp {(±iαb/π) [1− C + ln (2π/kb) + iπ/2]}
· exp ([ibγ(α)/π] ln{[±α− γ(α)]/k})

·
∞∏

n=2,even
(1± α/iγn) exp(±2iαb/nπ) (27)

with C = 0.57721566 · · · being Euler’s constant and γn = −i[k2 − (nπ/2b)2]1/2.
Equations (22) and (23) are solved exactly by the factorization and decomposition procedure

leading to

U1
−(α) =

1
K−(α)

[
A1

(α− k cos θ1)
+

A2

(α− k cos θ2)
+ H1(α) + H2(α)

]
, (28)

V 1
−(α) = − 1

L−(α)

[
D2

(α− k cos θ2)
− D1

(α− k cos θ1)
+ J1(α) + J2(α)

]
, (29)

where cos θ1,2 = cos θ0 ±m/k, and

A1,2 =
k sin θ0 cos(kb sin θ0)

mK+(k cos θ1,2)
, D1,2 =

k sin θ0 sin(kb sin θ0)
mL+(k cos θ1,2)

, (30)

H1,2(α) = ± 1
8π

∫ ∞+id

−∞+id

V 0−(u±m)
[
e−2γ(u)b − e−2γ(u±m)b

]

K+(u)(u− α)
du, (31)

J1,2(α) = ± 1
8π

∫ ∞+id

−∞+id

U0−(u±m)
[
e−2γ(u)b − e−2γ(u±m)b

]

L+(u)(u− α)
du (32)

with d being chosen as −k2 < τ < d < k2 cos θ0. Equations (31) and (32) are evaluated in closed
form as

H1,2(α) = ∓ i sin(kb sin θ0)
2L+(k cos θ0)

∞∑

j=1

[
e−2γ(x)b − e−2γ(x−m)b

(x± k cos θ1,2)K∓(x)(x± α)

]

x=∓iβj+m

·(sin kb/k)−1/2 iβj exp{(ibγ(α)/π) ln[(−iβj − γ(α))/k]}
exp{(βjb/π)[1− C + ln(2π/kb) + iπ/2]} exp(2βjb/jπ)

·
∞∏

n=2,even,n6=j

βn exp(−2βnb/nπ)
βn − βj

, (33)
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J1,2(α) = ∓ cos(kb sin θ0)
2K+(k cos θ0)

∞∑

j=1

[
e−2γ(x)b − e−2γ(x−m)b

(x± k cos θ1,2)L∓(x)(x± α)

]

x=∓iγj+m

· iγj(cos kb)−1/2 (k − iγj)
1/2 exp{(ibγ(α)/π)

exp(iπ/4) exp{(γjb/π)[1− C + ln(2π/kb) + iπ/2]}
ln[(−iγj − γ(α))/k]}

exp(2γjb/jπ)

·
∞∏

n=1,odd,n6=j

γn exp(−2γjb/nπ)
γn − γj

, (34)

where βn = [(nπ/2b)2 − k2]1/2.

4. SCATTERED FIELD

In this section, we shall take the inverse Fourier transform of the results obtained in the previous
sections to derive the scattered far field by employing the saddle point method.

The scattered field φ(x, z) in the real space is obtained by taking the inverse Fourier transform
according to the following formula:

φ(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic
Φ(x, α)e−iαzdα, −k2 < c < k2 cos θ0. (35)

Substituting (7) into (35) and using (8) and (14), the scattered field is expressed as

φ(x, z) = (2π)−1/2

∫ ∞+ic

−∞+ic

({
±hi

4

[
U−(α + m)∓ V−(α + m)

2

−U−(α−m)∓ V−(α−m)
2

]
−U−(α)∓ V−(α)

2

}
e−γ(α)b

±
{

hi

4

[
U−(α + m)± V−(α + m)

2
−U−(α−m)± V−(α−m)

2

]

−U−(α)± V−(α)
2

}
eγ(α)b

)
e−γ(α)|x|−iαzdα (36)

for x ≷ ±b, where −k2 < c < k2 cos θ0.
Let us introduce the cylindrical coordinate centered at the origin as

x = ρ sin θ, z = ρ cos θ for 0 < θ < π. (37)

Applying the saddle point method, (36) can be evaluated asymptotically for kρ →∞ as

φ(ρ, θ) ∼
2∑

j=0

Rj (θ0, θj) H (θj + θ − π) exp [−ikρ cos (|θ|+ θj)]

+
2∑

j=0

Dj (θ, θ0, θj)
exp[i(kρ− π/4)]

(kρ)1/2
, (38)

where

H(x) = 0, x < 0,

= 1/2, x = 0,

= 1, x > 0, (39)
R0 (θ0, θ0) = −1, (40)
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R1 (θ0, θ1) = ikh sin θ0

[
i cos (kb sin θ0) cosh (ikb sin θ1)

1 + exp (−2ikb sin θ0)
+

i sin (kb sin θ0) sinh (ikb sin θ1)
1− exp (−2ikb sin θ0)

]

+
kh sin θ0

m
exp [ikb (sin θ1 − sin θ0)] , (41)

R2 (θ0, θ2) =−ikh sin θ0

[
i cos (kb sin θ0) cosh (ikb sin θ2)

1 + exp (−2ikb sin θ0)
+

i sin (kb sin θ0) sinh (ikb sin θ2)
1− exp (−2ikb sin θ0)

]

+
kh sin θ0

m
exp [ikb (sin θ2 + sin θ0)] , (42)

D0 (θ, θ0, θ0) =− 1
ik (cos θ + cos θ0)

[
i cos (kb sin θ0) cos (kb sin θ)
K+ (k cos θ0)K+(k cos θ)

+
sin (kb sin θ0) sin (kb sin θ)
L+ (k cos θ0) L+(k cos θ)

]
− h

8i

(
i cos (kb sin θ)
K+(k cos θ)

∞∑

q=2

{
iβq

(sin kb/k)1/2 exp(2βqb/qπ)

· 1
exp{(βqb/π)[1− C + ln(2π/kb) + iπ/2]} exp{(−kb sin θ/π) ln[(−iβq − γ)/k]}

·
∞∏

n=2,even,n6=q

βn exp(−2βqb/nπ)
βn − βq








∞∑

p=2

exp [−2γ (−iβp + m)]− exp [−2γ (−iβp) b]
(k cos θ0−iβp) K− (m−iβp) (m−iβp−k cos θ)

+
∞∑

p=2

exp [−2γ (iβp) b]− exp [−2γ (iβp + m)]
(iβp − k cos θ0) K+ (iβp + m) (k cos θ + m + iβp)





+
i sin (kb sin θ)
L+ (k cos θ)

∞∑

q=1

{
iγq (k − iγq)

1/2

(cos kb)1/2 exp(iπ/4) exp(2γqb/qπ)

· 1
exp{(γqb/π)[1− C + ln(2π/kb) + iπ/2]} exp{(−kb sin θ/π) ln[(−iγq − γ)/k]}

·
∞∏

n=1,odd,n6=q

γn exp(−2γqb/nπ)
γn − γq








∞∑

p=1

exp [−2γ (−iγp + m)]− exp [−2γ (−iγp) b]
(k cos θ0−iγp) L−(m−iγp) (m−iγp−k cos θ)

+
∞∑

p=1

exp [−2γ (iγp) b]− exp [−2γ (iγp + m) b]
(iγp − k cos θ0) L+ (iγp + m) (k cos θ + m + iγp)






 , (43)

D1 (θ, θ0, θ1) =
ih sin θ

23/2π1/2 (cos θ + cos θ1)

[
i cos (kb sin θ0) cos(kb sin θ)

K+ (k cos θ0) K+ (k cos θ −m)

+
i sin (kb sin θ0) sin(kb sin θ)

L+ (k cos θ0) L+(k cos θ −m)

]

+
h sin θ0

23/2π1/2mi (cos θ + cos θ1)

[
i cos (kb sin θ0) cos(kb sin θ)
K+ (k cos θ1) K+ (k cos θ)

+
i sin (kb sin θ0) sin(kb sin θ)
L+ (k cos θ1) L+(k cos θ)

]
, (44)

D2 (θ, θ0, θ2) =− ih sin θ

23/2π1/2 (cos θ + cos θ2)

[
i cos (kb sin θ0) cos(kb sin θ)

K+ (k cos θ0) K+ (k cos θ + m)

+
sin (kb sin θ0) sin(kb sin θ)

L+ (k cos θ0) L+(k cos θ + m)

]

+
h sin θ0

23/2π1/2mi (cos θ + cos θ2)

[
i cos (kb sin θ0) cos(kb sin θ)
K+ (k cos θ2) K+(k cos θ)

− i sin (kb sin θ0) sin(kb sin θ)
L+ (k cos θ2) L+(k cos θ)

]
. (45)
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Equation (38) gives the scattered far field expression for 0 < θ < π. The results for −π < θ < 0
can be derived by the same procedure and omitted here.

5. CONCLUSIONS

In this paper, we have analyzed the diffraction by two parallel half-planes with sinusoidal cor-
rugation using the Wiener-Hopf technique combined with the perturbation scheme. The results
obtained in this paper are valid for the case where the corrugation amplitude is small compared
with the wavelength. Taking the inverse Fourier transform and applying the saddle point method,
we have derived a scattered far field expression explicitly.
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Abstract— Quasi-isotropic approximation (QIA) of geometrical optics method is presented,
which describes evolution of electromagnetic waves in weakly anisotropic media. This method
was generalized recently in different directions. At first, it was shown that in combination with
paraxial complex geometrical optics, which describes diffraction of the Gaussian beams in in-
homogeneous media, QIA is able to embrace both polarization and diffraction changes of the
electromagnetic waves in weakly anisotropic media. At second, QIA equations are presented
in a compact form by involving the complex polarization angle (CPA). Relations between CPA
and traditional parameters of polarization ellipse are established. Equations for CPA evolution
are derived for inhomogeneous magnetized plasma accounting both Faraday effect and Cotton-
Mouton phenomenon. At third, equations for Stokes vector evolution, which are widely used
in plasma polarimetry, are derived directly from QIA, what demonstrates deep unity of two
seemingly different approaches to the solution of polarimetric problems.

1. INTRODUCTION

There exist two main approaches for description of electromagnetic wave propagation and polar-
ization in weakly anisotropic media. The first of them is Budden’s method [1, 2], which deals
with coupled wave equations for the components of the electromagnetic wave field. Coupled wave
equations for weakly anisotropic media were suggested in [3] in the form of quasi-isotropic ap-
proximation (QIA) of the geometrical optics method. QIA was developed in depth in subsequent
publications [4, 5] and briefly outlined in the books [6, 7].

Alternative approach — “Stokes vector formalism”, have been developing by Segre for the
purposes of plasma polarimetry [8–11]. Comparative analysis of two approaches mentioned was
performed by Serge in [12]. Segre has analyzed advantages and shortcomings of each technique,
omitting yet their deep unity, if not equivalence. It was shown recently [13] that equation for Stokes
vector evolution can be derived in a consequent way from the Maxwell equations on the basis of
the quantum-mechanical diagonalization procedure, which generalizes QIA approach.

This paper intends to present in brief the basic equations of QIA and to outline its recent
generalizations, in particular, to derive equations for the Stokes vector directly from QIA equations
and thereby to reveal a practical equivalence of two techniques under discussion.

2. QUASI-ISOTROPIC APPROXIMATION (QIA)

Quasi-isotropic approximation (QIA) of the geometrical optics method [3–7] describes propagation
of electromagnetic waves in weakly anisotropic media. In similar media all the components of
the anisotropy tensor νmn = εmn − ε0δmn are small as compared with ε0, where ε0 is an electric
permittivity of the isotropic background medium, εmn is the full tensor of electrical permittivity
and δmn is a unit tensor. Besides traditional “geometrical” small parameter

µGO = 1/k0L << 1 (1)

(here k0 is a wave number and L is a characteristic scale of the medium inhomogeneity) QIA
involves additional small parameter

µA = max |νmn|/ε0 << 1, (2)
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which characterizes weakness of the medium anisotropy.
According to [3–7], asymptotic solution of the Maxwell equations in the lowest approximation

in small parameters µGO and µA can be presented as

E = AΓ exp(ikΨ), (3)

where A and Ψ are correspondingly amplitude and eikonal of the electromagnetic wave in isotropic
medium and Γ is a polarization vector, which is orthogonal to the reference ray, like in an isotropic
medium. Let the unit vectors e1 and e2 together with the tangent unit vector l form a basis for
the Popov’s orthogonal coordinate system (ξ1, ξ2, σ), associated with a selected (reference) ray [14]
(see also Ch. 9 in the book [15] as well as Ch. 4 in the book [16]; in the latter one Popov’s system
appears as “ray centered coordinate system”). Unit vectors e1 and e2 of the Popov’s orthogonal
system obey the equations

dei

dσ
= −1

2
(ei · ∇ ln ε0) l, i = 1, 2. (4)

The most important feature of these vectors is their ability to describe parallel transport of the
electrical vector E along the reference ray in an isotropic medium.

In the Popov’s orthogonal coordinate system the polarization vector Γ can be presented as

Γ = Γ1e1 + Γ2e2. (5)

The components Γ1 and Γ2 of polarization vector obey the QIA equations

dΓ1

dσ
= 1

2 ik0ε
−1/2
0 (ν11Γ1 + ν12Γ2),

dΓ2

dσ
= 1

2 ik0ε
−1/2
0 (ν21Γ1 + ν22Γ2), (6)

where σ is an arc length along the reference ray. In distinction to the original form of the QIA
equations, written in frame of natural trihedral coordinate system [3–7], Equations (6) do not
contain torsion of the ray, because the Popov’s orthogonal system provides parallel, i.e., torsionless
transport of the electrical intensity vector along the ray.

3. COMBINATION OF QIA WITH COMPLEX GEOMETRICAL OPTICS (CGO)

In frame of CGO eikonal Ψ and amplitude A become complex valued and thereby allow describing
diffraction of the Gaussian beams. In the case of paraxial CGO [17, 18] eikonal Ψ can be presented
as a quadratic form Ψ = Ψc + 1

2Bijξiξj , where Ψc is an eikonal along the central ray and ξi are
deviations from central ray. Matrix elements Bij becomes complex valued in frame of CGO and
satisfy nonlinear matrix Ricatti equation

dBij

dτ
+ BikBkj = αij , (7)

where parameters

αij(τ) =
1
2

∂2n2
c

∂ξi∂ξj
− 3

4n2
c

∂n2
c

∂ξi

∂n2
c

∂ξj
(8)

are the derivatives of the dielectric permittivity transverse the ray [17, 18]. The real parts ReBij

of parameters Bij describe the curved phase front of the beam, whereas imaginary parts Im(Bij)
corresponds to Gaussian profile of the electromagnetic beam and describe its diffraction in inho-
mogeneous plasma. The amplitude A of the wave field (3) might be determined from the transport
equation, it satisfies the energy flow conservation law in a beam cross-section [17, 18]. Thus, be-
ing combined with QIA, CGO allows to describe simultaneously both polarization and diffraction
phenomena.

4. COMPLEX POLARIZATION ANGLE (CPA)

Tangent of CPA is involved as a ratio of complex amplitudes [3–7, 19]: tanγ = Γ2/Γ1. The
components of CPA γ = γ′ + iγ′′ characterize the angular parameters ψ, χ of the polarization
ellipse: real part γ′ defines polarization angle, γ′ = ψ and imaginary part — its ellipticity: tanh γ′′ =
tanχ = e.
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QIA Equations (6) lead to the following equation for complex polarization angle γ in magnetized
plasma:

γ̇ = 1
2k0V u1/2 cosα|| − 1

4 ik0V u sin2 α|| sin(2γ − 2α⊥). (9)

Here γ̇ = dγ/dσ is a derivative along the ray, v = ω2
p/ω2 and u = ω2

c/ω2 are standard plasma
parameters [2], ωp and ωc are plasma frequency and electron cyclotron frequency correspondingly
and parameter V is defined as V = v/(1− u).

This equation can be presented also as [19]

γ̇ = 1
2Ω3 − 1

2 iΩ1 sin 2γ + 1
2 iΩ2 cos 2γ = 1

2Ω3 − 1
2 iΩ⊥ sin(2γ − 2α⊥), (10)

where
Ω1 = 1

2k0V u sin2 α|| cos 2α⊥, Ω2 = 1
2k0V u sin2 α|| sin 2α⊥, Ω3 = k0V u1/2 cosα|| (11)

are parameters, frequently used in plasma polarimetry [8–13], and Ω⊥ =
√

Ω2
1 + Ω2

2. Angles α⊥
and α|| characterize orientation of the basis e1, e2, l relative the static magnetic vector B0, Fig. 1.

⊥
||

||0B

0B
⊥0B

1
e

2
e

α α

σ

Figure 1: Orthogonal basis e1, e2 presented together with the static magnetic vector B0.

The term Ω3 in Equation (10) corresponds to the Faraday effect, and the term Ω⊥ describes
Cotton-Mouton phenomenon. Equations. (9) and (10) for CPA have proved to be very helpful for
solution of problems in plasma polarimetry.

5. EQUATION FOR STOKES VECTOR EVOLUTION DERIVED FROM QIA

For monochromatic wave field the components of the full (four components) Stokes vector S =
(s0, s1, s2, s3) are connected with the components of the polarization vector by relations:{

s0 = |Γ1|2 + |Γ2|2 , s2 = Γ1Γ∗2 + Γ∗1Γ2,

s1 = |Γ1|2 − |Γ2|2 , s3 = i (Γ∗1Γ2 − Γ1Γ∗2) .
(12)

Making use of QIA Equations (6), one can show that evolution equation for Stokes vector
S = (s0, s1, s2, s3) acquires a compact vector form:

Ṡ = M̂S. (13)

Here M̂ is a general form of differential Mueller 4× 4 matrix for weakly anisotropic media:

M̂ =
k0

2
√

ε′0





i (νa
11 + νa

22) i (νa
11 − νa

22) i (νa
12 + νa

21) (νa
12 − νa

21)
i (νa

11 − νa
22) i (νa

11 + νa
22) − i

(
νh
21 − νh

12

) (
νh
12 + νh

21

)
i (νa

12 + νa
21) i

(
νh
21 − νh

12

)
i (νa

11 + νa
22) − (

νh
11 − νh

22

)
(νa

12 − νa
21) − (

νh
12 + νh

21

) (
νh
11 − νh

22

)
i (νa

11 + νa
22)





(14)

and νh
ij , νa

ij are Hermitian and anti-Hermitian parts of the anisotropy tensor νij . Evolution Equa-
tion (14) happens to be in general agreement with the Segre’s results for magnetized plasma,
obtained for simplified plasma model [8–13].

In the case of collisionless plasma one deals with a reduced (three component) Stokes vector
s = (s1, s2, s3) with s1 = cos 2χ cos 2ψ, s2 = cos 2χ sin 2ψ, s3 = sin 2χ. In this case Equation (14)
takes a form

ṡ = Ω× s, (15)
with parameters Ω = [Ω1, Ω2, Ω3], mentioned above.
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6. EVOLUTION EQUATIONS FOR TRADITIONAL ANGULAR POLARIZATION
PARAMETERS

It follows from Sec. 4 that γ̇′ = ψ̇, γ̇′′ = χ̇/ cos 2χ, tanh 2γ′′ = sin 2χ, sinh 2γ′′ = tan 2χ and
cosh 2γ′′ = 1/ cos 2χ. Substituting these relations into Equations (10) one can obtain the following
system of equations for the traditional angular polarization parameters (ψ, χ):

ψ̇ =
Ω3

2
+

Ω⊥
2

cos(2ψ − 2α⊥) tan 2χ,

χ̇ = −Ω⊥
2

sin(2ψ − 2α⊥). (16)

Solutions of these equations allow finding the components s1 = cos 2χ cos 2ψ, s2 = cos 2χ sin 2ψ, s3 =
sin 2χ of the reduced Stokes vector s = (s1, s2, s3). In fact, Equation (16) is equivalent both to
the Equation (15) for the Stokes vector evolution and to Equations (9, 10) for complex polarization
angle γ = γ′ + iγ′′.

7. COMPARISON OF QIA EQUATIONS WITH EQUATIONS FOR STOKES VECTOR
EVOLUTION

The equations for Stokes vector, derived from quasi-isotropic approximation of geometrical optics,
are very close in form to the equations, obtained in [8–13] on the basis of quite simple if not
primitive electrodynamical model, dealing with independent normal modes in locally homogeneous
anisotropic medium.

In contrast to Segre’s simplified approach, QIA stems from Maxwell equations in a consequent
way, using an asymptotic expansion of the wave field in small parameters µA and µGO Equations (1)
and (2).

Equations of QIA determine evolution of polarization vector along the rays, experiencing cur-
vature and torsion and are able to describe mode conversion due to medium inhomogeneity [3–5].
Therefore equations for the Stokes vector evolution obtained from quasi-isotropic approximation
of geometrical optics, acquire all the merits of QIA, in particular, they describe effects of the ray
curvature and torsion. It is quasi-isotropic approximation of geometrical optics method, which
justifies the equations like (14) and (15), because in fact the papers [8–13] assume the medium to
be weakly anisotropic one.

In spite of high degree of similarity, QIA Equations (5) and Equations (14, 15) for Stokes vector
evolution, in fact, can not be considered as completely identical ones because of phase distinctions.
To illustrate this, let us present polarization vector

Γ = (Γ1, Γ2) = (|Γ1|eiδ1 , |Γ2|eiδ2) (17)

as
Γ = ei(δ1+δ2)/2(|Γ1|ei(δ1−δ2)/2, |Γ2|ei(−δ1+δ2)/2) (18)

and express four field parameters (two modules |Γ1|, |Γ2| and two phases δ1, δ2) through the com-
ponents s0, s1, s2, s3 of the Stokes vector S. It follows from Equations (12) that

|Γ1|2 =
1
2
(s0 + s1), |Γ2|2 =

1
2
(s0 − s1), tan(δ1 − δ2) = −s3

s2
. (19)

Only three parameters: two modules |Γ1|, |Γ2| and phases difference (δ1 − δ2), can be found from
Equations (13) for Stokes vector. It means that four Equations (13) are not completely equivalent to
the QIA Equations (5): the phase half sum (δ1 +δ2)/2 principally can not be extracted from Stokes
vector. The reason is that the components s0, s1, s2 and s3 of the Stokes vector are connected by
a relation s2

0 = s2
1 + s2

2 + s2
3, so that each of Equations (12) is dependent on three others.

Though the phase (δ1 + δ2)/2 does not influence on the shape of polarization ellipse, it might
be important for forming interference pattern, created by two or more polarized wave fields.

8. CONCLUSIONS

Evolution of the polarization vector in inhomogeneous plasma is described on the basis of quasi-
isotropic approximation of the geometrical optics method. QIA equations take into account: i)
curvature and torsion of the ray; ii) longitudinal and lateral inhomogeneity of plasma; iii) torsion



Progress In Electromagnetics Research Symposium 2007, Prague, Czech Republic, August 27-30 89

of the static magnetic field; iv) weak absorption and dichroism. QIA equations are the basis
for consequent derivation of the equation for the complex polarization angle, which promises to
become an effective instrument for plasma polarimetry. Besides, QIA equations are favorable basis
for substantiation of the equation for the Stokes vector evolution. The results under consideration
might be quite helpful for solution of the inverse problems of plasma diagnostics.
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Abstract— In this paper propagation of electromagnetic fields in a structure with regular
arrays of pores in metal is considered. This structuce is analyzed in a similar way as the arrays
of dipoles. Now in this case, the surrounding medium is metal while the inclusions are empty
spheres. The inclusions resonate at the certain frequency making the interaction between the
inclusions very strong. The linear chain of such resonating particles forms a waveguide. Although
the field is decaying outside the pores, these inclusions are so close to each other that there is
interaction with the neighbouring pores. Near the resonance this interaction is strong enough
that there exist guided wave modes along the array. Properties of these modes are investigated.
The allowed frequency range where the guided modes exist depend on the geometry, i.e., how
close the pores are and what is the size of pores. There exist two propagating modes, transversal
and axial polarizations. The transversally polarized field propagates as a forward wave and the
axially polarized field as a backward wave.

1. INTRODUCTION

In recent years a lot of attention is paid for metal nanoscale structures because of new phenomena
and potential applications for waveguide and antenna techniques. Especially in optical region new
effects arise based on plasmon resonances. Optical properties of metals with nanopores are now
of particular current interest [1–3]. Remarkable optical effects caused by excitation of plasmons in
nanoporous metals such as extraordinary transmission [4] and total absorption of light [5] have been
predicted theoretically. In [1] strong resonant dips in the reflectivity spectra of light were observed
from nanoporous metal surfaces formed by periodic arrangements of close-packed spherical voids.
In a recent paper [5] it was theoretically shown that this effect is caused by excitation of plasmons
in voids (void plasmons). Arrays of regular resonant inclusions are theoretically studied in [6, 7].

In this paper we consider propagation characteristics in a wave guide structure which consists
of regular linear array of pores in plasma. An analogous structure has been considered in optics
by Weber and Ford [8] where a chain of silver nanospheres are operating at frequencies near the
plasmon resonance of an individual sphere. If the spheres are polarized transversally with respect
to the chain axis, and the chain is dense, there appears a frequency band in which each frequency
corresponds to two modes: the forward mode and the backward mode. At the upper edge of this
frequency band both these solutions join one another that correspond to zero group velocity but
nonzero phase velocity. In the vicinity of this frequency the dispersion curve is almost flat that
makes this structure suitable for a subwavelength imaging. In [9] similar dispersion was found in two
coupled chains of silver spheres and it was proposed to use this effect for obtaining subwavelength
images.

We expect that localized void plasmons in a thin layer of nanopore metal, interacting with
surface plasmons, can be used instead the chain of metal spheres. In this paper we study wave
propagation in the chain of spherical holes in a bulk metal using approximation of point-like dipoles
as in [8, 9]. Actually the studied case is a dual problem to the chain of metal spheres in air and we
compare features of spectra of modes for these two cases.

2. FIELD EXPRESSIONS

We consider metal structure with regular arrays of pores. The geometry is illustrated in Figure 1.
This structuce can be analyzed in a similar way as the arrays of dipoles. Now in this case, the
surrounding medium is metal while the inclusions are spherical holes. Making a linear chain of
such particles we have a waveguide. In optical region metals behave almost as a lossless plasma. In
the beginning we model the spheres as dipoles with the polarizability α. In the expression of the
polarizability it is seen that the inclusions resonate at the frequency where the relative permittivity
of the surrounding medium is εr = −1

2 .
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Figure 1: Geometry.

We consider spherical empty cavities in isotropic plasma. The polarizability of the sphere in
plasma is

α =
3εh(εs − εh)

εs + 2εh
V (1)

where the host medium is plasma εh = εoεr

εr = 1− ω2
p

ω2
(2)

and the permittivity inside the sphere is εs = εo. The volume of the sphere is V = 4πr3
o/3. We are

looking for propagating fields in a region where the permittivity of the host medium is negative
which is the case below the plasma frequency. In the frequency range below the plasma frequency
after inserting the permittivities into the expression for the polarizability we can write the inverse
of the polarizability in the following form

1
α

=
1

4πεor3
o

2|εr| − 1
|εr|(1 + |εr|) (3)

The dipole moment of the pore is
p = αE (4)

where E is the local field. In a chain of dipoles the local field is obtained from the field expression
for dipoles

E =
1

4πε

[
k2(u× p)× u

e−jkr

r
+ [3u(u · p)− p]

(
1
r3

+
jk

r2

)
e−jkr

]
(5)

where u is the unit vector indicating the direction from source dipole to the reference point.
In a chain the fields are decomposed into transversal and axial components. From the above

field expression we can identify the interaction components for transversal and axial polarizations.
The interaction dyadic is

β = β⊥It + β‖uzuz (6)

where the interaction coefficients are

β⊥ =
1

4πε

[
k2

|z − z′| −
1

|z − z′|3 −
jk

(z − z′)2

]
e−jk|z−z′| (7)

β‖ =
1

2πε

[
1

|z − z′|3 +
jk

(z − z′)2

]
e−jk|z−z′| (8)

Taking the reference dipole at z′ = 0 and x′ = 0, and because the structure is periodic in z direction
(z = na), the dipole moments of each dipole can be written according to the Floquet theorem

p(n) = p(0)e−jqna (9)

The local field at the reference point is caused by all the dipoles in the array

E =
∑

n

β · p(n) (10)
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In the summation the reference point, n = 0 is omitted.
In the frequency range below the plasma frequency the permittivity is negative and the wave

number is imaginary k = −j|k|. This means that the fields are decaying and only the neighbouring
spheres interact. This effect is seen in the expressions of the interaction coefficients which are
exponentially decaying functions. The total interaction coefficients for the two eigenpolarizations
are

C⊥ =
1

2πεoa3|εr|
∞∑

n=1

(
k2a2

n
+

1
n3

+
|k|a
n2

)
e−|k|na cos qna (11)

C‖ = − 1
πεoa3|εr|

∞∑

n=1

(
1
n3

+
|k|a
n2

)
e−|k|na cos qna (12)

3. DISPERSION RELATIONS

The eigenvalue equation for solving the propagation factor q along the array is obtained combining
Equations (4), (9) and (10) which leads to two equations of the corresponding polarizations

C⊥ =
1
α

, C‖ =
1
α

(13)

Because the components in the summation of the interaction coefficients are fast decaying functions
we can approximate the infinite summation by taking only the first term. This approximation gives
us an analytic solution which is quite close to exact one

cos q⊥a ≈

(
a
ro

)3 (
1− 3

2
ω2

ω2
p

)
e|k|a

1 + |k|a + |k|2a2
(14)

and

cos q‖a ≈

(
a
ro

)3 (
3
2

ω2

ω2
p
− 1

)
e|k|a

2(1 + |k|a)
(15)

In these results we can conclude that there exist guided waves in the frequencies close to
√

2
3ωp.

In this special frequency the inclusions resonate, and it corresponds to the special permittivity
value, εr = −1

2 of the medium. The other observation is that because the right-hand side of the
above equations are of opposite sign, one of these eigenwaves is a forward wave and the other one
is a backward wave. In Figure 2 are illustrasted the dispersion curves for transversally and axially
polarized fields. These solutions are calculated using exact expressions of interaction coefficients.
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Figure 2: Dispersion curves calculated for spheres a/ro = 3.
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It is seen that the transversally polarized field is the forward wave and the axially polarized field
is the backward wave. These results can be compared to the results of the dual problem, regular
array of plasma spheres in free space. In [8, 9] it is shown that in the line of metal spheres the
axially polarized field is a forward wave and the transversely polarized field has a backward wave

component. Also the resonance frequencies are different, in our case ωr =
√

2
3ωp and in [9] ωr =

ωp/
√

3
In Figure 3 the effect of geometry for the band width is illustrated. The dispersion curves are

calculated for fixed period with different pore radius. For larger relative radius of pores the allowed
frequency range for guided waves is larger than for small radius values.
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Figure 3: Dispersion curves, calculated for different ratios a/ro = 4, a/ro = 3 and a/ro = 2.5.

4. CONCLUSION

The dispersion characteristics of regular arrays of pores in plasma are considered. The structure
is analyzed in a similar way as arrays of dipoles, now the surrounding medium is plasma and
the inclusions are empty spheres. The inclusions resonate at the frequency where the relative
permittivity of the plasma is −1/2. Although the field is decaying outside the pores, these pores
are so close to each other that there exists interaction with the neighbouring pores, which is strong
enough near the resonance that there are propagating guided modes along the array. The linear
array of such inclusions forms a waveguide whose dispersion relation is calculated. It is found that
the transversely polarized field propagates as a forward wave and the axially polarized field as a
backward wave. The effects of geometry for dispersion characteristics of propagating waves are also
studied. The band width is broader when the inclusions are closer to each other and the interaction
is stronger.
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Abstract— We consider plasmonic nanoantennas immersed in active host medium. Specifically
shaped metal nanoantennas can exhibit strong magnetic properties in the optical spectral range
due to the excitation of magnetic plasmon resonance. We propose plasmonic nanolaser, where the
metal nanoantenna operates like a resonator. The size of the proposed plasmonic laser is much
smaller than the wavelength. Therefore, it can serve as a very effective source of EM radiation.

1. INTRODUCTION

Extending the range of electromagnetic properties of naturally occurring materials motivates the
development of artificial metamaterials. For example, it has been demonstrated recently that
metamaterials may exhibit such exotic properties as artificial magnetism [1, 2], negative dielectric
permittivity (see, for example [1–3]), negative magnetic permeability [4, 5], and even both [6–8].
The double-negative case of Reε < 0 and Reµ < 0 is often referred as a lefthanded material (LHM)
because the electric and magnetic fields and the wavevector are left system in a plane wave propa-
gating in material as it was first found by Veselago [6]. Situations when a negative refractive index
can be realized in practice are particularly interesting because of “perfect” lens with subwavelength
resolution [8]. Negative refraction and subwavelength imaging has been demonstrated in the mi-
crowave range [7, 9–11]. For microwave LHMs, artificial magnetic elements providing Reµ < 0 are
the resonators of the split ring type [7, 11, 12].

For the optical range, LHM with a negative refractive index were first demonstrated in [13]
and [14–16]. The authors of [14–16] observed the negative real part of the refractive index at the
telecommunication wavelength of 1550 nm. In [14–16] the authors experimentally verified their
earlier theoretical prediction of negative refraction in the array of parallel metal nanorods [17–
19]. The first experimental observations of negative n in the optical range were followed by another
successful experiment [20]. Very recently a macroscopic, far field image of the subwavelength object
was obtained from cylindrical superlens [21]. Note that the losses become progressively important
with decreasing the wavelength towards the optical range [22]. Moreover, finite losses inside the
LHM superlens could dramatically reduce the resolution of such lens [23] and made a dream of a
full-scale superlens unattainable.

To reduce the loss we suggest filling the metal horseshoe resonator, shown in Fig. 1, with an
active medium. We consider the interaction of such nanoantenna with a two-level amplifying system
(TLS), which can be represented by quantum dot in the semiconductor host, quantum well, dye
molecules, or another high gain medium. Horseshoe-shaped subwavelength nanoantennas were first
suggested in [24, 25]. These structures support strong magnetic moments at frequencies higher than
microwave-mid-IR range for which traditional split ring resonators (see [4, 5, 12, 26–28] for details)
were sufficient.

Figure 1: Horseshoe optical nanoantenna is excited by magnetic field H; arm length a, arm thickness b,
lateral size l, gap width d; electric current flows in metal arms; displacement currents in the gap short the
circuit; magnetic moment of the current is either parallel (µ > 0) or antiparallel (µ < 0) to H.
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2. L-C-R MODEL OF HORSESHOE RESONATOR FILLED WITH ACTIVE MEDIUM

The main features of horseshoe electrodynamics can be understood in terms of a simple equivalent
L-C-R model shown in Fig. 2 [29, 30]. We consider the metal horseshoe nanoantenna, which is
excited by the magnetic component H of the impingent electromagnetic field. The length a, width
l and the thickness b of the metal arms as well as the gap d between the arms are supposed to be
much smaller than the wavelength. The electric current I = q̇, flowing in the metal arms of the
antenna, is shorted by the displacement currents in the gap.

The metal part of the nanoantenna can be presented as an inductance L. The gap between two
arms is modeled as capacitance C. Thus the horseshoe antenna can be presented as L-R-C circuit,
shown in Fig. 2. The inductance L = 8πa/(k2|εm|bl), where waevector k = ω/c, simulate the metal
since metal’s permittivity is typically negative in the optics and IR range and it is proportional
to ω−2. The resistance R equals to R = R1 + R2, where R1 > 0 presents the losses in the metal,
and R2 stands for the losses in the dielectric, which fills the space between the two arms of the
nanoantenna. For the ordinary dielectric material R1 > R2 > 0. EMF “generator” V = V0 cos(ωt)
presents the electromotive force induced by the external magnetic field H according to Faraday law
V ∼ −c−1ad(∂H/∂t).

Figure 2: Equivalent L-C-R circuit of the horseshoe nanoantenna.

For the equivalent circuit we obtain the following Kirchhoff’s equation, which we write in terms
of the electric charge q of the metal arms

c−2Lq̈ + U + Rq̇ = V, (1)

where U = Ed = 4πd(q/S−P1−P2) is the potential drop in horseshoe gap, S = la is the gap area,
P1 = χ1E and P2 are the regular and resonance (gain) polarization of the medium in the horseshoe
(we use CGS units throughout the notes.) We introduce the real capacitance C = εdS/(4πd),
(εd = 1 + 4πχ1); then the potential drop equals to U = q/C − SNp/C, where N and p is the
density and dipole moment of TLS (e.g., quantum dots) placed inside the gap. Substituting U in
Eq. (1), we obtain

c−2Lq̈ + (q − SNp)/C + Rq̇ = V. (2)

It is the closed equation for the charge (current) oscillation in the horseshoe resonator in the
presence of gain medium. Note that the TLS dipole moment p in Eq. (2) is the quantum operator,
which works as a driving force for the self-oscillation of the horseshoe resonator.

3. INTERACTION OF NANOANTENNAS WITH GAIN MEDIUM AND PLASMONIC
LASER

In order to understand the origin of the lasing in the gain medium we will consider a microscopic
model following the consideration [29, 30]. We use the quantum-mechanical derivation of the equa-
tions of motion for the system shown in Figs. 1 and 2, but will neglect quantum correlations and
fluctuations in our analysis. The Hamiltonian of the nanoantenna interacting with a TLS is given
by the expression:

H = H0 + HTLS + Vint + Γ, (3)

where H0 and HTLS describe respectively the horseshoe nanoantenna and TLS. The operator
Vint = −pE gives the interaction between the TLS and the nanoantenna, where E is the electric
field in the horseshoe. The term Γ describes dissipation and pump effects.

Electrons in the horseshoe nanoantenna couple to the local electric field and oscillate with the
frequency ω, close to the plasmon resonance frequency ωr = c/

√
LC. Thus, such oscillation presents

the surface plasmon in nanoantenna. We will treat the electric charge q(t) = q1(t) exp(−iωt) +
q∗1(t) exp(iωt) as classical object. Let us introduce the “slow” operator b(t) = η(t) exp(iωt) that
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corresponds to the transition operator η(t) between the excited |e〉 and ground |g〉 state of the TLS,
i.e., |g〉 = η|e〉 and η|g〉 = 0. Then the operator of the dipole moment in Eq. (3) can be represented
as

p = Πb exp(−iωt) + Π∗b+ exp(iωt), (4)

where Π = 〈g|re|e〉 is the dipole matrix element. We will also introduce the population inversion
operator

D(t) = ng(t)− ne(t), (5)

where ne(t) = b+b and ng(t) = bb+ are the populations of the excited and ground states of the TLS.
We assume that the TLS oscillates between the upper and lower level with the frequency ω close
to frequency ω2, where ~ω2 is the energy distance between the levels in the TLS. Neglecting the
fast oscillating terms, ∼ exp(±2iωt) we can express the Hamiltonian (3) in terms of the following
operators:

HTLS = ~ω2ne, (6)
Vint = −pE = −(Cd)−1

(
Π∗q1b

+ + Πq∗1b
)

+ |Π|2SN, (7)

where the electric field E in the gap of the horseshoe estimates as E = U/d. The last term in r.h.s.
of Eq. (7) is a constant and, therefore, does not influence the dynamic of the system.

By using the well-known commutation rules for the operators b, b+ and ne,g, we derive the
equations of motion for the operators: i~ḃ = [b, H] and i~Ḋ = [D, H]. We first consider the lasing
as a natural oscillation of the electric charge in the horseshoe resonator in the absence of external
field (V = 0 in Eq. (2).) For simplicity we neglect the loss in the dielectric, i.e., R2 = 0 in Eq. (2).
We suppose that the amplitudes of the resonator oscillation do not change (q̇1 = ḃ = Ḋ = 0) so
the resonator moves over its limit cycle. Thus, the lasing is the auto-oscillating in the system of
nanoantenna+gain medium. Then Eq. (2) and equations for b and D can be rewritten the following
form

(iδ + γ)q2 − ib = 0, (i∆ + Γ) b− iADq2 = 0, (D −D0)/τ − 2iA
(
q∗2b− q2b

+
)

= 0, (8)

where q2 = q1/(SNΠ), δ = 1−(ω/ωr)
2, γ = (ε′′m/|ε′m|) (ω/ωr)2 ' ε′′m/|ε′m|, ∆= (ω2−ω) /ωr [29, 30];

the terms involving Γ and τ account for the relaxation and pump processes in TLS correspondingly.
D0 would be the stationary value of the TLS population if it were not interacted with the horseshoe.
We assume D0 < 0 because the pumping process provides the initial population inversion in the
TLS. By neglecting quantum fluctuations and correlation, D and b can be treated as complex
variables with operators b, and b+ being replaced by complex variables b and b∗ respectively. The
dimensionless constant A equals to A = 4πN |Π|2/(ωr~n2) > 0, where n =

√
εd is the regular,

i.e., nonresonant refractive index of the medium inside the horseshoe. Eqs. (8) define the lasing
condition in the horseshoe plasmonic resonator, namely, they have nonzero solution when

∆/Γ = −δ/γ, (δ/γ)2 + 1 + AD0/(Γγ) = 0. (9)

First condition (9) gives the lasing frequency ωL = ωr + γ(ω2 − ωr)/(γ + 2Γ), which is always in-
between the magnetic plasmon resonance frequency ωr and TLS resonance frequency ω2. All terms
are positive but the population D0 in the second lasing condition (9). Therefore, this condition holds
only in the inverted medium ne > ng when D0 < 0. The population D0 cannot be smaller than −1,
which corresponds to the case when all TLSs are excited. Thus we obtain the lasing condition for
the horseshoe nanolaser A/(Γγ) > 1. As soon as this condition is fulfilled the interaction between
TLS and the plasmonic nanoantenna leads to the coherent oscillations of electric charge and the
magnetic moment of the horseshoe, even in the absence of the external electromagnetic field.

The same lasing condition can be expressed in terms of the gain G in the active medium inside
of the horseshoe [29, 30]

Gλ/(2πnγ) > 1, (10)

where γ = ε′m/|ε′′m| ¿ 1 is the metal loss factor and the refractive index n ∼ 1. Note that the lasing
condition depends on the gain in the active medium and the loss in the metal only. We assume
that Eq. (10) holds for any geometry of the subwavelength sized plasmonic laser. For instance, the
silver horseshoe shaped nanolaser would lase at wavelength 1.5µm if the gain medium can maintain
optical gain larger than the critical gain Gc ≈ 3 ·103 cm−1. Such gain is typical for “good” quantum
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well medium (see, e.g., [31, 32] and references therein). In the recent study very high material gain
G ' 2 ·105 cm−1, was obtained for InAs quantum dot laser created inside the photonic crystal [33].
Less than five quantum dots were enough to get lasing.

Consider now the pumping of the nanolaser, which is excited by the magnetic component H of
the impingent electromagnetic wave with frequency ω. The high frequency magnetic field excites
currents in the horseshoe and operates as a driving force. Without the driving force the plasmonic
nanolaser, which is a nonlinear oscillator, makes auto-oscillations and moves over its limit cycle
given by Eq. (8) with lasing frequency ωL (see Eq. (9)). When the driving force is applied the
plasmonic nanolaser still moves over the limit cycle but with frequency ω of the driving force. The
well-known synchronization takes place: the nanolaser generates with the frequency ω of the driving
force (see e.g., [34].) The impingent em wave retunes the nanolaser. Therefore, the metamaterial
comprised by plasmonic nanolasers operates as material with zero or negative loss. Moreover, the
nanolaser metamaterial can change the frequency and direction of the emitted coherent light under
the action of external light beam. As result we obtain not only the plasmonic nanolaser but also
metamaterial for the macroscopic superlens with unlimited resolution since the loss is compensated
by the gain. Authors acknowledge stimulating discussions with A. N. Lagarkov and V. G. Veselago.
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Abstract— In this study, wave interaction with double-negative (DNG) and double-positive
(DPS) plates is presented. Theoretically, the structure is composed by DNG and DPS plates with
different material properties and thicknesses forming an N-tier structure. The DNG plates are
described by using the Lorentz and Drude media parameters while the DPS plates are defined
by known dielectric materials. The incident electric field is assumed to be a monochromatic
plane wave with any arbitrary polarization. After obtaining the electric and magnetic fields both
inside and outside the plates and imposing the boundary conditions, the reflected and transmitted
powers are calculated using the transfer matrix method in order to observe their behaviors. In this
paper, the frequency response of the DNG and DPS plates is deeply analyzed both analytically
and numerically. Finally, the computations of reflected and transmitted powers are analyzed
numerically with the purpose of designing efficient filters at the microwave, millimeter wave, and
optical frequency regions.

1. INTRODUCTION

Nowadays, it is well known that the concept of double-negative (DNG) materials plays important
role in science, and technology for its broad usage in industry [1–9]. The DNG materials are artificial
structures with electromagnetic properties different from the conventional materials. In this paper
wave interaction with double-negative (DNG) and double-positive (DPS) plates is presented. The
structure is formed by DNG and DPS plates with different material properties and thicknesses. The
DNG plates are described by using the Lorentz and Drude media parameters while the DPS plates
are defined by known dielectric materials. Transfer matrix method is used in the analysis. Finally,
the reflected and transmitted powers are analyzed numerically to show the use of the structure as
filters at the microwave, millimeter wave, and optical frequency regions.

2. THEORY

In the analysis, we consider an electric field with any arbitrary polarization coming from free space
and propagating through N-tier structure which has different material properties and thicknesses
d shown in Figure 1.

Figure 1: The geometry of N-tier DNG and DPS plates.

In the theory, exp(iωt) time dependence is assumed and suppressed. The incident electric filed
is expressed as:

Ei = [Ei//(cos θiax + sin θiaz) + Ei⊥ay] · exp[−i(−kixx + kizZ)] (1)

where θi is the angle of the incidence, kix(= ki sin θi) and kiz(= ki cos θi) are the x- and z-components
of the wave number ki(= ω

√
µiεi) respectively. Note that, the subscripts // and ⊥ refer to the
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parallel and perpendicular components (relative to the plane of incidence) of the electric field vector,
in that order. The other electric and magnetic fields inside and outside the structure can easily be
found using the Maxwell’s equations.

The permittivity and permeability of the DNG plates are defined using Lorentz [7] and Drude [8, 9]
media which have simultaneously negative permittivity and permeability in a certain frequency
band. The permittivity and permeability of Lorentz medium are given as:

ε(ω) = εo

(
1− f2

ep − f2
eo

f2 − f2
eo + jΓeω

)
, (2)

µ(ω) = µo

(
1− f2

mp − f2
mo

f2 − f2
mo + jΓmω

)
, (3)

where feo is the electronic resonance frequency, fep is the electronic plasma frequency, Γe is the
electronic damping frequency, fmo is the magnetic resonance frequency, fmp is the magnetic plasma
frequency, and Γm is the magnetic damping frequency. Furthermore, the permittivity and perme-
ability of Drude medium are given as:

ε(ω) = εo

(
1− f2

ep

f2 + jΓeω

)
, (4)

µ(ω) = µo

(
1− f2

mp

f2 + jΓmω

)
. (5)

Now, imposing the boundary conditions at the interfaces the relationships among the fields in
all regions can be obtained in a similar way as in [1] and [10] by the transfer matrix [U ] as follows:




Ei⊥
Er⊥
Ei//

Er//


 = [U ]

[
Et⊥
Et//

]
=




u11 u12

u21 u22

u31 u32

u41 u42




[
Et⊥
Et//

]
. (6)

Note that, [U ] is a 4× 2 matrix and the elements of it are expressed as a function of the incidence
angle, structure parameters, thickness of each DNG and DPS plates, and frequency.

3. NUMERICAL RESULTS

In this section, the computations for the reflected and transmitted powers are presented to analyze
their characteristics when the incident power is normalized to unity at normal incidence (θi =
0). The incident electric field is assumed to be plane weave with parallel polarization (Ei⊥ =
0). In addition, five layered structure considered as DNG-DPS-DNG-DPS-DNG (N = 5). The
first and the last media are assumed to be free space and glass. The DPS plates are selected to
become cryolite (Na3AlF6) with refractive index of n = 1.35. In the first example, DNG plates are
realized using Lorentz medium parameters given in Eqs. 2 and 3. In the calculations, the following
parameters are used: fmp = 8.50 GHz, fmo = 12.05GHz, fep = 12.80GHz, and feo = 10.30GHz.
The electronic and magnetic damping frequencies are selected to be equal each other and zero
(Γe = Γm = Γ = 0). The optical lengths (OL = n × d) of the plates are selected to be multiple
of wavelength in free space at operation frequency of 11.2GHz. Figure 2 shows the reflected and
transmitted powers as a function of frequency. From this figure, when OLDNG = OLDPS = λ0/4,
the bandwidth extends from 10.5 GHz to 11.5 GHz and there is a sharp peak for the transmitted
power at 10.9 GHz. At this frequency, the structure can be utilized as a transmission filter in which
the transmitted power becomes unity and the reflected power becomes zero. Also, it can be used
as a reflection filter except the range between 10.5 GHz and 11.5 GHz in which the reflected power
becomes unity and the transmitted power becomes zero. When OLDNG = λ0/2 and OLDPS = λ0/4,
it is seen from solid line, the structure behaves like an all pass filter in a wide range of frequency
since the transmitted power is dominant and around one.

In the second example, DNG plates are realized using Drude medium parameters given in
Eqs. 4 and 5. In the calculations, the following parameters are used: fmp = 10.95GHz, and
fep = 14.50GHz. The electronic and magnetic damping frequencies are again zero. The operation
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Figure 2: Reflected (a) and transmitted (b) powers as a function of frequency for Lorentz DNZ plates.
Broken lines correspond to OLDNG = OLDPS = λ0/4 and solid lines to OLDNG = λ0/2, OLDPS = λ0/4.

frequency is selected to be 4.0 GHz. The other parameters are the same with the first example. Note
that, here the frequency range is wider than the range of Lorentz medium; hence, the simultaneously
negative permittivity and permeability can be obtained in a wider frequency band for Drude medium
more easily than Lorentz medium. Figure 3 illustrates the reflected and transmitted powers versus
frequency. From this plot, the reflected and transmitted powers make oscillation with different
periods in different ranges. As it is seen from dashed (OLDNG = OLDPS = λ0/4) and solid
(OLDNG = λ0/2, OLDPS = λ0/4) lines, the transmitted power is dominant and varies between
the values of 0.8 and 1.0. Thus it can be said that the structure can be used as an oscillatory
transmission filter for the transmitted wave.

Note that, similar numerical results can be obtained for the incident wave with the perpendicular
polarization.
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Figure 3: Reflected (a) and transmitted (b) powers versus frequency for Drude DNG plates. Broken lines
stand for OLDNG = OLDPS = λ0/4 and solid lines for OLDNG = λ0/2, OLDPS = λ0/4.

4. CONCLUSION

In this study, wave interaction with the structure formed by DNG and DPS plates are investigated
for the incident electric field with any arbitrary polarization. DNG plates are realized by using
Lorentz and Drude media parameters. The transfer matrix method is used in the theory. At last,
the reflected and transmitted powers are computed numerically to show the frequency response of
the structure. As it is seen from the numerical results, the structure can be used as a reflection
and transmission filter at some frequency band. As a result, design of some efficient filters at
the microwave, millimeter wave, and optical frequency regions can be achieved by arranging the
structure parameters, layer numbers, and optical length.
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Abstract— We would like to show in this article the effect of the antenna position changing on
the capacity of the multiple-input — multiple-output (MIMO) system considering effect of the
mutual coupling. In the course of the simulation we analyzed a 3× 3 MIMO antenna system.

1. INTRODUCTION

We chose low elements-number-antenna-system because this system is the most suitable design on
the end-user-market. We are supposing this antenna buildup (three elements on both receiver and
transmitter) issues in the simplest structure with the highest mean capacity. With other antenna-
number-reduction capacity of so-called multiple antenna system would have a beyond measure low
level. Goal of this simulation is the capacity maximization by changing antennas’ positions and
observe the effects of mutual coupling for mean channel capacity. Orthogonal parallel transmission
links can be found by eigenvectors of the channel matrix. The parallel transmission links coexist in
the frequency band named eigenchannels. The capacity of a multiple antenna system depends on
the number of eigenchannels. The MIMO channel is similar to a low correlation diversity channel.
MIMO systems generally operate in an indoor rich scattering environment and takes advantage
of uncorrelated electric and magnetic fields. In the paper we present that the channel capacity is
affected by the antenna structures and the mutual coupling.

2. THE MIMO ANTENNA SYSTEM AND CAPACITY

The channel capacity fundamentally depends on the number of the antenna-elements at the trans-
mitter and the receiver side. However it is being supposed that the channel capacity is affected by
the structure of the antennas, and by this method we can maximize the efficiency of transmission.
We make an effort to show the changing of channel capacity according to the variation of angles
between the antenna elements. For the optimizations we take the three dimension (3-D) double
bouncing (DB) stochastic scattering model with wide angular spread as a basis at both ends. We
want to make these optimizations for an unmitigated indoor environment. The antenna system
is situated in a 3-D scattering environment indoor channel. Waves of arbitrary polarizations are
incident on the antenna structure from all possible directions. The transmission matrix (H) which
connects the receiver and transmitter antennas is filled by assuming DB scattering.[1, 2]

Our multiple antenna system is composed of Mt = 3 and Nr = 3 electric dipoles at both
the transmitter and the receiver units. The radiated electric field of each dipole is applied for
the calculation of the transmission matrix. The current distribution for each electric dipole is
sinusoidal, which is often supposed for finite length dipoles. H matrix of the DB model, which
is in this case the transmission matrix of the antenna system, consists of three sub-matrixes.
We chose the number of scattering points on the reflection surface for hundred. The complete
MIMO transmission matrix, H is of size Nr × Mt (in this case the element number of H is 9)
with entries H[n,m] which describe the path from nth receiver to mth transmitter. The received
incident electric field at the elements of the first reflection surface (at the first scattering points)
around the transmitter unit has ϑ and ϕ direction components. The transmission matrix, H, is
computed from the induced voltage on the receiving antenna elements. If there are W multipath
incident on the receiving antenna, the induced voltage from the direction ϑ and ϕ are given as

Vi,ϑ =
W∑

w=1
Er,ϑ,w · heff,ϑ,w, and Vi,ϕ =

W∑
w=1

Er,ϕ,w · heff,ϕ,w,where heff is the vector effective length

of the dipole which is given as heff = (Erad/jβIinη) · 4πrejβr. Here Iin is the excitation electric
currents and, respectively, η = 120π [Ω] is the free space intrinsic impedance, β = 2∗π/λ. The total
received voltage on the Ith antenna output is given from the subcomponents of V (direction Vi,ϕ

and Vi,ϑ) V0,i = Vi,ϑ + Vi,ϕ. [3–5] For this MIMO radio channel the capacity was calculated with
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Figure 1: 3×3 MIMO antenna structure for maximize the mean capacity by rotation of the antennas, parallel
at the transmitter and the receiver units, from the axis Z toward X-Y plane (it is opened like an umbrella).

this well known function C =
r′∑

i=1
log2(1 + λiSNRi) where λ are the eigen-values of the channel

by SVD, SNRi = Pt/σ2 is the individual SNR of the eigenmodes after waterfilling and r′ denotes
the number of useful eigenmodes with positive power allocation. [6, 7] At the examination of the
effect of mutual coupling we have to use the modified channel matrix Hmut. It is given by Hmut =
(Ctr mut

∗H∗Cre mut)/Cre
∗Ctr, where Cre = Z11 re/2<e{Z11 re} and Ctr = Z11 tr/2<e{Z11 tr} are

normalizing factors for Ctr mut and Cre mut. The mutual coupling matrixes on the receiver and
transmitter sides are given Cre mut = Zload/(Zre + Zload) and Ctr mut = Ztr/(Ztr + Zsource), where
Ztr and Zre are 3 × 3 mutual impedance matrixes and Zload and Zsource are diagonal matrixes.
In the case of conjugate matching we calculated with Zload(n, n) = Z∗re(n, n) and Zsource(n, n) =
Z∗tr(n, n), and at non conjugate matching case, when we tried to simulate a true-measurement-
system Zload(n, n) = 50 Ω and Zsource(n, n) = 50 Ω. [2, 8]

3. RESULTS OF SIMULATION

In this simulation the scatterers were on a ball-shape surface around the both units and the number
of them was 100. In the course of the simulation we examined the effect of the mutual coupling for
the mean channel capacity and we examined that the shape of the characteristics are changed by
the effect of mutual coupling. Fig. 1 shows the method of rotating of antenna system.
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Figure 2: The effect of mutual coupling for the mean channel capacity in a 3 × 3 MIMO antenna system
(1/λ = 0.25), versus angle of rotation. SNR = 20dB.
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At first the antennas are parallel with the axis Z. In the midst of the simulation the antennas
opened in the space like an umbrella. In the end of the simulation the antennas reached the X-Y
plane. The phases between the projections of the antennas (for the X-Y plane) were constant 120◦.
In this case the antennas are on the farthest position, the phase (γ) between the antenna and the
axis Z was changed from 0◦ to 90◦. The Fig. 2 shows the result of the simulation for 1/λ = 0.25 and
SNR = 20 dB. The upper curve is the normal mean capacity; the highest value is 16.8 bits/s/Hz
at about γ ∼ 45◦. The mean capacity is reduced by the mutual coupling. The middle curve shows
the effect of mutual coupling for the channel capacity at conjugate matching. The lower curve
is the channel capacity with non conjugate matching. In this case we tried near to the real load
impedance (Zload = 50 Ω and Zsource = 50 Ω). We found that the conjugate matching cause higher
mean capacity or lower negative effect for the mean capacity than the true load, 50 ohm.

We simulated the effect of the mutual coupling for the different antenna length. We studied the
0.25, 0.2, 0.15 and 0.1 antenna length to wavelength ratio, so the optimal dipole length (1/λ = 0.25)
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Figure 3: The effects of mutual coupling for mean capacity in a 3 × 3 MIMO antenna system versus angle
of rotation and versus 1/λ, case of conjugate matching, SNR = 20 dB.
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Figure 4: The effects of mutual coupling for mean capacity in a 3 × 3 MIMO antenna system versus angle
of rotation and versus 1/λ, at case of non conjugate matching, SNR = 20 dB.

and for smaller antennas. We found that in case of conjugate matching the mean channel capacity



106 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

is higher than non conjugate matching case. According to our expectation the effect of the mutual
coupling is stronger if the antenna-length is reduced. Interest result that the effect of the mutual
coupling does not change the character of curves at 1/λ > 0.2, and in this case the highest capacity
is at λ ∼ 45◦. However at small antenna length 1/λ < 0.1 the character of capacity curve is
changing and the top of the curve will be at λ ∼ 20◦. The results of simulation are on Fig. 3. and
Fig. 4.

4. CONCLUSION

We found in this simulation that the capacity of a MIMO system depends not only on the number of
elements of the receiver and transmitter side but the position of the antennas. We could describe the
normal indoor environment with 3-D DB model. We found that the effect of the mutual coupling is
stronger by non conjugate matching. We studied the cause of mutual coupling for different antenna
length. We think that the negative effect of the mutual coupling predominates least of all if the
antenna length is 0.25 in wavelength and in case of conjugate matching.
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Ultrashort Electromagnetic Pulse Dynamics in the Singular and
Weak Dispersion Limits

K. E. Oughstun and N. A. Cartwright
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Abstract— The asymptotic description of the dynamical evolution of an ultrashort electro-
magnetic pulse in a dispersive medium has shown that the temporal pulse structure evolves into
a set of so-called precursor fields that are characteristic of the dispersive medium. Of particular
interest is the evolution of the Brillouin precursor whose peak amplitude experiences zero expo-
nential decay with propagation distance z > 0, decreasing algebraically as z−1/2 in a dispersive,
absorptive medium. The limiting behavior of this algebraic peak amplitude decay in both the
zero damping (or singular dispersion) limit as well as the zero density (or weak dispersion) limit
is investigated here for a single resonance Lorentz model dielectric in order to establish whether
or not this rather unique behavior persists in these two different limits.

1. INTRODUCTION

The asymptotic theory of dispersive pulse propagation in a Lorentz model dielectric has its origin in
the now classic research by A. Sommerfeld [1] and L. Brillouin [2, 3] which established the physical
phenomena of the forerunners, or precursor fields as they were later named [4], that are associated
with the evolution of a step-function modulated signal. This asymptotic description is derived from
the exact Fourier-Laplace integral representation of the propagated plane wave field, given by [5]

A(z, t) =
1
2π

∫

C
f̃(ω)e(z/c)φ(ω,θ)dω, (1)

for z ≥ 0, where

f̃(ω) =
∫ ∞

−∞
f(t)eiωtdt (2)

is the temporal Fourier transform of the initial plane wave pulse A(0, t) = f(t). Here A(z, t)
represents any scalar component of the plane wave electric or magnetic field vector whose spectral
amplitude Ã(z, ω) satisfies the Helmholtz equation

(
∇2 + k̃2(ω)

)
Ã(z, ω) = 0, (3)

with complex wave number k̃(ω) = (ω/c)n(ω) in the temporally dispersive medium with complex
index of refraction n(ω) = nr(ω) + ini(ω). In addition,

φ(ω, θ) ≡ i
c

z

[
k̃(ω)− ωt

]
(4)

= iω [n(ω)− θ] (5)

is the complex phase function, where θ ≡ ct/z is a non-dimensional space-time parameter. Based
upon this integral representation, the modern asymptotic theory [5] provides a complete, uniform
asymptotic description of the associated dispersive pulse dynamics in a Lorentz model dielectric
for a variety of canonical pulse shapes and signals, showing that the observed pulse distortion
is primarily due to the precursor fields. In particular, the peak amplitude point of the second
forerunner or Brillouin precursor was shown to experience zero exponential decay with propagation
distance z > 0, decreasing algebraically as z−1/2 in a dispersive, absorptive medium. This rather
unique phenomena renders the Brillouin precursor as a powerful tool for imaging through a given
obscuring, dispersive medium.

The complex index of refraction of a single resonance Lorentz model dielectric is given by

n(ω) =

(
1− ω2

p

ω2 − ω2
0 + 2iδω

)1/2

, (6)
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where ω0 is the undamped angular resonance frequency, δ > 0 the phenomenological damping
constant, and ω2

p = Nq2
e/(meε0) is the square of the plasma frequency with N denoting the number

density of Lorentz oscillators in the medium. The material absorption then decreases when either
δ → 0 or when N → 0. In the first limiting case, the material dispersion becomes increasingly
localized about the resonance frequency as δ → 0 and so is referred to here as the singular dispersion
limit. In the second limiting case, the material absorption vanishes while the material dispersion
approaches unity at all frequencies as N → 0 and so is referred to here as the weak dispersion
limit. These two limiting cases are fundamentally different in their effects upon ultrashort pulse
propagation and are thus treated separately in the following two sections.

2. ULTRASHORT PULSE DYNAMIICS IN THE SINGULAR DISPERSION LIMIT

The asymptotic theory [2, 3, 5] shows that the two first-order near saddle points ω±SPN
(θ) of the

complex phase function φ(ω, θ) for a single resonance Lorentz model dielectric coalesce into a single
second-order saddle point at

ω±SPN
(θ1) ∼= − 2δ

3α
i, (7)

where [5]

θ1 ≈ θ0 +
2δ2ω2

p

3αθ0ω4
0

, (8)

with θ0 = n(0) and α ≈ 1. At the space-time point θ = θ0, the dominant near saddle point
ω+

SPN
(θ) crosses the origin [ω+

SPN
(θ0) = 0] so that its contribution to the asymptotic behavior of

the propagated wave-field experiences zero exponential attenuation, viz.

φ(ω+
SPN

(θ0), θ0) = 0, (9)

the peak amplitude point decaying only as z−1/2 as z →∞, while at the space-time point θ = θ1 this
contribution to the asymptotic wave field experiences a small (but nonzero) amount of exponential
attenuation as well as a z−1/3 algebraic decay as z →∞, provided that δ > 0.
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Figure 1: Numerically determined peak amplitude decay due to an input unit step function modulated signal
with below resonance carrier frequency ωc = 3.0×1014 r/s in a single resonance Lorentz model dielectric with
angular resonance frequency ω0 = 3.9× 1014 r/s and plasma frequency ωp =

√
9.29 × 1014 r/s as a function

of the relative propagation distance z/zd for decreasing values of the phenomenological damping constant δ.

In the singular dispersion limit as δ → 0, however, the two near saddle points ω±SPN
(θ) coalesce

into a single second-order saddle point at the origin, resulting in an asymptotic behavior whose
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Figure 2: Average slope of the base ten logarithm of the numerical data presented in Fig. 1.

peak amplitude experiences zero attenuation, the amplitude now decaying only as z−1/3. Notice
that this limiting behavior is entirely consistent with the modern asymptotic theory [5].

The numerically determined peak amplitude decay with relative propagation distance z/zd is
presented in Fig. 1 for an input Heaviside unit step function modulated signal

A(0, t) = f(t) = U(t) sin (ωct), (10)

with below resonance carrier frequency ωc = 3.0 × 1014 r/s in a single resonance Lorentz model
dielectric with angular resonance frequency ω0 = 3.9×1014 r/s and plasma frequency ωp =

√
9.29×

1014 r/s for several decreasing values of the phenomenological damping constant δ. Here zd ≡
α−1(ωc) denotes the e−1 amplitude penetration depth in the dispersive dielectric at the angular
frequency ωc, where α(ω) ≡ =

{
k̃(ω)

}
is the attenuation coefficient. The dashed line in the figure

describes the pure exponential attenuation described by the function e−z/zd . The peak amplitude
used here is given by the measured amplitude of the first maximum in the temporal evolution of
the propagated pulse at a fixed observation distance z ≥ 0. Notice that this “leading-edge” peak
amplitude point initially attenuates more rapidly than that of the signal at ω = ωc, but that as
the mature dispersion regime is reached and the Brillouin precursor emerges, a transition is made
from exponential attenuation to algebraic decay. Notice further that this transition occurs at a
larger relative propagation distance z/zd as the phenomenological damping constant δ decreases
and the medium dispersion becomes increasingly localized about the medium resonance frequency
ω0, and hence, more singular. Finally, as the material dispersion becomes more singular (i.e., as δ
decreases), the number of sample points required to accurately model the material dispersion and
resultant propagated field structure increases. At the smallest value of δ considered here, a 223

point FFT was required.
The algebraic power associated with the measured peak amplitude decay presented in Fig. 1

may be accurately determined [6] by plotting the base ten logarithm of the peak amplitude data
versus the base ten logarithm of the relative propagation distance z/zd. If the algebraic relationship
between these two quantities is of the form Apeak = B(z/zd)p where B is a constant,then the value of
the power p is given by the slope of the relation log (Apeak) = log (B)+p log (z/zd). The numerically
determined average slope of the base ten logarithm of the data presented in Fig. 1 is given in Fig. 2
for each value of δ considered. These numerical results show that the power p increases from a
value approaching −1/2 as z → ∞ to a value approaching −1/3 as z → ∞ when δ is decreased
such that δ/ω0 ¿ 1, in complete agreement with the asymptotic theory.

An example of the numerically computed dynamical field evolution in the singular dispersion
limit is presented in Fig. 3. The initial wave field at z = 0 is a Heaviside unit step function signal
with below resonance angular carrier frequency ωc = 3.0 × 1014 r/s. The propagated wave field
illustrated here was calculated at ten absorption depths into a single resonance Lorentz model
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Figure 3: Propagated wave field at ten absorption depths (z = 10zd) due to an input unit step function
modulated signal with below resonance angular carrier frequency ωc = 3.0 × 1014 r/s in a single resonance
Lorentz model dielectric with resonance frequency ω0 = 3.9 × 1014 r/s, plasma frequency ωp =

√
9.29 ×

1014 r/s, and phenomenological damping constant δ = 3.02× 1010 r/s.

dielectric with resonance frequency ω0 = 3.9 × 1014 r/s, plasma frequency ωp =
√

9.29 × 1014 r/s,
and phenomenological damping constant δ = 3.02× 1010 r/s. Since δ/ω0 = 7.74× 10−5, this case is
well within the singular dispersion regime.

3. ULTRASHORT PULSE DYNAMIICS IN THE WEAK DISPERSION LIMIT

In the weak dispersion limit as N → 0, the material dispersion approaches that for vacuum at
all frequencies, i.e., n(ω) → 1. This then introduces a rather curious difficulty into the numerical
FFT simulation of pulse propagation in this weak dispersion limit as the number of sample points
required to accurately model the propagated pulse behavior rapidly increases as the number density
N decreases to zero. In order to circumvent this problem, an approximate equivalence relation has
been developed that allows one to compute the propagated field behavior in an equivalent dispersive
medium that is strongly dispersive. This approximate equivalence relation, which becomes exact
in the limit as N → 0, follows from the integral representation of the propagated wave field given
in Eq. (1) as follows.

Two different propagation problems for the same input pulse A(0, t) = f(t) are identical provided
that the relation

k̃1(ω)z1 − ωt1 = k̃2(ω)z2 − ωt2 (11)

is satisfied for all ω. Upon equating real and imaginary parts, there results the pair of relations

β1(ω)z1 − ωt1 = β2(ω)z2 − ωt2, (12)
α1(ω)z1 = α2(ω)z2, (13)

both of which must be satisfied for all ω, where β(ω) ≡ <
{

k̃(ω)
}

and α(ω) ≡ =
{

k̃(ω)
}

. For the
absorptive part, one obtains the equivalence relation

z2 =
α1(ω)
α2(ω)

z1, ∀ ω. (14)

If the two media differ only through their densities, then because α(ω) = (ω/c)ni(ω) for real ω and
n(ω) =

√
1 + Ng(ω) → 1 + 1

2Ng(ω) as N → 0, so that ni(ω) ≈ 1
2Ng(ω), the above equivalence

relation becomes
z2 ≈ N1

N2
z1. (15)
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The corresponding equivalence relation for the phase part then becomes

ω

c

(
1 +

1
2
N1g(ω)

)
z1 − ωt1 ≈ ω

c

(
1 +

1
2
N2g(ω)

)
z2 − ωt2

≈ ω

c

(
1 +

1
2
N2g(ω)

)
N1

N2
z1 − ωt2, (16)

so that

t2 ≈ t1 +
(

N1

N2
− 1

)
z1

c
, (17)

which is the second part of the desired equivalence relation. For example, if N1/N2 = 1 × 10−2,
then z2 = z1 × 10−2 and t2 ≈ t1 − (0.33 × 10−8 s/m)z1. In that case, the propagated wave field
structure illustrated in Fig. 3 also applies to the case when the plasma frequency ωp is reduced by
the factor 10 and the propagation distance z is increased by the factor 100 provided that the time
scale is adjusted according to Eq. (16).

4. CONCLUSION

The results presented here have defined the singular and weak dispersion limits for ultrawideband
pulse propagation. Most importantly, these results have shown that the Brillouin precursor persists
in both of these limiting cases, dominating the propagated field structure as z →∞.
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Abstract— The principles and methodology of system and software architecture design of the
distributed network control computer (DNCC) of a mid-range complexity power electronics fa-
cility are presented. The system design is based on such criteria as functionality, reliability and
maintainability. To reach these properties special emphasis is placed on correct and optimal
system functions partition among distributed computer nodes to be minimized the overall com-
munication overhead and on minimizing the hardware parts of the system by moving maximum
of facility user and system functions into the software. As an examples of such design task the
DNCC structure of two implemented power systems is introduced. These are the scientific high
temperature material processing equipment for research in space orbital station and the electric
locomotive.

1. INTRODUCTION

The software architecture of computer controlled systems has many modifications and depends
on the application size, required speed, available design time, budget size, experience of software
designer, tight cooperation with hardware designer and many other factors. In a simple drive
systems with sufficient number of the hardware interrupt resources the interrupt-background system
is often used [1]. In more complex systems the selected architecture may depend on the number
of application tasks required. If the number of tasks is from tenths to hundreds preemptive Real
Time Operating System (RTOS) [2, 3] may be used as a reliable basic layer to schedule and execute
application tasks and to support inter-task and/or inter-node communication [4, 5]. As the number
of tasks increases an RTOS overhead increases rapidly and total throughput and time response
of an RTOS can be unsatisfactory. In such design cases using of the co-routines may be a good
solution [6, 7] with low overhead even if we use excessive amount of the application tasks [8, 9]. On
the other hand such solution requires higher user programming discipline i.e., short action tasks
only for CPU have to be shared voluntarily. The system integrity may be more easily disturbed by
incorrect programmer action in comparison with RTOS.

2. CORRECT SYSTEM PARTITION

The design keystone is correct distributed system functional partition to set up no node processor
throughput or communication bottleneck. First of all it is necessary to collect all system functional
requirements (this task is typically very difficult) and to analyze them very carefully. To define
control computer system partition we can use sequence of steps defined by formulae (1)–(9) using
properly defined criterial (threshold) functions.
Let us define following symbols: ThCMi—inter-task communication threshold function,
ThFRi—task function requirement threshold function, ThTPi—CPU throughput threshold function,
ThFTi—system fault tolerant threshold function, pjSWk—unassigned software after step k,
ThUTi—user task selection threshold function, ssi—system software support, RTOS etc.,
utgXXi—user task group selected by XX criterion, uti—user task,
pjrqi—project function requirements, utgi—user task group,
pjSW—project software, hwNodei—hardware network node with CPU.

Now we define a pool of user tasks utj with help of a set of application selection threshold
functions ThUTj from set of project functions pjrqi (1) and we get unassigned software tasks
pjSW (2)

utj = ThUTj

(∑

i

pjrqi

)
(1)

pjSW =
∑

i

uti +
∑

j

ssj (2)
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Then we define groups of user tasks utgXXj by criterial functions ThXXj relating to application
function requirements (3), inter-tasks data flow rate (4), required CPU throughput (5) and fault

Figure 1: Scientific space research facility distributed network control computer (DNCC) — structural view.
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tolerance design (6)

utgFRj =
∑

i

ThFRj (uti) (3)

Figure 2: Traction vehicle distributed network control computer (DNCC) — structural view.
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utgCMj =
∑

i

ThCMj (uti) (4)

utgTPj =
∑

i

ThTPj (uti) (5)

utgFTj =
∑

i

ThFTj (uti) (6)

Finally we get group of tasks utgj (7) to that it will be designed (assigned) proper hardware
hwNodej (8)

utgj = utgFRj ∩ utgCMj ∩ utgTPj ∩ utgFTj (7)
hwNodej ← utgj (8)

Unassigned software pjSWk (9) have to be solved in the next iterations until pjSWk set is not
empty.

pjSWk =
∑

i

uti −
∑

k

utgk +
∑
m

ssm (9)

When all groups of user tasks utgj are assigned to hardware, type of system software (RTOS,
static executive timing requirement, number of tasks inside group, interrupt latency, data flow
rate, communication channels capacity and latency, real time debugging tools, real time monitor
features, etc.) has to be selected.

3. USING CO-ROUTINES AND POINT-TO-POINT CHANNELS

The DNCC structure of the scientific space research facility for high-temperature material pro-
cessing in zero gravity environment designed by presented methodology is in Fig. 1, details see
[6, 8, 9]. In this application thousands of user task have to be used but especially in higher DNCC
hierarchical levels time response requirements are only medium. The final solution (Fig. 1.) is four
level star-like DNCC structure with serial communication point-to-point channels and table driven
scheduler with uniform coroutine processing in all DNCC hierarchical levels. This structure has
among others advantage to be easily debugged separately.

4. USING RTOS AND BUS STRUCTURE

The DNCC structure of the traction vehicle designed by presented methodology is in Fig. 2, details
see [5, 10]. In this application number of user tasks is not so high (15–20) but time response
requirements are high especially in lower DNCC hierarchical levels. The final solution (Fig. 2) is
the three level DNCC structure with serial bus-like communication channels, highly scalable RTOS
with dynamic scheduler-dispatcher inside higher level and static executive in other DNCC levels
and with uniform RTOS communication services used in all DNCC nodes.

5. CONCLUSION

Both presented DNCC structures of power system facilities proved itself to be fully feasible. They
are in standard operation with stable and correct behavior with no known essential problems.
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Abstract— The paper summarizes the experience acquired during laboratory experimental
operation of an IGCT inverter feeding a 3-phase induction machine (IM) as well as practical
knowledge gained from the employment of the IGCT switching devices in vehicles of city mass
transportation. Among others, overvoltage phenomena occurring between the inverter and the
IM, the influence of the feeding cables, and the causes of electromagnetic interference (EMI) were
traced.

1. INTRODUCTION

The problem of EMI has become severe with the advent of fast switching devices, such as the
IGBTs or IGCTs. The increase in EMI is due to very steep edges in current and voltage waveforms
and can be considered as a tax paid for the device fast switching ability. As a matter of fact,
power switching devices feature permanent improvement which can be demonstrated e.g., by the
successive development of GTOs into IGCTs, and now, most recently, into the mighty devices called
ETOs. In general, the objective has been an increase in the device ratings, especially in terms of
the repetitive peak blocking voltage (nowadays up to VDRM = 4500 V), the maximum controllable
turn-off current (nowadays up to ITGQM = 4000 A) and the device switching frequency. Both the
IGCT as well as the ETO are based on the same operation principle, i.e., on the hard-driven turn-off
process, which is known also as unity-gain turn-off. This makes us believe that our conclusions and
experience with IGCT inverters will be transferable to future ETO converters, too. It has been our
effort to provide in the present paper an objective description and results of measurements that we
carried out on IGCT and IGBT converters.

2. VOLTAGE FRONT EDGES

For an objective evaluation of the electromagnetic compatibility (EMC), the performed measure-
ments had to be analyzed very carefully. Simultaneously with the voltage front edge, the respective
current was measured, too. For current measurements, the Rogowski current waveform transducer
was used. The probes were located very close to the inverter at one end of the cables, and also very
close to the motor terminals at the other end.

Figure 1 compares the voltage front edges produced by an IGCT inverter to voltage front edges
produced by an usual IGBT inverter. For this comparison, however, inverters with the same dc
supply voltage were not at our disposal. The IGBT inverter was made up of a MITSUBISHI module
and the provided dc feeding voltage was 310 V. The IGCT inverter, on the other hand, was supplied
by 550 V.

• IGCT inverter
a) separate phase cables, point of measurement 1m distant from the inverter,

• IGBT inverter, 3-phase cable employed. The values were measured
b) very close to the inverter,
c) on the motor terminals

We see that the voltage front edges at both the IGBT and IGCT inverters have similar steep
slopes and, although the switching times at the IGCT-based inverters are longer than those at the
IGBT inverters, it may be expected that these inverters will produce also similar voltage waves
traveling along the cables connecting the inverters and ac motors and resulting phenomena.



118 PIERS Proceedings, August 27-30, Prague, Czech Republic, 2007

Figure 1: Comparison of voltage front edges, the voltage across the minus dc input terminal and any of ac
outputs, cable length 3m.

3. MODELS OF CABLES

Two notes first: i) By “separate phase cables” three cables lying free are meant, with the distance
of some 10 centimetres between each other. ii) The hf voltage and current waveforms pursued in
the following figures are responses just to one change in the state of the converter switches, e.g., to
the turn-on of one device in the inverter.

The frequency of the generated waves is of the order of units of MHz. For such frequencies,
the impedance of the induction machine (IM) is too large and has practically no influence on the
pursued waveforms. Therefore, the IM is not involved in the equivalent diagram in Fig. 2, the
current/voltage responses being determined, next to the switching speed, by the cable parameters
only.

Figure 2: Simple equivalent diagram for a three-phase cable 3 m long.

Figure 2 depicts a simple equivalent diagram for one phase of a three-phase cable, 3m long.
The aim was the determination of resonance frequencies of the circuits. The equivalent diagram
in Fig. 2 corresponds, in fact, to a loop created by one cable at the output of the inverter and
all the inverter conductors connected galvanic to the minus dc supply terminal of the inverter.
The particular values of the circuit elements Rs, Ls, Cp, and Rp in the equivalent diagram were
measured on a real cable 4× 1.5PVC. In the same way, a 10m long cable was modeled.

In the following Fig. 3, (corresponding to Fig. 2) the obtained waveforms and the results of their
harmonic analysis are depicted. The knowledge of resonance frequencies is essential for correct
evaluation of the current and voltage waveforms measured by the analyzer. One can’t dispense
with the mentioned modeling when identifying particular sources of EMI noise in the examined
room, such as a trolleybus, a streetcar or a car on the metro. In real environment, the scanning
antenna picks up namely interferences also from sources different from the electric drive itself. Such
significant foreign sources are e.g., current collectors, auxiliary power supplies, other converters,
etc..

4. MEASURED WAVEFORMS

The influence of the cables connecting the induction machine to the inverter can be appreciated
with the help of Fig. 4. Two plots of voltage are shown: one measured at a point close to the
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Figure 3: The dc input currents into the inverter versus time and their Fourier transformation, three-phase
cables, 3 m and 10 m long, at the inverter output.

inverter, the other close to the motor. The same is valid for the current plots in the lower part of
Fig. 4. To eliminate solitary, accidental, and abnormal waveforms, two characteristic waveforms
(samples) measured very close to the inverter and two characteristic samples measured very close
to the motor were selected for the harmonic analysis.

    Close to the inverter                                              Close to the motor 

Figure 4: Voltage-time, voltage-frequency, current-time, and current-frequency relationships, measured at
two mentioned different positions. IGCT inverter, 3 separate phase cables 10 m long.

The IGCT inverter is made up of three blocks PSC 6051, one block implementing one inverter
leg. Each block consists of two IGCT devices TC 918-800-25 (produced by the Czech company
Polovodiče, Inc.). The supplied motor was an IM of the type TB 702 with rated values 85 kW,
75Hz, 2214 rpm, 133.8 A.
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5. ELECTROMAGNETIC INTERFERENCE (EMI)

For EMI measurements, the EMC ANALYZER E7401A with circular antenna 11966A was used.
Before starting the work, the EMI background had to be measured. In the measured frequency
ranges (given by respective standards) also foreign sources of EMI occur that must be eliminated.
Fig. 5 shows the measured levels of EMI in the city transport enterprises in Czech towns Hradec
Králové and Plzeň, respectively. It is important to note that at Hradec Králové a trolleybus with
a dc chopper with IGCT devices was pursued. The EMI background there was influenced by other
trolleybuses equipped also with IGCT choppers, which were operating at the same time. In the
other place, in Plzeň, the EMI of a streetcar equipped with IGBT inverters was measured. The
streetcar was a prototype under test operation and no other similar streetcars were connected
to the overhead contact system. This is evident from the measured EMI background, too. To
increase the objectivity, many measurements at various localities were carried out. Therefore, the
results summarized in Fig. 5 can be helpful when suggesting measures aimed at the reduction
or elimination of EMI. The present paper is a continuation of former works [1–4] dealing with
mathematical modeling of EMI.

 

Figure 5: Values of EMI obtained from the analyzer E7401A at Hradec Králové and at Plzeň. The measure-
ments were performed in accordance with the demands (distance of the antenna, etc.) of the Standard EN
50121-2.

6. CONCLUSION

Situation in the system consisting of a PWM inverter, feeding cable and induction motor (IM) is
characterised by circulation of the high-frequency parasitic common and differential mode currents.
Analysis of the complete set of the indicated phenomena is extremely difficult and requires correct
mathematical models of all parts of the system. Besides that, the problems connected with the
interferences and related effects in real applications have to be analysed and assessed by using
appropriated experimental instruments, sophisticated procedures and experience as well.

The paper summarizes the experience acquired during laboratory experimental operation of an
IGCT inverter feeding a 3-phase induction machine (IM) as well as practical knowledge gained from
the employment of the IGCT switching devices in vehicles of city mass transportation.
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PWM Strategy Applied to Realized Matrix Converter System
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Abstract— The presented paper deals with the realized matrix converter induction motor drive
with emphasis on the PWM strategy design. Sophisticated pulse width modulation strategies
in terms of various optimization criteria are known in case of indirect frequency converters,
whereas both the inverter and the rectifier can be operated with pulse width modulation. The
instantaneous states of both the output and the input converter waveforms depend at any time
on the switch state of the converter power switches. Suitable switch states sequence of the nine
matrix converter switches can be indirectly derived from the given switch states sequence of the
twelve switchers of the indirect frequency converter. However, the main goal is to achieve the
maximal possible output voltage by overmodulation employment. The special digital control
system consisting of two personal computers was designed. The first PC serves for monitoring
purposes only, the second one is equipped with a common interface card and works in real time.

1. INTRODUCTION

The matrix converter [1] received its name because its switches can be formed into a two dimensional
matrix topology consisting of nine bidirectional switches. Generally, when talking about the transfer
functions of matrix converters, it is silently assumed that ideal voltage sources and ideal current
sources are attached to the input and output, respectively. Each current source is to be connected
to a single voltage source. In other words a voltage source might be left unconnected and hence
must not be connected to any other voltage source. Since the mains behaves typically as an ideal
voltage source with an inductor and a resistor serially connected together, it is necessary to plug
capacitors, in a star or delta arrangement, to the mains. However, by adding these capacitors
an oscillating circuit is created with a natural frequency of oscillations that depends on mains
inductance. This is why it is justifiable to put a whole 3 phase LC-input filter in front of a matrix
converter. Naturally, the inductance of the inductor in the input filter has to be significantly larger
than the mains inductance in order to keep its natural frequency under control. On the load side,
there is normally no additional circuit required. Common representatives of load, an asynchronous
or synchronous motor, fulfil the asked condition thanks to their leakage inductance (see Fig. 1).
The employed control system [4–6] is based on two common personal computers. The first one
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Figure 1: Basic power circuit of matrix converter induction motor drive.
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(Host PC) is equipped with any multitasking operating system as is usual nowadays. It serves for
compilation of the target real-time applications and for monitoring purposes only. The latter PC is
equipped with a multi I/O PCI card Meilhaus ME-2600i containing 16 A/D and 4 D/A converters
and a 32 bit bidirectional digital I/O port. This card is connected with an external rack that deals
first of all with signal adjusting, pulse generation, and error signal management.

2. INDIRECT SPACE VECTOR MODULATION

This method strives to generate a desired output voltage vector (in a harmonic steady state with a
constant amplitude |uout| rotating with a constant angular speed ωout) and simultaneously to take
from the mains current a space vector that keeps a constant angle ϕin towards the rotating filter
output voltage space vector at ωin = ωmains (i.e., a constant input displacement factor of cosϕin).
The situation is depicted in Fig. 2.
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Figure 2: The indirect space vector modulation formulation.

The indirect space vector modulation is based on the idea of the virtual dc-link. The converter
can be seen as a combination of a rectifier and inverter part [2, 3]. The space vector theory applied
to the rectifier leads to the well known formulas that determine necessary switching times

(
dγ

dδ

)
=
√

6/3
|iin|
iPα

(
sin (π/3− θS−I)

sin (θS−I)

)
(1)

Similarly, we obtain for a given voltage vector
(

dα

dβ

)
=
√

2
|uout|(

uPα−uNβ

)
(

sin
(

π
3 − θS−U

)
sin θS−U

)
(2)

The current modulation index

mCα =
|iin|
ipα

(3)

is proposed to be kept constant by most authors. The output voltage can be then adjusted by
means of dα and dβ. But, the current modulation index influences the virtual DC-link voltage and
subsequently the output voltage also

uPα − uNβ = |uin| ·
|iin|
iPα

· cosϕin (4)

Irrespective from the particular voltage adjustment method, the maximum available voltage transfer
ratio seems to be 0,866.

3. OVERMODULATION

However, it is known from the area of indirect converters that a motor can be fed from a non-
sinusoidal voltage source. The decisive parameter to the motor is then the first harmonic component
of the delivered voltage. In the next considerations we assume the input displacement factor to be
equal to one. Then when indirect space vector modulation is employed, the voltage in the virtual
DC-link is constant and can be regulated from zero to 0.866 of the input voltage maximum value.
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The amplitude of the output line-voltage can be regulated from zero up to the voltage value in the
virtual DC-link. In an indirect converter with the included energy storage of huge capacity and
with a diode rectifier on the input side, the DC-link voltage can be very close to the input line-
voltage amplitude. However, it would be connected with a very deformed input current waveform.
In other cases the DC-link will be slightly smaller

Au max,IC sin → 1 (5)

So, such a converter can produce a sinusoidal output line voltage with amplitude nearly equal to
the mains voltage. In the worst case if the rectifier diodes should carry the current all the time,
the DC-link voltage would be given by the average value of the waveform covering absolute values
of the input line-voltages

Au max,IC sin ≥ 3
π
∼= 0.955 (6)

As mentioned above the voltage transfer ratio for the matrix converter is

Au max,MC sin =
√

3
2
∼= 0.866 (7)

From the theory of inverters it is known that the maximum output voltage can be achieved when a
square waveform is employed. The amplitude of the first harmonic component can be determined
by means of Fourier transformation which from an algebraic point of view is simply scalar multi-
plication of the analyzed function with the basis component divided by scalar multiplication of the
basis component with itself. From

uSQI

uSQ
=

5π/6∫
π/6

1 · sinϑ · dϑ

π∫
0

sin2 ϑ · dϑ

=
2 · √3

π
∼= 1.103 (8)

we can express

Au max,MCsquare =
3
π
∼= 0.95 (9)

Such modulation can be easily achieved by a modification of the indirect space vector modulation.
If in each step we compare dα with dβ and set the larger one to unity and the smaller one to zero,
the output voltage vector will move with steps of 60◦ which correspond to generating a square wave
form output voltage.

Figure 3: Measured output voltage and current waveforms for Uout = 430 V, fout = 40 Hz, Mload = 48 Nm.
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4. MEASURED RESULTS

The converter was supplied from 3 × 400 V mains. The power analyzers NORMA D500 were
joined to the input side of the matrix converter as well as to the output side, where the digital
oscilloscope TEKTRONIX was employed, too. An induction motor of 5 kW was coupled on and a
DC dynamometer was used as a load. As an example in Fig. 3 the waveforms taken by means of
the oscilloscope are shown. Fig. 4 and Fig. 5 then prove the very good harmonic composition of
the waveforms.

Figure 4: Measured output current harmonics. Figure 5: Measured output voltage harmonics.

5. CONCLUSION

The results obtained on the built-up experimental test bed have proved validity of the designed
pulse width modulation strategy and matrix converter control system conception, proper function
of the developed control hardware and software, and high level of the matrix converter energy
conversion electromagnetic compatibility as concerns both the input phase displacement and the
current and voltage harmonic content.
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Technological Aspects of Noise-suppressing Filter Design

K. Künzel and V. Papež
Czech Technical University in Prague, Czech Republic

Abstract— The noise suppression is up to date problem of power electronic devices like power
sources, power converters etc. Paper deals with suppression of conducted disturbances. Main
topic is filter design and it’s assembling from real devices with theirs real characteristics. Filter
topology and device wiring are very important too. Paper calls attention to selected questions
and proposes their solution.

1. INTRODUCTION

The disturbance is one of the most serious problems of electronic equipment design. Conventional
linear power sources containing transformer and rectifier working on power line frequency are
replaced by switching mode power sources with modulation frequency tens or hundreds kilohertz.
The power converters became common part of all kind of electrical drives. The switching speed
of switching devices goes up as well as working (modulating) frequency. The emission level of
produced disturbance signals increases for all these reasons. Technical standards try to restrict
electromagnetic emissions by given emission limits radiated and conducted as well as restrict the
sensitivity of electrical equipments working in given environment. The suppression of disturbance
signal incoming from environment to equipment or originated in equipment and propagated to
environment is necessary. The usual way is to use noise-suppressing filters and shielding.

2. FILTER CONSTRUCTION

The noise-suppressing filter is designed usually like a low pass filter with as possible minimum
attenuation for effective signal — transmitted power — on low frequency range and as possible
maximum attenuation for disturbance (on high frequency range). The reactance filters with coils
and capacitors are commonly used. Such solution is theoretically executed very well, but the
practical implementation is associated with many difficulties. The parasitic characteristic of used
devices, nonlinearities, parasitic couplings and transmissions caused by bad mechanic design or
assembly and bad impedance matching to connected input and output circuit cause frequently
poor results. The fundamental noise-suppression filter characteristic is its transfer function in
dependence on frequency e.g., amplitude characteristic. The measurement on high frequencies
(noise-suppression range) is performed usually in accordance with Fig. 1. The measuring circuit
consists from source of signal, filter and power indicator. The impedances of source output and
indicator input are selected identically 50 Ω real. The filter transfer is defined as a ratio between
power indicated in the measurement circuit with filter and without filter, e.g., with direct connection
between source and indicator. From practical point of view it represents only approximation of real
conditions. The used impedance is the same as impedance of line impedance stabilization network
used for measurements of conducted emissions during test of electromagnetic compatibility, but
it can be quite different from actual impedance of connected arrangement on the filter working
place. This unmatched impedance can cause parasitic resonances with intensive influence on the
amplitude characteristic.

Figure 1: Filter characteristic measurement.

The maximum current is the most important parameter in the bandwidth for the useful signal.
It depends on the power transmitted by filter. Similar characteristic is a serial impedance of filter.
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These two characteristics define the voltage drop on the filter. These values are limited by inductor
nonlinearities and ohmic losses in all loaded wires.

It is possible to find the value of components in many circuit synthesis handbooks for standard
filter topologies [1], if the filter is assembled from discrete components including idealized amplitude
characteristic. The actual characteristics of filter designed by this way can be quite different. Fig. 2
shows theoretical amplitude characteristic with comparison to characteristic of actual filter. Large
differences are especially out off pass band, especially on high frequencies. The main reason is in
parasitic characteristics of used components, e.g., parasitic inductance of capacitors and parasitic
capacitance of inductors. These parasitic characteristics cause component self-resonances. The
phase inverts and above resonance frequency capacitor turn into inductor and inductor turn into
capacitor. Above maximum resonance frequency of all used components the filter changes its
structure and the filter works as high pass filter. The increasing frequency dependence is evident
on high frequencies.
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Figure 3: Capacitor impedance characteristics.

3. FILTER COMPONENTS

The components characteristics can be monitored on the base of their complex impedance. Typical
characteristics of an actual capacitor are shown in Fig. 3. The amplitude and phase characteristics
are presented. The characteristic be getting near ideal on low frequencies. The amplitude is
inversely proportional to frequency and the phase is near −90◦. Fictive capacitance and loss angle
increase with increased frequency. The impedance of capacitor is purely real on the resonance
frequency. The impedance characteristics above change to characteristics of loss inductor. On
highest frequencies the characteristics be getting close to ideal inductor characteristics and the
amplitude is proportional to frequency, the phase is close to 90◦. Equivalent scheme of capacitor is
shown in Fig. 4.

Figure 4: Capacitor. Figure 5: Capacitor wiring.
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C0 . . . equivalent capacitance of capacitor
L . . . inductance of leads and capacitor system
RS . . . serial ohmic resistance of leads and capacitor system
RP . . . resistance representing dielectric losses
The serial inductance L of capacitors used in filter has to be as low as possible in wide frequency

range. It ensures high resonance frequency and low impedance. Capacitors with minimal inductance
can be ceramic (plate or tubular) or non-inductive roll. The same attention has to be focused on
capacitor leads. The best solution is to connect the capacitor with other filter components directly
on capacitor electrodes — see Fig. 5. It is also suitable to use the feed-trough capacitors designed
for such purposes. The caution should be focused on eventual parallel coupling of several capacitors.
When two capacitors with nonzero inductance (internal or external) are coupled their resonance
frequency can be different. In frequency bandwidth between resonances one capacitor has capacity
reactance and the other has inductive reactance. The parallel resonance that event is illustrated
on Fig. 6. Two 0.1µF capacitors are coupled with unequal leading wires 2.5 cm and 0 cm. The
parallel resonance can be observed around frequency 3.7 MHz as an impedance increase.
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Typical amplitude and phase characteristic of complex impedance of real inductor is shown in
Fig. 7. Characteristics are close to ideal inductor in low frequency range when the amplitude is
proportional to frequency and the phase is near to 90◦. Fictive inductance and loss angle increase
with increasing frequency. On resonance frequency the impedance of inductor is maximum and
purely real. Above resonance frequency the impedance characteristics change to characteristics of
loss capacitor. The characteristics be getting close to ideal capacitor on highest frequencies, the
amplitude is inversely proportional to frequency and the phase is close to −90◦. Equivalent scheme
of inductor is shown in Fig. 8.

L0 . . . equivalent inductance of inductor
C . . . capacitance of inductor and leads
RS . . . serial ohmic resistance of leads and winding
RP . . . resistance representing core losses
The capacitance C has to be as low as possible for getting resonance frequency as high as possible

and maximum impedance in wide frequency range. The winding design and technology should be
conforming to these demands. The coil core should be made from non-conducting material or
should be well grounded. Optimum winding technology is single layer cylindrical space wound
winding or winding into chambers. The length of winding conductor is limited by one half of
wavelength corresponding to maximum working frequency propagated trough transmission line
realized by inductor winding. The inductor with longer conductor has non-matched transmission
line characteristics, impedance has maxima and minima on quarter-wave and half-wave resonances
of working frequency range. The magnetic induction excited in core by passing current should be
taken in account too. The ferrite core should work at magnetic field strength 100 A/m, powdered-
iron core at one or two order higher strength. In case of higher magnetic field strength the core
should be designed with air gap. Another way is to use current compensated coil. Several winding
are arranged so as they compensate excited magnetic field in the core. That coil is inconvenient
for symmetrical signals. In this case the filter characteristics go off rapidly.
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4. FILTER DESIGN

The filter design starts usually from demanded amplitude characteristics. It is defined by compari-
son of disturbance signal level inside the equipment and allowed signal level on the device terminals.
The standard approximation without nulls in suppressed band type Butterworth or Chebyshev is
used. The amplitude characteristic has four critical points with regard to conventional character-
istics of monitored functions.

• working frequency — with minimal attenuation for transmitted power

• frequency 150 kHz — minimum frequency limit, given by technical standards

• frequency 30 MHz — maximum frequency limit, given by technical standards (probably min-
imum attenuation of filter on high frequencies)

• frequency with maximum disturbance signal (or frequencies)

The cutoff frequency of low pass filter fm is usually selected within the range from 10 kHz to
30 kHz. Filter capacitors within the range from 0.1µF to 0.5µF and filter inductors within the
range from 200µH to 2000µH correspond to considered input and output impedance 50Ω. The
filter order n is essentially independent on used approximation and for demanded filter attenuation
L0,15 for frequency fmin = 150 kHz.

n > L0,15/20 lg
fmin

fm
(1)

The amplitude characteristic distortion is defined in high frequency range (see Fig. 2) by parasitic
characteristic of devices used for filter realization. It can be approach according to average resonance
frequency of filter fr. This frequency is average of minimum and maximum resonance frequencies
of all capacitors and inductors of filter and it corresponds to fictive crossing point decreasing and
increasing part of real amplitude characteristic. The filter attenuation above frequency fr may be
evaluated by next formula.

Ls = 20n (1 lg fr − lg fm − lg fs) (2)

The approximation is not efficient in range of devices resonance frequencies. But the filter
attenuation on these frequencies is high, so it is sufficient. Formula (2) is suitable for verification of
demanded attenuation on the maximum frequency fmax = 30 MHz (fs = fmax) and on the frequency
with maximum disturbance signal, in case that this frequency fs is higher then frequency fr.

In case that fs < fr, the attenuation does not depend on frequency fr and it can be determined
by formula (2) with condition fs = fr.

If the attenuation on high frequencies (above fr) is not sufficient, it is usually impossible to
improve the characteristic by decreasing cutoff frequency fm or by increasing nominal values of
capacitors and inductors. The resonance frequency fr decreases at the same time. The improvement
of filter order is only possible solution of this problem. The easiest way is to use in addition to filter

Figure 8: Inductor.
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with low cutoff frequency additional filter with higher cutoff frequency in the same range where the
first filter has its resonance frequency. The resonance frequency of additional filter will be out of
monitored range. Additional filter easily ensures demanded attenuation on high frequencies. The
low values of capacitance and inductance are needed, so this filter is easy to realize and it represents
low cost solution.

5. CONCLUSIONS

It is very useful to verificate the design verification by computer simulation of proposed circuit.
Simulation has to include parasitic parameters of components. The last step is the validation of de-
manded characteristics on filter prototype and comparison with designed and simulated parameters.
Resulting parameters of filter depend significantly on mounting into fixed installation especially for
filter attenuation more than 60 dB.

The examples of characteristic of simple filters are in the Fig. 9
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Testing of Robust Control Characteristics for Traction PMSM

O. Černý, J. Šimánek, R. Doleček, and J. Novák

University of Pardubice, The Czech Republic

Abstract— The paper deals with our research in the field of control of drive with permanent
magnet synchronous motor (PMSM), particularly verification of control characteristics. We focus
to development the robust control algorithm for direct drive PMSM. We have designed and
simulated an algorithm of phase current control.

1. INTRODUCTION

Our field of research is aimed at traction drive with permanent magnet synchronous motor (PMSM)
for application of rail transport and city local transport in particular. Advantages of PMSM are
known well. The torque moment from point of view of dimension and weigh of drive is greatest
advantage. This characteristic makes possible realization so-called direct drive (i.e., drive of axle
or wheels without use of any gears) from electric traction point of view. Direct drives with other
motors (e.g., asynchronous motors) are not possible to make in practice because they have big
dimensions. Application of simple direct wheel drive enables simply realization of low-floor vehicle.

Our goal of research is made robust control algorithm for this traction drive. Calculation
sophistication of algorithm is also followed, so that it will be possible to use a control algorithm
into microprocessor control unit. Of course, every drive is necessary to feed from own inverter in
case of individual drive of wheel by PMSM.

Research is proceeding in two levels. At the first level of the research, we concern with the
simulation of this drive inclusive of its control. Comparison of characteristics of various control
algorithms is purpose of simulations. At the second level of the research, algorithms are tested by
testing stand with direct drive of tram wheel. This testing stand was lent from Research institution
rail vehicles to laboratories of Jan Perner Transport Faculty.

2. TESTING STAND WITH PMSM

A testing stand of direct drive PMSM was lent to Jan Perner Transport Faculty. It was made by
VÚKV (Research Institute of Rail Vehicles Prague). The testing stand consists of traction PMSM,
tram wheel and “rotating rail” (second wheel).

PMSM is placed on silent blocks in frame of stand. Silent blocks allow swing of motor in vertical
axis. Motor drives tram wheel by shaft without any gearing. Tram wheel is placed on a swinging
arm in bearings. Cardan joint of driving shaft is placed inside of tram wheel. Tram wheel is
pneumatically pressed to the “rotating rail”. Pressure is variable from 4 kN to 50 kN.

PMSM is a prototype of traction motor for low-floor trams. It was made by VÚES Brno
(Research Institute of electric machines Brno). The motor has inner rotor and its stator is cooled
by liquid. Table 1 shows several characteristics of motor.

Asynchronous engine will be used for loading testing stand. The engine has similar parameters
like PMSM used in testing stand. Engine has these parameters: nominal power 55 kW, nominal

Table 1: Motor characteristics.

Nominal power 58 kW

Nominal torque 852Nm

Nominal speed 650 rpm

Nominal current 122A

Maximal torque 2000Nm

Maximal speed 1000 rpm

Maximal current 368A

Number of poles 44
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voltage 380 V and nominal speed 589 rpm. Loading engine will be fed by converter. DC-bus of
converter will be also used for feeding PMSM inverter. Due this situation, the operation of whole
workplace will be effective. Loses of drive will be covered by mains (3 × 400V, 50 Hz). Break
chopper will be also connected to the DC-bus. Break chopper will be important during failure of
converter or inverter.

Figure 1: Testing workplace.

 

Figure 2: Electronic structure of testing workplace.

3. CONTROL ALGORITHM

The phase current control algorithm is based on control of actual phase currents. Setpoints of
phase currents are sinusoidal. Phase displacement between setpoints is 120◦. Magnitudes of current
setpoints are proportional to a torque setpoint. Phases of current setpoints are derived from actual
value of rotor angular position. Current space vector is controlled to be concentric with induced
voltage. It means that actual value of phase current is maximal at the moment when rotor flux
vector is orthogonal to profile of this stator winding. This control needs no coordinate conversions
which have high requirements to computing power of controller. Block diagram of phase current
control algorithm is shown in Figure 3. Current setpoints for phases A and B are calculated from
actual angular position and current magnitude setpoint (proportional to torque setpoint). Control
deviations are calculated from setpoints and actual currents in subtraction elements. Control
deviations are sent to PI controllers. Two-state controllers are also applicable. However we do not
suppose that for traction application due to EMC. Setpoint values have harmonic course (frequency
from 0 to hundreds of Hz) thus the PI controllers have to have very fast response. An adaptation of
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ϕ

 

Figure 3: Block diagram of phase current control.

Figure 4: Simulating sequence of phase current control algorithm.

constants of PI controllers is suitable for optimal PI controller settings within the whole frequency
range. Constants are adapted by speed. Actual induced voltage is added to PI controller output
to reach better behavior of whole control algorithm. The induced voltage is calculated from actual
speed, motor voltage parameter and actual rotor angular displacement.
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4. SIMULATIONS OF CONTROL ALGORITHM

The application MATLAB Simulink was used for simulations of control algorithm and PMSM
drive. Inertia torque of PMSM was simulated lower to reach faster simulations in Figures 5 which
shows time behavior of speed, torque, phase currents and current components. There is simulated
starting of PMSM to 200 rpm, subsequently electrodynamic brake and changeover of rotation di-
rection. Sequence was simulated for DC-bus voltage 200 V and PWM frequency 5 kHz. The figures
demonstrate simulation of both algorithms. The algorithms have similar behavior.

5. VERIFICATION OF CONTROL CHARACTERISTICS

Figures 5 and 6 are presented control characteristics’ results. Characteristics verification are tested
without load. Motor was loaded only by inertia moment and mechanical losses. Feeding voltage of
converter was 560 V. Algorithm was done in DSP processor 320C240 by Texas Instrument. Sample
period of control algorithm calculation is 200µs and PWM frequency 5 kHz. Tests were done up
to 100 Hz.
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Figure 6: Response of current control from 5A to 15A.
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6. CONCLUSION

The paper deals with our research in the field of control of drive with PMSM. We focus to develop-
ment the robust control algorithm for direct drive PMSM. We have designed a control algorithm.
The phase current control algorithm is based on sinus commutation algorithm of brushless DC mo-
tor. This algorithm was simulated and verified in laboratory. We have adapted this algorithm to
improve its behavior during generating of higher frequency. The improvement is caused by induced
voltage compensation and adaptation of PI constants of controllers.
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Automated Passive Ground Remote Surveillance of Critical Oil &
Gas Transport Infrastructures

F. Kaspareck and E. Poggiagliolmi
Entec Integrated Tech., UK

Abstract— Gas transport presents less risk to disruption when compared to oil transport. In
case of accident, oil flow can be restored quickly and represents a limited loss, unlike gas that is
normally linked to contracted quantities. Any gas interruption affects downstream and consumer
supply, whereas any incident on a crude or product line carries a high environmental risk and
associated remedial costs.

Pipelines are more vulnerable than what assessed and perceived at present. This is confirmed
by the extremely high number of IT attacks on pipeline operating systems, but also by recent
accidents caused by assaults in remote areas. Threats mostly affect operational systems but
in other cases they imply physical and mechanical damage to the pipeline. Most hydrocarbon
transport infrastructures are not equipped with physical perimeter security because threats are
not apparent and there are opex and construction capex limitations with respect to available
technology. Automated perimeter surveillance, when in place, is carried out by satellite with
limitations of resolution and logistics, besides involving high costs for image processing and
interpretation.

This paper introduces a new, reliable, fully automated and cost effective pipeline passive surveil-
lance system that, when installed and interfaced with the pipeline operational system, can virtu-
ally eliminate the risk of physical perimeter intrusions. Intrusion detection is achieved by means
of a large number of sensors deployed on or below the ground surface. The transmitted sensors
signals are analyzed in pseudo real time by means of neural nets and pattern recognition algo-
rithms. Adaptable beam forming transforms are utilized in real time processing and analysis
to output type of intrusion, position, azimuth and approaching speed with reference to the in-
frastructure. The results can be automatically correlated to a signature database for automated
alarm triggering decision and, or displayed on monitor screens. In case of noisy background,
pattern recognition techniques are also employed to isolate the signal. The system works in hi-
bernation mode until it detects a meaningful signal. The system can be ported also to offshore
and sub sea application and it is virtually effective on any type of terrain.

Other advantages of this method are that surveillance is carried out without high profile protec-
tions such as barbed wire and fences, the system is entirely unmanned, it is not visible from the
air or from land, it is instrumentally undetectable and it draws electric power from photovoltaic
solar panels.

1. INTRODUCTION

Gas transport presents less risk to disruption when compared to oil transport. In case of accident,
oil flow can be restored quickly and represents a limited loss, unlike gas that is normally linked to
contracted quantities. Any gas interruption affects downstream and consumer supply, whereas any
incident on a crude or product line carries a high environmental risk and associated remedial costs.

Pipelines are more vulnerable than what assessed and perceived at present. This is confirmed by
the extremely high number of IT attacks on pipeline operating systems, but also by recent accidents
caused by assaults in remote areas. Threats mostly affect operational systems but in other cases
they imply physical and mechanical damage to the pipeline. Most hydrocarbon transport infras-
tructures are not equipped with physical perimeter security because threats are not apparent and
there are opex and construction capex limitations with respect to available technology. Automated
perimeter surveillance, when in place, is carried out by satellite with limitations of resolution and
logistics, besides involving high costs for image processing and interpretation.

This paper introduces a new, reliable, fully automated and cost effective pipeline passive ground
surveillance system that, when installed and interfaced with the pipeline operational system, can
virtually eliminate the risk of physical perimeter intrusions. Intrusion detection is achieved by
means of a large number of sensors deployed on or below the ground surface. The transmitted
sensors signals are analyzed in pseudo real time by means of neural nets and pattern recognition
algorithms. Adaptable beam forming transforms are utilized in real time processing and analysis
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to output type of intrusion, position, azimuth and approaching speed with reference to the infras-
tructure. The results can be automatically correlated to a signature database for automated alarm
triggering decision and, or displayed on monitor screens. In case of noisy background, pattern
recognition techniques are also employed to isolate the signal. The system works in hibernation
mode until it detects a meaningful signal. The system can be ported also to offshore and sub sea
application and it is virtually effective on any type of terrain.

Other advantages of this method are that surveillance is carried out without high profile pro-
tections such as barbed wire and fences or superstructures, the system is entirely unmanned, it is
not visible from the air or from land, it is instrumentally undetectable and it draws electric power
from photovoltaic solar panels.

2. SYSTEM DESCRIPTION

The ground detection system consists of an array of sensors. Its configuration depends on the type
of terrain, the nature of expected intrusion and size/dimensions of the installation to be protected.
Miniature surface sensors are encapsulated in a water and shock resistant plastic container. All
surface sensors are equipped with radio transceivers and a microprocessor to provide a number of
control functions including hibernation/wake-up states.

Signals generated by a moving body across or in the vicinity (ground and air) of the array,
together with sensor coordinates, are transmitted to a central monitoring control unit. The received
signals and sensor coordinates are analyzed in pseudo real time by means of neural nets and pattern
recognition algorithms implemented with hybrid firm-and-soft-ware. The outcome of the analysis
is displayed on screen in an interpretable format to derive type of intrusion and position.

Detection time ranges between tens of milliseconds to few seconds.
The system can be deployed in a variety of ways: it can be launched from a land vehicle or

from the air by means of airplane or helicopter, and it can be deployed in a matter of hours from
a distance behind obstacles by launching devices. Alternatively, passive sensors can be buried
few tens centimetres below the earth surface and connected to a monitoring station by means of
buried electrical cables. The deployment of a buried passive detector-cable system is a cost effective
alternative to the surface system. Apart from the additional work required for the burial of the
hardware, this system configuration is less expensive than the surface version since it requires no
sensor based electronics. It also has the added advantage that the coordinates of each sensor are
fixed during deployment and remain invariant. On the other hand, it does not have the flexibility,
the ease of deployment and the electronic intruder detection sophistication of surface sensors.

3. BACKGROUND THEORY

Any activity occurring on the earth surface, such as moving vehicles, walking animals or humans
produce distinct vibrational patterns traveling below and along the earth surface. In particular
direct waves travel along a half space with complex interactions depending on the type of terrain
and subsurface weathering. Direct wave patterns follow normally a straight line time distance
function that can be assimilated to a spherical front.

The next figure shows some of the critical modes along with their ray path characteristics. Modes
development is a function of transmission coefficients. The two main interfaces for transmission
are vacuum-solid and solid-solid. Interface waves will have mainly elliptical and hyperbolical wave
fronts. This ground roll is easily detected by the sensors and will reach the sensors before or after
other converted modes according to critical angle, wave type velocity and medium transmission
properties. Velocities can range between 100 and over 1500 m/s with average bandwidth 2–60Hz.

The deeper interface wave has an annular wave front but its contribution cannot be recorded
by the sensors. Shear direct and converted modes will travel along the wave path but can be
isolated from compressional modes by pattern recognition. Hyperbolical fronts of reflections are
easily recognisee by travel time and front shape. Only in the near field primary and shear reflections
will dominate at certain subsurface conditions.

The following modes are taken into consideration by the system for real time analysis: I, PI,
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IPI, SI P , S, IP iI, P i, P r, Sr, Si, PSi, where I is the interface wave or ground roll, P and S
compression and shear, and the suffix indicates reflection or refraction.

The first five modes of propagation follow in a homogenous medium a straight line along a half
space time axis.

Seismic field contributions generated by moving objects within the array range along the de-
ployment ground (vertical line in the figure below), which could conform to the side of a perimeter
or to a pipeline, can be detected and recorded.

In the imaginary array above Dmin and Dmax represent the minimum and maximum distance
travel path for a source at a certain distance with travel times source-target within a few seconds
range for average ground roll velocities. Travel time represented over a defined segment is parabolic
with the apex intersecting Dmin. Since the system starts recording when sensors are approached
vibrations generated firsts will be usually recorded later. An approaching object is equivalent to a
dipolar source.

The signal received by the sensors is characterized by certain frequencies, amplitudes and wave
numbers, which are the object characteristics (clutters). Data alignment, association and cross-
correlation will provide different sets conditions, which are in turn compared to predetermined field
tested sets to ascertain ‘false’ objects. ‘True’ objects can then be aligned, correlated in space and
frequency, back transformed and integrated to derive differential velocities, thus speed gradients
and azimuths, which are then input for real time multiple tracking.

4. SYSTEM OPERATIONS AND INTRUSION DETECTION

Under normal conditions, i.e., in the absence of an intrusion or attack, each sensor package is in
a dormant (hibernating) state. In this state, the system is instrumentally undetectable since it is
totally passive.

Upon an intrusion event the system wakes up and the signature of the intruder is transmitted
to a monitoring station where it will be processed and cross-analyzed.

               J           K                H               I             

A typical screenshot is shown below for a car slowly approaching a target. J I signals from left
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and right detectors, H and K Frequency amplitude spectra. The main parameters identified upon
detection of disturbance are as follows:

- Number of objects;
- Location and coordinates;
- Speeds and azimuths (likely target);
- Distances and time to target;
- Signatures of intruders.

5. SYSTEM APPLICATIONS AND MARKET BASE

This system is particularly cost effective for land pipelines, it requires minimum manning, is very
precise, and it is highly flexible, i.e., it can be installed while pipes are laid or after. The system
is available as a high end and low end system with similar operating characteristics, but different
deployment strategies. It can be easily part of a multilayer system and can be patched into the
existing system or Scada.

The overall market base comprehends among the others operators and services, institutions
and governments, city and regional bodies involved with running or responsible for infrastructures,
refineries, fields, buildings.

6. CONCLUSIONS

Third party theft and attacks together with accidental involuntary interference with land lines
represent by far the main cause of spillage (close to 50% over the past twenty years). Pipelines
are more vulnerable than what assessed and perceived at present. Threats are changing but in
90% of cases imply presence in pipeline vicinity. Existing security products do not address physical
perimeter effectively or efficiently. The overall result is increase cost of shipping, environmental
harm and lower supply security.

The system described offers an invisible protection of critical fixed infrastructures at low capex
and opex. The system incorporates false alarms technology, its reliability is high, close to 100%
and its deployment may save costly interventions, thus opex, extend the infrastructure life, avoid
costly environmental remediation jobs and product losses.
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Abstract— Today wireless communication systems can be classified in two groups. The first
group technology provides low data rate and mobility while the other one procures high data rate
and bandwidth with small coverage. Cellular systems and Broadband Wireless Access technolo-
gies can be given as proper examples respectively. In this study WLAN, WiMAX and UMTS
technologies are introduced and comparative analysis in terms of peak data rate, bandwidth,
multiple access techniques, mobility, coverage, standardization, and market penetration is pre-
sented.

1. INTRODUCTION

Wireless broadband technologies promise to make all kinds of information available anywhere,
anytime, at a low cost, to a large portion of population. From the end user perspective the new
technologies provide the necessary means to make life more convenient by creating differentiated
and personalized services. In the last decade we were primarily used to accessing people via voice,
but there are of course other forms of communication like gestures, facial expressions, images and
even moving pictures. Today we increasingly need user devices wireless for mobility and flexibility
with total coverage on small light and affordable terminals then ever.

Evolving of circuit switched networks towards packet switched technology high data rates is
acquired and this evolution has opened new opportunities. 2.5 and 3G networks provide high
mobility for the packet domain users. The commercial UMTS networks defined by 3GPP are
launched by major telecom operators. Communication over UMTS networks provides broadband
voice, data and video traffic to mobile users.

On the other hand the development of the technology has opened new era like WLAN, WiMAX
and HSDPA communication. Therefore the merging IP based services provide broadband data
access in fixed, mobile and nomadic environments supporting voice, video and data traffic with
high speed, high capacity and low cost per bit.

At the moment the main question would be to find out whether these new emerging technologies
are competitive or complementary technologies to UMTS.

In this paper WLAN, 3G technologies (UMTS, HSDPA) and Broadband Wireless Access Tech-
nologies (WiMAX, WiBro) introduced in Sections 2, 3 and 4 respectively. In Section 5, a compar-
ative analysis is done. Finally Section 6 concludes the findings of the paper.

2. WLAN (WIRELESS LOCAL AREA NETWORK)

The Institute of Electrical and Electronics Engineers (IEEE) ratified the original 802.11 specifica-
tions in 1997 as the standard for Wireless LANs. WLANs provide all the features and benefits of
traditional LAN technologies without the limitations of wires and cables.

Today 802.11 standards can be used for both indoor peer to peer networks as well as for outdoor
point to point and point to multipoint applications.

WLAN operates on the unlicensed 2.4 GHz and 5 GHz frequency bands achieving 54 Mbps the-
oretical data rates range about 30 meters.

802.11a uses unlicensed 5 GHz frequency band with physical layer implementation based to
OFDM (Orthogonal Frequency Division Multiplexing) providing 52 sub carriers, where 48 of them
used for traffic. In 802.11a standard each sub carrier provides 6, 9, 12, 18, 24, 36, 48 or 54 Mbps
digital bandwidth. Theoretical data rates decrease with the distance more quickly than 802.11b.

802.11b uses 2.4GHz frequency band achieving 11Mbps theoretical data rates range of 100m to
a maximum of a few hundred meters, with physical layer implementation based on DSSS (Direct
Sequence Spread Spectrum). 802.11b channels 1 to 13 with 5 MHz spacing are used in Europe,
Middle East and Asia each channel provides 1, 2, 5.5 or 11 Mbps bandwidth depending on channel
quality.
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IEEE 802.11 Standards:

802.11a 54 Mbps standard, 5GHz signalling

802.11b 11Mbps standard, 2.4 GHz signaling

802.11c operation of bridge connections (moved to 802.1)

802.11d worldwide compliance with regulations for use of wireless signal spectrum

802.11e Quality of Service (QoS) support

802.11f Inter-Access Point Protocol (to support roaming clients), IAPP

802.11g 54 Mbps standard, 2.4GHz signalling

802.11h enhanced version of 802.11a to Support European regulatory requirements

802.11i security improvements for the 802.11 family

802.11j enhancements to 5 GHz signalling to support Japan regulatory requirements

802.11k WLAN system management (in progress)

802.11l skipped to avoid confusion with 802.11i

802.11m maintenance of 802.11 family documentation

802.11n 100+Mbps standard

802.11g uses 2.4 GHz frequency achieving 54Mbps range of hundred meters with physical layer
implementation based on OFDM [1].

WLAN cell size is restricted to few tens of meters in efficient usage, the hundred meters limit is
difficult to reach due to signal weakness at the edge of the cell.

3. 3G TECHNOLOGIES

IMT-2000 technologies, known popularly as 3 G, are also starting to grow broadband subscribers
achieving high data rates. The most of the popular 3G technologies are WCDMA, the migration
path for GSM networks and the family of CDMA technologies including CDMA20001x and CDMA
1xEV-DO.

3.1. UMTS (Universal Mobile Telecommunications System)
Standing for “Universal Mobile Telecommunications System”, UMTS represents an evolution in
terms of capacity, data speeds and new service capabilities from second generation mobile networks.

3G/UMTS employs a 5 MHz channel carrier width to deliver significantly higher data rates
and increased capacity compared with second generation networks with 1900–1980MHz, 2010–
2025MHz, 2110–2170MHz operating frequencies [2].

3G/UMTS in its initial phase offers theoretical bit rates of up to 384 kbps in high mobility situa-
tions such as urban and suburban areas, 144 kbps in rural areas and 2 Mbps in stationary/nomadic
user environments for short range applications. Symmetry between uplink and downlink data rates
when using paired (FDD) spectrum also means that 3G/UMTS is ideally suited for applications
such as real-time video telephony — in contrast with other technologies such as ADSL where there
is a pronounced asymmetry between uplink and downlink throughput rates.

3.2. HDSPA (High Speed Packet Access)
High Speed Packet Access (HSPA) is a generic term adopted by the UMTS Forum to refer to im-
provements in the UMTS Radio Interface in the Releases 5 and 6 of the 3rd Generation Partnership
Project (3GPP) standards.

HSPA refers to both the improvements made in the UMTS downlink, often referred to as High
Speed Downlink Packet Access (HSDPA) and the improvements made in the uplink, often referred
to as High Speed Uplink Packet Access (HSUPA) but also referred to as Enhanced Dedicated
Channel (E-DCH).

HSDPA enables data transmission speeds of up to 14.4Mbit/s per user. Both HSDPA and
HSUPA can be implemented in the standard 5MHz carrier of UMTS networks and can co-exist
with the first generation of UMTS networks based on the 3GPP Release 99 (R99) standard [3].

The key benefits of HSPA can be categorized in 3 ways;

• Improved speed for end user applications
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• Improved interactivity for end user applications,
• Improved network capacity for the operator.

4. BROADBAND WIRELESS ACCESS TECHNOLOGIES

4.1. WIMAX (Worldwide Interoperability For Microwave Access)

Wimax is the name of a mark intended for labeling compatible equipment with IEEE 802.16
(Broadband Wireless Access) and European ETSI HiperMAN standard. It mainly does not act to
allow the direct access but rather to interconnect the various access points on a city scale for today.

WiMAX operates at the bandwidth between 10 to 66 GHz ratified in April 2002 by IEEE. Its
theoretical data rate is 70 Mbps with a range of up to 50 km. In January 2003 IEEE approved
the 802.11a standard which covers frequency band between 2 GHz and 11 GHz. These sub 11GHz
frequency ranges enable a non-line of sight performance, where obstacles like trees and buildings
are often present and where base stations may need to be unobtrusively mounted on the roofs of
homes or buildings rather than towers on mountains.

WiMAX systems promise to be very high capacity (up to 134.4Mbps in a 28 MHz channel),
travel long distances 50 km or more, not require line of sight and to be work at vehicular speeds
under 802.16e extension. [4]

WiMAX systems persue a goal for the provision of broadband internet services especially in
remote areas and especially when fully ubiquitous access is needed.

IEEE 802.16 Standards:

802.16a works in 2–11 GHz range and supports mesh deployments.

802.16b Increase the amount of spectrum that can be used in 5 and 6 GHz range.

Provides Quality of Service guarantees.

802.16c works in higher frequency range of 10 to 66 GHz.

802.16d Improvements to 802.16a. Deals specifically with wireless connectivity between fixed devices.

802.16e Supports mobile devices such as laptops, personal digital assistants and mobile phones.

802.16f works on incorporating mesh networking capabilities.

4.2. WIBRO (Wireless Broadband)

Companies from Korea Republic have developed a WiMAX styled technology called WiBro (Wire-
less Broadband). WiBro is designed for 2.3 GHz and offers 512–1024 kbps per user and allows users
to travel at near vehicular speeds (around 60 km/h).

The European Telecommunications Standards Institute ETSI has also developed broadband
metropolitan area network standards under the name HiperMAN. Like WiBro and other related
technologies, these systems allow for long distances (10’s of kilometers) and high bandwidth (up to
280Mbps per base station).

The WiMAX forum has been working with the HiperMAN, WiBro and 802.16 standards to
ensure interoperability amongst these various systems.

5. ANALYSIS

In this study comparative analysis of WLAN, WiMAX,, WiBro UMTS and HSPA is done according
to market penetration, vendor difficulties, power of buyers, threat of new entrants and threat of
new substitutes.

Comparisons of aforementioned systems are given in Tables 1 and 2.

5.1. Market Penetration

UMTS provides users wide range of cellular services. UMTS infrastructure is available at big cities
because of investment costs. Generally GSM operators are also UMTS operators. UMTS opera-
tors have large GSM customer basis and established organization to serve users. Operators have
also working profitable business model and longer term experience about cellular communication
business.
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Table 1: BWA technology comparison.

WLAN WiMAX WiBro

Peak Data Rate
802.11a,g=54Mbps DL:70Mbps DL:18.4Mbps

802.11b=11Mbps UL:70Mbps UL:6.1Mbps

Bandwidth 20MHz 5–6GHz 9MHz

Multiple Access CSMA/CA OFDM/OFDMA OFDMA

Duplex TDD TDD TDD

Mobility Low Low Mid

Coverage Small Mid Mid

Standardization IEEE802.11x 802.16 TTA&802.16e

Target Market Home/ Enterprise Home/ Enterprise Home/ Enterprise

Table 2: 3G technology comparison.

UMTS EV-DO HSDPA

Peak Data Rate
DL:2Mbps DL:3.1Mbps DL:14Mbps

UL:2Mbps UL:1.2Mbps UL:2Mbps

Bandwidth 5MHz 1.25MHz 5MHz

Multiple Access CDMA CDMA TDMA,CDMA

Duplex FDD FDD FDD

Mobility High High High

Coverage Large Large Large

Standardization 3GPP 3GPP 3GPP

Target Market Public Public Public

5.2. Vendor Difficulties
The infrastructure investment for existing and developing technologies causes financially hard times
for operators and cause vendor difficulties. From this point of view vendors are willing to grow the
market worldwide with interoperable technologies.

5.3. Power of Buyers
Ordinary users do not very interested using new technologies and high data rates. Also the users
do not yet have understandings how to measure the price of the technology that they are using.

5.4. Threat of New Entrants
UMTS has advantage in cities by established infrastructure and customer basis. WiMAX is now a
wireless cable replacement technology and does not compete with UMTS.WLAN is the technology
with limited coverage.

5.5. Threat of New Substitutes
There are no direct substitutes for UMTS in density traffic areas especially in big city centers for
today. WiMAX competes with wired operators. WLAN competes in hotspots providing internet
access and VOIP calls with high data rates in unlicensed spectrum.

6. CONCLUSION

At the moment WiMAX and WiBro does not yet support mobility of terminal therefore WiMAX
can be categorized more likely as cable replacement technology than real competitor of UMTS.

WLAN is a hotspot technology with very limited coverage providing more capacity to small
area than UMTS with high bandwidth. WLAN is more complementary technology for UMTS in
hotspots.
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On the other hand HSPA refers to improvements in both the downlink and uplink of the radio
access network, known as HSDPA and HSUPA respectively. The first terminals for HSDPA will
be category 6 terminals, capable of supporting up to 3.6 Mbit/s. Therefore HSPA technology will
thus offer cost effective wide-area broadband mobility and play a significant role in stimulating the
demand for data services, whether they be consumer multimedia and gaming or corporate email
and mobile access by using existing UMTS networks..
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Abstract— It’s well known that data traffic brings asymmetry which is called Service Asym-
metry (SA) to mobile communications system. This paper discusses asymmetry between uplink
and downlink in mobile communications system in a new aspect — in view of the effects of elec-
tromagnetic radiation to human body, which is termed as Electromagnetic Asymmetry (EA). It’s
stated that both EA and SA should be taken into account, but EA has higher priority to SA. By
calculating, it’s concluded that under the restriction of electromagnetic radiation, the downlink
data rate should be much higher than that of uplink. It is demonstrated that to adapt to EA
and SA, the equivalent bandwidth of uplink should be narrower than that of downlink in view of
duplex techniques including FDD and TDD.

1. INTRODUCTION

In the future, most mobile communications services will be asymmetric, such as high multime-
dia [1, 3]. The downlink of service requirement is much greater than the uplink both in transmission
total amount and transmission rate. So this asymmetric transmission characteristic is caused by
traffic demand [2–4]. We call it as Service Asymmetry (SA) between uplink and downlink.

Nowadays, only SA is considered as the effect of asymmetric characteristic. In this paper, we also
consider the asymmetric characteristic of uplink and downlink caused by electromagnetic radiation,
which is termed as Electromagnetic Asymmetry (EA) between uplink and downlink. The influence
on surrounding environment caused by electromagnetic radiation is always a controversial problem.
With the large-scale application of mobile communications, the total amount of electromagnetic
radiation will increase and people will have to re-evaluate the social effect of mobile communications
[5]. The influence of electromagnetic radiation will be one of the most important elements which
should be considered in research and design of mobile communications system.

This paper analyzes the asymmetric characteristics of mobile communications system influenced
by electromagnetic radiation. The structure of this paper is as follows: Section 2 analyses the
characteristics of asymmetric transmission caused by electromagnetic radiation influence, Section 3
studies the methods to adapt to EA in view of duplex technique, and Section 4 is the conclusion.

2. THE ASYMMETRIC TRANSMISSION CHARACTERISTICS OF MOBILE
COMMUNICATIONS CAUSED BY ELECTROMAGNETIC RADIATION

It is notable that the mobile terminal is very close to human body, which is a small transceiver.
The distance from mobile terminal to human body ranges from several centimeters to dozens of
centimeters. In contrast to that, the distance from base station to human body is much longer,
which ranges from dozens of meters to several kilometers. So the electromagnetic radiation impact
on human body caused by mobile terminal is much more intense than that caused by base station.

Then, we will respectively calculate the radiation power to human body caused by base station
and mobile terminal.

1. Radiation power of base station absorbed by human body
As there is a long distance from base station to human body, under the presupposition of ideal

LOS propagation environment, we can use the Free Space Propagation Model. The power received
by human body is

Pr =
AeGtPt

4πd2
(1)

where d is the distance from base station to human body, Ae is the effective surface area, Gt is the
gain of antenna, and Pt is the transmission power of base station.

2. Radiation power of mobile absorbed by human body
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The mobile terminal is close to human body and the radiation field is inductive, so the free space
propagation model above is not suitable. Here we introduce the concept of antenna propagation
efficiency [6, 7].

To ignore the heat loss of mobile terminal itself, the total emission power of the antenna is

Pt = Pa + Pr (2)

Pa is the power transmitted to faraway place, and Pr is the power absorbed by human body.
The Definition of antenna transmission efficiency η is

η =
Pa

Pt
× 100% (3)

According to (2) and (3), we can conclude that radiation power of a mobile terminal received
by human body is

Pr = Pt × (1− η) (4)

There are many indexes used to evaluate the electromagnetic radiation influence upon human
body. Among these, Specific Absorption Rate (SAR) is fundamental and widely used for analysis
of electromagnetic radiation. The SAR means the power absorbed by unit weight of organism
exposed to the electromagnetic fields. So the SAR can be calculated by the expressions as follows:

SAR =
Pr

M
(5)

where Pr is the power absorbed by human body, and M is the weight of the absorbing radiation
part of human body.

Then, we will respectively calculate the SAR to human body caused by base station and mobile
terminal.

1. SAR to human body caused by base station
As there is a long distance from base station to human body, the radiation distribution on each

part of human body can be considered even. So the SAR of human body could be calculated by
the expressions as follows:

SARb,h =
Pb,h

Mb
(6)

Pb,h is the radiation power of base station absorbed by human body, the expression of Pb,h is (1);
Mb is the weight of whole human body absorbing radiation. Then

SARmax = SARb,h =
Pb,h

Mb
=

AeGtPt

4πd2Mb
(7)

The transmission power of base station Pt : Pt = Ed
b × Rd

0. Rd
0 is the maximum transmission

rate of downlink. Ed
b is the transmission energy of one bit. Then

SARmax = SARb,h =
Pb,h

Mb
=

AeGtPt

4πd2Mb
=

AeGt × Ed
b ×Rd

0

4πd2Mb
(8)

2. SAR to human body caused by mobile terminal
The radiation of mobile to human body differs from that base station to human body. It is

inductive close field radiation and its intensity decreases rapidly when the distance increases. The
influences of electromagnetic radiation on human body mainly focus on human parts close to mobile
terminal. In this paper, two using mobile modes are considered:

A. Mobile near the ear. This is a common mode of calling, the radiation on human body mostly
focuses on head.

B. Mobile terminal is in the same height with person’s eyes and the distance between them is
about 50 cm. This mode corresponds to high downlink services such as video on demand or online
game. In this mode, the radiation mostly focuses on head and parts of chest.
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For simplicity, we also assume that the radiation distribution on the absorbing radiation part
of human body is even. So the SAR threshold of human body caused by mobile terminal is:

SARm,h =
Pm,h

Mh
(9)

Pm,h is radiation power of a mobile terminal received by human body, the expression of Pm,h is (4),
Mh is the weight of partial human body which absorbs radiation, mainly the head and chest. Then

SARmax = SARm,h =
Pm,h

Mh
=

Pt × (1− η)
Mh

(10)

The transmission power of mobile Pt can be expressed as: Pt = Eu
b × Ru

0 . Ru
0 is the maximum

transmission rate of uplink under the restriction of electromagnetic radiation. Eu
b is the transmission

energy of one bit. Then

SARmax = SARm,h =
Pm,h

Mh
=

Pt × (1− η)
Mh

=
Eu

b ×Ru
0 × (1− η)
Mh

(11)

So, combined with Equations (8) and (11), we can get the ratio of maximum uplink rate to
maximum downlink rate:

Rd
0

Ru
0

=
4πd2 ×Mb × Eu

b × (1− η)
AeGt × Ed

b ×Mh
(12)

Now we will analyze that the maximum transmission rate of downlink is much higher than that
of uplink under the restriction of electromagnetic radiation.

Here is an example which demonstrates the asymmetric characteristics of uplink rate to downlink
rate.

Parameters in the Equation (12) are assumed as follows: the effective surface area of human
body Ae is about 0.6 m2, the gain of transmitting antenna Gt is 1, and the distance from base
station to human body is 50 meters. For simplicity, supposed Eu

b = Ed
b .

When MS is used in the mode A (near ear), the transmission efficiency of antenna η is about
57% [7], the weight of the head Mh is about 8% of the whole body weight. The ratio of maximum
uplink rate to maximum downlink rate:

Rd
0/Ru

0 = 2.8× 105

When MS is used in the mode B, the transmission efficiency of antenna η is about 85% [7], the
weight including chest and head Mh is about 15% of the whole body weight. The ratio of maximum
uplink rate to maximum downlink rate:

Rd
0/Ru

0 = 5.2× 104

As the distance from base station to human body increases, the ratio of downlink rate to uplink
rate (Rd

o/Ru
o ) becomes much higher. This is shown in Figure 1. And the Rd

o/Ru
o in mode A is much

higher than in mode B. Because in mode A, the mobile is much closer to human body, the uplink
is much easier to be restricted with the mobile’s electromagnetic radiation. Furthermore, in mode
A, when it is 50 meters from base station to human body, the Rd

o/Ru
o is about 55 dB, and when

distance form base station to human body reaches 300 meters, the Rd
o/Ru

o is even to 70 dB.
Under the constraint of electromagnetic radiation, we can find that the downlink transmission

rate is much higher than that of uplink in mobile telecommunication system. In mode A, the
ratio of maximum rate of downlink and uplink is more than 105 times, which shows the asymmetric
transmission characteristic of uplink and downlink. The uplink is much easier to reach transmission
capacity saturation for one user, while there is much transmission rate and transmission power
margin in downlink. So we call it Electromagnetic Asymmetry (EA) between uplink and downlink.

3. METHODS TO ADAPT EA IN THE FUTURE COMMUNICATIONS SYSTEM

According to the analysis above, a new and comprehensive understanding about mobile commu-
nications system should be built. The transmission rate of future mobile communications system
will increase greatly, and it is important to take the EA into account, when we design the system.
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Figure 1: The relationship between ratio of downlink rate to uplink rate (dB) and distance form base station
to human body (meter).

As mentioned above, the asymmetric characteristic caused by service will also be remarkable in the
future communications system. So both SA and EA should be taken into account in the future
mobile communication system. However, EA is different from SA. The ratio of downlink to uplink
bandwidth caused by EA is 105, while the ratio caused by SA is less than 102. Meanwhile, EA
corresponds with human safety tightly. So, in a word, the EA should have the higher priority to
SA in the design of future mobile communications system, the asymmetric characteristic of uplink
and downlink mainly depends on EA. According to Shannon theory: C = B× log2(1+ S

N ), suppose
the S

N of uplink and downlink are probably the same.
For SA: The ratio of uplink rate to downlink rate: Rd

0/Ru
o ≈ 102, so the ratio of uplink bandwidth

to downlink bandwidth: Bd/Bu ≈ 102.
For EA: The ratio of uplink rate to downlink rate: Rd

0/Ru
0 ≈ 102, so the ratio of uplink bandwidth

to downlink bandwidth: Bd/Bu ≈ 105.
The equations above demonstrate that uplink bandwidth should be narrower than down band-

width and EA will play an more important part in future communications system as the asymmetric
characteristic between uplink and downlink is more obvious in EA than SA.

To protect people from electromagnetic radiation, the resource allocated to uplink must be
restricted. According to Shannon Theory, the equivalent bandwidth of uplink should be narrower
than that of downlink. In view of duplex technique, it means the uplink bandwidth should be
narrower than that of downlink in FDD system and the number of uplink time slot should be less
than that of downlink in TDD system.

But the traditional duplex technique can’t support the asymmetric characteristic of uplink and
downlink efficiently. FDD allocates the same spectrum resource for uplink and downlink, so it
can’t meet asymmetric transmission. TDD can transmit the traffic asymmetrically by dynamic
uplink and downlink timeslot distribution, but because of the interference at crossed time slot and
synchronization problem, TDD allocate the same time slot numbers for uplink and downlink in
practical use. So, to adapt the asymmetric transmission in future, one way is to develop methods
to allocate uplink and downlink bandwidth asymmetrically for FDD, another way is to find methods
to eliminate the interference at crossed time slot in TDD.

Therefore, for the application of duplex techniques including FDD and TDD, to adapt the
asymmetric transmission both on SA and EA in future, the equivalent bandwidth of uplink should
be narrower than that of downlink.

4. CONCLUSION

This paper discusses the asymmetric transmission characteristic of mobile communications system
from the point of the influence of electromagnetic radiation to human body. It demonstrates that
under the restriction of electromagnetic radiation, the uplink is more easily to reach transmission
capacity saturation for users, while there is much transmission rate margin and transmission power



Progress In Electromagnetics Research Symposium 2007, Prague, Czech Republic, August 27-30 149

margin in the downlink. The effects of electromagnetic radiation in mobile communications system
will be one of the important elements that restrict the growth of uplink-transmission capacity.
It is termed Electromagnetic Asymmetry (EA) between uplink and downlink. Meanwhile, the
asymmetric characteristic is also caused by SA. Both SA and EA should be paid much attention in
the research, design and application of mobile communications system, but EA has higher priority
to SA. In view of duplex techniques including FDD and TDD, to adapt the asymmetric transmission
both on SA and EA in future, the equivalent bandwidth of uplink should be narrower than that of
downlink.
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