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Abstract— Superlattices consisting of alternatively stacked rhombohedral and tetragonal phases
of lead titanate doped lead magnesium niobate were demonstrated. Largely enhanced out-of-plane
electro-optic (EO) coefficient was recorded, which evidences strong spontaneous polarization wave
coupling with phonons (structural resonances). This coupling opens up a window to develop new
metamaterials having unique permittivity and permeability properties, when using suitable com-
binations from both ferroelectric and ferromagnetic materials.

1. INTRODUCTION

EO effect in oxygen-octahedra ferroelectric thin films, such as (Pb,La)(Zr,Ti)O3 (PLZT) [1], (Pb,La)
TiO3 (PLT) [2], (1-x)Pb(Mg1/3Nb2/3)O3-xPbTiO3 (PMN-PT) [3], etc., has been extensively stud-
ied for exploring their potential applications as optical switch and modulator. Generally those films
have been grown on common substrates, including LaAlO3, sapphire, silicon, etc., with a diversity
of structural qualities from amorphous to single crystalline [4]. Most recorded quadratic EO coef-
ficients in films are normally small (< 1.0× 10−16(m/V)2) with only a few arguable exceptions [5],
and have mainly been paid with attention in in-plane configurations.

Relaxor ferroelectric PMN-PT is a material well known for its high electromechanical coupling
[6]. In our previous researches, we demonstrated good optical clarity and low waveguiding loss in
a 〈100〉 oriented PMN-PT film [7]. Large in-plane quadratic EO coefficient of 1.5 × 10−16(m/V)2
was measured. Most importantly, it was found that EO effect reaches its maximum when the film
having a composition approaching to PMN-PT’s morphology phase boundary (MPB) composition
of x = 0.333. Meanwhile, a strong EO in-plane anisotropy was also found that the EO coefficient
along in-plane 〈110〉 is at least two orders larger than those along in-plane 〈001〉 directions [8]. This
EO anisotropy was attributed to the materials’ spontaneous polarization orientations. Thus it will
be reasonable to expect that it has a small out-of-plane EO coefficient since that the normal of the
film is obviously one of main crystalline axes of the material.

In this paper, we describe a new type of EO superlattice, which composes of alternative PMN-
PT rhombohedral (R) and tetragonal (T) phases. Such an EO superlattice can present a largely
enhanced out-of-plane EO effect, because of a strong spontaneous polarization coupling via the
structural resonance. The purpose of this research includes: 1) to develop an optical material
having large out-of-plane EO effect, which offers an additional flexibility of using vertical designs,
other than regularly used transversal designs in photonic components [9]; and 2) to verify such
coupling through EO measurement, which leads to a proposal of new superlattice-type metamaterial
development toward realizing unique permittivity and permeability properties.

2. FABRICATION

The superlattices were fabricated on 0.5 mm thick, r-cut Al2O3 substrates using a modified dip-
coating process [7]. The growth temperature for both (1-x)PMN-xPTs phases [(60/40) and (74/26)]
is all around 650◦C. All the samples were kept with a same thickness of 0.35 µm, have a superlattice
period “Γ” of 10 nm, 30 nm, 60 nm, 90 nm, and 120 nm, respectively. For comparison, single-
composition films of (60/40), (74/26), and (67/33) with the same thickness were also fabricated
under similar conditions. In order to measure the out-of-plane EO coefficient (requiring to apply an
electrical field normal to the film), a second set of superlattices were fabricated on thin (∼50 nm)
La0.5Sr0.5CoO3 (LSCO) coated r-cut sapphires. The semi-conductive LSCO layer is required to be
as thin as possible for the reason to increase its transparency in the visible range. Adding a thin
layer of LSCO does not deteriorate the superlattice’s crystallinity, since that PMN-PT, LSCO, and
r-cut sapphire are all nearly lattice-matched [10]. On top of all these samples, a 200 nm Au coating
was evaporated as a reflection layer for the out-of-plane quadratic EO measurements.
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3. MEASUREMENTS

In-plane EO coefficient measurement using a pair of parallel Au electrodes with an accurately
defined gap of 50µm is very straightforward. The method was discussed in our previous publications
and the references therein [8]. To measure the out-of-plane EO coefficient, however, difficulty occurs
when the electric field needs to be applied normally to the film [14]. In our measurement, the
modulation of the polarization state of a laser beam, entering the sandwich structure from the
semitransparent side (LSCO) and passing through the film when reflecting on the metal electrode
(Au), will be revealed using the setup in Figure 1. We assume that the beam is passing just twice
through the film (upon reflection). We neglect F-P resonance from the sandwich structure, which
could simulate the EO effect and add significant error to above two-pass assumption, because that
reflection from the semitransparent LSCO layer is negligible [11].
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Figure 1: Set-up used to measure the out-of-plane quadratic EO coefficient.

4. RESULTS AND DISCUSSION

Figure 2 shows the XRD spectra of two superlattices with a periodicity of 10 nm and 120 nm,
respectively, which are compared with those from PMN-PT (67/33), (74/26), and (60/40) films.
The (002) diffraction splitting is clearly seen, which indicates the existence of the superlattice
structure. X-ray rocking curve analysis of the full width at half maximum (FWHM) performed on
those superlattices’ (001) and (111) diffraction peaks, disclose a FWHM around 0.23◦ and 0.42◦,
respectively, which still evidences that these films on sapphires are highly out-of-plane and in-plane
oriented.

Figure 2: XRD spectra.
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In Figure 3, out-of-plane quadratic EO coefficients of two superlattice samples with a periodicity
of 10 nm and 30 nm, respectively, are plotted vs the incident angle α. For the two samples, the
quadratic EO coefficients, which were averaged over all the values for all the incident angles, are
(1.65±0.25)×10−16 (m/V)2 and (1.47±0.24)×10−16 (m/V)2, respectively, with a 16% relative error
of measurement. In order to minimize errors from local heating and laser power fluctuation, we
repeated the tests at least three times and improved the heat dissipation on each sample-under-
measurement.

Figure 3: Out-of-plane EO vs incident angle.

Figure 4 shows both in-plane and the averaged out-of-plane quadratic EO coefficients of fiver
superlattices vs their periodicities. For comparison, we also show the out-of-plane quadratic EO
coefficients measured from three single-composition films: PMN-PT (60/40), (67/33), and (74/26),
which are small (from 0.1 to 0.3× 10−16 (m/V)2) and inside the relative measurement error range.
It is important to notice that a strong enhancement of the out-of-plane quadratic EO coefficient
has been observed when comparing to single-composition films and when reducing the superlat-
tice’s periodicity. Such an enhancement coincidences very well with our dielectric and ferroelectric
hysteresis measurements [10], and can be attributed to a long range coupling of spontaneous polar-
izations via structural phonons (resonance). Domain switching is a physical representation of such
coupling, which only needs a 45◦ angle adjustment of dipoles between the two phases. The in-plane
quadratic EO coefficient, however, only have a slight dependence on the superlattice periodicity,
and maintain a large value higher than 1.5× 10−16 (m/V)2.

Figure 4: Dependence of both in-plane and out-of-plane EO coefficients on periodicity.

Both large in-plane and large out-of-plane EO effects in these PMN-PT superlattices make
many new-conception EO devices possible. One example of such devices is a vertically aligned EO
modulator having a circular aperture sandwiched by circular top- and bottom-electrodes, which
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can be directly integrated to a VCSEL semiconductor laser. Such integration can be exactly mode-
matched and thus fully lossless. An additional advantage of such a vertically aligned modulation
design is its fully polarization-independent performance, which can be very significant to fiber-optic
telecommunication systems in which polarization-dependent losses (PDL) of optical components
have been a very costly problem to solve.

More importantly, verification of such coupling between the spontaneous polarization wave and
structural phonon proposes a new type of superlattice metamaterials having frequency-dependent
and structural tailorable permittivity and permeability properties, when properly selecting the
superlattice materials from ferroelectric and ferromagnetic materials. Dielectric and microwave
properties of such superlattices were reported in our previous research [10], which suggests a possible
resonance behavior. Our recent simulation shows a possible existence of negative permittivity or
permeability or both in such superlattice structures after the resonance frequency. Both simulation
and experimental verification are on-going effort and will be discussed and published separately.
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Abstract— The enigma of the wave-particle duality of photon has remained unimpressively
explained for a century since Einstein presents the concept of the photon in 1905. This article
establishes a classical geometric structure model of a single photon based on field matter, educes
a formula for the size of a photon; assumes that there only are two kinds of photon of right hand
and left hand circular polarized, and suggests the frequency ω of photon polarization rotated to be
its spin frequency. It ascribes the wavelike of photon to its spin motion and the particle-like to its
translation motion. From the point of photon particle instead of wave view to re-analyze Young’s
double-slit interference and polarizer experiments, gives reasonable mechanism. It defines the
phase velocity and the group velocity of a photon. It gives a unified and consistent understanding
of quantum particle of light and classical electromagnetic waves field. Evidently, such a precisely
defined conceptual model is reasonable, objective and easy to accept for classical physicists.

The puzzle [1] of the wave-particle duality of light has remained unsatisfactorily explained nearly
a century since Albert Einstein first proposed the photon, the quantum unit of light

(
E=~ω, ~p=~~k

)

in 1905. This concept led to the revelation that light could be particle and wave at the same time,
in some unimaginable way. Light interacted with matter according to mechanical principle, it had
come full circle from Newton’s corpuscles to Maxwell’s waves to Einstein’s photons. But there
remained a problem deep and stubborn, unavoidable and inexplicable, the basic paradox: How
could particles of light display the inherent wave property of interference? How could they cancel
each other to give darkness? How could a photon change its polarization direction when passing
through a polaroid? Nothing in Einstein’s hypothesis explained this. In 1917, he ever said: “For
the rest of my life I will reflect on what light is” [1]. As he wrote a friend, he felt his struggle with
the enigma might drive him to the madhouse. He explored the paradox in a gedanken experiment,
imagining an interference experiment of an extremely weak light source that emits one photon at
a time. In 1909 Taylor [2] conducted such an experiment for three months, at most only a few
photons at a time. It resulted in an ordinary wavelike interference fringe. Somehow, each single
photon travels through both slits to interfere with itself. It seems that appearance of wave or
particle is determined by the experimental arrangement. In 1986 Grangier et al. [3] reported a
modern version of Taylor’s experiment based on laser, it showed that a lone photon indeed interfere
with itself. So far, the nearly widespread consensus among the quantum physics community all
over the world is that light is a particle and also a wave—depending on the experiment. It takes
wave and particles as two different faces of reality. When you measure the properties of light, you
see one aspect or the other depending on the experiment, but never both. As a cost the foundation
of quantum mechanics (QM) is to sacrifice the objective process to physical phenomena. Even
single- photon interference passing through a double slit is deemed [4] to be one of the defining
experiments of quantum mechanics, and without other simple experiment that demonstrates the
wave-particle duality so well. This led to Richard Feynman describe the double-slit interference for
particles as “a phenomenon which is impossible, absolutely impossible, to explain in any classical
way, and which has in it the heart of quantum mechanics. In reality it contains only mystery” [5].
In frequent discussions about quantum theory, however, the double-slit interference acts as a classic
gedanken experiment for its clarity in expressing the central puzzles of quantum mechanics.

In quantum electrodynamics (QED), after quantization of the electromagnetic (E&M) field,
we obtained the photon field [6, 7]. The “Schrödinger’s equation” for the photon is represented by
Maxwell equation. Photons are bosons, so the number of photons that can be in any one state must
be unrestricted. The polarization vector e acts for photon as the “spin part” of the wave function.
The rest mass of the photon is zero, there is no rest frame, since it moves with the velocity of light
in every frame of reference. There is always a distinctive direction in space, the direction of the
momentum vector k (say the z-axis). In such a case there is clearly no symmetry with respect
to whole group of rotation in three dimensions but only axial symmetry about the preferred axis,



876 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

so the component of photon’s angular momentum along the z-axis, is conserved. This quantity is
called the helicity. For massless particle there is no rest frame and the helicity can take only two
values ∧ = ±s. The state of a photon having a definite momentum in fact is twofold degenerate.
It is described by a “spin” wave function which is a vector e in x-y plane. Vector e with only the
component ex + iey or ex− iey non-zero correspond to the components ∧ = +1 or −1 respectively;
these are e = e(+) and e = e(−). In other words, the values ∧ = +1 and −1 correspond to right-
hand and left-hand circular polarization of the photon. Thus the component of the photon angular
momentum along the direction of its motion can have only the two values of ±1.

So far although having some knowledge about photon mentioned above, we do not yet have
unified understanding of photon and light. The wave picture is described by Maxwell’s equations.
Photons are invoked when light interacts with matter, as if a wave of light were breaking on the
material to become a spray of quanta. But how does one become the other? How do separate
photons correlate their actions to make a single wave? What is the meaning of a single, distinct
photon? Until these puzzles are resolved, our comprehension of light remains incomplete.

Based on classical and quantum electrodynamics and electromagnetic engineering practices,
this paper presents a distinct picture of the wave-particle duality of photon, to give a basic concept
of the geometry, the size and the behavior way of photon. The aim is to establish a photon
model imaginable. Using this model to re-analyze Young’s double slit interference, and polarizer
experiments. We can apprehend light and other frequency band of electromagnetic (E&M) wave
in a purely objective way, have favored sensory knowledge or spiritual awareness.

1. THE BASIC HYPOTHESES

As usual the model appears as a few hypotheses below:
(A) Since photon is the minimum unit of the classical electromagnetic field energy it is reasonable
to assume that a photon consists of electric field vector matter Ep and magnetic field vector matter
Hp with Hp⊥Ep, Ep and Hp overlapping at the same spherule space. We denote the orientations
of the electric and magnetic field vector matter by a red and green arrow respectively as shown
in Fig. 1. The wave vector k can also be ascribed to individual photon, thus the energy flow of a

→

Ep

Hp

k//E   × Ηp p

→ →

Figure 1: Classical structure of single photon.

photon Sp = Ep×Hp along the k direction. This case is identical with the typical one of a classical
E&M plane-wave. This way, a photon is very a cell of a plane E&M wave. In other words a classical
plane E&M wave consists of overlapping and disposing of a lot of photons described above. Simply
we can also say that a photon is very a minimum plane E&M wave. A photon has no rest mass,
but motional mass. According to Einstein mass-energy relation

E = mc2 = pc = ~ω (1)

the motional mass of photon is
m = ~ω/c2 (2)

The momentum of the photon is ~p = ~~k, here (2π~) is Plank constant. The m comes of the Ep

and Hp, a kind of field matter defined by Maxwell’ field equations. The “field matter”, a kind of
“vectorial, enterable, massless matter”, differs from “scalar, impenetrable, material mass” as usual.
The motional mass of a photon is very made up from such field matter.
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(B) Since the spin angular momentum of photon is J = ±~, this suggests that there are neither
unpolarized photon nor linear polarized (LP) photon in our realistic world, so only exist right-hand
circular polarized (RCP) and left-hand circular polarized (LCP) photons corresponding respectively
to the helicity values ∧ = +1 and −1. The right (left)-hand CP light consists of right (left)-
rotating photons, while the LP light is synchronously synthesized from coherent left-rotating and
right-rotating photon pairs (Fig. 2).
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Figure 2: Classical picture of wave-particle duality of a single-photon: (a) left-rotating photon, (b) right-
rotating photon, (c) linear polarized photon pair. At ϕ = 0, π, the photon pair is in “instant hidden state”,
at ϕ = π/2, 3π/2 the photon pair is in “apparent state”. Here only shows four phase point. Here ϕ = kz−ωt.

(C) In QED [6, 7], the ω is regarded as the photon oscillation frequency, the ±~ is the spin angular
momentum of photon. We suppose that photon never oscillates though the EM fields do, ω is the
polarization-rotation angular frequency of photon, i. e., spin frequency. The wave number k is the
number of its rotating periods per unit length along the motional direction. For the plane wave
photons in vacuum, there is disperse relations ~ω = c~k for right-hand spin, ~ω = −c~k for left-hand
spin. The time spent for a photon to travel a distance of a wavelength (λ) along its k direction
exactly equals to that for it to rotates a full circle (2π radian) in the free space, as shown in Fig. 2.
The orientations of Ep, Hp define the rotating phase of photon (see Fig. 2). Here we define the
translating speed of a photon as the group velocity vg,

vg =
p

m
=
~k
m

(3)

The phase speed of a photon is defined as the moving velocity of its rotating phase

vp =
ω

k
= fλ (4)

The fact of vg = vp = c in the free space means that the photon translation motion and its spin
rotating one are fully synchronous. Obviously, the energy of a photon can be rewritten as

E = mc2 = mvgvp = pvp (5)

In the unbounded vacuum space, a photon behaves helically, i. e., to translation at light speed c
and spin at ω. At any instant moment its energy, momentum and spin angular momentum keep
conservation. Its wavelike property originates from the periodicity of its helically rotating motion,
instead of its wave spreading all over the place. In fact, According to our model the centroid of
photon behaves beeline motion while its Ep and Hp behave helically motion. This is a necessary
consequence of conservation of energy, momentum and spin angular momentum of photon.
(D) When the same frequency photons interfere each other, two typical cases occur. When the
Ep(Hp) of two coherent photons is in the same direction, the synthesized electric (magnetic) vector
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equals to 2Ep(2Hp), the “apparent energy” is four times single-photon energy. This is called
“apparent state” of photons. It is equivalent to four photons to present. Likewise, when the
Ep(Hp) of two coherent photons is opposite, the synthesized electric (magnetic) vector is null. It is
equivalent to no photons to present. This is called “hidden state” of photons. Actually the Ep(Hp)
of two coherent photons can intersect at any angle within 0◦–360◦.

In a sense, a LP light is formed by the RCP light and the LCP light synchronously interfere
each other. There two knots during a period. The knot points of the wave indicate the field energy
being zero, however the energy flow of each photon still proceed forward (refer to Fig. 2). We call
the knots as “instant hidden states”. Obviously the combined energy flow or power flow does not
equal to the sum of the energy flows of two photons, whereas depends on their rotating phases.
Therefore for a LP light, its instant energy flow varies versus time, only the average energy flow
keeps constant.

In the free space, each photon like material point, moves forward at light speed c by virtue of
its inertia. The plane wave solution could describe not only a light beam, but also a single-photon.

~E(0, 0, z, t) = Ep (~ex + i~ey) exp[i(kz − ωt)], ~H(0, 0, z, t) = Hp (~ex + i~ey) exp[i(kz − ωt)] (6)
~E(0, 0, z, t) = Ep (~ex − i~ey) exp[i(kz − ωt)], ~H(0, 0, z, t) = Hp (~ex − i~ey) exp[i(kz − ωt)] (7)
~E(0, 0, z, t) = Ep~ex exp[i(kz − ωt)], ~H(0, 0, z, t) = Hp~ey exp[i(kz − ωt)] (8)

here ~ex and ~ey is unit vector along x and y axis respectively. Eqs. (6), (7) and (8) describe the
left-rotating, the right-rotating photon and the LP photon pair, as shown in Fig. 2(a), (b) and (c)
respectively. It is easy to see that a LP photon pair can be decomposed into two CP photons, and
vice versa according to equations (6), (7) and (8). An elliptic-polarized light is composed of two
orthogonal LP lights with different number of photon-pairs.
(E) That light-line bends in a gravity field indicates that photon follows mechanical laws. Ac-
cording to equivalence principle in general relativity, the motional mass of photon has the physical
significance of inertia too. We suppose that a photon is a spherical particle with radius as rp.
According to Newton mechanics the moment of inertia of the photon is

I =
2
5
mr2

p (9)

Thus the angular momentum of the photon

Iω = ~ (10)

Substituting Eqs. (9) in (10), we obtain the radius of photon

rp =

√
5
2

c

ω
=

√
5
2

1
k

=

√
5
2
λ̄ ≈ λ

4
(11)

Obviously it is reasonable that the photon size is inverse proportional to its frequency. The higher
the frequency the clearer the nature of the particle-like for the photon. According to the current
point of view, any elementary particle should be geometrical point without size which demanded by
relativity. However, photon without rest mass has no Lorentz shrinkage in its motional direction,
so its size is not restricted by special relativity. In order to construct a concept of magnitude of
order, we enumerate the size of a gamma-ray photon with energy 0.511 MeV below.

rp =

√
5
2

1
k

=

√
5
2
~c
E
≈ 6.12× 10−13(m)

In order to obtain the estimation of the field matter intensity of the photon, let
(µ0

2
H2

p +
ε0

2
E2

p

) 4
3
πr3

p = mc2 = hv (12)

where µ0 is vacuum permeability, ε0 the vacuum permittivity. Due to the electric energy equals to
the magnetic energy, Eq. (12) can be substituted as

ε0E
2
p

(
4
3
πr3

p

)
= hv (13)
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Substituting Eqs. (11) in (13), we obtain

Ep =
(

3
2
√

10

)3/2
√
~µ0

π3c
ω2, Hp =

(
3

2
√

10

)3/2
√
~ε0

π3c
ω2 (14)

For the gamma-ray photon with energy 0.511 MeV, Ep = 9.28×1016 (V/m); Hp = 2.46×1014 (A/m).
Next we will use the theoretic model proposed above to explain two optical phenomena.

2. YOUNG’S INTERFERENCE EXPERIMENT

For Thomas Young’s double-slit interference experiment, in spite of the probability result calcu-
lated by QM wave function theory consistent with that by classical E&M wave theory, QM by no
means gives the idiographic physical mechanism occurred. From the view point of classical photon
particle, the origin of this interference pattern is very difficult to understand. In order to do so
Bohm introduce quantum mechanic potentials [8] in his hidden variables theory. According to
the hypotheses proposed above it is easy to explain Young’s experiment. The mechanism of the
interference pattern formation is the same as that of classical wave. In the bright fringe of the in-
terference pattern, two photons from two slits respectively add in phase, resulting in 2Ep(2Hp). As
if the energy is four times single-photon energy, but it does not mean four photons to appear. Here
we call the two as in “apparent state” of photons. In the dark fringe, two photons from two slits
respectively are 180◦ out of phase, causing destructive interference and the synthetic field quantity
Ep − Ep = 0, Hp −Hp = 0. Here we call the two in “hidden state” of photons which only do not
cause light-chemical reactions or photoelectric effect. The true meaning of the interference pattern
only indicates the phase message of photons in the detection plane, instead of re-distribution of
photons themselves.

3. INTERFERENCE WITH POLAROID SHEET

Consider a beam of LP light incident normally on a polarizer with polarization plane and the
orientation of optic axes made an angle of 45◦. How do the photons cross through the polarizer?
How do they change their polarization direction? Eexisting QM textbooks [9, 10] can by no means
answer what the physical mechanism is. And the popular point of view deems that QM needs not
answer this sort of problems. According to the hypothesis (A), (B), (C), (D) above in the model,
an objective mechanism can be given.

In fact, LP light is composed of RCP and LCP-rotating photon pairs. There exists no LP
single-photon. For a light beam, there always are many photon pairs impinging on the polarizer
simultaneously at a time. These photon pairs possess different phase each other generally. As
shown in Fig. 3 photon pairs aa′ and bb′ are LP photon pairs with respect to yz plane. When they

x

optical axes

of polarizer

sheet

y

a' a

ω
ω

ω
ω

b' b

Figure 3: The polarization plane (yz) of LP light makes 45◦ angle with the optic axis of polarizer.

meet with the polarizer, photon a′ and b combine a new LP photon pair parallel to the optical
axes of polarizer, so they pass through it. While photon a and b′ combine another LP photon
pair perpendicular to the optical axes of polarizer, thus they is obstructed. This way the light
after the polarizer, as a macroscopic effect changes its polarized plane parallel to the optic axis of
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polarizer. For a relative intense light beam, the phase distribution of a great number of LP photon
pairs substantially is random. When they reach the polarizer, almost every photon can find a new
partner to make a new pair either parallel to or perpendicular to the optic axis. Therefore the
probability of the passing through to the obstructed is 50 to 50.

4. SUMMARY

A photon is characterized by its Ep, Hp and k. Because each photon consists of vector field matter,
the combined field depends on their rotating phase. Like particle else the photon also follows
the conservation laws of energy, momentum and angular momentum. The model presented here
describes the physical mechanism of the wave-particle duality of a single photon. It can objectively
illustrate the physical reality. This model gives a new and rational interpretation to Young’s
interference and polarizer experiments. It need not to give up the objective process to physical
phenomena. According this model we may have a unified understanding between the classical
electromagnetic field and the quantum particle of light.

REFERENCES

1. Perkowitz, S., Empire of Light, Joseph Henry Press, Washington D.C., 1998.
2. Taylor, G. I., Proc. Cambridge Philos Society, Vol. 15, 114, 1909.
3. Grangier, P., G. Roger, and A. Aspect, Europhysics Letters, Vol. 1, 173–179, 1986.
4. Wang, K., J. Xiong, and L. Gao, “From Hanbury-Brown and Twiss experiment to the second-

order double-slit interference for incoherent light,” Front. Phys., Vol. 1, 54–66, China, 2006.
5. Feynman, R.-P., R.-B. Leighton, and M. Sands, The Feynman Lectures on Physics, Vol. 3,

Chap. 1, Reading, Addison-Wesley, MA, 1965.
6. Berestetskii, V. B., E. M. Lifshitz, and L. P. Pitaevskii, Quantum Electrodynamics, 2nd Edition,

Pergamon Press Ltd., 1982. .
7. Gupta, S. N., Quantum Electrodynamics, Gordon and Breach Science Publishers, 1977.
8. Bohm, D., Phys. Rev., Vol. 85, No. 2, 166–193, 1952.
9. Fayer, M. D., Elements of Quantum Mechanics, Oxford University Press, 1–5, 2001.

10. Zeng, J. Y., Quantum Mechanics, Science Press, Beijing, 1982.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 881

Longitudinal Power Distribution and Corresponding Temperature
Distribution in a RF Waveguide CO2 Laser
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Abstract— The output power of a gas laser can not be increased by increasing the input power
due to the increase of the gas temperature. As the temperature of the laser gas mixture increases
up to 600 K, the amplification of the amplifying medium decreases rapidly and so the output
power decreases. In this paper, longitudinal power distribution and corresponding temperature
distribution along the CO2 waveguide laser are studied theoretically. Effect of voltage and current
distributions along and transverse to the electrode direction respectively are accounted for the
studies. It is seen that the temperature decreases exponentially along the length of the electrodes
on both sides of the feed point.

Several papers [1] have already described the huge potentiality of large area diffusion cooled RF
capacitive discharges for the construction of medium — to high power CO2 lasers for materials
processing. Indeed, some industrial sources based on this technology are presently appearing [2].
However, there exist some open problems that limit the simple scaling of the above-mentioned
technique to higher power segments. One of the major problem is certainly the attainment of
a uniform gain medium excitation because of transmission line effects [3] naturally determined
by electrode dimensions comparable with the exciting RF wavelength. Typical counter measures
to this difficulty are the adoption of sectioned discharges or the use of reactive elements along
the electrodes. The principles for the correct design of systems based on these schemes are well
established in the case of narrow channel devices [4–6], in which the equivalent-line characteristic
impedance is mainly determined by the electrode structure.

In [7] it is demonstrated that the same smoothing principals could be applied to wide channel
high power discharges provided that the influence of the discharge loading be taken into account.
Indeed, from the analysis carried out in [7], it is possible to conclude that the main role played
by the discharge loading is that of determining a new equivalent transmission line whose charac-
teristic impedance is closer to that produced by the capacitance of the ion sheaths surrounding
the electrodes rather than by the channel capacitance. This effect determines the voltage and
thus power distribution closer to a lossless-line rather than lossy-line models. Moreover [8, 9], the
typical impedances of sheaths and neutral plasma for the mixtures and pressure of the interests
for CO2 laser construction produce distributions hardly distinguishable from uniform transmission
line models [7, 10, 11].

In this paper the temperature distribution along the longitudinal direction of the electrodes
is studied theoretically by considering the longitudinal power distribution by applying the trans-
mission line theory. Voltage distribution is considered along the longitudinal direction while the
current in transverse direction of the electrodes. The voltage and current distributions along the
electrodes are given by solving the simple transmission line differential equations [2, 7, 10–12]:

d2I(x)
dx2

− γ2I(x) = 0 (1)

d2V (x)
dx2

− γ2V (x) = 0 (2)

where
γ =

√
ZY (x) =

√
(R + jωL)(G(x) + jωC) (3)

And Z = R + jωL and Y (x) = G(x) + jωC. Where L is the longitudinal inductance per unit length,
C is the electrode’s structure capacitance per unit length and G(x) is the local plasma conductance.
We neglect the longitudinal resistance being mainly due to the metal electrodes and the values of
L and C are adjusted by iteration. The general solutions of the Eqs. (1) and (2) are given by:

I(x) = Aeγx + Be−γx (4)
V (x) = Ceγx + De−γx (5)
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where A, B, C, and D are the constants and can be determined by applying the suitable boundary
conditions. Considering the feed point at the centre and applying the condition that at x = ±d; I
= 0, where “d” is length of the electrode on one side of the central feed point, we have the relation
for current distribution from Eq. (4) as:

I(x) = (erx − e−r(x+2d) + e−rx − er(x−2d)) (6)

Eq. (6) represents the current flowing along the longitudinal direction. In order to find the voltage
distribution along the longitudinal direction, part of the current flowing transverse to the electrode
is considered, i.e.,

dI(x)
dx

= −Y V (x) (7)

From Eqs. (6) and (7) we have the relation for voltage distribution as:

V (x) =
r

Y
(−eγx − e−r(x+2d) + e−γx + er(x−2d)) (8)

In real facts the discharge structure is still more complicated than the uniform transmission line
model considered so far. Indeed the plasma conductivity is a function of the local voltage over the
electrodes and thus cannot be considered uniform. The plasma conductance is given by [8, 9]:

Gpl =
1

rpl − j
ωcs

(9)

where, rpl is the plasma resistance per unit length and cs is the sheath’s capacitance per unit length.
The plasma resistance is given by:

rpl =
Vα

|Ipl| (10)

where Vα is a constant voltage varying with the kind of gas mixture and pressure. From the data
reported in [9] it can be taken in the interval 40–70 V. In our calculations we have taken its value
as 50 V. The value of Ipl can be obtained from Eq. (6). The sheath’s capacitance in Eq. (9) is
given by [7]:

cs =
ε0A

ds
(11)

where ds is the sheath’s thickness and “A” is the area of the electrode. The value of ds can be
calculated from the invariant law given in [9] as fds = 42, where, “f” is the excitation frequency.
From Eqs. (9)–(11) we obtain:

Gpl(x) = jwcs

[
1− Vα

|V (x)| exp
(

j arctan
(

ImGpl

ReGpl

))]
(12)

Considering that:
Ipl(x) = Gpl(x)V (x) (13)

Since we have the relation for the power as:

P (x) = V (x)I(x) (14)

The change in temperature ∆T due to change in the heat energy Q is given by:

Q = mCp(T )∆T (15)

where, Cp(T ) is the temperature dependent specific heat capacity at constant pressure for the gas
mixture [13, 14] and “m” is the mass of gas mixture. We also know that Q = P(x) t, where, “t”
is applied pulse width. From Eqs. (14) and (15) the relation for the temperature distribution is
given as:

T (x) = T0 +
P (x)t

mCp (T )
(16)

where, T0 is the room temperature.
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The temperature distribution along the longitudinal direction of the waveguide channel is studied
theoretically while the gas is pumped through a pulse of pulse length 10µsec [15]. The ratio of
the laser gas mixture is CO2:N2:He:Xe=1:1:3:0.25% and the pressure of gas is considered to be as
80 torr. The values for L and C used in this analysis are 2.4 nH/cm and 40 pF/cm respectively.
Since the resistance of the plasma is not a constant quantity while the discharge is in the running
condition so the distribution of plasma resistance is also included.

The current distribution along the longitudinal direction of the electrode system is shown in
Fig. 1. It is clear from the figure that the current at the centre is maximum and it decreases
exponentially on both sides of the feed point with the increase of position. It is due to the fact that
as the input energy is transmitted along the longitudinal direction, the gas molecules are heated
up and so the resistance of the gas plasma increases which results in the decrease of the current.
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Figure 1: Current distribution along the longitudi-
nal direction.
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Figure 2: Voltage distribution along the longitudinal
direction.

Figure 2 represents the voltage distribution along the longitudinal direction of the electrode. It
can be seen that the voltage increases exponentially toward the ends of the electrodes on both sides
of the feed point with the increase of position. The results are in good agreement with the results
published elsewhere [2, 7].
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Figure 4: Power distribution along the longitudinal
direction.

Figure 3 represents the resistance distribution along the longitudinal direction. It can be seen
that the resistance increases towards the electrodes ends and is minimum at the central feed point.
It is due to the fact that the neutral plasma resistance increases with the increase of the time in
pulse mode operation. This is attributed to the different gas composition due to the discharge
driven molecular dissociation and consequent formation of new species [2].

Figure 4 represents the distribution of power along the longitudinal direction. It is clear from the
figure that it is maximum at the central feed point and decreases exponentially towards the ends of
the electrodes. If we consider the Figs. 1, 3 and 4 it becomes clear that the current is maximum at
the central feed point, the resistance of the plasma is minimum at the central feed point resulting in
the maximum power at the centre. Indeed in the pulsed regime, the dynamics of power transfer to
the gas has to be taken into account, producing time-varying density distributions deeply different
from those of the CW operation, and often determining pressure waves during the pulse [16]. So the
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inhomogeneity is to be taken into account not only caused by the locally different electron density
but also to the locally different gas density and temperature. Moreover the equilibrium between
dissociation and recombination of species could be a source of nonhomogeneous effects considering
the relevant fraction of energy transferred to these processes.

Figure 5 represents the temperature distribution along longitudinal direction. It can be seen
from the figure that the temperature decreases exponentially towards the ends of the electrode
structure. This decrease of the gas temperature in the laser cavity can be explained by considering
the direct relationship of power and temperature (Eq. (16)). As the power transferred to the gas
molecules is maximum (Fig. 4) at the center and decreases exponentially with the increase of the
position from the central feed point so the temperature is maximum at the center and decreases
exponentially with the increase of the position on both sides from the central feed point.
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Lasing Dynamics of a Novel Silicon Photonic Crystal Cavity
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Abstract— In this paper we proposed novel silicon laser design based on the dispersion engi-
neered photonic crystals. With the unique self-collimation property, we design an optical cavity
with a Q factor of 2000. The strong mode confinement in the low index active material offers
an opportunity to realize a lasing mechanism. To investigate the lasing dynamics we introduce
the rate equations of atomic system into the electromagnetic polarization. With these auxil-
iary differential equations we solve the time evolutions of the electromagnetic waves and atomic
populations by using the FDTD method.

1. INTRODUCTION

Silicon, the leading material in microelectronics during the last four decades, also promises to be the
key material in the future. Recent activities have focused on the achieving active functionalities,
mostly light amplification and generation. However, due to the fundamental limitation related
to the indirect bandgap of the bulk Si, the development of silicon gain and laser becomes one of
most challenging goal in the silicon photonics and optoelectronics. Many different approaches have
been taken to achieve this goal. Recently stimulated Raman scattering effect has been used to
demonstrate the light amplification and lasing in the silicon both in pulse and continuous-wave
operation. [1,2̇]In the presented work, we attempt to design a novel silicon laser.

To this end, we will design a novel optical cavity based on the dispersion engineered photonic
crystals (PhCs). To observe the lasing dynamics, we will incorporate the rate equations of a four
level atomic system into the device to simulate the gain and absorption of the active material. By
solving the Maxwell’s equations with these auxiliary differential equations with the Finite-difference
Time-domain (FDTD) method, we will track the time evolutions of the electromagnetic waves and
atomic populations.

2. DISPERSION BASED PHOTONIC CRYSTAL CAVITY

The light propagation in a PhC is most appropriately interpreted through a dispersion diagram,
which characterizes the relationship between the frequency of the wave, ω, and its associated
wavevector, k. Dispersion surfaces provide the spatial variation of the spectral properties of a
certain band within the photonic crystal structure. Electromagnetic wave vectors propagate at
directions normal to the dispersion surface as shown in Fig. 1, which stems from the relation
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Figure 1: (a) The dispersion surface of the first band for silicon PhC with circular holes filled with Er-doped
glass. (b) Flat EFCs perpendicular to ΓM direction at frequency of 0.18c/a.
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Figure 2: (a) Schematic chart of silicon laser based on dispersion engineered photonic crystals where the
active material is introduced by backfilling the air holes of the PhC. (b) The highest cavity mode.

vg = ∇kω(k). The equil frequency contour (EFC) can lead to beam divergence or convergence as
shown in the figure. The ability to shape the EFCs, and thereby engineer the dispersion properties
of the PhC, opens up a new paradigm for the design of optical devices. [3–5] For self-collimation,
we desire a flat EFC, in which case the wave is only allowed to propagate along those directions
normal to the sides of the straight curvatures. As such, it is possible to vary the incident wavevector
over a wide range of angles and yet maintain a narrow range of propagating angles within the PhC.

Consider silicon photonic crystals perforated by a square lattice with holes back-filled by the
gain medium, i.e., Er-doped glasses, as shown in the inset of Fig. 2(a). The hole has radius of
0.3a, where a is the lattice constant. The silicon and glass have refractive indices of 3.5 and 1.5,
respectively. The dispersion surface of first band diagram is plotted in Fig. 1(a). By carefully
selecting the frequency, one can obtain a flat curvature within certain angular range at specified
frequency, i.e., 0.18c/a, as depicted in Fig. 1(b), where the blue curvature is the dispersion contour
in the free space with frequency of 0.18a. Such flatness of the curvature offers self-collimation along
ΓM direction within a wide incident angular range.

Self-collimation effect has been widely used in the applications of optical routing, sensors, vari-
able beam splitters, self collimated optical emitters to enhance the emission from a light emitting
diode. In the presented paper we propose a novel design of silicon laser based on the self-collimation
phenomena. Fig. 2 depicts the schematic chart of our design. A photonic crystal cavity consists of
silicon square slab perforated by a N ×N array of square lattice. Based on the dispersion property
that we discussed above the electromagnetic waves near the band edge of first band propagate along
ΓM direction. With the assistance of the clear four edges of silicon slab as mirrors, a cavity can
be formed along the optical path, illustrated as arrow loop. At one edge a conventional waveguide
is used to coupling into or out from the cavity. The system activated by the optical pumping. The
gap between the cavity and waveguide is critical design parameter.

We simulate the proposed device by using FDTD method. 7 × 7 array is initially simulated;
the highest resonant mode is shown in Fig. 2(b). As we can observed that most optical mode are
confined within the low index materials, i.e., Er-doped glass. This unique property will benefit the
lasing mechanism and lower the threshold optical pumping. The quality factor is measured in this
case as 2000. In addition, we found as the number of array increases the resonant frequency shift
to high end, and the Q-factor will increase accordingly, which offer us another degree of freedom
to tune the Q factor.

3. RATE EQUATIONS FOR A FOUR-LEVEL ATOMIC SYSTEM

To simulate a laser dynamics in an optical cavity associated with a gain or active material, a
conventional rate equation model [6] can be employed for the simulations of the nonlinearity and
dispersion properties, i.e., a uniform glass host containing a dispersion of erbium ions. Coupled with
Maxwell’s equations, we are able to model the time evolution of the atomic energy level populations
as well as the optical signal propagation, amplification and absorption in the devices. In this paper
we proposed a simplified realistic four-level atomic system as sketched in Fig. 3, where the principal
transitions induced by the presence of the pump and signal beams are included. The absorption of
pump radiation at 980 nm wavelength promotes the electrons from level 0 to level 3. After decaying
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to level 2, these electrons provide the signal gain at 1535 nm via the transition to level 1. Here we
describe the time domain population dynamics by using a four-level rate equation formulism:





dN3 (t)
dt

= Wp (t)− N3 (t)
τ3

dN2 (t)
dt

=
N3 (t)
τ32

+
1
~ωa

E (t) · dP (t)
dt

− N2 (t)
τ2

dN2 (t)
dt

=
N3 (t)
τ31

− 1
~ωa

E (t) · dP (t)
dt

+
N2 (t)
τ21

− N1 (t)
τ1

(1)

where Ni is the population. The ground state population N0 is assumed to be very large compared
to the populations of the high energy levels and is basically constant with time. τ ij are the lifetime
associated with the transitions from energy Ei and Ej , τj are the lifetime from energy Ei to
all low levels, and wij are the signal simulated transitions probabilities from energy Ei and Ej .
ωa is resonant frequency of the materials related to the atomic transition energy levels through
ωa = (E1 − E2) /~.
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Figure 3: Simplified four energy level diagram.

Based on classical electron oscillator model, the net macroscopic polarization P(t) induced with
the presence of applied electric field E(t) for an isotropic medium can be described by the following
equations,

d2P (t)
dt2

+ ∆ωa
dP (t)

dt
+ ω2

aP (t) = κ∆N (t)E (t) (2)

where ∆N(t) is instantaneous population difference between energy levels 1 and 2, which is given
by ∆N(t) = N1(t)−N2(t). κ = 3Fosce

2/m is a constant and ∆ωa is the total energy decay which
describes the transition linewidth.

Then the effects of the nonlinear and active medium on the propagation of electromagnetic waves
are incorporated through the polarization response of the medium. Coupled with the Maxwell’s
equation in our optical devices, we are able to simulate the proposed photonic crystal laser cavity.

4. DYNAMICS OF ELECTROMAGNETIC WAVE IN LASER SYSTEM

Based on the theory we developed, in this section we will introduce Finite-difference Time-domain
(FDTD) to solve the coupled equations for the application of lasing dynamics.

As is well known, the FDTD method has become one of the more widely used numerical tech-
niques for solving electromagnetic boundary value problems. In short, the FDTD method directly
discretize Maxwell’s equations in both time and space by using central difference technique, and
iteratively updates the electrical and magnetic field components at all points in the computational
space using the leapfrog fashion. In our simulation of the lasing action, we discretize the auxiliary
differential equations as well, i.e., rate equations that govern the populations, in both time and
space for the time marching.
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As shown in the schematic view of proposed novel silicon laser in Fig. 2, the holes are back filled
with an active material, i.e., highly doped Er glass. The medium is uniformly pumped by another
980 nm source. The lifetime are given by τ1 = 1e − 9s, τ2 = 1.35e − 7s, τ21 = 1.35e − 7s, τ3 =
1e− 10s, τ31 = 1e− 6s, and τ32 = 0.99e− 10s. The transition frequency associated with the energy
levels E2 and E1 was chosen as 200THz and line width was taken to be 6THz. The radiative decay
rate for this from E2 and E1 transition was 8 × 108/s. The pump rate into level E3 was chosen
2× 1029 m−3.

In the FDTD simulation, a total time of 15 ps is simulated. The evolution of electromagnetic
waves starts from an initial small noise over the photonic crystal cavity. A detector is placed in the
waveguide to monitor the lasing dynamics, and the total field in the output straight waveguide is
illustrated in Fig. 4(a). In the figure we can obviously lasing performance. For the clarity, we zoom
the transient plot near 12ps as shown in Fig. 4(b), which indicates nearly single lasing model. In
addition, a snap shot of total electric fields at time of 15 ps is plotted in Fig. 4(c), where the high
intensity of electric field can be observed in the cavity area, particularly in the low index materials
and steady results are outputted from both ends of straight waveguide.
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Figure 4: (a) Lasing dynamics by monitoring output in the straight dielectric waveguide, (b) steady output
of single optical mode as shown in the time window in figure (a). (c) A snap shot of 2D field distribution.

5. SUMMARY

In this paper we proposed a novel silicon laser design based on the dispersion engineering of photonic
crystals. By carefully designing the photonic crystals, we took advantages of the self-collimation
property to suppress the optical cavity modes compared to a bulky square cavity. In addition to
this, by changing the number of array of holes, we can tune the Q factor. To simulate the lasing
dynamics in such optical cavity, we incorporated the rate equations of a four-level atomic system
into Maxwell’s with the assistance of the induced electric polarization contributed from the response
of a collection of atoms. Finally, we numerically implement time evolutions of electromagnetic waves
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and atomic populations by using FDTD method to the application of our engineered dispersion
based photonic crystal laser.
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Abstract— Organic small molecule and polymer materials are being considered as solar cell
material in place of silicon wafer. Organic solar cells are now a popular subject in international
research. This study uses ZnPc and C60 as respectively the donor material and acceptor material
of Organic Solar Cells (OSC) and examines the effects of different blocking layers and structures
(P-N junction and P-I-N structure) on open-circuit voltage (VOC), short-circuit current (ISC),
fill factor (FF) and efficiency of solar cell. It is found under the same thickness of 15nm, the
short-circuit current generated by the BCP and BAlq3 blocking layers is respectively 1.36 and
1.19mA/cm2. This is because the BCP has higher energy gap and Highest Occupied Molecular
Orbital (HOMO) than BAlq3, which enables BCP to block excitons and holes better. When the
P-I-N structure is ZnPc(30 nm)/C60(40 nm) and ZnPc(30 nm)/ZnPc:C60(20 nm)/C60(40 nm), the
short-circuit current produced could be increased to 2.67 mA/cm2 respectively. This is because
the intrinsic layer increases the contact area of P-N junction, enabling more excitons to dissociate
into free charges.

1. INTRODUCTION

The finite availability of natural resources such as coal, oil and natural gas as we enter into the
21st century can no longer meet the development needs of mankind. Environ-mental pollution
accompanying the development is also becoming a serious issue that needs to be dealt with urgently.
One of the solutions is to look for alternative energy. To this end, improving the performance of solar
cell, lowering its costs, and cutting down the impact of large-scale production on the environment
are the major directions for future development. The OSC fabrication involves simple process
where thin film can be formed by vacuum evaporation or spin coating and flexible solar cells can
be fabricated on plastic substrate (PET) [1] to turn it into portable power. In comparison with
silicon wafer as solar cell material, organic materials offer the advantages of light-weight, flexible,
transparent, low cost, low-temperature and large area manufacture. These promising features turn
OSC into one of the products with great market potential following organic light-emitting diodes
(OLED).

There have been reports on using organic molecules as solar cell material in 1970s [2]. But such
devices had very low efficiency (< 0.1%). No breakthrough was reported until 1986 when Tang
published the first OSC [3] with more than 1% efficiency. Since then, scientists reignited their
interest in the potential of OSC. The low manufacturing cost, simple process, light weight, easy
processing, flexibility, and large scale production have attracted many researchers into the field.

This study uses ZnPc and C60 respectively as the donor material and acceptor material of OSC
to explore the effects of different blocking layer materials and thickness of ZnPc and C60 on the
open-circuit voltage (Voc), short- circuit current (Isc), fill factor (FF) and efficiency of solar cells.
The study also develops a P-I-N structure to enhance the efficiency of photoelectric conversion.

2. EXPERIMENT

Glass substrate deposited with ITO was defined with an anode pattern using photo-lithography.
The glass substrate was ultrasonically vibrated in acetone, methanol and DI water in such sequence,
and then blow dried with nitrogen gas before it was put into the oven to bake for 30 minutes. Sub-
sequently, the glass substrate was placed in microwave plasma system to rinse the ITO surface with
90 sccm oxygen under 150 W microwave power. Next, the substrate was placed in an organic evap-
orator and coated with in sequence a donor layer (ZnPc), acceptor layer (C60), and blocking layer
(BCP or BAlq3), and then placed in a metal evaporator to form a cathode (Al). The evaporation
rate of ZnPc and C60 were approximately 0.1–0.2 nm/sec. The Al deposition rate was 2–3 nm/sec.
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In the P-I-N structure, the I layer was co-evaporated ZnPc-C60. After the OSC was fabricated,
KEITHLEY 2400 was used to measure its current and voltage.

3. RESULTS AND DISCUSSION

3.1. P-N Structure under Different Blocking Layers
Figure 1 shows voltage vs. current density of solar cells using respectively BCP (15 nm) and BAlq3

(15 nm) as blocking layer. As shown, BAlq3 has smaller than BCP. This is because the energy level
of BAlq3 Highest Occupied Molecular Orbital (HOMO) at 5.85 eV is lower than the 7.0 eV of BCP
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Figure 1: Optoelectrical properties of solar cell under different blocking layers.

(as shown in Fig. 2(a) and 2(b)), which weakens the ability of BAlq3 to block hole diffusion as
compared to BCP. Consequently, holes generated after illumination tend to diffuse to the vicinity
of metal cathode and recombine with electrons, thereby reducing the number of carriers collected
by the electrode and lowering the light current. In addition, the BAlq3 HOMO energy level is also
lower than that of C60 HOMO, causing the holes to migrate towards the cathode and recombine
with electrons at the cathode junction, thereby decreasing the light current.
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Figure 2: Band gap diagram of organic solar cells (a) using BCP as blocking layer, (b) using BAlq3 as
blocking layer.

3.2. P-I-N Structure with Varied Thickness
Given that excitons will only be dissociated into free charges by the built-in electric field at the P-N
junction, an intrinsic layer (I) is added into the device structure. The intrinsic layer is co-evaporated
ZnPc-C60 formed under the evaporation rate of 1:1. Its main purpose is to augment the volume
of depletion region to increase the size of effective light absorption area, thereby allowing more
excitons to be dissociated into free charges. The structure and band gap diagram of device with
an intrinsic layer are as shown in Fig. 3 and Fig. 4. Fig. 5 shows voltage-current density of organic
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Figure 3: P-I-N structural diagram.
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Figure 4: Band gap diagram of P-I-N device.

solar cells under varying I layer thickness. As com-pared with P-N structure without an intrinsic
layer, the Isc of P-I-N device increased from 1.80 to 2.67 mA/cm2. This is because the effective light
absorption area of P-I-N structure increases, enabling more excitons to be dissociated into electrons
and holes, and resulting in increase in Isc. Jones (2004) [4] points out that because an intrinsic layer
is a polymolecular thin film formed by co-evaporation of two different materials, its conductivity is
reduced, which in-creases the series resistance of device. Also as the series resistance of solar cell
is inversely proportional to fill factor (FF), an increase in I layer thickness would cause increase in
short-circuit current while FF becomes smaller. However when the thickness of I layer increases to
30 nm, short-circuit current becomes lower. This is because I layer is a blend of different materials,
which makes it easier for carriers in I layer to be recombined and captured by the organic layer.
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Figure 5: Optoelectrical properties of OSC with varied I layer thickness.

4. CONCLUSION

Isc of 1.36 mA/cm2 is produced when a device uses BCP as blocking layer, which is better than
the Isc of 1.19 mA/cm2 with BAlq3 as blocking layer. When an intrinsic layer of ZnPc-C60 is
added by co-evaporation under the rate of 1:1 to form a P-I-N structure, the Isc is effectively
increased. By shining incident light with air mass of AM1.5 100mW/cm2 on a solar cell with P-
I-N structure (ITO/ZnPc (20 nm)/ZnPc:C60(20 nm)/C60(30 nm)/BCP (15 nm)/Al(100 nm)), the
following measurements are ob-tained: VOC = 0.481V, JSC = 2.67mA/cm2, FF = 0.38, and
η = 0.49%.
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Abstract— A top-emission inverted organic light-emitting diode (TEIOLED) was fabricated
by using Al/AlNx layer as the cathode in the device structure of glass/Al/AlNx/AlQ3/NPB/
MTDATA/Au/Ag, where AlNx ultra thin layer was obtained from Al layer under 90W microwave
plasma treatments in Ar and N2 mixed gas environment. The N2/Ar ratio and plasma treatment
time were adjusted to obtain the maximum luminance and efficiency of 1206 cd/m2 and 0.51 cd/A,
respectively, both at 17 volts. The AlNx layer surface after plasma treatment was examined by
atomic force microscope to study the effects of surface roughness on the electroluminescent (EL)
characteristics. The AlNx layer thickness also affected the EL results apparently.

1. INTRODUCTION

One of the trends in the OLED (organic light emitting diode) display industry in recent years
is to develop large-screen display. Large-size panel must be driven by thin film transistor (TFT)
to enhance its brightness uniformity, resolution and life time. The conventional OLED have pre-
dominantly bottom-emission structure where emitted light is partially blocked by bottom-layer TFT
and data line. To improve aperture ratio and minimize the effect of TFT on active-matrix panel,
the research and development of top-emission OLED is inevitable [1, 2]. To integrate the process for
OLED with other active components in the fabri-cation of active-matrix panel, including amorphous
silicon (α-Si), poly-silicon (poly-Si) or complementary metal oxide semiconductor (CMOS), the
whole process may be simplified if the electrode (Al pad) prepared on TFT substrate in the final step
of the process is also used as the cathode of OLED. Such OLED device must employ top-emission
inverted organic light emitting diodes (TEIOLEDs) structure. But when Al electrode is deposited
on the substrate using thermal evaporation, spikes tend to form, which are prone to lead to organic
carbonization and puncture the organic thin film after prolonged operation of OLED, causing dark
spots on the emitting surface of OLED [3]. Many researchers have pro-posed inverted top-emission
light-emitting diode by inserting an ultra thin insulating layer between the organic layer and metal
electrode to increase electron injection from cathode, thereby enhancing the luminance efficiency.
For example, Li et al., [4], Kurosaka et al., [5] and Kho et al., [6] respectively inserted a proper
buffer layer of Al2O3/AlNx between the organic light-emitting layer and Al cathode to improve
the electroluminescence of OLED. This paper utilized the plasma of Ar+N2 gas mixture to treat
Al surface to modify the surface roughness and form an ultra-thin AlNx insulating layer (or buffer
layer) to improve the efficiency of cathode electron injection.

2. EXPERIMENT

Our experiment comprised the following steps: First ultra-sonically wash the glass substrate with
in sequence acetone, methyl alcohol and DI water. Deposit cathode metal Al on the glass substrate
by evaporation under 3×10−6 torr and then move the substrate to a microwave plasma chamber to
un-dergo plasma treatment of Al surface with the mixture of Ar (70 sccm) and N2 (10 sccm) under
0.35 torr and 90 W to form AlNx as buffer layer. Remove the AlNx-treated substrate from plasma
chamber and place it in organic vacuum evapo-rator to deposit tris (8-quinolinolato) aluminum
(AlQ3) as green-light emitting layer, NPB as hole transport layer, and m-MTDATA as hole inject
layer (HIL). Finally move the substrate to another chamber to deposit Au/Ag as metal anode by
evaporation. The resulting device has a structure of glass/A1 (80 nm)/AlNx/AlQ3 (100 nm)/NPB
(60 nm) /m-MTDATA (50 nm)/Au (5 nm)/Ag (10 nm) as shown in Fig. 1. The light emitting area
of the device was 36 mm2 as defined by shadow mask. The experiment used KEITHLEY 2400
and SpectraScan PR650 to measure the L-J-V curve of device, atomic force microscope (AFM) and
contact angle to observe its surface roughness, and four-point probe to measure the sheet resistance.
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Figure 1: TEIOLED structure.

3. RESULTS AND DISCUSSION

Atomic Force Microscope (AFM) was used to observe the surface roughness of Al cathode layer after
microwave plasma treatment over different durations. As shown in Fig. 2, it is found that untreated
Al electrode surface has many spikes that would cause non-uniform distribution of electric field in
the organic layer during the operation of OLED and render the OLED prone to damage under higher
current density. Thus prior to the deposition of organic film, Al electrode should undergo surface

(a) (b) (c) (d)

Figure 2: Plasma-treated surface of Al cathode under AFM, (a) untreated Ra = 5.249 nm, (b) 40 sec Ra =
4.112 nm, (c) 60 sec Ra = 3.747 nm, (d) 80 sec Ra = 2.551 nm.

planarization with microwave plasma, which improves surface roughness significantly. Based on
the measurement of contact angle, it is also clear that there is better adhesion between the plasma-
treated Al electrode and the organic layer.
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Figure 3: Current density of TEIOLED vs. voltage
under different plasma treat-ment times.

Figure 4: Luminance of TEIOLED vs. voltage un-
der different plasma treatment times.

Figure 3, Fig. 4 anf Fig. 5 show respectively the J-V curve (current density vs. voltage), L-V
curve (luminance vs. volt-age), and η-V curve (yield vs. voltage) of the same device under plasma
treatment of different durations. As shown by the J-V curve, the resistance of plasma-treated Al
surface increased as treatment time increased, which led to decrease in current density as shown in
Table 1. Based on the L-V curve in Fig. 4, it is found increase in the time of nitrogen treatment
led to increase in threshold voltage. Untreated Al cathode caused organic layer to produce joule
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heat under higher current and same voltage and burn more easily. As shown in Fig. 4 and Fig. 5,
under optimum plasma treatment time of 40 sec, the device obtained maximum luminance and yield
of 1206 cd/m2 and 0.51 cd/A respectively under 17 V. Device made of untreated Al electrode had
extremely short life-time, while treated device with an AlNx buffer layer had significantly longer
life time. Our TEIOLED has lower turn-on voltage when compared with Ref. [6]
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Figure 5: Luminance yield of TEIOLED vs. voltage under different plasma treatment times.

Table 1: Roughness, contact angle, resistivity of Al cathode, max. luminance and yield of TEIOLED under
different plasma treatment time.

Treatment time Roughness (Ra,nm) Contact Angle Resistivity (Ω-cm) Max. Luminance (cd/m2) Yield (cd/A)

Untreated 5.249 22.30
◦

6.55× 10−8 418@14V 0.17@14V

40 s 4.112 9.88
◦

7.40× 10−8 1206@17V 0.51@17V

60 s 3.747 8.63
◦

7.51× 10−8 474@17V 0.29@16V

80 s 2.551 7.32
◦

7.54× 10−8 256@17V 0.20@17V

When plasma treatment time increased to more than 40 sec, the luminance and yield of device
decreased gradually instead. It might be attributed to the fact that prolonged treatment time
resulted in thicker AlNx and hence high resistivity, which makes injection of electron into AlQ3

Figure 6: Shift of emission peak from 508 nm to
558 nm when thickness of organic layer increases.
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Figure 7: EL intensity of TEIOLED under different
angles EL spectrum.

more difficult. The functions of AlNx may be summed up as follows: 1. Proper AlNx thickness
aids the tunneling of electrons [8], for in the absence of AlNx as buffer layer, there exits a larger
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potential barrier at AlQ3/Al interface to block the injection of cathode electrons into AlQ3; 2. the
mobility of surface electron in organic material is lower than that of hole, and AlNx can block the
circulation of holes to prevent quenching of exciton at AlQ3/Al interface.

In the TEIOLED structure discussed in this paper, Al metal with high reflectivity was used for
cathode, and Au (5 nm)/ Ag (10 nm) was used for anode where Au was for improving hole injection
from anode into organic layer and Ag with higher conductivity and transmission was for reducing
sheet resistance and enhancing light output. The penetration rate of such double-layer anode was
approximately 47%. In addition, change in the thickness of organic or metal electrode would cause
displacement of emission peak in microcavity. In the example of changing the total thickness of
organic layer as shown in Fig. 6, when the length of microcavity increased from 120 nm to 210 nm,
emission peak shifted from 508 nm to 552 nm. The change in resonance wavelength is not just a
result of change in microcavity length, but also due to difference in the reflection phase of top
and bottom surface electrodes. Fig. 7 shows the electroluminescence (EL) spectrum obtained at
different angles, which are the angles intersecting the measuring direction of PR650 relative to the
normal line of light-emitting surface of device. The measurement took place at the interval of 15◦
between 0◦ ∼ 75◦. It is clear that as the measuring angle increased, the peak of EL spectrum would
drop from 576 nm to 524 nm to produce blue displacement phenomenon, mainly due to the intense
microcavity effect [9].

4. CONCLUSION

We have demonstrated that using the microwave plasma of Ar+N2 mixture to treat the surface
of Al electrode over the optimum treatment time of 40 sec can form an ultra thin AlNx layer
as the buffer layer for injection of electrons from cathode in TEIOLED. This surface treatment
effectively improves the efficiency of electron injection, enable the number of electrons and holes
injected to reach a balance and prevent the phenomenon of exciton quenching at the cathode,
thereby significantly enhancing the luminance, efficiency and life-time of the device. The N2/Ar
ratio and plasma treatment time were adjusted to obtain the maximum luminance and efficiency
of 1206 cd/m2 and 0.51 cd/A, respectively, both at 17 volts.
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Abstract— This study deposited SiO2 of varying thickness by PECVD or coated photo-resist
of varying thickness at the edge of patterned OLED anode and between the patterned anode
and the organic layer as isolation-layer to improve the current leak of OLED. Current leak would
cause the loss of charges around the emitting zone, which adversely affects the recombination of
electrons and holes in the emitting zone and results in poorer luminance efficiency. The study
find that as SiO2 thickness increased, leakage current was significantly reduced. When SiO2

thickness increased from 0nm to 250 nm, the luminance efficiency of device rose from 1.7 cd/A
to 3.4 cd/A at 150mA/cm2. Lastly the study examined the effect of photoresist thickness on
reducing the leaking current and finds that at 2250 nm, the luminance efficiency was enhanced
further to 4.5 cd/A at 150mA/cm2.

1. INTRODUCTION

There remain a myriad of issues to address in the applications of organic light-emitting diode
(OLED), for example, how to enhance its luminance efficiency and life-time. The cathode of OLED
is typically made of Al layer collocated with CsF [2], NaCl [3], or LiF [4] to boost the injection
number of electrons into the organic layer. Or a buffer layer is added to the anode [5], which also
improves the luminance efficiency of device effectively. This study inserts a layer of SiO2 or photo-
resistor at the edge of patterned anode and between the cathode (ITO) and hole transport layer
(NPB) to explore its effect on the leakage current of OLED and on the electron-hole recombination
ratio in the emission area, thereby increasing the luminance efficiency.

2. EXPERIMENT

The pattern of anode (ITO) was first defined on a glass substrate by photo-lithography. The
glass substrate was then immersed in acetone, methanol and DI water, respectively, by ultrasonic
vibration cleaning. After blow drying with nitrogen gun, the glass substrate was baked in the
oven for 30 minutes. Next a layer of SiO2 was deposited by PECVD or a layer of photo-resistor
(P.R.) was coated by photo-lithography on the annular area along the edge of ITO pattern as
isolation layer. The device cross section is shown in Fig. 1. The emission area of both devices with
and without the isolation area was fixed at 0.36 cm2. The ITO substrate with isolation annular
was then placed in O2 plasma (90 sccm O2 and microwave power of 150W) for surface cleaning.
Subsequently, the substrate was placed in the organic evaporator to deposit in sequence NPB (hole
transport layer) and Alq3 (emitting and electron transport layer) at the rate of 0.1–0.2 nm/sec. The
substrate was then moved to metal evaporator to deposit LiF and Al at the rate of 0.2 nm/sec and
2–3 nm/sec respectively as cathode. The cross section view of the device is shown in Fig. 1. The
luminance-current-voltage (L-I-V) characteristics of the device were measured after its fabrication.
SpectraScan PR650 was employed to measure the luminance and spectrum, and Keithley 2400 was
employed for power supply and testing of current density-voltage characteristics.

3. RESULTS AND DISCUSSION

Figure 2 shows current density (J) vs. voltage (V) of OLED using SiO2 and photo-resistor (P.R)
as isolation layer. It is found under 7 V, the total current of device without any isolation layer
was significantly higher. As charges of the device without an isolation layer leak from the edge of
emission area, electrons cannot effectively combine with holes in the emission area. As shown in
Fig. 3 and Fig. 4 which depict respectively current density vs. luminance and current density vs.
yield, under the same current density, the thicker the SiO2 thickness, the brighter the luminance
and the higher the luminance yield. This is because thicker SiO2 provides better leakage current
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Figure 1: Cross section view of OLED with isolation layer.
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Figure 2: Current density vs. voltage of OLED with
SiO2 or P.R. as isolation layer.
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Figure 4: Luminance yield vs. current density of OLED with SiO2 or P.R. as isolation layer.

prevention to allow effective electron-hole recombination in the emission area, thereby enhancing the
luminance and yield. When the device has high leakage current, the non-radiative recombination
effect would be more pronounced and the heat generated thereof might burn the device. As shown
in Fig. 3 and Fig. 4, when SiO2 from 2600 to 5230 cd/m2, while the luminance yield increased from
1.7 to 3.4 cd/A at 150mA/cm2.

Aside from using SiO2, this study also employed photo-resistor as isolation material and com-
pared its performance with SiO2. Fig. 2 depicts current density vs. voltage of OLED with varying
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photo-resistor thickness. As shown in Fig. 2, the current density was generally lower for using P.R.
as isolation layer, but luminance and yield increased very well. As shown in Fig. 4, when photo-
resistor thickness increased from 1500 nm to 2250 nm, the luminance yield rose from 4.1 cd/A to
4.6 cd/A at 175 mA/cm2 current density, which was better than 3.3 cd/A with SiO2 as isolation
layer. OLED is a current-driven de-vice. Preventing leakage current to allow effective recombina-
tion of electrons and holes in the emission area is vitally important to the enhancement of luminance
and luminance efficiency. As shown in Fig. 3 and Fig. 4, the thicker the photo-resistor, the better
the isolation effect, and the luminance and yield of the device could be increased to 7200 cd/m2 and
4.6 cd/A respectively under current density of 150 mA/cm2. Furthermore, the stability of device
efficiency could be maintained. In addition, the luminance efficiency of device using photo-resistor
as isolation layer was better than that with SiO2, mainly because SiO2 was much thinner than
photo-resistor.

4. CONCLUSIONS

This study inserted an isolation layer at the edge of ITO cathode and between ITO and organic
layer to effectively reduce leakage current, so as to prevent the generation of excess heat, enhance
luminance efficiency and maintain device stability. Regardless of the material employed for isolation
layer, thicker material brings about more reduction of leakage current, thereby enhancing the
luminance and yield of device. Because photo-resistor coating is much thicker than SiO2 deposited
by PECVD, it produces better leakage-current blocking effect. This study used 2250 nm photo-
resistor as isolation layer against current leak and obtained maximum luminance of 8000 cd/m2 and
maximum luminance yield of 4.6 cd/A at 150 mA/cm2, which was a significant improvement over
1.7 cd/A in the case without any isolation layer.
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Abstract— In this paper, a new technique of laser scattering communication is put forward; its
advantages are anti-jamming ability and relatively longer corresponding distance. It is believed
that the laser scattering communication technique will play an important role in the situation
when the current laser communication technique is limited. The basic theory used in laser
scattering communication will be discussed in this paper.

In the traditional laser free space communication, information is transferred by laser propagation
in straight line. Usually, due to the requirement of unblocked laser beam propagation path, the
traditional free space laser communication is limited in the distance of stadium less than 10 km.
Particularly in the case of the laser beam propagation being blocked off by such as trees, mountains
or buildings, the communication will not be accomplished. Therefore looking for a technique to
overcome the beam propagation path blocking becomes an alternative to the laser beam free space
communication. In this paper, a technique of laser scattering communication is proposed, which
utilizes the laser scattering in the troposphere to transmit the laser signal from emitter to the
receiver to overpass the blockings. The microwave scattering in the troposphere [1] has been well
developed to be applied to the communication.

Compared to microwave scattering, because the laser wavelength is much shorter than that of
the microwave, the laser scattering in troposphere will be much stronger than that of the microwave,
which leads to the results of the short propagation distance and stronger scattering intensity for
the laser beam. Therefore, the laser scattering communication technique may be utilized for the
shorter distance communication compared with the ultra-long distance of the microwave scattering
communication.

In the following analysis, the variation of air density at the different height has been taken into
account. The intensity, the received laser signal in time domain and frequency domain superposition
has also been discussed.

During laser transmission, the absorption and scattering are the main losses in atmosphere,
which depend on air density variation, laser wavelength, transmission distance and et al. According
to Beer law, the intensity of laser transmission at the point R is:

I(R) = Io · exp
[
−

∫ R

0
σ(r, λ)dr

]
(1)

where Io is the initial intensity, and σ(r, λ) is the losses modulus, which contain the absorption
and scattering of gas molecules and aerosol. Its numerical value has been given for five kinds of
wavelength in ref. [2].

Because of the existence of molecule and aerosol, laser will be scattered during transmission.
According to the size of the particles, the scattering can be divided into two kinds, Rayleigh
scattering and Mie scattering. In this paper, the intensity distribution of light scattered by one
particle can be calculated by the existing equations [2, 4]. When laser is scattered by a number
of particles, the circumstances are more complex. If the distance between particles is equal to
several times of the radius of particles, it can be considered as the scattering of light through a
single particle. That is to say the total intensity of the scattered light is the sum of scattered light
through independent particles.

In laser scattering communication, the information is transferred though scattering in the tro-
posphere. According to this principle, a geometrical model can be established as shown as below.

The laser beam starts at O with an angle of α and intercepted at A. From the figure it can be
seen that the length of each path from O to A is different, which result in different time delay. It
will strongly affect the frequency of the signal.
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Figure 1: The geometrical model of the communication by laser scattering.

Frequency shift is another factor which should be considered. According to Doppler phe-
nomenon, the free movement of gas molecule and aerosol can bring shift in frequency of scattered
signal. In the whole process, the shift in frequency should be considered due to the scattering
through the moving particles and then duo to the scattered light received at A. The equation is:

fD = fs − fo =
1
λ

∣∣∣~U · (~es − ~eo)
∣∣∣ (2)

where fD is shift in frequency between incident and scattered laser, fo and fs are the incident
and scattered laser frequencies respectively. λ is wavelength of incidence laser, ~U is velocity vector
of particles moving, ~es, ~eo are the unit vectors in the direction of incidence and scattering. The
frequency shift may bring signal decrease in some time.

In conclusion, a new technique of the laser scattering communication has been proposed in this
paper which has the advantages over the traditional laser communication. Compared with the
traditional free space laser communication, it has merits in many aspects. For instance, it has
longer corresponding distance and no needing for the clear transmission path as the traditional free
space laser communication requires.

In the further study, an intention has been paid to the signal modulation and demodulation,
laser emitter and receiver, and the influence of weather conditions to the signal modulation.
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Abstract— Entangled state and entanglement theory in the quantum information are pre-
sented. A q analogue entangled state is first put forward in this paper. It exhibits a much richer
structure than ordinary bipartite entanglement. Thus there will be abundant information in the
quantum teleportation.

1. INTRODUCTION

Quantum entanglement is not only one of the striking features in quantum mechanics but also a
vital resource in some quantum information and quantum computation processes [1–4], such as
teleportation, dense coding, quantum key distribution, and quantum computation. It was first
noted by Einstein, Podolsky and Rosen (EPR) and Schrodinger. Entanglement describes a system
composed of two or more particles, and exhibits the novel property that the result of measurement
on one particle cannot be specified independently of the parameters of the measurements on other
particles. Entanglement can exhibit the nature of a non-local correlation between quantum systems
that have no classical interpretation. It has been noted that quantum teleportation can be viewed
as an achievable experimental technique to quantitatively investigate quantum entanglement.

2. ENTANGLED STATE AND THE BELL BASIS

The entangled state can be expressed by the form:

|ψ〉AB 6= |ψ〉A ⊗ |ψ〉B. (1)

Bell basis is the maximum entangled state in the bipartite entanglement:




|φ±〉 =
1√
2

(|00〉 ± |11〉) ,

|ψ±〉 =
1√
2

(|01〉 ± |10〉) .
(2)

The Bell basis measurement can become true by the simple quantum network as shown below:

H 

H 

Control nor door 
Hadamard transform

Figure 1: Quantum network of identify Bell basis.

3. ENTANGLEMENT THEORY IN QUANTUM INFORMATION

Quantum information theory studies the transmission and processing of information when infor-
mation itself is carried by quantum systems and is processed according to the laws of quantum
mechanics [5–9]. The recent achievements in this field include the discovery of new ways of infor-
mation transmission, of secure communications and the performance of some kinds of computation
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faster than with classical means. A key ingredient and fundamental resource in the development
of all these tasks is quantum entanglement.

Quantum teleportation, proposed by Bennett et al., is the process that transmits an unknown
qubit state from a sender (Alice) to a receiver (Bob) via a quantum channel with the help of sending
some classical information. In original scheme, such a quantum channel has been represented by
a Bell maximally entangled state or Einstein-Podolsky-Rosen (EPR) pair. Quantum teleportation
has been considered for N-dimensional, and continuous variable states. Teleportation of the polar-
ization photon state and coherent state of light field has been demonstrated in optical experiments.
Other strategy in quantum information is related to use of a single-rail logic. So, teleportation
of a qubit occupying only one mode via one-photon quantum channel was studied. Quantum
teleportation of N-particle entangled state via N+1-particle quantum channel was considered in
Experimental. Realization of teleportation through one-photon quantum channel has reported.
And problems of quantum teleportation by employing Greenberg-Horne-Zeilinger (GHZ) entangle-
ment have been studied. More general questions of quantum teleportation of two qubits involving
noisy quantum channels are involved in. The standard method for encoding qubits in optics is to
use the polarization degrees of freedom of single photon. However, it was recently recognised in
that spatial encoding is easier, for example, to manipulate and construct universal quantum gates.
First, address the issue of qubit transfer by the two-photon mode entangled quantum channel that
takes simultaneously four modes. The source of the mode entanglement may consist of two non-
collinear degenerated on frequency spontaneous parametric down converters with phase matching.
As pointed out by Bennett et al., in their original proposal for quantum teleportation, entanglement
can be transferred through teleportation of two modes one of the particles forming the entangled
state. This method, known as entanglement swapping, provides only partial teleportation of en-
tanglement, an alternative method in which the entire mode entangled state is directly transferred
from one place to another has been proposed. Use four-photon quantum channel constructed as
a tensor product of two-photon mode entangled states to teleport the unknown mode entangled
state. Quantum teleportation utilizing such four-photon quantum channel is not required special
detectors distinguishing between one and two photon number states. The teleportation scheme of
the entangled state through four-photon quantum channel may be more easily performed in practice
than the teleportation schemes.

At present entanglement between two systems, i. e., bipartite entanglement, is quite well un-
derstood, but that between more than two systems, i. e., multipartite entanglement, remains still
far from being satisfactorily known. In spite of that, multipartite entanglement has proven to
play a superior role in recently emerging fields of quantum information processing and quantum
computing since it exhibits a much richer structure than bipartite entanglement. Motivation for
studying multipartite entanglement arises from many reasons some of which are listed now. First,
multipartite entanglement provides a unique means to check the Einstein locality without invoking
statistical arguments, contrary to the case of Bell inequalities using bipartite entanglement. Second,
multipartite entanglement serves as a key ingredient for quantum computing to achieve an expo-
nential speedup over classical computation. Third, multipartite entanglement is central to quantum
error correction where it is used to encode states, to detect errors and, eventually, to allow fault-
tolerant quantum computation. Fourth, multipartite entanglement helps to better characterize the
critical behavior of different many-body quantum systems giving rise to a unified treatment of the
quantum phase transitions. Fifth, multipartite entanglement is crucial also in condensed matter
phenomena and might solve some unresolved problems Sixth, multipartite entanglement is recog-
nized as a unreplaceable or efficient resource to perform tasks involving a large number of parties
such as network teleportation, quantum cryptography, quantum secret sharing, remote entangling,
quantum (tele)cloning, quantum Byzantine agreement, etc. Finally, multipartite entanglement is
conjectured to yield a wealth of fascinating and unexplored physics. Current research in multipar-
tite entanglement is progressing along two directions in parallel. One direction deals with problems
such as how to classify, quantify, generate, control, distill and witness multipartite entanglement.
The other direction proceeds to advance various applications exploiting the nonclassical multiway
correlation inherent in multipartite entanglement. Many of the quantum information processing
protocols typically involve sending.

Several quantum teleportation schemes of both discrete and continuous variables have been
proposed. Continuous variable quantum teleportation of an unknown coherent states has been
realized experimentally by employing a two-mode squeezed vacuum state as an entanglement re-
source. Recently, the teleportation schemes via the entangled coherent states have been discussed.
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The entanglement of entangled coherent states in vacuum environment by employing the entangle-
ment of formation has been studied and find that the entanglement of formation of the entangled
coherent states is sensitive with the relative phase when the amplitude is very small. A scheme of
probabilistic teleportation via entangled coherent states, in which the amount of classical informa-
tion sent by Alice is restricted to one bit. In this probabilistic teleportation scheme, a coherent
superposition state can be probabilistically perfectly teleported via a properly chosen entangled
coherent state. When the interaction with the vacuum environment is addressed, the mean fidelity
of the scheme is studied and the optimal amplitude of the teleported state is found. Simultane-
ous distance-independent correlation between different systems called entanglement is the most
characteristic trait that sharply distinguishes between quantum and classical worlds.

The study of quantum teleportation protocol is not only limited to qubits and qudits (systems in
d-dimensional Hilbert spaces) but also to quantum systems in infinite dimensional Hilbert spaces.
In real situations sender and receiver may not have shared maximally entangled state but some
form of non-maximally entangled pure state (due to some imperfection at the source). Usually
if one follows the standard protocol, one will not be able to complete the teleportation process
with unit fidelity and unit probability. Rather, the fidelity will depend on the parameters of the
unknown state and the teleportation will not be reliable. Of course, if one has several non-maximally
entangled pairs, one can first perform entanglement concentration and then recover fewer perfect
maximally entangled pairs, and then use one of them to teleport an unknown state using the
standard protocol. If Alice and Bob have only one pair, they can perform local filtering first,
and convert a non-maximally entangled pair to maximally entangled pair with certain probability.
Then they can follow standard protocol. Teleporting an unknown state using any pure entangled
state but using generalized measurements has been proposed. This has been termed as conclusive
teleportation. Also, there has been a qubit assisted conclusive teleportation process. It has also
been mentioned that teleportation with unit fidelity but less than unit probability is possible for a
qubit encoded in a coherent state [10–13].

How to characterize and to measure the entanglement is a basic problem. Although many im-
pressive progresses has been obtained during the past decade, there is no general qualitative and
quantitative theory of entanglement. Among the known criterions for characterizing entanglement,
entanglement witness (EW) is an important criterion for characterizing the presence of entangle-
ment [14]. The EWs are Hermitian but not positive operators whose expectation value is positive in
every separable state. The importance of EW’s stems from the fact that a given state is inseparable
if and only if there exists an EW that detects it. Unlike the Peres-Horodecki criterion, which is a
necessary and sufficient condition for determining entangled states on the low-dimensional quantum
systems, for higher dimensions, this criterion is necessary one, the EW criterion is still sufficient
and necessary one regardless of the dimension of quantum systems. In the other words, for any
composite quantum systems the existence of the EW denotes the presence of entanglement. On the
other hand, the EW, as operator, can be decomposed as the combination of the product projector
operators, by which one can detect the entanglement experimentally. And the measurement can
be implemented locally. Some authors introduced a kind of entanglement measure based on the
optimal EW of states. For a given quantum state, how to construct its EW (if it has any) or how
to prove it has no any EW is an interesting and hard problem. If one can find all EWs then the
problem of characterizing entangled states is solved completely. Unfortunately, the determination
of EWs for all states is also being computationally intractable. For some special states, however,
their EWs can be constructed easily.

4. A Q ANOLOGUE ENTANGLED STATE

The q deformation of Lie algebra (the so-called quantum group) has its origin in the quantum inverse
problem and in physics it is related to the solutions of integrable systems, to particular problems of
statistical physics and to a conformal field theory [15, 16]. Attention has been paid to the realization
of the quantum group in terms of the q analogue of the quantum harmonic oscillator (q-QHO) The
quantum harmonic oscillator (QHO) is one of the most fundamental objects in quantum physics.
In quantum optics the QHO describes, in particular, the single mode of the quantized cavity field.

On the other hand, up to now, there has not been an appropriate q anologue to describe quanti-
tatively the entanglement of two and more subsystems due to the high complexity of entanglement
in multi-particle system. The purpose of this paper is to propose a new theory of entanglement
using q analogue of the quantum harmonic oscillator and give the basic form of entangled state.

Considering a two dimension q analogue of the quantum harmonic oscillator, x orientation is
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an ordinary harmonic oscillator (system A), the ground state is |0〉, the first excited state is |1〉, y
orientation is a q analogue of the quantum harmonic oscillator(system B), the ground state is |0〉q,
the first excited state is |1〉q. A form of entangled state can be proposed:

|ϕ〉 = cosβ|0〉|1〉q + sin β|1〉|0〉q (3)

It is easy to prove that |ϕ〉 is entangled state by reduced density matrix and Schmidt law.

5. CONCLUSIONS

Quantum teleportation can be understood as a quantum computation and it has been suggested
that quantum teleportation will play an important role as a primitive subroutine in quantum
computation. Transmission of a rich state from one place to another is very important in the field
of quantum information. One amazing discovery in this context is teleportation of a q analogue
entangled state. In this paper entangled state and entanglement in the quantum information is
presented. A q analogue entangled state is first put forward. Thus in the quantum teleportation
we can have more abundant information by adjusting the value of q.
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Abstract— Influence of electric field running along the fiber on the wave-guide efficiency of the
fiber with cladding made of uniaxial anisotropic and electro-optic crystal material whose optical
axis is parallel to the axis of fiber was investigated. The calculated results indicate that the
electric field has a strong impact on power distribution of this kind of fiber, and more optical
energy was transmitted by the cladding with it increasing. These studies provide an important
basis for designing new voltage sensors and studying some characteristics of electro-optic crystal.

1. INTRODUCTION

The index contribution has a great impact on the energy contribution between the core and the
cladding of the fiber [1, 2]. Uniaxial anisotropic material is complex due to its indices different
along its various axes. Thus, more parameters can be adjusted to design the characteristics of
the fiber if its cladding is made of the Uniaxial material. Stevenson and Cozens et al. analyzed
an optical fiber with a single-crystal core for the first time in 1974 [3, 4]. A doubly-clad W -type
optical fiber with an inner cladding made of uniaxial crystal material has been studied in 2002
[5], and the studied results indicated that the adjustable range of zero dispersion wavelength of
this kind fiber is wilder than that of common doubly-clad optical fiber. The fiber-optic polarizer
with cladding made of uniaxial crystal material was also described [6]. Electro-optic effect and
elasto-optic effect in a chirped fiber grating with cladding made of uniaxial crystal material are
theoretically analyzed and the results indicate that the reflective spectra of the chirped grating can
be changed by the electric field and the strain applied to the fiber grating cladding along z-axis [7].
The paper published in 2003 [8] predicted the characteristics of a new type of fiber Bragg grating
with cladding made of uniaxial crystal material whose optical axis i. e., z-axis, is parallel to the
axis of fiber Bragg grating, and the calculated results indicate that parameter Kcl, i. e., the ratio
of the extraordinary ray refractive index to the ordinary ray index, has a strong impact on the
reflectivity, Bragg wavelength, the bandwidth of the reflected wave and the dispersion.

In this work, the Influence of electric field running along the fiber on wave-guide efficiency of
optical fiber with cladding made of uniaxial crystal materials whose optical axis i. e., z-axis, is
parallel to the axis of fiber Bragg grating were predicted using numeric solution. The calculated
results indicate that with the electric field increasing, the parameter Kcl, i. e., the ratio of the
extraordinary to the ordinary ray refractive index, linearly decreases but its relative index difference
linearly increases, and more optical energy was transmitted by the cladding. The result provides an
important basis for designing new voltage sensors and studying some characteristics of electro-optic
crystal.

cladding  

r

a

o

y

x

core

Figure 1: Cross profile of the fiber with cladding made of uniaxial electro-optic crystal material.
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2. THEORETICAL ANALYSIS

2.1. The Characteristic Equation of the Vector Mode
The sketch of the fiber with cladding made of uniaxial crystal material was shown in Fig. 1. It
has a core radius a and a core refractive index n0. The cladding with an infinite diameter is made
of uniaxial crystal material whose optical axis is taken to be parallel to the axis of the fiber, i. e.,
z-axis, and its principal axis indices are nx, ny and nz respectively, which satisfy: nx = ny 6= nz.
For the optical fiber, the axial electric and magnetic field components satisfy wave equation as
follows [1]:

{ (∇2
t + k2n2

0 − β2
)
ez = 0(∇2

t + k2n2
0 − β2

)
hz = 0 (r < a), (1)





(
∇2

t + k2n2
z −

n2
z

n2
t

β2

)
ez = 0

(∇2
t + k2n2

t − β2
)
hz = 0

(r > a), (2)

where nt = nx = ny and n0 > nt. k =
2π

λ
is the wave number in vacuum and β is the propagation

constant. If β2 < k2n2
0, the parameters are defined as

Kcl =
nz

nt
, ∆ =

n0 − nt

n0
, U = a

√
k2n2

0 − β2, W = a
√

β2 − k2n2
t , V = ak

√
n2

0 − n2
t ,

where Kcl is the ratio of the extraordinary to the ordinary ray refractive index and V is normalized
frequency. Through matching the relationship between axial and tangential field components, and
using the boundary conditions of electromagnetic field, the characteristic equation of the guide
mode can be obtained as follows:

F

[
n2

0

n2
t Kcl

J′m(U)
UJm(U)

+
K′

m (KclW )
WKm (KclW )

]
=

m2Q

Kcl

(
n2

0

n2
t U

2
+

1
W 2

)
, (3)

where Jm, Km are the Bessel and modified Bessel functions respectively. The parameters F and Q
are defined as follows:

F =
J′m(U)

UJm(U)
+

K′
m(W )

WKm(W )
, Q =

1
U2

+
1

W 2
.

2.2. Electro-optic Effect
For 3m point group uniaxial material of trigonal system, the relationship among the incremental
matrix [∆Bi], the electro-optic tensor [γij ] and the adscititious electric field E3 running along the
fiber of the refractive index ellipsoid equation coefficient is expressed as [9]

(
1
n2

t

+ γ13E3

)(
x2 + y2

)
+

(
1
n2

z

+ γ33E
3

)
z2 = 1. (4)

The cladding is also the uniaxial material by adding the electric field E3 running along the fiber,
while its refractive index and optical axis is not changed. Thus, the new refractive indices after
adding electric field the can be obtained as follows:

n′t = nt − 1
2
n3

t γ13E3, (5)

n′z = nz − 1
2
n3

zγ33E3, (6)

then two parameters are defined as

∆cl =
n0 − n′t

n0
, (7)

K ′
cl =

n′z
n′t

. (8)
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2.3. Wave-guide Efficiency
It is clear that a substantial amount of light power is transported by the cladding, while most
of the power is confined in the core. Thus, the total power flow is the sum of power carried by
both the core and by the cladding in the HE11 mode. The formula expressing this statement is
Ptotal = Pcore + Pclad, where Pcore and Pclad is the integration of the longitudinal Poynting vector
~Sz with the corresponding cross-sectional area by inserting the traverse component of electric field
derived in Eqs. (1) and (2). Then





Pcore = −πa2βω

U2

(
ε0n

2
0A

2 + µ0B
2
) (

1
4
G1 +

a2m2

U2
G2

)

Pclad = −πa2βωε0n
2
t

W 2
A2 J2

m(U)
K2

m (kclW )

(
k2

cl

4
G3 +

a2m2

W 2
G4

)
,

−πa2βωµ0

W 2
B2 J2

m(U)
K2

m(W )

(
1
2
G5 +

am2

W 2
G6

)
(9)

where

G1=

a∫

0

[
Jm−1

(
U

a
r

)
− Jm+1

(
U

a
r

)]2

rdr, G2=

a∫

0

1
r
J2

m

(
U

a
r

)
dr,

G3 =

∞∫

a

[
Km−1

(
kclW

a
r

)
+ Km+1

(
kclW

a
r

)]2

rdr, G4 =

∞∫

a

1
r
K2

m

(
kclW

a
r

)
dr,

G5 =

∞∫

a

[
Km−1

(
W

a
r

)
+ Km+1

(
W

a
r

)]2

rdr, G6 =

∞∫

a

1
r
K2

m

(
W

a
r

)
dr.

Then the wave-guide efficiency can be obtained as follows:

η =
Pcore

Ptotal
=

W 2S1

(
F 2 − n2

0k
2Q2

)

U2J2
m(U)

[
F 2

K2
m(W )

S2 − n2
t k

2Q2

K2
m (KclW )

S3

]
+ W 2S1

(
F 2 − n2

0k
2Q2

) , (10)

where

Q=
Km−1(W )+Km+1(W )

2WKm(W )
− Jm−1(U)− Jm+1(U)

3UJm(U)
,

F =mβ

(
1

U2
+

1
W 2

)
, S1 =

1
4
G1+

a2m2

U2
G2,

S2 =
1
4
G5+

a2m2

W 2
G6, S3 =

k2
cl

4
G3+

a2m2

W 2
G4.

3. CALCULATED RESULTS AND ANALYSIS

LiNbO3 uniaxial crystal, as a 3m point group conventional uniaxial material of trigonal system,
was taken as the cladding material for this kind of fiber. Its principal indices nt, nz are 2.29 and
2.20 respectively, the electro-optical coefficient γ13 = 8.6× 10−12 m/V and γ33 = 30.8× 10−12 m/V
at λ0 = 633 nm, setting n0 = 2.33 and a = 500 nm, then the calculated curve of K ′

cl as function
of the electric field E3 and the curve of the relative index difference ∆cl as function of the electric
field E3 can be obtained from Eqs. (5)–(8) and shown in Fig. 2 and Fig. 3 respectively. It can
be seen that K ′

cl linearly decreases and the relative index difference ∆cl linearly decreases with it
increasing at the order of magnitude of 107 V/m.

Thus the curve of the wave-guide efficiency η versus the electric field E3 can be obtained from
Eq. (10) due to the influence of the electric field E3 on K ′

cl and ∆cl, as shown in Fig. 4. It can
be seen that the wave-guide efficiency η approximately linearly decreases with E3 increasing. It
means that less optical energy is confined in the core with the electric field running along the fiber
increasing, i. e., the more energy transmitted by the cladding, the stronger the electric field is.
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It follows from the above discussion that less power is confined in the core of the fiber with
cladding made of uniaxial anisotropic and electro-optic crystal material with the electric field run-
ning along the fiber increasing. The result provides an important basis for designing new voltage
sensors and studying some characteristics of electro-optic crystal.

4. CONCLUSION

The influence of electric field running along the fiber on wave-guide efficiency of optical fiber with
cladding made of uniaxial crystal materials whose optical axis i. e., z-axis, is parallel to the axis of
fiber Bragg grating were predicted using numeric solution. The calculated results indicate that with
the electric field increasing, the parameter K ′

cl linearly decreases but its relative index difference
linearly increases, and more optical energy was transmitted by the cladding. The result provides an
important basis for designing new voltage sensors and studying some characteristics of electro-optic
crystal.
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Abstract— The diffraction of a plane wave by a transversely inhomogeneous isotropic nonmag-
netic linearly polarized dielectric layer filled with a Kerr-type nonlinear medium is considered.
The diffraction problem is reduced to a cubic-nonlinear integral equation (IE) of the second
kind and to a system of nonlinear operator equations of the second kind solved using iterations.
Sufficient conditions of the IE unique solvability are obtained using the contraction principle.

1. STATEMENT OF THE PROBLEM OF DIFFRACTION BY A WEAKLY NONLINEAR
LAYER

Denote by ~E (~r) ≡ ~E (~r, ω) and ~H (~r) ≡ ~H (~r, ω) the complex amplitudes of the stationary
electromagnetic field; the time dependence is exp (−iω t). Consider the problem of diffraction
of a plane stationary electromagnetic wave by a nonmagnetic, isotropic, transversely inhomoge-
neous, ε(L)(z) = ε

(L)
xx (z), and linearly polarized, ~E (~r) = (Ex (y, z) , 0, 0), ~H (~r) = (0,Hy, Hz)

(E-polarization), with vector of polarization ~P (NL) =
(
P

(NL)
x , 0, 0

)
, and Kerr-like weakly non-

linearity,
∣∣ε(NL)

∣∣ <<
∣∣ε(L)

∣∣ layered dielectric structure, see Fig. 1 and [1, 2]. Here P
(NL)
x =

3
4χ

(3)
xxxx |Ex|2 Ex, ε = ε(L) + ε(NL) at |z| ≤ 2πδ is the permittivity of the nonlinear layer, ε(L) =

1 + 4πχ
(1)
xx (z), ε(NL) = 3πχ

(3)
xxxx (z) |Ex|2 = α (z) |Ex|2, α (z) = 3πχ

(3)
xxxx (z), and χ

(1)
xx (z) and

χ
(3)
xxxx (z) are components of the susceptibility tensor.

Figure 1: Weakly nonlinear dielectric layered structure.

One can show, similarly to [3, 4], that the total field Ex (y, z) = Einc
x (y, z) + Escat

x (y, z) of
diffraction of the plane wave Einc

x (y, z) = ainc · exp {i [φ y − Γ · (z − 2π δ)] }, z > 2π δ, by the
weakly nonlinear dielectric layer (Fig. 1) satisfies the equation

∇2 · ~E +
ω2

c2
· ε(L) (z) · ~E +

4πω2

c2
· ~P (NL) ≡

[
∇2 + κ2 · ε

(
z, α (z) , |Ex|2

)]
· Ex (y, z) = 0, (1)

and the following generalized boundary conditions: continuity of the tangential field components
on the layer boundary, the spatial inhomogeneity condition

Ex (y, z) = U (z) · exp (iφ y) , (2)

and the radiation condition for the scattered field

Escat
x (y, z) =

{
ascat

bscat

}
· exp (i · (φ y ± Γ · (z ∓ 2π δ))) , z

>
<

± 2π δ. (3)

Here ω = κc is the dimensionless circular frequency; κ = ω/c = 2π/λ is the dimensionless fre-
quency parameter such that h/λ = 2κδ, where λ is the free-space wavelength; c = (ε0µ0)1/2 is the
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dimensionless quantity equal to the speed of light in the medium containing the layered structure
(Im c = 0); ε0 and µ0 are the material parameters of the medium;

∇2 = ∂2/∂y2 + ∂2/∂z2;

ε
(
z, α(z), |Ex|2

)
≡ ε

(
z, α(z), |U(z)|2

)
=

{
1 , |z| > 2πδ

ε(L)(z) + α(z) · |U(z)|2 , |z| ≤ 2πδ
,

where ε(L)(z) is piecewise continuously differentiable with respect to z; α(z) = 3πχ
(3)
xxxx(z); Γ =

(κ2 − φ2)1/2; φ ≡ κ · sin(ϕ); and ϕ is the angle of incidence of the plane wave, |ϕ| < π/2.
We look for the solution to problem (1)–(3) in the form

Ex(y, z) = U(z) · exp(i φ y)

=





ainc ·exp {i·[φy−Γ·(z−2π δ)]}+ascat ·exp {i·[φy+Γ·(z−2πδ)]} , z > 2πδ,
U scat(z) · exp(i · φy), |z| ≤ 2πδ,
bscat · exp {i · [φy − Γ · (z + 2πδ)]} , z <−2πδ.

(4)

Here U(−2πδ) = bscat and U(2πδ) = ainc + ascat.
In [3] we solve problem (1)–(3) by reducing it to a one-dimensional nonlinear integral equation

(IE) along the layer height z ∈ [−2πδ, 2πδ] with respect to the scattered field component U(z) ≡
U scat(z)

U(z)+
iκ2

2Γ

2πδ∫

−2πδ

exp (iΓ|z − z0|)
[
1−

(
ε(L)(z0)+α(z) |U(z0)|2

)]
U(z0) dz0 = U inc(z), |z| ≤ 2πδ, (5)

where U inc(z) = ainc exp [−iΓ · (z − 2πδ)].

2. SUFFICIENT CONDITION OF THE EXISTENCE OF SOLUTION TO NONLINEAR IE

Assume that the permittivity function ε(L)(z) (in the argument of ε) is positive, bounded, and
continuous in the interval [−2πδ, 2πδ] and

1 < ε(L)(z) ≤ E, z ∈ [−2πδ, 2πδ], E > 1. (6)

Write IE (5) in the operator form

U + AU − F (α, U) = f, (7)

where

f(z) = U inc(z) = ainc exp [−iκ cos(ϕ) · (z − 2πδ)] ,

AU =

2πδ∫

−2πδ

k(z − z0) ·
[
1− ε(L)(z0)

]
· U(z0)dz0 (8)

is a linear integral operator with the continuous kernel

k(t) = s0 exp [2iκ cos(ϕ) · |t|] , s0 =
iκ

2 cos(ϕ)
,

(
−π

2
< ϕ <

π

2

)
,

and

F (α, U) =

2πδ∫

−2πδ

k(z − z0) · α(z0) · |U(z0)|2 U(z0)dz0

It is easy to see that

max
z∈[−2πδ, 2πδ]




2πδ∫

−2πδ

|k (z − z0)| ·
∣∣∣1− ε(L) (z0)

∣∣∣ dz0


 = (E − 1)

2πδκ

cos (ϕ)
= (E − 1) q0.
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Assume that |ϕ| < π/2, and parameters a, κ, δ are positive and satisfy the condition

(E − 1)q0 < 1, q0 =
2πδκ

cos(ϕ)
. (9)

Then one can show that the operator T (U) = −AU + F (α, U) + f defined by (7) and (8) is a
contraction with respect to the maximum-norm if the nonlinearity parameter α̃ = max

z∈[−2πδ, 2πδ]
|α(z)|

is sufficiently small, which implies that IE (5) has the unique solution U∗(z) continuous in the closed
interval [−2πδ, 2πδ]. U∗(z) is a limit with respect to the maximum-norm of the function sequence
Un(z) determined according to

Un+1 = T (Un) , n = 0, 1, 2, . . . , (10)

here the initial function is chosen subject to the condition max
z∈[−2πδ, 2πδ]

|U0(z)| < p , p ∈ (p1, p2),

where p1 and p2 are positive zeros of the polynomial α̃q0p
3 − [1− (E − 1)q0]p +

∣∣ainc
∣∣.

The results can be extended to the problem of diffraction by a lossy nonlinear layered structure
when the permittivity ε(L)(z) is an arbitrary complex-valued function continuous and bounded
on the line. To this end denote ε̃(z) = ε(L)(z) − 1 = ε1(z)eiε2(z), where, according to physical
assumptions of the model, the real and imaginary parts of the “shifted” permittivity function ε̃(z)
are positive, continuous, and bounded on the line such that the modulus ε1(z) and argument ε2(z)
satisfy 0 ≤ ε2(z) < π/2 and ε1(z) ≥ 1.

Assuming, similar to (6) and taking into account the conditions for the permittivity function
that 0 < ε1(z) ≤ E1 (that is, 0 <

∣∣ε(L)(z)
∣∣ ≤ E1) we can estimate the maximum-norm of the

integral operator (8)

A1U =

2πδ∫

−2πδ

k1 (z, z0) ε1 (z0) U (z0) dz0, k1 (z, z0) = −s0 exp {i [2κ cos (ϕ) |z − z0| ε2 (z0)]} ,

in the complex domain and show that the corresponding nonlinear operator T1(U) = −A1U +
F (α, U) + f defined using (7) and (8) is a contraction and IE (5) has the unique solution U∗ (z)
continuous in the closed interval [−2πδ, 2πδ]. This solution is a limit with respect to the maximum-
norm of the function sequence Un(z) (the fixed point of operator T1(U)) determined according to
(10) in which the initial function satisfies the condition max

z∈[−2πδ,2πδ]
|U0(z)| < q, q ∈ (q1, q2), where

q1 and q2 are positive zeros of the polynomial α̃q0p
3 − q −E1q0p +

∣∣ainc
∣∣. The rate of convergence

of the fixed-point iterations can be estimated in the form ‖Un − U∗‖ < tn−1
1 ‖T1 (U0)− U∗‖ , n =

2, 3, . . ., using the quantity t1 = q0 (E1 + 3α̃q1) < 1.
Taking into account the equivalence of IE (5) and boundary value problem (1)–(3) we con-

clude that under condition (9) this problem is uniquely solvable if the nonlinearity parameter α̃ is
sufficiently small.

3. SUFFICIENT CONDITION OF THE EXISTENCE OF SOLUTION: REDUCING TO A
FUNCTIONAL EQUATION SYSTEM

Here we present the proof of an alternative sufficient condition for the existence of a solution to
nonlinear IE (5). The approach developed in this section enables one to create a rather efficient
method of the numerical solution of the IE [4]. To this end, reduce (5) to a nonlinear functional
equation system considering the system of two IEs in the domain |z| ≤ 2πδ:

Un+1 (z)+
iκ2

2Γ

2πδ∫

−2πδ

exp (iΓ·|z − z0|)·
[
1−

(
ε(L) (z0)+α (z0) |Un (z0)|2

)]
·Un (z0) dz0 =U inc(z) ,

Ψn (z)+
iκ2

2Γ

2πδ∫

−2πδ

exp (iΓ·|z − z0|)·
[
1−

(
ε(L) (z0)+α (z0) |Un (z0)|2

)]
·Ψn (z0) dz0 =U inc(z) .

(11)
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The first equation of system (11) is an iteration scheme of solution to nonlinear equation (5). The
second is a linear IE with respect to Ψn(z) for the given Un(z0). If Ψn(z) is not an eigenfunction
of the problem of diffraction by the layer with the permittivity ε

(
z, α (z) , |Un(z)|2

)
≡ ε(L)(z) +

α(z) |Un(z)|2, then the second equation is uniquely solvable [3, 4] and its solution can be represented
in the form

Ψn(z) = Ψ
(
z, α (z) , |Un(z)|2

)
· U inc (z) .

Here Ψ
(
z, α(z), |Un(z)|2

)
is the solution to the linear IE at U inc(z) = 1 such that

∣∣∣Ψ
(
z, α(z), |Un(z)|2

)∣∣∣
≤ 1.

The analysis of the convergence criterion for the sequence Un(z), Ψn(z) specified by system (11)
enables one to obtain a sufficient condition for the existence of solution to nonlinear IE (5).

Kernels of IEs (11) are identical, which makes it possible to calculate and estimate the L2-norm
of the difference between Un(z) and Ψn(z)

ρ [Un+1(z), Ψn(z)] =




2πδ∫

−2πδ

|Un+1(z)−Ψn(z)|2 dz




1/2

≤ κ2

2Γ
·




2πδ∫

−2πδ

2πδ∫

−2πδ

∣∣∣1−
(
ε(L)(z0) + α(z0) |Un(z0)|2

)∣∣∣
2
dz0dz





1/2

·




2πδ∫

−2πδ

|Un(z0)−Ψn(z0)|2 dz0





1/2

(12)

≤ κ2

2Γ
· 4πδ · max

|z|≤2πδ

∣∣∣1−
(
ε(L)(z) + α(z) |Un(z)|2

)∣∣∣ · ρ [Un (z) , Ψn(zt)]

≤ κ2

2Γ
· 4πδ · max

|z|≤2πδ

[∣∣∣1− ε(L)(z)
∣∣∣ + |α(z)| · |Un(z)|2

]
· ρ [Un(z), Ψn(z)]

≤ κ2

2Γ
· 4πδ · max

|z|≤2πδ

[∣∣∣1− ε(L)(z)
∣∣∣ + |α(z)| · ∣∣U inc(z)

∣∣2
]
·ρ [Un(z),Ψn(z)] .

The last inequality in (12) is obtained taking into account the condition max
|z|≤2πδ

|Un (z)| ≤
max
|z|≤2πδ

∣∣U inc(z)
∣∣ which holds for all n = 0, 1, 2, . . . and directly follows from the inequality max

|z|≤2πδ
|U(z)|

≤ max
|z|≤2πδ

∣∣U inc (z)
∣∣ due to (4). We see that, according to (12), in the case under study of weakly

nonlinear approximation when

max
|z|≤2πδ

[
|α(z)| · |U (z)|2

]
≤ max
|z|≤2πδ

[
|α(z)| · ∣∣U inc(z)

∣∣2
]

<< max
|z|≤2πδ

∣∣∣ε(L)(z)
∣∣∣ , (13)

the iterations defined by the first equation of (11) converges to the unique solution determined by
(11) if the term in the last inequality of (12) multiplying the norm satisfies the condition

κ2

2Γ
· 4πδ · max

|z|≤2πδ

[∣∣∣1− ε(L)(z)
∣∣∣ + |α(z)| · ∣∣U inc(z)

∣∣2
]

< 1.

Taking into consideration the expression for the transverse wavenumber Γ =
{

κ2−[κ sin(ϕ)]2
}1/2

rewrite the last inequality as

κ · 2πδ · max
|z|≤2πδ

[∣∣∣1− ε(L)(z)
∣∣∣ + |α(z)| · ∣∣U inc(z)

∣∣2
]

< cos(ϕ). (14)
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We have proved the following statement which constitutes a sufficient condition for the existence
of solution to nonlinear IE (5): Assume that the weakly nonlinear approximation (13) holds. Then
nonlinear IE (5) has the unique continuous solution if condition (14) holds. This solution can be
obtained using both the iterations defined by the first equation of (11) and the equivalent iteration
scheme according to the second equation of (11) if to consider its solution Ψn(z) as the n + 1
approximation (setting Ψn(z) ≡ Un+1(z)) to the sought for U(z).

4. CONCLUSION

We have reduced the problem of diffraction of a plane wave by a dielectric layer filled with a Kerr-
type nonlinear medium to a cubic-nonlinear IE of the second kind and to a system of nonlinear
operator equations of the second kind. Sufficient conditions of the IE unique solvability have been
obtained; the equations have been solved using iterations.

On the basis of these solution techniques and the IE obtained one can perform numerical inves-
tigation of the resonance effects caused by certain nonlinear properties of the object under study
irradiated by an intense electromagnetic field. In particular, one can determine the critical limits of
the excitation field intensity that govern applicability of the developed mathematical model. The
proposed methods can be further applied to the analysis of various physical phenomena including
self-influence and interaction of waves; determination of eigenfields, natural (resonance) frequen-
cies of nonlinear objects, and dispersion amplitude-phase characteristics of the diffraction fields;
description of evolution processes in the vicinities of critical points; and to the design and modeling
of novel scattering, transmitting, and memory devices.
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1D Canonical and Perturbed Quantum Potential-well Problem: A
Universal Function Approach

I. Ahmed and A. R. Baghai-Wadji

School of Electrical and Computer Engineering, RMIT University, Melbourne, Victoria 3001, Australia

Abstract— We compute the eigenfunctions of canonical and associated perturbed quantum
systems and utilize them as co-ordinate functions for solving more complex problems. We start
with the infinite quantum potential-well problem because of the availability of the corresponding
complete set of eigensolutions in closed-form. Consecutively, we consider perturbed systems
defined by various added potentials, and set up the wavefunction equation of the perturbed
system as a linear combination of the original eigensolutions, introducing an infinite number of a
priori unknown coefficients. We utilize the notion of Universal Functions previously introduced
for solving complex boundary value problems. An easy-to-use software package for the calculation
of eigenpairs has been created. A glimpse of the numerical results will illuminate details of our
theory.

1. INTRODUCTION

This work is the 1D analog of the theory and results presented in [1], following the same logical
and procedural steps. Given a complex Boundary Value Problem (BVP), which will be referred to
as the original problem, our method consists of constructing an auxiliary problem, which resembles
the original problem but is much simpler. The simplicity assumption allows us to construct BVPs
which are numerically more tractable or have closed-form solutions. We shall illuminate details of
our technique by examples.

2. ON THE CONSTRUCTION OF THE AUXILIARY PROBLEMS

Consider the following Ordinary Differential Equation (ODE) for the function ψ̃(x) (actual prob-
lem):

− ~2

2M

d2

dx2
ψ̃(x) + V (x)ψ̃(x) = Ẽψ̃(x) (1)

The positive real-valued function V (x) is defined in the interval [0, Lx], with ~ and M being given
positive real constants. The fact that the operator J̃ = − ~2

2M
d2

dx2 + V (x) is positive definite (PD)
can be seen immediately:

〈
J̃f(x)

∣∣∣∣f(x)
〉

=
〈
− ~2

2M

d2

dx2
f(x)

∣∣∣∣f(x)
〉

+ 〈V (x)f(x)|f(x)〉

= − ~2

2M

Lx∫

0

dx

(
d2

dx2
f(x)

)
f(x) +

Lx∫

0

dxV (x)f(x)f(x)

=
~2

2M

(
df(x)
dx

)
f(x)

Lx∣∣
0

+
~2

2M

Lx∫

0

dx

(
df(x)
dx

)(
df(x)
dx

)
+

Lx∫

0

dxV (x)f2(x). (2)

Restricting ourselves to the class of functions which vanish at the boundary points x = 0 and
x = Lx, we obtain:

〈
J̃f(x), f(x)

〉
=
~2

2M

Lx∫

0

dx

(
df(x)
dx

)2

+

Lx∫

0

dxV (x)f2(x) > 0 (3)

Having shown the PD property of J̃ we next construct an auxiliary problem related to our original
problem by simplifying the operator J̃. We set, for example, V (x) ≡ 0 for x ∈ [0, Lx] (auxiliary
problem):

− ~2

2M

d2

dx2
ψ(x) = Eψ(x) (4)
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Since − ~2

2M
d2

dx2 , is positive definite, the eigenvalues and the corresponding eigenfunctions of (2)
are strictly positive. By substitution it can be verified that the solutions of the type (n ∈ N)

ψn(x) =

√
2
L

sin
(nπx

L

)
⇐⇒ En =

~2

2M

π2

L2
n2 (5)

satisfy (4). The infinite set of the solution functions {ψn(x)} constitutes a complete set of co-
ordinate functions in L2(R) which can be utilized for expanding any arbitrary function in their
span. Stated more precisely, we have the orthonormality condition 〈ψn|ψm〉 = δnm where as, the
completeness property, the expression for the resolution of identity takes the form:

I =
∞∑

n=1

∣∣ψn

〉〈
ψn

∣∣ (6)

In (6) we made use of the Dirac’s “bra” and “ket” notation. To see the latter relationship we
apply (5) to the function f(x) ∈ span{ψn}:

If(x) = f(x) =
∞∑

n=1

∣∣ψn

〉 〈
ψn

∣∣f〉
︸ ︷︷ ︸

fn

(7)

where the “generalized Fourier coefficients” fn are defined in (7) in the obvious fashion. Thus we
arrive at

f(x) =
∞∑

n=1

fn

∣∣ψn

〉
. (8)

This result shows that any function in the span of {ψn} can be expressed in terms of a linear
combination of {ψn}. In particular the solution for our original problem can be expressed as:

ψ̃(x) =
∞∑

n=1

αn

∣∣ψn(x)
〉
. (9)

Next we determine the “action” of ψ̃ on the auxiliary system and the “action” of ψ on the
original system and subtract the two “actions.” Minimization of the weighted residual “action”
leads to an algebraic system of equations for the determination of the expansion coefficients αn in
(9). The above mentioned computational recipe consists of the following steps:
Step I: Multiply (4) and (1) by ψ̃(x) and ψ(x) respectively, and subtract the resulting two “actions”
to obtain:

− ~2

2M

[
ψ̃(x)

d2

dx2
ψ(x)− ψ(x)

d2

dx2
ψ̃(x)

]
− V (x)ψ(x)ψ̃(x) =

(
E − Ẽ

)
ψ(x)ψ̃(x) (10)

Step II: Let 〈f(x)|g(x)〉 =
Lx∫
0

dxf(x)g(x) denote the inner-product of the two real-valued functions

f(x) and g(x). Integrate (10) over the interval [0, Lx]. Integrating by parts shows that the first
term on LHS vanishes. This is because the contributions of I and J , as stated below, cancel out
and thus result in (11):

I =
〈

ψ̃(x)
∣∣∣∣

d

dx

(
dψ(x)

dx

)〉
and J =

〈
ψ(x)

∣∣∣∣
d

dx

(
dψ̃(x)

dx

)〉

−
〈
ψm(x)

∣∣V (x)
∣∣ψ̃(x)

〉
=

(
Em − Ẽ

)〈
ψm(x)

∣∣ψ̃(x)
〉

(11)

Here we have chosen the particular solution-pair {ψm, Em} for {ψ, E}. Using the expansion
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formula (9) for ψ̃(x), into (11) and exchanging the order of integration and summation we obtain:

−
∞∑

n=1

αn 〈ψm|V (x)|ψn〉 =
(
Em − Ẽ

) ∞∑

n=1

αn 〈ψm|ψn〉 (12)

Amn = 〈ψm|V (x)|ψn〉 =

Lx∫

0

dxψmV (x)ψn (13)

Using the orthonormality relationship, we obtain (14), with δmn denoting the Kronecker delta
symbol:

∞∑

n=1

(Amn + δmnεm) αn = ˜̃
Eαm (14)

Varying m from 1 to N , a suitably-chosen upper limit, we obtain an N × N algebraic eigenvalue

problem. In (14) ˜̃
E stands for Ẽ normalized by ~2

2M
π2

L2 . Furthermore, εm = m2.

3. ON THE CONSTRUCTION OF “UNIVERSAL FUNCTIONS”

Next we construct “Universal Function” associated with the class of problems characterized by
V (x) in (15) leading to the “mutual” inter-action terms Amn, given in (16).

V (x) =
{

V0 x ∈ [a, b] ⊂ [0, Lx]
0 elsewhere, (15)

Amn = 〈ψm|V (x)|ψn〉 = V0

b∫

a

dxψm(x)ψn(x) (16)

Rewriting the integral at the right-hand side we obtain:

Amn = V0

b∫

0

dxψm(x)ψn(x)− V0

a∫

0

dxψm(x)ψn(x) (17)

Using the definition of ψm(x) and ψn(x) as given in (5) leads to:

Amn =V0

[
b
sin(m−n)πb/L

(m−n)πb/L
− α

sin(m−n)πα/L

(m−n)πα/L

]
−V0

[
b
sin(m+n)πb/L

(m+n)πb/L
− α

sin(m+n)πα/L

(m+n)πa/L

]
(18)

It is instructive to introduce the notion of Universal Functions [2]:

U(x) = sinc(x) (19)

Therefore, for the “inter-action” terms Amn(m 6= n) we obtain:

Amn = V0

{
bU

[
(m− n)

π

L
b
]
− aU

[
(m− n)

π

L
a
]
− bU

[
(m + n)

π

L
b
]

+ aU
[
(m + n)

π

L
a
]}

(20)

Based on the fact that U(0) = 1, for the “self-action” terms Amm we obtain:

Amm = V0

{
(b− a)− bU

(
2m

π

L
b
)

+ aU
(
2m

π

L
a
)}

(21)

4. NUMERICAL RESULTS

We discuss three characteristic cases where we perturb our original canonical system with V (x)
which support extends from a to b in the interval [0, Lx]. Case 1: We consider V (x) defined on
[a, b] = [0, 1/3] (Figure 1). Case 2: [a, b] = [1/3, 2/3] (Figure 2). Furthermore, we assume that in
both cases we have V (x) = V0 = 100.

We have obtained our numerical results by assigning the above-mentioned values to a and b in

(20) and (21). In addition, we have utilized (14) for calculating the perturbed energy ˜̃
E. Perturbed

wave functions ψ̃(x) in case 1 are given in Figures 3 and 4, and in case 2 in Figures 5 and 6.

Figures 3 and 5 show that for ˜̃
E values less than V0, the wavefunction ψ̃(x) decays exponentially.

Figures 4 and 6 illustrate that where ˜̃
E is greater than V0 we have oscillation.
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Figure 1: Perturbation function for case 1. Figure 2: Perturbation function for case 2.

~
ψ

Figure 3: ψ̃(x) for ˜̃
E = 96.826622133 < V0.

~
ψ

Figure 4: ψ̃(x) for ˜̃
E = 109.1793820 > V0.

~
ψ

Figure 5: ψ̃(x) for ˜̃
E = 98.95719841 < V0.

~
ψ

Figure 6: ψ̃(x) for ˜̃
E = 137.2751778 > V0.

5. EIGENVALUE DISTRIBUTION USING ARBITRARY POTENTIAL FUNCTIONS

Case 3: Our formulation allows assuming arbitrary potential functions V (x) and thus attaining
control over the distribution of eigenvalues. For these cases, the upper limit b would be iLx/NS ,
where i refers to the number of added potentials, Lx stands for the length of the infinite potential
well and NS is the number of equal sectors in the interval [0, Lx]. The lower limit a is equivalent
to (i− 1)Lx/NS . Therefore,

Amn =
NS∑

i=1

Vi

iLx/NS∫

(i−1)Lx/NS

dxψm(x)ψn(x) (22)

Figure 7 is an example where five arbitrary potentials in the form of V 1 to V 5 are taken in the
interval [0, Lx]. The values used for V 1 to V 5 are respectively, 1000, 1500, 2750, 3500 and 1250.

A fifty by fifty matrix was incorporated and the highest number of solution i. e., the 50th solution

for perturbed wave function ψ̃50(x) is shown in Figure 8. The energy eigenvalue ˜̃
E was measured
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Figure 7: Arbitrary potential functions in [0, Lx].

~
ψ

Figure 8: 50th eigensolution of ψ̃50(x).

at 5484.814105. Figure 8 shows oscillation for energy values greater than the largest potential. It
is also important to note that for higher-order eigensolutions, the region with the highest potential
always has the maximum amplitude and contains minimum wave numbers.

6. CONCLUSION

Utilizing our methodology we succeeded in tuning the arbitrary potential function V (x) for con-
trolling the distribution of eigenvalues and thus achieving a certain degree of localization.
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On the Calculation of Polynomially Perturbed Harmonic Oscillators

P. Peidaee and A. R. Baghai-Wadji

School of Electrical and Computer Engineering, RMIT University, Melbourne, Victoria, Australia

Abstract— we propose an easy-to-implement method for the calculation of eigenfunctions of
polynomially perturbed higher-order quantum harmonic oscillators. Our method is based upon
using the eigensolutions of the unperturbed harmonic oscillator as auxiliary gauging functions.
The obtained eigenfunctions of perturbed harmonic oscillators can be used as a complete set of
functions for analyzing related boundary value problems. Alternatively, the eigenfunctions can
be utilized as the starting point for the calculation of even-order polynomial perturbations.

1. INTRODUCTION

It is known that the eigenvalues and the corresponding eigenfunctions of the quantum harmonic
oscillator can be calculated in closed-form using Hermite polynomials [1]. It is also known that the
determination of the eigenpairs of linearly perturbed harmonic oscillators can be reduced to the
solution of the unperturbed problem [1]. In [2] we introduced a numerical procedure for the calcula-
tion of linearly perturbed harmonic oscillator. In this contribution we extend the theory presented
in [1] and demonstrate the applicability of our method to more complex problems. Thereby, the
key idea is the construction of an auxiliary problem the eigenpairs of which are known to us. As
will be discussed shortly, we shall choose as our auxiliary problem the ideal unperturbed harmonic
oscillator. As it will also be seen clearly the applicability range of the concept presented here is
quite large. More challenging cases will be treated elsewhere.

2. PROPOSED METHODOLOGY

The Auxiliary Problem: The Ordinary Differential Equation ODE for the quantum harmonic os-
cillator is:

− ~2

2M

d2ψ(x)
dx2

+ kx2ψ(x) = Eψ(x) (1)

Here, ~ refers to the reduced Planck’s constant, M is the electron mass, and k a parameter specifying
the magnitude of the quadratic potential function. We shall consider the eigenpairs {ψm, Em} of
this problem as our gauging system. Therefore, we will refer to (1) as our auxiliary problem.

The Actual Problem: Our actual (original) problem is a perturbation of the harmonic oscillator
by introducing an additive polynomial potential function. Here, we consider general monomials of
the form βxr with r being an integer and β a positive constant specifying the magnitude of the
perturbation. The ODE characterizing our actual problem has therefore the form:

− ~2

2M

d2ψ̃(x)
dx2

+ kx2ψ̃(x) + βxrψ̃(x) = Ẽψ̃(x) (2)

Our objective is the solution of (2) and thus the determination of eigenfunctions ψ̃m and the
corresponding eigenvalues Ẽm. To this end we proceed as follows:

Multiply the auxiliary system by ψ̃(x) and the actual problem by ψ(x) and substract the resulting
“actions” to obtain:

− ~2

2M

(
ψ̃(x)

d2

dx2
ψ(x)− ψ(x)

d2

dx2
ψ̃(x)

)
− ψ(x)βxrψ̃(x) =

(
E − Ẽ

)
ψ(x)ψ̃(x) (3)

Integrate both sides from −∞ to ∞:

− ~2

2M




∞∫

−∞
dxψ̃(x)

d2

dx2
ψ(x)−

∞∫

−∞
dxψ(x)

d2

dx2
ψ̃(x)


− β

∞∫

−∞
dxψ(x)xrψ̃(x)

=
(
E − Ẽ

) ∞∫

−∞
dxψ(x)ψ̃(x) (4)
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Introduce Dirac’s notation for the inner product to obtain:

− ~2

2M

{
〈ψ̃(x)

∣∣∣∣
d2

dx2
ψ(x)〉 − 〈ψ(x)

∣∣∣∣
d2

dx2
ψ̃(x)〉

}
− β〈ψ(x)|xr|ψ̃(x)〉 =

(
E − Ẽ

)
〈ψ(x)|ψ̃(x)〉 (5)

Integration by parts results in:

I = 〈ψ̃(x)| d2

dx2
ψ(x)〉 = ψ̃(x)

d

dx
ψ(x)

∣∣∣∣
+∞

−∞
− 〈 d

dx
ψ̃(x)| d

dx
ψ(x)〉 (6)

Since ψ(x) and ψ̃(x) ∈ L2(R) (quadratically Lebesgue integrable) the first term at the right-hand
side vanishes and we obtain

I = −〈 d

dx
ψ̃(x)| d

dx
ψ(x)〉 (7)

Similarly, we have

J = 〈ψ(x)| d2

dx2
ψ̃(x)〉 = −〈 d

dx
ψ̃(x)| d

dx
ψ(x)〉 (8)

Because of the equality of I and J the first two terms in the curly brackets in (5) cancel out
and we are left with:

− β〈ψ(x)|xr|ψ̃(x)〉 =
(
E − Ẽ

)
〈ψ(x)|ψ̃(x)〉 (9)

It is known that the “ground state” for the harmonic oscillator has the form:

ψ0(x) =
1

4
√

2π
e−

1
2
x2

(10)

By applying the annihilation operator a =
(

d
dx + x

)
m-times onto the expression for ψ0(x) we

obtain the expression for m-th “excited state” ψm(x) along with its corresponding eigenvalue Em:

ψm =
1

4
√

2π
Hm(x)e−

1
2
x2 ⇐⇒ Em = m~ω (11)

We substitute ψ(x) = ψm(x) and E = Em into (9):

− β〈ψm(x)|xr|ψ(x)〉 =
(
Em − Ẽ

)
〈ψm(x)|ψ(x)〉 (12)

Next we exploit the fact that the infinite set of eigenfunction of ψm(x) is complete in the space
L2(R). This property allows us to expand ψ̃(x) in terms of {ψm(x)}:

ψ̃(x) =
∞∑

n=1

αnψn(x) (13)

Substituting (13) into (12), and using the linearity property of the inner-product we obtain:

− β

∞∑

n=1

αn〈ψm(x)|xr|ψn(x)〉 =
(
Em − Ẽ

) ∞∑

n=1

αn〈ψm(x)|ψn(x)〉 (14)

Using the orthonormality condition 〈ψm(x)|ψ̃n(x)〉 = δmn2nn!
√

π in (14), and introducing Amn

as given in (15-a) we obtain:

∞∑

n=1

Amnαn =

(
Ẽ −m~ω

)
2mm!

√
π

β
αm (15-a)

Amn = 〈ψm(x)|xr|ψn(x)〉 (15-a)

In (15-a) we also have substituted the value for Em as given in (11).
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Amn can be solved in closed form [3]:

Amn =





0 (r−m−n) odd√
1
2
m!n!2m+n r!

2r

√
2m+n

m!n!

min(m,n)∑

P=max(0,−S)

(
n
P

) (
m
P

)
P !

2P (S + P )!
otherwise (16)

with S =
r −m− n

2
.

3. NUMERICAL RESULTS

To obtain numerical results we first need to truncate the sum in (15-a) by taking into account N
terms only (n = 1 . . . N):

N∑

n=1

Amnαn +
N∑

n=1

n~ω2nn!
√

π

β
δmnαn = ˜̃

E
N∑

n=1

2nn!
√

πδmnαn (17)

Here we have introduced ˜̃
E = eE

β . Note that for every given m (17) represents one equation for the
unknown expansion coefficients {α1, . . . , αN}. Letting m to vary from 1 to N we obtain an N ×N

matrix, the eigenvalues and the corresponding eigenvectors of which are the desired ˜̃
Ek and the

associated {αlk|l = 1, . . . , N} with k = 1, . . . , N .

Figure 1: N = 5, r = 3, for the first eigensolution. Figure 2: N = 5, r = 4, for the second eigensolution.

Figure 3: N = 5, r = 5, for the fifth eigensolution. Figure 4: N = 5, r = 8, for the fourth eigensolution.
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4. CONCLUSION

An easy-to-implement method for the determination of eigenpairs of polynomially perturbed har-
monic oscillators has been purposed. The method is based on using the unperturbed harmonic
oscillator as an auxiliary problem. We have shown that our solution concept leads to an algebraic
system for the determination of unknowns of the problem with closed-form formula for the resulting
matrix elements.
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On the Determination of Eigenpairs of 2D Positive Differential
Operators with Periodic Boundary Conditions

A. Rezaee and A. R. Baghai-Wadji

School of Electrical and Computer Engineering
RMIT University, Victoria 3001, Australia

Abstract— An easy-to-implement and versatile method for computing the behaviour of an
electron propagating in 2D periodic quantum structures has been introduced. Numerical results
for various parameters of the problem has been presented. The resulting eigenvalues directly lead
to the Brillouine dispersion diagrams of the periodic structures studied.

1. INTRODUCTION

We consider the properties of an electron propagating in 2D periodic structure. Even though this
problem is important for its own sake, our ultimate goal, however, is the solution of the so-called
defect problem. Defects are characterized by localized violation of the otherwise periodic structures.
The result will be presented elsewhere. In this contribution, which is an extension of [1] we present
a simply-by-inspection and easy-to-implement technique for ideal 2D periodic structures.

2. STATEMENT OF THE PROBLEM

Consider the 2D Schrödinger equation for an electron propagating in a doubly-periodic structure
characterized by a doubly-periodic potential function VP (x, y), [2]:

− ~2

2M

(
∂2

∂x2
+

∂2

∂y2

)
ψ(x, y) + VP (x, y)ψ(x, y) = Eψ(x, y) (1)

Here ~ is the reduced Planck constant, M the mass of the electron, and E the total energy of the
electron.

Our aim is the solution of (1) under the periodicity condition

VP (x + Px, y + Py) = VP (x, y). (2)

2.1. Solution Technique
Floquent theorem suggests the solution ansatz:

ψ(x, y) = ψP (x, y)eik1xeik2y (3)

Here, eik1xeik2y = eikr is a propagation phasing factor characterized by the wave numbers k1 and
k2 in the x and y directions, respectively. A consequence of (3) is that:

ψ (x + Px, y + Py) = ψP (x + Px, y + Py) eik1(x+Px)eik2(y+Py)

= ψP (x, y)eik1xeik1Pxeik2yeik2Py

= ψ(x, y)eik1Pxeik2Py (4)

By substituting (3) into (1) we obtain:

− ~2

2M

{[
d2ψP (x, y)

dx2

]
eik1xeik2y + 2ik1

[
dψP (x, y)

dx

]
eik1xeik2y + (ik1)2ψP (x, y)eik1xeik2y

+
[
d2ψP (x, y)

dy2

]
eik1xeik2y + 2ik2

[
dψP (x, y)

dy

]
eik1xeik2y + (ik2)2ψP (x, y)eik1xeik2y

}

+VP (x, y)ψP (x, y)eik1xeik2y = EψP (x, y)eik1xeik2y (5)

Since eik1xeik2y 6= 0, we obtain the following Partial Differential Equation (PDE) for ψP (x, y):

− ~2

2M

{
∂2ψP (x, y)

∂x2
+

∂2ψP (x, y)
∂y2

+ 2ik1
∂ψP (x, y)

∂x
+ 2ik2

∂ψP (x, y)
∂y

− (
k2

1 + k2
2

)
ψP (x, y)

}

+VP (x, y)ψP (x, y) = EψP (x, y) (6)
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Since VP (x, y) is a doubly-periodic function, it can be represented by a 2D Fourier series expan-
sion:

VP (x, y) =
∞∑

m=−∞

∞∑
n=−∞

Vm,neim 2π

Px
xe

in 2π

Py
y (7)

The Fourier coefficients are:

Vm,n =
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dye−im 2π

Px
xe
−in 2π

Py
y
VP (x, y) = 〈eim 2π

Px
xe

in 2π

Py
y|VP (x, y)〉 (8)

where the inner product 〈.|.〉 of the functions f(x, y) and g(x, y) is defined by

〈f(x, y)|g(x, y)〉 =
1

Pxpy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dyf∗(x, y)g(x, y). (9)

Here, the star indicates complex conjugation. Next, we multiply (6) by exp
(
−im 2π

Px
x
)

exp
(
−in 2π

Py
y
)

and integrate 1
PxPy

Px
2∫

−Px
2

dx

Py

2∫
−Py

2

dy · · · :

1
PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dy
d2ψP (x, y)

dx2
e−im 2π

Px
xe
−in 2π

Py
y

+
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dy
d2ψP (x, y)

dy2
e−im 2π

Px
xe
−in 2π

Py
y

+2ik1
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dy
dψP (x, y)

dx
e−im 2π

Px
xe
−in 2π

Py
y

+2ik2
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dy
dψP (x, y)

dy
e−im 2π

Px
xe
−in 2π

Py
y

− (
k2

1 + k2
2

) 1
PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dyψP (x, y)e−im 2π

Px
xe
−in 2π

Py
y

}

+
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dyV (x, y)ψP (x, y)e−im 2π

Px
xe
−in 2π

Py
y

= E
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dyψP (x, y)e−im 2π

Px
xe
−in 2π

Py
y (10)



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 929

Since ψP (x, y) is also a doubly-periodic function we can write

ψP (x, y) =
∞∑

m̂=−∞

∞∑

n̂=−∞
αm̂n̂eim̂ 2π

Px
xe

in̂ 2π

Py
y (11)

αm̂n̂ =
1

PxPy

Px
2∫

−Px
2

dx

Py

2∫

−Py

2

dyψP (x, y)e
“
−im̂ 2π

Px
x
”
e

“
−in̂ 2π

Py
y
”

(12)

Or, more compactly,
αm̂n̂ = 〈eim̂ 2π

Px
xe

in̂ 2π

Py
y
∣∣∣ψP (x, y)〉. (13)

Furthermore, we obtain

〈eim 2π

px
xe

in 2π

py
y
∣∣∣∣
dψP (x, y)

dx
〉 = im

2π

Px
αmn (14)

〈eim 2π

px
xe

in 2π

py
y
∣∣∣∣
dψP (x, y)

dy
〉 = in

2π

Py
αmn (15)

〈eim 2π

px
xe

in 2π

py
y
∣∣∣∣
d2ψP (x, y)

dx2
〉 =

(
im

2π

Px

)2

αmn (16)

〈eim 2π

px
xe

in 2π

py
y
∣∣∣∣
d2ψP (x, y)

dy2
〉 =

(
in

2π

Py

)2

αmn (17)

〈eim 2π

px
xe

in 2π

py
y
∣∣∣∣V (x, y)ψP (x, y)〉 =

∞∑

m̂=−∞

∞∑

n̂=−∞
αm̂n̂Vm−m̂,n−n̂ (18)

Substituting these results into (10) we obtain:

− ~2

2M

∞∑

m̂=−∞

∞∑

n̂=−∞

[(
k1+ m̂

2π

Px

)2

+
(

k2+ n̂
2π

Py

)2
]
δm̂−mδn̂−nαm̂n̂+

∞∑

m̂=−∞

∞∑

n̂=−∞
Vm−m̂,n−n̂αm̂n̂

= E

∞∑

m̂=−∞

∞∑

n̂=−∞
δm̂−mδn̂−nαm̂n̂ (19)

It is instructive to introduce the non-dimensional variables k̂1 = k1
2π

Px

and k̂2 = k2
2π

Py

.

For numerical calculations the series expansions in (19) need to be truncated by letting m̂ and
n̂ vary from, say, −N to N . Then for every given pair (m, n), Eq. (19) establishes a relationship
between (2N + 1)× (2N + 1) unknown coefficients αm̂n̂. Varying m, n from −N to N we generate
a (2N + 1)× (2N + 1) matrix eigenvalue problem for αm̂n̂ and the corresponding eigenvalues.

3. NUMERICAL RESULTS

In the following we assume the simplest possible function for VP (x, y), namely a box function:

VP (x, y) =

{
V0 (x, y) ∈ [−Lx

2 , Lx

2

]×
[
−Ly

2 , Ly

2

]
⊂ [−Px

2 , Px

2

]×
[
−Py

2 , Py

2

]

0 elsewhere
(20)

with this assumption we have

Amn =
[(

k̂1 + m̂
)2

+ γ
(
k̂2 + n̂

)2
]

δm̂−mδn̂−n + βα1α2 sin c [(m− m̂) πα1] sin c [(n− n̂) πα2] (21)

with

0 < α1 =
Lx

Px
< 1, 0 < α2 =

Ly

Py
< 1, β =

V0

~2

2M

(
2π
Px

)2 , γ =
(

Px

Py

)2

.

In the following figures the first few branches have been shown for α1 = 0.4, α2 = 0.6, β = 1,
γ = 1, and k2 = 0.2.
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Figure 1: The first branch in the Brillouin diagram
for α1 = 0.4, α2 = 0.6, β = 1, γ = 1, k2 = 0.2.

Figure 2: The first three branches in the Brillouin
diagram for α1 = 0.4, α2 = 0.6, β = 1, γ = 1,
k2 = 0.2.

Figure 3: The first six branches in the Brillouin diagram for α1 = 0.4, α2 = 0.6, β = 1, γ = 1, k2 = 0.2.

4. CONCLUSION

In the above calculations we assumed a box function B(x, y) for the potential function VP (x, y) =
V0B(x, y). We can show that more complicated functions for VP (x, y) such as B(x, y)⊗B(x, y) =
B2(x, y) (convolution of B(x, y) function with itself), or, B2(x, y)⊗B(x, y) = B3(x, y), or, convo-
lutions to any order (B-spline functions) lead to closed form expressions for the so-called Universal
Functions from which the matrix elements Amn can be calculated. Furthermore, we can construct
Universal Functions associated with B-spline wavelets.
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Abstract— In this paper, particle plasmons for metallic nanopspheres are investigated using the
method of multiple scattering. The extinction, absorption, and scattering efficiencies for single
and multiple nanopspheres are calculated for silver in the visible and ultraviolet regimes, including
where the electronic interband transition occurs. Both the real metal effect and the Drude model
are considered. In particular, multiple peaks, redshift, and broadening of the extinction spectrum
for single and multiple nanopspheres are identified and explained. Moreover, we investigate the
field patterns and the associated enhancements at the extinction peaks due to particle plasmon
resonance, and the extinction dip due to interband transition. Physical significance is discussed
regarding the effects of some important parameters such as particle size, number of particles,
interparticle spacing, and particle orientation.

The study of optical properties for metal spheres dates back to 1970s [1–3]. One of the most
important features is appearance of particle plasmons (PP), which are resonant modes of the
metal sphere coupled with the incident light. PP differ from surface plasmon polaritons (SPP)
on planar surfaces [4] in two aspects. First, they are a special type of localized surface plasmons
(LSP) associated with metal particles, yielding significant field enhancement near or on the particle
surfaces. Their resonant behaviors are strongly affected by geometry of the particles rather than
intrinsic properties of the metal such as the bulk plasma frequency ωp or surface plasma frequency
ωsp for planar interface. Second, there is no need of coupling techniques [5] such as prism, grating,
aperture, or lattice coupling for providing extra momenta to excite surface plasmons on particles.
In fact, the field patterns for PP resonance can be decomposed as multipolar oscillations and eddy
currents [6], both of which are fundamental modes attributed to spherical particles. For metal
particles of size from micrometers down to tens or hundreds nanometers, PP resonance would
occur in the infrared, visible, or even ultraviolet regime.

In the past, PP of single metal nanospheres has been studied intensively using the Mie theory.
The points of interest include an infinite number of resonant modes [7], plasmon resonance broad-
ening [8], and influence of the size and shape [9]. Recently, there is an increasing number of works
devoted to the study of interaction between the incident field and many nanospheres. Additional
new physics has been addressed regarding interaction between particles and effect of the polar-
ization of incident field [10, 11], electromagnetic energy transport and optical pulse propagation
[12, 13], and surface plasmon dispersion relations [14]. However, the nature of resonant modes and
their dependence on various geometric factors were apparently not identified and classified. On
the other hand, the real metal effect that takes account of the size correction received relatively
little attention. The present study is aimed to investigate PP for single and multiple metallic
nanospheres with particular emphasis on the characteristics of resonant modes and the associated
field enhancements. The dielectric function of the metal nanospheres is taken from experiments
[15], and correction of the surface effects on the nanoscales [16] is also considered.

The multiple scattering method built upon the Mie theory and the addition theorem for spherical
harmonics is developed to compute the field distributions. The method is semi-analytical and
accurate, and is much more efficient in computing the fields for many particles than the commonly
used finite-difference time-domain method for the particular geometry of spheres. These special
advantages enable us to examine closely the field distributions of many as well as single metal
spheres, which help uncover some features not observed before. Basic features of PP are identified
through the absorption, scattering, and extinction efficiencies, for the enhanced field at resonance
may radiate a substantial amount of energy (due to electric charge oscillation) to the far field,
and produces peaks in the spectra of these efficiencies [3]. In general, these peaks are located at
much lower frequencies than ωp of the metal or ωsp for planar interface. In particular, we shall
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identify PP as electric dipole, quadrupole, octopole, and so forth, and show how the characteristics
of resonant PP modes, such as redshift and broadening of the resonant peaks and the associated
field enhancements, alter due to coupling of neighboring resonance, with increasing the number of
particles and the interparticle spacing as well as the orientation of the particle chain. A comparison
of the Drude model with real dielectric function is also made to illustrate the discrepancies of
results between the ideal (Drude model) and real metals (experimental constants with or without
size correction).

It will be shown that the number of extinction peaks and their redshift and broadening are
dependent upon the size, and in particular strongly upon the number and the interparticle spacing
of the nanoparticles. For a chain of nanoparticles, we distinguish three cases: normal incidence
(with the chain oriented in the polarization direction of the incident wave); parallel incidence (with
the chain oriented normally to the polarization); and oblique incidence. A larger nanoparticle can
sustain more resonant modes because it allows more degrees of freedom to accommodate the field
pattern. At normal incidence, by decreasing the spacing between two nanospheres the number
of extinction peaks increases from one to two or even three. Moreover, the number of resonant
peaks increases also with increasing the number of nanospheres. In contrast, at parallel incidence
there are always only two peaks, irrespective of the number of particles in the chain. At normal
incidence, the field enhancement associated with the first peak is greatest in the midgap of a chain
of nanospheres. The field enhancement associated with other peaks may occur in other gaps of
the particle chain. As the number of spheres is increased, the field enhancement becomes less
significant. In the case of oblique incidences, the greatest enhancement does not necessarily occur
in the midgap of the chain, but depends on the orientation angle θ. It was found for a chain of
two nanospheres that the field enhancement in the midgap decreases log-linearly in the power 1.38
with increasing the interparticle spacing. Moreover, in a range of θ near normal incidence, the field
enhancement of the first peak in the midgap of the chain was found to follow the sine formula:
a sin θ + b with a fixed a and varying b which decreases with increasing the number of particles.

REFERENCES

1. Ruppin, R., “Optical properties of small metal spheres,” Phys. Rev. B, Vol. 11, No. 8, 2871–
2876, 1975.

2. Bohren, C. and D. Huffman, Absorption and Scattering by Small Particles, Wiley, New York,
1983.

3. Kreibig, U. and M. Vollmer, Optical Properties of Metal Clusters, Springer, 1995.
4. Raether, H., Surface Plasmons on Smooth and Rough Surfaces and on Grating, Springer-

Verlag, 1988.
5. Peyghambarian, N., S. Koch, and A. Mysyrowicz, Introduction to Semiconductor Optics,

Prentice-Hall, 1994.
6. Kreibig, U., B. Schmitz, and H. D. Breuer, “Separation of plasmon-polariton modes of small

metal particles,” Physical Review B, Vol. 36, No. 9, 5027–5030, 1987.
7. Fujimoto, F. and K. Komaki, “Plasma oscillations excited by a fast electron in a metallic

particle,” J. Phys. Soc. Japan, Vol. 25, 1679, 1968.
8. Kraus, W. and G. Schatz, “Plasmon resonance broadening in small metal particles,” J. Chem.

Phys., Vol. 79, 6130, 1983.
9. Kelly, K. L., E. Coronado, L. L. Zhao, and G. C. Schatz, “The optical properties of metal

nanoparticles: the influence of size, shape, and dielectric environment,” J. Phys. Chem. B,
Vol. 107, 668, 2003.

10. Su, K. H., Q. H. Wei, X. Zhang, J. J. Mock, D. R. Smith, and S. Schultz, “Interparticle
coupling effects on plasmon resonances of nanogold particles,” Nano Lett., Vol. 3, 1087, 2003.

11. Rechberger, W., A. Hohenau, A. Leitner, J. R. Krenn, B. Lamprecht, and F. Aussenegg,
“Optical properties of two interacting gold nanoparticles,” Opt. Commun., Vol. 220, 137, 2003.

12. Quinten, M., A. Leitner, J. R. Krenn, and F. R. Aussenegg, “Electromagnetic energy transport
via linear chains of silver nanoparticles,” Opt. Lett., Vol. 23, 1331, 1998.

13. Maier, S. A., P. G. Kik, and H. A. Atwater, “Optical pulse propagation in metal nanoparticle
chain waveguides,” Phys. Rev. B, Vol. 67, 205, 402, 2003.

14. Park, S. Y. and D. Stroud, “Surface-plasmon dispersion relations in chains of metallic nanopar-
ticles: An exact quasistatic calculation,” Phys. Rev. B, Vol. 69, No. 12, 125, 418, 2004.

15. Johnson, P. B. and R. W. Christy, “Optical constants of the noble metals,” Physical Review
B, Vol. 6, No. 12, 4370, 1972.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 933

16. Kawata, S., Near-Field Optics and Surface Plasmon Polaritons, Springer, 2001.



934 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

Spectrum Compression of a Short Pulse from a Central Obstructed
Circular Aperture in the Far-field
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Abstract— The spectrum changes of a Gaussian pulse in the far-field is studied with Fresnel
diffraction integral when it is incident on a circular aperture with a central obstruction. It can
be shown that the central obstruction will cause diffracted spectrum compressed, compared with
that of the normal circular aperture without a central obstruction. This novel effect could be
useful for optical engineering or optical communications.

1. INTRODUCTION

Recently there is increasing interests in so called “aperture dispersion”, that is, the spectral changes
of a short pulse resulting from the aperture diffraction. It also includes the red or blue shift of the
spectrum maximum or the distortion of the incident pulse’s spectrum [1–5]. It is well known that
an aperture with central obstruction can reduce the diffraction pattern width for constant intensity
light wave; hence it is used to enhance the resolving power of image-forming systems [6, 7]. In this
work, we study the spectral characteristics of a time-dependent Gaussian pulse when it is incident
on a circular aperture width a central obstruction, which is not investigated before. It can be shown
that the central obstruction of the aperture will have compression effect for the diffracted pulse
spectrum.

2. THEORY

Consider an incoming wave with a spectral scalar field U ′(p′, ω) incident on an annular aperture,
which has outer radius a and inner radius εa, (0 ≤ ε ≤ 1), as show in Figs. 1.(a)(b). The diffraction
field U(p, ω) on the observation plane can be obtained by using the Fresnel diffraction integral [8]:

U(p, ω) =
1
jλ

∫∫

P′

U ′(p′, ω)
exp(jωr/c)

r
χ(θ)dσ′, (1)

where χ(θ) is the obliquity factor, λ is the wavelength, ω is the angular frequency, c is the velocity
of the light wave, and r is the distance from point p′(x′, y′, 0) on the aperture plane to point
p(x, y, z) on the observation (image) plane. The Cartesian (cylindrical) coordinate systems used
for the incident (aperture) plane and the observation (image) plane are x′o′y′(ρ′, φ′) and xoy(ρ, φ)
coordinate planes, respectively. Σ′ is the aperture function and dσ′ is the integration to it, as
shown in Fig. 1(a). The factor 1/jλ in front of the integral of Eq. (1) is important because
1/λ(= ω/2πc) includes the ω dependence and the diffraction spectrum analysis will not be correct
if it is omitted [9, 10]. It is also noted that Eq. (1) is usually used for a monochromatic incident
field, U ′(p′, t) = U ′(p′, ω)e−jωt, with a single frequency ω and the constant complex amplitude
U ′(p′, ω), but it is also applicable for a broad-band incident pulse [1–5], which can be superposed
by monochromatic fields via the Fourier integral [11].

The aperture function for the annular aperture in Fig. 1(b) can be written as:

g(ρ′) = circ

(
ρ′

a

)
− circ

(
ρ′

εa

)
, (2)

where circ(ρ′) is the circle function and is defined as: circ(ρ′/2a) = 1 for 0 ≤ ρ′ ≤ a and
circ(ρ′/2a) = 0 for ρ′ > a. Let u(p′, t) = exp

[−1/2(t/τ)2 + jω0t
]

is the incident time-dependent
Gaussian pulse where ω0 is the pulse central frequency and τ is its duration time. Its spectral
amplitude U ′(p′, ω) = τ/

√
2π · exp{−1/2[(ω−ω0)τ ]2}. Substituting U ′(p′, ω) into (1) and using the

far-field approximation, the diffraction field U(p, ω) is

U(p, ω) =
1

jλR
exp[jk ·R] · U ′(p′, ω) · F (g(ρ′)), (3)
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(a)

(b)

Figure 1: (a) The geometry of the set up. (b) The structure of the circular aperture with a central obstruction.

where R is the distance for o′p, k = ω/c = 2π/λ and the last term F (g(ρ′)) is the Fourier transform
of the aperture function g(ρ′) with the spatial frequency fρ = ρ/λR as The Fourier Bessel transform
of this aperture function F (g(ρ′)) is [6]:

F (g(ρ′)) = 2πa2

[
J1(2πafρ)

2πafρ
− ε2

(
J1(ε2πafρ)

ε2πafρ

)]
, (4)

where the J1(x) is the Bessel function of the first kind and of the first order and fρ is the spatial
frequency.

With substitution Eq. (4) into Eq. (3) and using the relations 1/λ = ω/2πc, fρ = ωρ/2πcR =
ω sin θ/2πc, the diffraction field U(p, ω), can be rewritten as

U(θ, ω) =
1

jR

( ω

2πc

)
exp[j(k ·R)]

(
τ√
2π

)
exp

{
−1

2
[(ω − ω0) τ ]2

}

·
{

(2πa2)
[
J1(aω sin θ/c)

aω sin θ/c
− ε2

(
J1(εaω sin θ/c)

εaω sin θ/c

)]}
, (5)

where sin θ = ρ/R and θ is the angle between o′o and o′p [see Fig. 1(a)].
With the formula I(θ, ω) = |U(θ, ω)|2 = U(θ, ω) · U(θ, ω)∗, the spectral intensity I(θ, ω) of the

diffraction field, can be obtained as:

I(θ, ω) = A · ω2 exp[−(ω − ω0)τ ]2 ·
{

J1(aω sin θ/c)
aω sin θ/c

− ε2

(
J1(εaω sin θ/c)

εaω sin θ/c

)}2

, (6)
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where A = τ2a4/2πc2R2.

3. NUMERICAL RESULTS

Figs. 2(a) and (b) show the numerical results of I(θ, ω) according to Eq. (6) with two different
values of ε. It is noted that, if we define the first two zeros on the right and left as the width of the
I(θ, ω), the spectrum width is compressed to a narrower extent for an annular aperture (ε = 0.5
in (a) and ε = 0.8 in (b)) than that of a normal circular aperture (ε = 0) and that the wider
of the central obstruction, the narrower of the diffracted spectrum, as illustrated in the figure.
The compression effect can also be found by comparing FWHM (Full Width at Half Maximum)
of I(θ, ω) for the central obstructed and the normal circular aperture. The numerical calculations
give that FWHM for a normal circular aperture (ε = 0) is 0.73ω0 and it is 0.67ω0 for (ε = 0.5) and
it is 0.60ω0 for (ε = 0.8), respectively.
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Figure 2: (a) The spectral intensity for ε = 0, 0.5. (b) The spectral intensity for ε = 0, 0.8.

This novel effect can be useful when the diffracted spectral intensity compression is needed.
However, it is at the cost of less energy received on the observation plane, because for a point p on
the observation plane with angle θ. the total energy received is E(p) =

∫∞
−∞ I(θ, ω)dω, based on

parseval’s theorem [12].

4. CONCLUSIONS

In this work, the aperture dispersion of a short Gaussian pulse is studied when it is diffracted by
a circular aperture with a central obstruction. The novel effect called “spectrum compression”
can be found under such a situation, which is considered to be useful when the diffracted spectral
contribution needs to have a narrower bandwidth. Also this effect occurred in spectral domain
for a short pulse can be compared with its counterpart for a constant intensity light wave when a
narrower diffraction pattern is wanted in spatial domain [6, 7].

Besides its research interests, this novel effect may have important applications on the optical
engineering fields like short pulse lasers or optical communications where the bandwidth of the
pulse needs to be compressed or controlled.
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Abstract— If a polarized optical wave is incident from the top of a silver nanorod array, the
surface plasmons will be generated and surround the nanorods at the bottom of the array. As
they shift a little bit from the bottom, the localized effect of the silver nanorod will decrease, and
the surface plasmons can couple together if the spacing between the plasmons is small enough.
The coupled surface plasmons look like being re-emmitted by the silver nanorod array. The point
of this research is to study how to optimize the re-emitted surface plasmon, and investigate the
availability of the applications.

The interaction of the silver nanoparticles with optical waves is one of attractive issues in surface
plasmons. Under the illumination of optical light, the free electrons inside the silver nanoparticle
will be driven by the electromagnetic filed of the light. The collective motion of the free electrons
leads to generate the surface plasmon on the nanoparticle. On the other point of view, the silver
nanoparticle can localize the electromagnetic fields on its surface. Especially, the localized elec-
tromagnetic field has an intensity which is larger than the incident wave. However, the enhanced

Figure 1: The re-emitted surface plasmons from a hexagolly arranged silver nanorod array.
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surface plasmon is an evanescent wave, that is, it can not radiate from the nanopaticle, and its
intensity decay significantly as it leaves away from the surface of the particle. Under such situation,
one can not use the enhanced surface plasmon without approaching it.

If the nanoparticles are replaced by a compact nanorod array, it seems that the distribution of
the surface plasmon will be more regular and controllable. Consider an array of silver nanorods
which are arranged hexagonally, if a polarized optical wave is incident from the top of the array, the
surface plasmons will be generated and surround the nanorods from top to bottom of the nanorods.
As they shift a little bit from the bottom, the localized effect of the silver nanorod will decrease,
and the surface plasmons can couple together if the spacing between the plasmons is small enough,
as shown in Figure 1. The coupled surface plasmons look like being re-emmitted by the silver
nanorod array.

The coupled surface plasmons are very useful in nanoimaging, nanodetector, signal processor
and so forth. This coupling is influenced by many factors: wavelength, polarization, size of nanorod,
arrangement of nanorod array and so on. The point of this research is to numerically study how
to optimize the re-emitted surface plasmon, and investigate the availability of the applications.

This research support by the Ministry of Economic Affairs of Taiwan, R. O. C. through grant
number 95-EC-17-A-08-S1-0006.

REFERENCES

1. Raether, H., Sufrace Plasmons on Smooth and Rough Surfaces and on Gratings, Springer-
Verlag, Berling, 1988.

2. Sullivan, D. M., “Electromagnetics simulation using the FDTD method,” IEEE Press, New
York, 2000.



940 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

Improvement of PAE in Doherty Amplifier Using Dual Bias Control
and PBG Structure
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Abstract— This research improved the PAE(Power Added Efficiency) of a Doherty amplifier
using dual bias control and PBG structure. A PBG(Photonic BandGap) structure was used to
implement on output matching circuit and dual bias control was applied to improve the efficiency
of a Doherty amplifier at a low input level by applying it to a carrier amplifier. A Doherty amplifier
using the proposed structure improved PAE by 9% and 5 dBc of IMD3 (3rd Inter-Modulation
Distortion) compared to that of a conventional power amplifier.

1. INTRODUCTION

The significance of high output amplifiers in wireless communication has been emphasized due to
the rapid distribution of mobile communication systems. The current high power amplifiers (HPA)
require high power added efficiency and linearity [1]. In a solution for the linearity of conventional
power amplifiers, various methods, such as back-off, feedback, predistortion, feedforward, and PBG,
have been used. Among these methods, feedforward and predistortion methods have exhibited
the disadvantage of requiring additional elements. Thus, a PBG based method has been used to
implement linearization [2, 3]. Doherty amplifier exhibits problems in linearity although it improves
PAE [4, 5].

This paper implemented a DC voltage control for drain and gate and PBG structure for the
output matching circuit of a Doherty amplifier. The circuit has been based on a dual bias control
under the conditions that a class-A or class-AB carrier amplifier had certain degradations in linearity
due to saturation when a class-B or class-C peaking amplifier was operated. It is possible to improve
the problem of PAE and IMD3 in a power amplifier and characteristics occurring in non-linearity,
simultaneously. In addition, there is a possibility that it may improve performance by more than
30% on all bandwidth for input signals.

2. THEORY AND DESIGN OF DUAL BIAS CIRCUITS

PAE can be expressed as Equation (1)

PAE =
(RFoutput power)− (RFinput power)

(Vgs × Igs) + (Vds × Ids)
(1)

A method that controls bias voltages relative to the scale of input RF signals in order to improve
PAE. There are many kinds of improving linearity of HPA as follow : The voltage of drain or gate
can be controlled and both voltages can be controlled, simultaneously [6, 7]. This paper has been
used a dual bias control circuit that controlled both drain and gate voltages in which an envelope
detector using an AD8313 Analog Device with an excellent linearity and temperature insensitivity.

As shown in Figure 1(a), (b) although the output voltage was produced according to the scale
of input RF signals through an envelope detector, the voltage was adjusted through OP-Amps as
illustrated in Figure 1(c). As shown in Figure 2, according to the increase in input power, a bias
control circuit was fabricated in this research using a directional coupler due to the decrease in the
final gate and drain DC value from a class-AB to class-C voltage and class-B to class-C.

3. THEORY AND DESIGN OF PBG

Using a PBG structure, the forming of a stop band could be estimated based on the frequency that
corresponded to 2Λ in the Bragg grating principle. It was possible to form a stop band at a desired
point based on this PBG structure. The grating phase Λ can be noted as Equation (2)

Λ = λg/2 (2)

where λg is the wavelength of the wave induced from a microstrip line structure and calculated using
the effective permittivity and center frequency of a desired stop band as expressed in Equation (3).

λg(f) =
υp(f)

f
=

c

f
√

µrεr, eff (f)
(3)



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 941

(a) (b) (c)

Figure 1: Envelope detector with AD8313. (a) Configuration, (b) Response and (c) Circuit diagram for dual
bias circuit.

Figure 2: Dual bias circuit with directional coupler.

where εr, eff (f) is the effective refraction index of the center frequency of a stop band in a microstrip
structure. HFSS 8.0 by Ansoft was used as a simulation tool in order to design the PBG.

As illustrated in Figure 3, the PBG was designed to obtain a minimum signal decreasing at a
center frequency of 2.14GHz that was exhibited as S21 = −1.2 dB. In addition, it was designed to
obtain S21 = −39.4 dB levels at a secondary harmonic frequency of 4.28 GHz in order to decrease
a harmonic frequency that significantly affects nonlinearity.

Figure 3: Result of the PBG simulation.

4. DESIGN OF A DOHERTY AMPLIFIER USING A DUAL BIAS CIRCUIT AND PBG
STRUCTURE

A Teflon board with a permittivity of 3.2 was used in this research. In addition, ATF34143 of
Agilent has been used in HPA. A loadpull simulation using ADS2005 was applied to determine
an output matching point. Then, a Doherty amplifier has been designed using output matching
according to this output matching point [8]. Figure 4(a) illustrates the implementation of an output
matching circuit including the PBG in an offset-line when the output matching circuit was produced
by determining the loadpull matching point of the power amplifier. Based on these processes, a
Doherty amplifier was designed to using the PBG in order to improve linearity. At first, a class-AB
power amplifier was designed as a reference amplifier in order to compare it with this research.
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As shown in Figure 4(b), an output of 19.45 dBm was obtained from the 1-tone measurement in
this reference amplifier in which the power efficiency and IMD3 characteristics were 27.12% and
−27.45 dBc, respectively.

(a) (b)

Figure 4: (a) Structure of a Doherty amplifier using the proposed dual bias Control and PBG structure and
(b) Output power of the reference power amplifier (class-AB).

This paper proposes a structure that improves the PAE of a Doherty amplifier by applying dual
bias control designed using OP-Amps to control the voltage of an envelope detector based on a
Doherty amplifier that uses the previously proposed PBG. Figure 5(a) illustrates the fabricated
Doherty amplifier using a dual bias circuit and PBG structure.

DC voltages were generated through an envelope detector according to each input level and
were applied to a power amplifier with different amplification rates through OP-Amps in order
to configure the bias of gate and drain. In addition, it improved linearity by removing the 2nd
harmonic using an additional PBG structure as an offset-line. As shown in Figure 5(b), the Doherty
amplifier using the proposed dual bias control and PBG structure exhibited an output of 24.09 dBm,
efficiency of 36.28%, and IMD3 characteristic of −32.47 dBc. In addition, it was evident that if an
class-AB was used as a reference amplifier at an input of 10dBm as illustrated in Figure 5(c), the
Doherty amplifier using the proposed dual bias control and PBG structure showed a roughly 9%
increase in output compared to that of the reference power amplifier.

In addition, this research achieved the flatness in PAE for all input power level. Because gate
and drain voltage could be changed by controlling dual bias at the bias point of a carrier amplifier
according to the input power, it was possible to obtain more than 30% efficiency at a low input
power level compared to three other power amplifiers from the operation point of an actual amplifier.
Table 1 show the voltage variation in each gate and drain bias according to the input power level
with a value from 0 to 10 dBm. Table 2 notes the comparison between output power, PAE and
IMD3 for each power amplifier.

(a) (b) (c)

Figure 5: (a) Configuration of a Doherty amplifier using a dual bias circuit and PBG structure, (b) Output
power of the power amplifier using the proposed configuration and (c) Input power vs PAE.
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Table 1: Bias voltage variation according to the input power level.

Bias Voltage Input power level
Gate 0V ∼ 0.5V

0 ∼ 10 dBm
Drain 2V ∼ 4V

Table 2: Comparison of measured data for each power amplifier.

Reference Doherty Doherty Doherty
(Class-AB) (Classical) (With PBG) (Dual Bias and PBG)

Output power 19.45 21.14 22.24 24.09
PAE (%) 27.12 30.18 32.85 36.28

IMD3 (dBc) −27.45 −28.24 −31.84 −32.47

5. CONCLUSION

In order to increase the power efficiency of a power amplifier, this paper proposed an operational
power control method for an amplifier to control gate and drain voltage according to the scale of
input signals. This was achieved by employing a proposed dual bias control and structure that
improved linearity by applying a PBG structure played the role of a wideband stop band filter at
the output port of a power amplifier. Output of the amplifier designed by the proposed method
exhibited more improved power efficiency than that of the class-AB, classical Doherty amplifier,
and Doherty amplifier using a PBG structure. In addition, it was more than 30% efficiency at a
low input power. Furthermore, power efficiency increased approximately 9% according to an input
power of 10 dBm compared to the proposed class-AB based structure. The IMD3 characteristic
improved approximately 5 dBc. Moreover, it was evident that the designed structure showed more
than a 30% increase in efficiency for flatness and high characteristics for all input power level. In
the future, this method will be applied to a power amplifier with high output power.
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Abstract— A low power single-ended cross-coupled oscillator (SCO) topology is introduced
and the minimum oscillation current is derived from a one port model. The proposed SCO has
been fabricated using 0.18 µm CMOS technology. Measurement shows that the phase noise is
−103 dBc/Hz at 100 kHz offset from 440 MHz oscillation while dissipating 154µA of current from
a 1.5 V supply.

1. INTRODUCTION

Having been aggressively scaled down, CMOS technology becomes an attractive choice to implement
low-cost integrated wireless transceiver systems. And a low power design is also an important issue
for RF transceiver designers considering long operating time.

Most of the previously reported papers about a voltage-controlled oscillator (VCO) using CMOS
process have described the differential −Gm oscillator topology [1]. However, in case of the single-
ended transceiver with a monopole antenna, a differential topology is not recommended because
of its unnecessary complexity and an additional balun. This balun is usually implemented with
passive elements that increase chip size and power loss.

In this letter, a single-ended cross-coupled oscillator (SCO) topology is introduced that is com-
posed of a complementary NMOS and PMOS transistor pair. The PMOS of the SCO operates as an
active buffer which constructs a positive feedback path and also increases transconductance. More-
over, since the inductor of the LC resonator provides DC bias path, the SCO does not require an
additional circuit for bias. Therefore, the proposed SCO, which is simple and has a complementary
structure, is suitable for low noise and low current oscillator design.

2. PROPOSED OSCILLATOR

Figure 1(a) shows the proposed single-ended cross-coupled oscillator (SCO) structure. Since the
oscillation frequency and the resonance frequency of the LC resonator are almost same, the small-
signal equivalent circuit to calculate the negative input impedance of the SCO at the oscillation
frequency can be represented without the LC resonator as shown in Fig. 1(b). Here gmn and gmp

represent the transconductance of the MOS transistor M1 and M2, respectively. Note that the

(a) (b)

Figure 1: (a) Proposed SCO, (b) Equivalent circuit of the SCO without LC resonator.
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parasitic capacitors of M1 and M2 are ignored for simplicity. An expression for the current that
flows into the circuit can be written as

iin =
vin

1
gmn

+
1

gmp

− gmnvgsn − gmpvsgp. (1)

If it is assumed that the transconductances of the both transistors (M1 and M2) are made identical,
then gmn = gmp = gm, and the input impedance is derived from (1) as

Zin =
vin

iin
= − 2

gm
. (2)

From (2), the small-signal equivalent model for Fig. 1(a) is obtained as shown in Fig. 2. In this
circuit, the necessary condition for oscillation is

gm >
2

Rp
(3)

where Rp is the equivalent parallel resistance of the LC resonator. This condition is exactly the
same as the conventional differential −Gm oscillator [2]. Thus, by using the proposed SCO, the
minimum oscillation current can be cut in half, because two amplifiers (PMOS & NMOS) in a
positive feedback path share the same DC current.

Colpitts oscillator is one of the most widely used oscillators of single-ended type. This has
three passive feedback elements (two capacitors and one inductor), and the oscillation frequency
is determined by series combination of two capacitors and one inductor. On the other hand, the
oscillation frequency of the SCO determined by one capacitor, so that the capacitor size of the SCO
can be smaller than a quarter total capacitor size of Colpitts oscillator when the same inductor is
used. Aforementioned characteristics can be said not only to the SCO, but also to the differential
−Gm oscillator [2].

Furthermore, the voltage swing of the LC resonator in SCO can be larger than supply voltage,
since the output voltage can be lower than ground level by the LC resonator inserted. This improves
the phase noise performance of the oscillator [3].

Therefore, the proposed single-ended cross-coupled oscillator can oscillate at ultra low current
bias level and have good phase noise performance when a high-Q inductor is used [4]. These are
caused by the fact that the complementary structure provides high transconductance (gm total =
gmn + gmp).

Figure 2: One port equivalent model of the SCO.

3. MEASUREMENT RESULT

The proposed low current SCO was fabricated in UMC 0.18µm process targeting the RF transceiver
of the wireless capsule endoscope application. The carrier frequency (440 MHz) of the oscillator is
determined as the minimum loss frequency point considering the antenna loss and the loss property
of human body, etc. At 440 MHz, a relatively low frequency, the LC resonator of the SCO needs
a large inductor (40 nH), together with high-Q factor. Thus, the inductor of the LC resonator is
implemented off-chip using Murata LQW15A series. In order to measure the SCO biased with a
current source, an output buffer has been adopted. As shown in Fig. 3, the measured phase noise
of the SCO with current of 156 mA at 1.5 V supply is −103 dBc/Hz at 100 kHz offset from the
440MHz carrier. The calculated figure of merits (FOM) [5] of the oscillator is −182.2 dBc/Hz.
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Figure 3: Output spectrum of the SCO(Center 439.826 MHz; RBW 10 kHz; VBW 100Hz; SPAN 1MHz;
Attenuation 10 dB; RL 0dBm; Mkr −0.22 dBm, 439.826 MHz).

4. CONCLUSIONS

A novel single-ended cross-coupled oscillator topology is proposed and the minimum oscillation
current condition is analyzed based on the one-port small-signal equivalent model. Considering
the simple and complementary structure, the proposed SCO is adequate for designing an ultra low
power and low noise oscillator, since it can generate a relatively high negative conductance at low
current. The measured phase noise of 440 MHz at 100 kHz offset is −103 dBc/Hz while dissipating
only 154µA of current from a 1.5 V supply.
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Abstract— This paper shows the design of a broadband single-end low noise amplifier for
UWB system with TSMC 0.18 µm CMOS processes. The proposed amplifier achieves broadband
input matching by cascode feedback topology with parallel resonate cavity and the bandwidth
is from 3.1 GHz to 10.1 GHz. The simulation results are as follows: 12 ± 1 dB of gain, the
input/output return loss are greater than 10 dB, minimum noise figure is about 3.3 dB, and 1 dB
gain compression point is about −15 dBm. The total current consumption included bias network
is 9.1 mA under a 1.8V single supply voltage. Chip area is 0.8 mm× 0.8 mm.

1. INTRODUCTION

The Federal Communications Commission (FCC) authorizes the unlicensed use of Ultra-Wideband
(UWB) technology, this technology could be applied in various kinds of commodities. Under the
FCC UWB rules, Wireless UWB has a wide bandwidth with an actual transmitting range of
approximately 10 meters, and rate of transmitting data between 110 Mbps and 480 Mbps. The
power dissipation needed by UWB is very low, having its frequency range at 3.1–10.6 GHz [1], and
limited power emission at −41.3 dBm/MHz.

As we can see apparently, UWB technology announces the coming of the high-speed wireless
technology new age. This high-speed technology can be applied in wireless network, home network
connection, short distance radar, etc. Specific devices like multimedia DVDs, high quality television
images, satellites, and televisions are some examples of its application. Moreover, in the coming fu-
ture, digital cameras, scanners, printers and MP3 players can be connected to computers wirelessly,
rather than the wired connection used presently. Through the brief description of UWB technology
above, we shall foresee the future prevalence of high-speed wireless consuming multimedia facilities,
not to mention the immense commercial profit it will produce.

The feedback architecture is widely used in wideband amplifiers, and performs well in wideband
matching and flat gain. Based on the Feedback topology, this paper shows with the combination of
parallel resonate matching [2–4], using of inductance of the input matching network can be reduced
and leading to smaller chip area.

The paper is organized as the following. After the introduction, comes the Section 2 describing
how we design wideband LNA; the Section 3 explains the simulating result, and the last chapter is
the conclusion.

2. DESIGN OF AMPLIFIER

A load is placed at Z2 which can be plotted on the Smith chart and it’s trace as shown in Fig. 1(a)
(ω2 > ω1). Once we transfer Z2 into admittance Y2(Y2 = G1 − jB1 at ω > ω0 or Y2 = G1 + jB2 at

(a) (b)

Figure 1: The matching process. (a) after adding a component, Z1 move to Z2 and (b) Y2 connect with
parallel resonant cavity.
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ω < ω0), connect it with parallel resonate cavity, and design an appropriate resonate cavity L and
C value, making resonate frequency fall on ω0, and utilizes −jB offered at low frequency resonate
cavity and +jB offered at high frequency, −jB1 and +jB2 at Y2 could be eliminated, as showed
in Fig. 1(b), thus we achieve wideband matching. Mostly the bandwidth of the wideband amplifier
does not always go through the real axis precisely, as Z1 in Fig. 1(a) or make the central point of
the bandwidth falls accurately on the real axis. We can move the frequency load to the real axis
by adding a “component” to it.

CM = C2 (1−Aυ) (1)

RM =
R1

1−Aυ
(2)

Figure 2 is the LNA topology we designed. The first step is to choose the size of transistor
M3 in order to achieve minimal noise figure. In next step, we decide the device value of the input
matching network which is composed of L1, CM , RM and L3.

Figure 2: Proposed wideband amplifier. Figure 3: Small-Signal equivalent circuit at
the input.

Aυ is the open loop voltage gain of the LNA [5], while C2 can resist the output stage current
from Cascode [6] and achieve optimization of transistor (M3) bias and increase the gm value by
separating the first stage output DC level from the first stage input DC level. By doing so, power
dissipation is decreased and the gain of the amplifier is increased. Also, appropriate regulation of
R1 can enable the input resistance to approach the matching to 50Ω.

L1 and CM will cause parallel resonate by using the inductive reactance and capacitive reactance
appeared before and after the resonating, we can eliminate the reactance of the circuit we want to
match. Then, the impedance in certain frequency range will approach 50 Ω; thus the broadband
matching achieved. Inductor L3 can move the matching bandwidth to the real axis. As showed in

(a) (b)

Figure 4: Input matching network (a) without L3 and (b) with L3. Figure 5: Output stage circuit.
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(a) (b)

(c) (d)

(e)

Figure 6: Simulation results of the proposed LNA. (a) gain, (b) noise figure, (c) input matching (S11), (d)
output matching (S22), (e) stability factor.

Figs. 4(a) and (b), we find that the closer the high frequency approaches the central of the circle,
the better matching effect achieves. With better matching effects, the gain will improve without
extra power dissipation.

There is an amplifying effect at the output stage also, which can increase the total gain. As we
can see in Fig. 5, by using active load, the output impedance equals Rout = 1/gm3 // ro4

∼= 1/gm3.
Then, regulate 1/gm3 as approximately 50 Ω, and we achieve matching at the output.

In order to extend the Bandwidth, the output load of cascode amplifier will be done with
inductive-peaking technique as showed in Fig. 2. Inductor L2 will give the cascode amplifier output
an extra zero to eliminate the pole, and extend the bandwidth. Because the Cascode stage is the
main amplifier, the current being nearly 6 mA, we will parallel 6–7 resistors to prevent the wire
be broken in actual application. Knowing that process variations usually occur in semiconductor
process, this circuit adopts PMOS to complete the resister device of inductive-peaking. When
operating PMOS at the deep triode region [7], the MOS device performs like a resistor (see M1
in Fig. 2), keeping the gate voltage of M1 low, so that all loads of the voltage output amplitudes
remain in the deep triode region. Resistance RON is showed in Equation (3).

Ron =
1

µpCox

(
W
L

)
(VDD − Vb − |VTHP |)

(3)

3. SIMULATION RESULTS

The proposed architecture shown in Fig. 2 is applied to a 3.1∼10.1GHz broadband amplifier based
on 0.18µm CMOS technology. The simulated maximum gain is 13.1 dB at 6.6GHz and 1 dB of
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gain flatness as shown in Fig. 6(a).The simulated NF shows a minimum value of 3.3 dB at 8.9 GHz
as shown in Fig. 6(b). The input/output matching simulation results are shown in Figs. 6(c) and
(d) respectively. S11 and S22 of LNA are less than −10 dB in the frequency ranges of interest. The
stability of LNA was simulated as shown in Fig. 6(e), and it is satisfied in the operation frequency
range. The input third intercept point is performed at 5.5GHz and 10.5 GHz. The performance
simulation results for proposed LNA are summarized in Table 1.

Table 1: Simulation results of wideband LNA.

Process TSMC 0.18 µm CMOS

Bandwidth (GHz) 3.1∼10.1

S11 (dB) > 10 dB

S21 (dB) 12± 1

S12 (dB) > 30 dB

S22 (dB) > 10 dB

NF (dB) 3.3 ∼ 5

P1dB (dBm)
−15.7@ 5.5GHz

−9 @ 10.5GHz

IIP3 (dBm)
−6.6@ 5.5GHz

−1.7@ 10.5GHz

Power Consumption (mW) 16.4

Chip Size (mm×mm) 0.8× 0.8

4. CONCLUSIONS

The novel broadband amplifier is achieved by combining the cascode feedback topology and parallel
resonant cavity. The designed LNA is applied to a 3.1 ∼ 10.1GHz UWB amplifier implementation
based on 0.18µm CMOS technology. The simulation results show 12 dB gain, minimum noise
figure 3.3 dB, and less than −10 dB input/output matching within bandwidth with 16.4mW power
consumption. This proposed broadband LNA could be used for UWB system.
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Compact Surface-mount Wideband and Multi-band Internal Chip
Antenna for Mobile Handset

H. C. Choi, D. S. Shin, S. U. Park, and H. D. Kim

Hanyang University, Korea

Abstract— A novel and broadband spiral chip antenna is presented in this paper. The size of
the proposed antenna is 20 × 3.2 × 8mm3 and is suitable to be embedded in a mobile phone as
an internal antenna. Also, this antenna is designed to be installed at the newest mobile handset
whose size is 40 × 93 mm3. The minimization of this antenna was realized by using spiral line
structure on FR-4 of dielectric permittivity εr = 4.4. The proposed antenna is SMD type to be
easily installed in the practical mobile handset. We use PCB technology which can allow this
antenna to be produced massively with low cost. We can get the wideband operation in the
upper band by overlapping high order resonances of branch structure. The measured bandwidth
(VSWR< 3) of the designed antenna is 160 MHz (980–1140MHz) in the lower band and 1230
MHz (1910–3140 MHz) in the higher band. The antenna has been designed by a commercial
software HFSS.

1. INTRODUCTION

Mobile phone companies make their efforts to get better designs by installing the antenna inside
mobile handset instead of outside of it. Accordingly, miniaturization research of antenna has been
pursued for many years. As a result of it, many internal type antennas have been studied [1].
Because the mobile phone business is in active in export as well as domestic demand, interest
in the development of the global roaming phone which can be sold in several countries by one
development is rapidly growing. For the global roaming phone development the company needs
the technology of multi-band antenna that can accommodate the bands more than quad-band.
Also, the multi-band antenna is the essential condition of mobile phone as consumers prefer the
multi-media functions.

Most antennas, studied now, are PIFA type that can accommodate more than quad-band. But
these antennas can work properly only under the limited condition that they should be installed
high from the ground of mobile phone [2, 3], which makes them unfit for the cell phone of thin
slices shape. It is hard for mobile handset with PIFA type antenna to lead the fashion. There were
attempts to manufacture small antenna which take advantage of chip type antenna technology to
solve this problem. Until now small dual-band antennas that use structure such as meander line or
spiral line on dielectric substance have been studied much [4, 5]. This paper proposes the small dual
wide-band antenna to be built in global roaming phone using dual-band chip antenna technology.

Printing Circuit Board (PCB) technology, which is used in the proposed antenna, can reduce
production cost and manufacturing time. Because this antenna is manufactured as SMD type, it
can be easily installed in mobile handset. The antenna with spiral lines is constructed on FR-4
dielectric substrate (εr = 4.4). The size of antenna is 20×3.2×8mm3 and test board is 40×93mm2.
Although the larger ground plane helps to get the wider bandwidth, in this paper the size of test
board is limited to that of common mobile handset. The measured bandwidth (VSWR 3:1) of
the proposed antenna is 160 MHz (980–1140MHz) at low frequency range and 1230 MHz (1910–
3140MHz) at high frequency range.

2. DESIGN OF THE CHIP ANTENNA

This proposed penta-band chip antenna is designed to act in 880–960 MHz (GSM900) and 1850–
2480MHz (USPCS/WCDMA/WiBro/Bluetooth). The resonance frequency given in test jig gen-
erally falls by permittivity of phone case when the antenna is installed in a real mobile phone [6].
So we designed resonance frequency of this antenna a little higher. Also, considering the variation
of resonant frequency by the users hand or head [6], the proposed antenna is designed to have the
wider bandwidth than the target bandwidth.

The proposed antenna is manufactured by taking advantage of PCB technology. In making a
small size antenna by using this PCB technology, meander line structure is more effective [4, 7].
But the bandwidth will be decreased if one uses too many meander sections in limited height. Also
we cannot expect linear falling of resonance frequency [7, 8]. The branch structure that consists of
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Figure 1: Proposed antenna.
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Figure 2: Geometry of test board.

two meander line to get multi-band is affected by distance between two structures [4]. Therefore
it is difficult to design the antenna under the condition that mobile phone’s thickness is fixed. In
addition to the capacitance between branch structure makes bandwidth at low frequency narrow
[9]. So, in this paper we manufacture the branch structure antenna using two spiral lines and one
straight line. Fig. 1 shows the entire antenna structure whose two spiral patterns are connected by
via component. The proposed antenna is simulated on test board seen in Fig. 2. The test board is
designed to be similar to the board of the general mobile handset.

Figure 3: Effect of branch (two spiral lines). Figure 4: Effect of branch (one straight line).
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The proposed antenna is designed by adjusting the length and width of two spiral lines to overlap
the harmonic resonance components made by each structure. The characteristic of overlapping
resonance components is observed at Fig. 3. Also, Fig. 4 shows the effect of the straight line. By
adjusting three branch lines the designed antenna has wide-band operation.

Figure 5: Manufactured antenna. Figure 6: Antennas manufactured on one PCB board.

3. ANTENNA MANUFACTURED AND RESULTS MEASURED

The manufactured antenna is shown in Fig. 5. The type of the proposed antenna has an advantage
that one can reduce product development time because instantly many models can be produced
which has various resonance frequencies by using PCB technology shown in Fig. 6. Fig. 7 shows
that the proposed antenna is attached by SMD Type to test jig to measure with network analyzer.
In Fig. 8, the measured and simulated VSWR are compared which are agreeable in tendency. The
measured bandwidth (VSWR< 3) of the proposed antenna is 160MHz (980–1140MHz) in the lower
band and 1230 MHz (1910–3140 MHz) in the higher band. The measurement of VSWR data was
achieved by using Agilent E8361 network analyzer.

Figure 7: Installation to test board. Figure 8: Simulation VSWR data (solid line) and Measured
VSWR data (dashed line).

Table 1: Radiation efficiency of the proposed antenna.

(a) in low frequency range.

Start Center Stop
Frequency (MHz) 980 1020 1140
Efficiency (dB) −1.83 −1.53 −1.62
Efficiency (%) 65.58 70.33 68.80

(b) in high frequency range.

Start Center Stop
Frequency (MHz) 1910 2525 3140
Efficiency (dB) −1.92 −1.33 −1.91
Efficiency (%) 64.33 88.26 64.42

The measured radiation efficiency in VSWR 3:1 is summarized in Table 1. These values were
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measured in A PLUS tech CTIA OTA test chamber. Table 1 illustrates that the radiation efficiency
within (VSWR 3:1) bandwidth is over 60%.

4. CONCLUSIONS

A dual wide-band monopole antenna using branch structure with two rectangular spiral lines and
one straight line has been proposed, fabricated and tested. We improved productivity taking
advantage of PCB method. And we could achieve broadband characteristic by overlapping dual
resonances in high frequency band. The bandwidth of this proposed antenna is wider than the
necessary band of GSM900/USPCS/WCDMA/WiBro/Bluetooth. Therefore this antenna is robust
for the variation of resonant frequency by hand or head. In conclusion, this proposed antenna is
expected to be efficiently used for the global roaming phone in many corporations.
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Broadband Internal Antenna for Mobile DTV Handsets
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Abstract— A novel low profile metal plate monopole antenna with L-shape silts for mobile
handsets operating DTV (470–740 MHz) band is proposed. The antenna can be easily constructed
by folding the planar patch with the silt and occupies a small volume of 56 × 23 × 10mm. The
measured return losses for operating frequencies over the DTV band are better than −10 dB.
The proposed antenna shows omni-directional or monopole-like radiation patterns and has good
antenna gain over the frequencies of interest. The antenna can be applied to DTV application.

1. INTRODUCTION

Digital television (DTV) broadcasting is expected to provide data service and replace the analog
TV broadcasting. It is very attractive for wireless communication device based on digital commu-
nication technology such as mobile handset. Many wireless communication devices have internal
antenna for several advantages over the conventional external antennas [1]. It makes the mobile
handset look aesthetic and compact. For this reason an internal antenna for DTV application
should be low profile and have wideband (470∼740MHz) characteristic [2]. Especially the key issue
in the design of an internal antenna is the size reduction while maintaining the antenna performance
the same as that of an external antenna. A low profile planar metal plate monopole antenna for
DTV signal reception in the UHF band for laptops has been reported recently [3].

In this paper, we present an embedded DTV antenna for mobile handset application. The
proposed antenna has a narrow width of 23 mm and is very promising to be embedded within the
narrow space between the display and the casing of the mobile handset to perform as a concealed or
embedded antenna. In addition, the antenna can provide a wide bandwidth (about 50% centered
at 625 MHz) for operating in UHF band.

195mm

70mm

35mm

70mm

50  coaxial line

X

Z

Y

D2

D1

A
rm

 2

A
rm

 1L

W

W1

WS

H

HSW2

L2

L-shape slit

(a) (b)

Figure 1: The structure and geometry of the proposed antenna, (a) overall view, (b) detailed geometry of
the radiation element.

2. ANTENNA DESIGN

Figure 1 shows the structure and geometry of the proposed antenna. The antenna is placed on
the FR4 substrate with height (H) of 0.8 mm and relative permittivity of 4.4 and has a dimension
of 195mm×70mm. The proposed antenna is a folded metal plate monopole with L-shape slit.
The folded metal plate monopole, the antenna ground plane and the system ground plane were
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all fabricated using a 0.2mm thick brass sheet. There is a small gap of 2mm between the folded
structure and the ground plane and the feeding point is located at the edge of the monopole
structure. 50Ω coaxial line is connected to feed point to excite the monopole structure and its
grounding sheath connected to the antenna ground plane. The length of folded monopole (L) is
56mm. The L-shaped slit consists of two arms that control the impedance bandwidth. Each length
of the two arms is a prime element to decide the impedance bandwidth of a suggested antenna.

(a) (b)

Figure 2: Simulated return loss for different structures, (a) for various slit structure, (b) for various matching
structure.

(a) (b)

Figure 3: Return loss characteristics for various values of D1 and D2, (a) definition of geometric parameter
D1 and D2 (top view), (b) simulated return loss for various values.

Table 1: The optimum design parameters.

Parameter
Value

(mm)
Parameter

Value

(mm)

L 56 D2 12

L2 11 W 23

H 10 WS 8

HS 8 W1 10

D1 2 W2 7
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(a) (b)

Figure 4: Current paths on the folded antenna for different frequencies, (a) 530MHz, (b) 740 MHz.

Figure 5: Simulated and measured return loss characteristics.
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Figure 6: Measured radiation patterns, (a) 520 MHz, (b) 740MHz.
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3. SIMULATION AND MEASUREMENT

Figure 2 shows the simulated return loss characteristic of a proposed antenna with L-shape slit and
matching stub (Hs). The arms and matching stub enhance the wideband impedance performance
by providing an additional resonance. Figure 3 shows the input return loss characteristic for various
values of D1 and D2. The two values of gaps between the folded monopole structure and ground
plane make differences in matching performance. The current paths of folded antenna are shown
in Figure 4. The length of the longest current path is about λ/4 at 560 MHz and 740 MHz. To
achieve low profile structure on the finite ground, the monopole antenna is folded. Figure 5 shows
the simulated and measured return loss of the proposed antenna. Frequency tuning can be achieved
by adjusting the lengths of the two arms. The optimum design parameters are listed in Table 1.
Figure 6 presents the measured radiation patterns in the x-y plane, y-z plane and z-x plane at
520MHz and 740 MHz are illustrated. Nearly omni-directional radiation patterns are observed at
each frequency. Measured antenna gain is varying from −1 dBi to 4 dBi as shown in Figure 7. The
antenna is modeled numerically by using Ansoft’s High-Frequency structure simulator (HFSS) [4].
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Figure 7: Measured antenna gain.

4. CONCLUSION

A novel low profile metal-plate monopole antenna with wideband characteristic has been proposed
and implemented for DTV applications. The proposed antenna has a folded structure and L-shape
slit. To obtain the wide bandwidth characteristic, the gap and L-shape slit with two arms are used.
The dimensions of an L-shape slit and the value of the gap are optimized by the parametric analysis
and the wide bandwidth performance from 465 MHz to 745 MHz are obtained. Design parameters of
the antenna are experimentally optimized and the measured radiation and return loss characteristics
of the antenna are good enough for DTV application. This antenna can be a good candidate for
mobile DTV handset due to its low profile, small size and wideband characteristics.
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Abstract— A novel compact CPW ultra-wideband (UWB) antenna combined with a compact
band-selective filter is proposed. The proposed antenna without filter satisfies the return loss
requirement of less than −10 dB over the frequency range of 3.0GHz to 12.1 GHz. The optimized
antenna has dimensions of 10×16mm2 on a Teflon substrate (εr = 3.48) with good radiation
characteristics and is easy to fabricate. The proposed antenna with filter has the frequency band
of 3 GHz to 11 GHz for VSWR less than 2.0 with a rejection band around 5.0 to 5.9 GHz.

1. INTRODUCTION

Since the recent approval of UWB radio system, many researchers have extensively investigated on
the modern indoor wireless communication system with high data transmission rate such as sensors,
radar, and tracking applications. For the reliable use of these communication services, the design
of UWB devices such as antennas, filters, and LNAs is required. Various types of UWB antennas
operating from 3.1 GHz to 10.6 GHz have been studied [1–3]. However, due to the coexistence of the
UWB frequency band with Wireless LAN and Hiper LAN service band from 5.15 GHz to 5.825 GHz,
UWB radio signal can be interfered with those services. Also, the effect of unwanted noise increases
Noise Figure (NF) of the entire receiving system and can cause performance degradation.

In this letter, novel compact CPW ultra-wideband (UWB) antenna using notches and stubs
combined with a compact band-selective filter is proposed. To enhance impedance bandwidth,
notches and stubs at the rectangular radiation patch were used. To realize pseudo-highpass filter
transmission response over UWB frequency band, the distributed highpass filter scheme is used.
The narrow bandstop function is achieved using coupled resonators. To miniaturize the total filter
size, the shape of resonators was modified to have small dimension. Three attenuation poles for the
filter can be tuned by controlling the length of resonators to have narrow rejection band around
Wireless LAN and Hiper LAN service band.

2. COPLANAR WAVEGUIDE-FED UWB ANTENNA DESIGN AND ANALYSIS

In UWB application, the antenna operates from 3.1 GHz to 10.6 GHz. Figure 1 shows the proposed
antenna for UWB application. The proposed antenna structure consists of a main rectangular
radiation patch with notches and stubs at side corners of the patch. They are printed on an
RO4350b substrate with thickness of 0.762 mm and relative permittivity of 3.48. The thickness of
copper coating on the top side of the substrate is approximately 0.0175 mm. A 50Ω CPW feed
line, having a metal strip width Wf = 4 mm and a gap distance G = 0.28mm, is used to excite the
proposed antenna.

The dimensions of rectangular patch are optimized to have resonant frequency at 3.7 GHz. By
optimizing parameters of L2, W2, and T1 affecting the length and width of stub and notch attached

stub

notch

main 

patch

Figure 1: The proposed antenna.
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to the rectangular radiation patch, improved impedance bandwidth performance can be achieved
for the proposed antenna. That is largely due to the fact that the two stubs and two notches affect
the reactive coupling between the rectangular patch and the ground plane and input impedance
of main patch. The impedance bandwidth of the antenna covers from 3.0 GHz to 12.1 GHz for
the return loss of less than −10 dB. The final design parameters are as follows: W1 = 10 mm,
W2 = 1 mm, L1 = 16 mm, L2 = 8.5mm, T1 = 2 mm, G = 0.32mm, Wf = 4 mm , and S2 = 1 mm.

3. FILTER DESIGN AND ANALYSIS

Figure 2 shows the geometry and equivalent models of the proposed filter. This filter can be divided
into a conventional highpass and a bandstop filter. To realize band-selective characteristic within
UWB frequency band, two filters are integrated on both sides of the 50-ohm microstrip line and
design parameters are adjusted to obtain superior frequency response throughout the operating
frequency band. The filter is printed on 30-mil Rogers RO4350 substrate with dielectric constant
(εr) of 3.48.

(a) (b)

Figure 2: (a) Geometry of the proposed filter, (b) Equivalent transmission line model of the highpass filter.

All simulations are carried out by using Ansoft High Frequency Structure Simulator (HFSS) [4].
To design highpass filter for wideband application up to 10.6 GHz, the mixed lumped/distributed
(L/D) highpass filter scheme is chosen [5]. The filter consists of a cascade of three shunt short-
circuited stubs of electrical length of θc at the cutoff frequency fc, separated by connecting lines
of electrical length of 2θc. The transfer function and filtering function can be described by the
following equations [6].

|S21(θ)|2 =
1
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where ε is the passband ripple constant, θ is the electrical length, and Tn(x) is the Chebyshev
function of the first kind of degree n. The associated characteristic line impedance for the given
terminating impedance Z0 are determined by

Zi = Z0/yi. (3)
Zi,i+1 = Z0/yi,i+1. (4)

The calculated characteristic impedances for line elements are Z1 = Z3 = 82.7 ohms, Z2 =
58.5 ohms, and Z1,2 = 49.1 ohms. To realize the extremely wide passband, the line width is modified
using full-wave EM simulation and determined to have much better performance throughout UWB
frequency band. The initially calculated electrical length (θc) of each filter is 40.68◦.

A three-pole Chebyshev lowpass prototype with a passband ripple of 0.1 dB is selected to design
narrowband bandstop filter as introduced in [5]. For simplicity, the line width of the meandered
resonators is fixed at 0.5 mm because the impedance of the resonators does not significantly affect
the stop-band characteristic. The separation between the resonators is a quarter-guide wavelength
(λg/4) at the center frequency of 5.49 GHz and resonator length is approximately a half-guide
wavelength (λg/2). The designed filter has the maximum attenuation of 49.2 dB at 5.65GHz with
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three resonators and the 3-dB rejection bandwidth from 5.29 GHz to 5.85GHz. Design parameters
of the final filter are summarized in Table 1.

Table 1: Parameters of the designed band-selective filter [Unit: mm].

Parameters Values Parameters Values
WH1 0.2 LR1 5.26
WH2 0.4 LR2 5.46
WH2 0.2 LR3 5.36
LH1 7.5 LRV 1
LH2 7 LRP 5.76
LH3 7.5 G 0.1
WR 0.5 WF 1.7

4. RESULTS

Figure 3 shows the proposed antenna combined with a compact band-selective filter for UWB
application.
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Figure 3: The proposed antenna combined with a compact band-selective filter.
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The measured return loss characteristic of proposed antenna is shown in Figure 4. The impedance
bandwidth of the proposed antenna reaches 9.1 GHz (3.0∼12.1GHz) for the return loss of less than
−10 dB, which is enough to cover the entire UWB system. By using the filter, the frequency stop
band is created while maintaining the wide bandwidth performance.
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Figures 5(a) to 5(c) show measured radiation patterns, including E-and H-planes and co-and
cross–polariza tions at 3.5, 5, and 9 GHz. Good omni-directional performance at lower frequency
band with a cross-polarization level of less than −15 dB are assumed.
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Figure 5: Measured radiation patterns of E- and H-planes and co-and cross-polarizations at (a) 3.5 GHz, (b)
5GHz, and (c) 9 GHz. (- - ◦ - -: co-pol, — * —: x-pol)

Figure 6 illustrates the measured antenna gains of the designed antenna. From the results
illustrated above, one can conclude that the suggested antenna system can be readily utilized for
UWB application.
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5. CONCLUSION

A novel and compact CPW-fed UWB antenna with a microstrip band-selective filter is proposed.
To obtain the wideband characteristic for UWB frequency band, notches and stubs are utilized.
Combining an UWB antenna with a filter having notch-function, the antenna with ultra-wideband
performance over UWB band and band-rejection characteristic over WLAN band are obtained.
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Optical Generation of mm-Wave Signal with Wide Linewidth Lasers
for Broadband Communications

B. N. Biswas
Academy of Technology, Hooghly 712 121, India

Abstract— In future generation space based phased array antennas, pico-cellular broadband
communication systems and antenna remoting, optical techniques using optical fiber, laser diodes
and photo-detectors for transport electrical signals are widely used. Interest in the deployment
of optical fibers arises from the low transmission loss compared to electrical media. Aside this,
optical fibers are small, flexible, lightweight, and they have good phase accuracy and very large
bandwidth. In view of the use of laser diodes and photo-detectors in the link, it is expected that
the system costs can be considerably reduced if these optical devices are used for the generation
of mm-wave signals so that no mm-wave oscillator and modulator are required. The problem is
to use large linewidth lasers to generate mm-wave signal with desired spectral purity. This paper
suggests a solution.

1. INTRODUCTION

The simplest way to transport electrical signal at the remote site is to intensity modulated the laser
beam with the electrical signal, send it through an optical fiber and recover the electrical signal by
the method of photo-detection. The signal to noise output at the receiving end is given by

(
S

N

)

out

=
aPs

b + cPs + dP 2
s

where “a” depends on the photo-detector responsivity, depth of intensity modulation and trans-
mission loss; “b” depends on thermal noise characteristic of the link and “d” depends on the noise
power already in the transmitter. The variation of the signal to noise power output is shown in
Fig. 1. From the figure it is seen that the maximum SNR output is limited by the noise in the
laser source, such as RIN, laser phase noise, etc. By this method it is possible to realize fiber links
with gain and signal to noise ratio of few dB without the use of electrical amplifiers. In-line optical
amplifiers can be used to compensate losses due to fiber attenuation and other optical components.
Although the in-line optical amplifiers have many desirable advantages, such as, high gain, wide
bandwidth, etc., cascaded optical amplifiers inevitably degrades the performances of it, because
the accumulated amplified spontaneous emission (ASE) noise increases post-detector noises to the
receivers.
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Figure 1: Limitation of direct laser diode modulation.
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2. TOWARDS THE GOAL

At frequencies, above which direct modulation or external modulation has the limitation, one
method [1, 2] of accomplishing optical generation of electrical signal is obtained by mixing the
outputs from two very narrow line-width lasers. But it is not commercially viable because of
prohibitive costs. Use of commercially available DFB lasers, although eliminates the cost, ends up
with the generation of electrical signal with large line-width due to inherent laser phase noise of the
each source. The spectral purity of the electrical signal can be improved if the noise terms of the
optical waves are correlated. The easiest way to achieve this is to utilize the technique of sideband
injection locking of two commercial laser diodes with linewidths in range of few megahertz. This
is illustrated in Fig. 2. The master laser is frequency modulated to create sidebands in the laser
optical spectrum. The slave lasers are synchronized to sideband components of the FM signal. The
important point is that two slave lasers, used as active high-Q circuits [7], are thus phase coherent
with the master laser and each other, while their frequency separation equals the integer multiples
of master laser frequency modulation. The main practical limitations on optical sideband injection
locking are: (1) the locking range is small (typically few MHz) so that the laser temperature must
be controlled with milli-Kelvin precision, as the temperature sensitivity is typically 1.0GHz/0K,
(2) increase of locking range beyond the limit set by the locking ratio of −50 dB [6] after which
the system becomes unstable and (3) the disturbing effect of pulling and pushing effects due to
the neighbouring sidebands, that are away from the main locking sideband component by the
modulating frequency only. Moreover, the increase of the strength of the injection signal decreases
the effective Q-value of the injection locked oscillator [7].
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Diode

MW
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Figure 2: Coherent mixing of two optical sources.

In order to overcome this instability problem, the traditional alternative of optical injection
synchronization [9], i.e., an optical phase locked loop (OPLL) is recommended. A conceptual
arrangement is depicted in Fig. 3. Had there been no loop propagation delay in an optical phase
locked loop, the required phase error variance can be easily realized by increasing the locking range
of the OPLL. Unfortunately the presence of the finite loop propagation delay does not only increases
the phase error variance but also makes the system unstable. In order to overcome the instability
problem a modified OPLL has been suggested [5]. At this point it is worthwhile to note that when
a semiconductor laser is used as LO laser, the frequency is obtained by changing its bias current.
Therefore, RMS phase error will cause a bias current fluctuation. This bias current fluctuation in
turn induces a photo-detector current fluctuation. Moreover, the photocurrent fluctuates inevitably
due to shot noise effect. In most cases this residual AM noise due to bias current predominated
over the shot noise. Unless this is suitably controlled through balanced-mixer-type detection, this
could be hazardous in system performance.

Thus we note that though there is limitation on the locking range of the injection synchronization
yet it does not add loop delay. Whereas the OPLL apparently does not have limitation on the
locking range till the AM noise due to bias current predominates over the shot noise. But it is
prone to instability due to the unavoidable loop delay, which in turn increases the phase error
variance. Thus the solution is to combine the principle of injection synchronization and phase
locking technique, which the author [3] advocated in 1971 and in 1996 [4] and later Berdonali et al,
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launched a detailed investigation in 1999 [6]. Thus it is expected that the combination will have an
improvement in the performance of the system. The combination results in a system with low values
of phase error variance (though not up to the desired value) over a much wider stable locking range.
But detailed analysis shows that the effect of the loop delay, although minimized, still remains.
It is known that wider the locking range, longer the mean time between cycle-slips in a tracking
system. As a result, the restrictions imposed on the linewidth of the lasers are relaxed and the
use of commercially available DFB lasers in place of very expensive and bulky narrow linewidth
lasers is seen commercially viable. However, the need of a very low value of phase error variance
for the (semi) coherent reception of digital signals with the error probability of 10−9 is not fulfilled
with this arrangement. It is easily appreciated from the above discussion that the addition of the
injection synchronization path effectively increases the loop bandwidth. As a result the tracking
system becomes more faithful in following phase variation of the input signal and because of the
increase of the loop bandwidth noise rejection capability becomes weak.
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Figure 3: Coherent mixing of two optical sources using OPLL.

3. ULTIMATE NEW SYSTEM

Thus we observe two opposing tendencies, namely,

(i) Requirement of the larger locking range for faithful tracking of the phase variation of the input
signal and

(ii) The need of smaller locking bandwidth for achieving better noise squelching capability of the
tracking system,

an additional phase modulator is incorporated in the loop as shown in Fig. 5. The addition of the
phase modulator at the output of the VCO laser reduces the effective phase error and consequently
the improvements are:

1. The effective loop noise bandwidth becomes narrower resulting better noise rejection capabil-
ity.

2. Due to the reduction of the effective phase error, the possibility of exceeding a phase error of
90◦ becomes less and so the frequency of cycle-slips is considerably reduced.

3. The instability of the system due to the loop delay is considerably reduced.

The second modification, to be observed here, is the replacement of the FM laser source by an
IM laser source. The purpose is to get rid of the disturbing effect of pulling and pushing effects
due to the neighbouring sideband, that are away from the main locking sideband component by
the modulating frequency only. Cascaded MZ modulators are judiciously modulated so that the
optical field takes character of DSB modulation and modulation is chosen in such a way that the
disturbing pulling and pushing effects be considerably reduced increasing the locking capability of
the signal.
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4. NUMERICAL RESULTS

We illustrate the feasibility of a PSK scheme using DFB lasers with wide linewidth. Referring to
Kikuchi’s work [8], it is seen that the required rms phase error variance is 0.2 rad in order to suppress
the receiver sensitivity degradation at BER of 10−9 below 3 dB. We presume that the summed line-
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width of the lasers is 6.0 MHz. Controlling the level of injection signal to the maximum value that
keeps the injection locked laser unconditionally stable [6], the variation (as shown by dash-dot) of
the phase error variance with the delay in the optical locking system is shown in Fig. 6. For obvious
reasons the variation is seen to independent of the optical delay. But it is much above the required
value of the variance of the phase error (as shown by the dash line).
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The next we consider the optical phase locking system in place of the optical injection locking
mechanism. Here we consider a first order optical phase locked loop. Since a first order loop is
unconditionally stable for low value of loop delay, we choose an open loop gain of 1.468Grad and
with no injection signal. The red line plot shows the variation of the phase error variation with
the delay of the loop. It is seen that this arrangement is applicable only up to about of 0.6 nano-
second loop-delay. The figure also shows the effect of the phase control, which is seen to have very
little effect. The blue and the black lines show the variation of the phase error variance with the
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phase control parameters 0.46 and 0.23 respectively. This result clearly reflects that by choosing
appropriate value of the phase control parameter the phase error variance can be kept much below
the required level. Moreover, the proposed system can tolerate very large value of the delay in the
optical phase locked loop. Fig. 7 indicates the improvement of the loop stability when injection
synchronization and additional phase control are incorporated. It also indicates the choice of the
injection locking range in relation to the OPLL loop gain.
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Abstract— Fractal antennae are recent topic of research interest. This work reports a self-
complementary Sierpinski Gasket fractal microstrip patch antenna. The first iteration is named
CSMASLI1, which stands for Complementary Sierpinski Microstrip Antenna Same Layer Iter-
ation 1 and similarly the second iteration is named as CSMASLI2. The antennas are analyzed
for two iterations using commercially available electromagnetic simulation software IE3DTM and
CST Microwave StudioTM. The antenna radiates prominently at all resonant frequencies. The
impedance bandwidth increases at higher harmonics. The radiation pattern is consistent for the
different resonant frequencies and for different iterations. However some undulations are ob-
served at higher resonance. Thus this new design can have usage in vehicle-mounted antenna for
multiband wireless systems. A prototype was experimented which matches simulated results.

1. INTRODUCTION

Fractal antenna provides a paradigm shift to the conventional planner antenna technology. While
the later is in commercial practice, the former is in the process of descending to this practice from the
novelty of academics. In general, they exhibit multi resonant frequencies like a log periodic antenna.
They can be thought of as a special case of log periodic antenna which folds inward. Sierpinski
fractal monopole antenna has been reported in [1]. The self-complementary Sierpinski gasket
monopole was reported in [2]. Empirical formulae of resonant frequency and input impedances
for some geometry are available in literature [1, 3]. Some other fractal structures reported in [4]
include self-complementary versions of the Koch tie dipole and the Gosper Island dipole. The dual
layer complementary Sierpinski microstrip antenna has been reported by the present authors in [5].

Here we have tried to implement the benefits of the complementary structure on the same plane
and came up with the Sierpinski quasi-complementary microstrip pre-fractal patch antenna. The
feed point was judiciously chosen to provide good match at the resonant frequencies. However the
behavior replicates with higher iteration, as they are basically self-similar structures.

2. DESIGN

The antenna structure is generated by an initial right-angled triangle with base s and height h
as shown in Figure 1. The right half plane is the complementary of the left half plane. The
fundamental triangle is tessellated to form the entire geometry.

The parameters h and s becomes half with every iteration. Thus the number of replications
increases to form the geometry. For example the first iteration is made of 8 such right-angled
triangles. This gives a surface area for first iteration as a1 = 4hs. For the second iteration the new
height and base is half of h and s respectively. But now we require 30 such triangles to generate

the structure. So area of the second iteration geometry is a2 =
1
8
hs × 30 = 3.75hs and for third

iteration it is a3 = 3.5hs. Thus in general the area for various iteration is given as

a ∼= 4
1.076I−1

hs

}
I = 1, 2, 3 . . . (1)

In the Equation 1, I denotes the iteration. For increasing iteration the surface area decreases but
the number of corners and edges increases and the current is allowed to meander longer distances.
This however increases the electrical length. The geometry is constructed on a CuCLAD substrate
of εr = 2.54 and tan δ = 0.0009. The thickness of the substrate is 1.59 mm. The starting value of
s and h is 7.5 mm and 12.9904mm respectively. The feed is via a SMA coaxial probe arrangement
as shown in Figure 1 with a black dot.
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Figure 1: The starting right-angled triangle of base s and height h. The steps followed in tessellating the
fundamental triangle to form the entire geometry of first iteration are also shown.

3. RETURN LOSS CHARACTERISTICS

The antenna was simulated in IE3D and CST Microwave Studio till second iteration. The same were
experimented to obtain the S11 characteristics using a HP8722C vector network analyzer as shown
in the Figure 2. In CST Microwave Studio we have modeled a coaxial feed arrangement to resemble

Figure 2: Setup of HP 8722C VNA for measuring return loss measurement of CSMASLI2.

the actual fabricated structure. The simulated and experimental return loss is compared for second
iteration in Figure 3. This structure considerably enhances the resonance peaks at the lower
frequencies for second iteration, in the band of interest, compared to a simple Sierpinski antenna.
From experimental results we see that for the second iteration impedance bandwidth increases from
2% at the first resonance to 4% at the third resonance. The simulated and experimental results
are in good agreement.
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Figure 3: Return loss of self-complementary Sierpinski microstrip antenna of second iteration.

4. RADIATION CHARACTERISTICS

The radiation patterns of CSMASLI1 at 4.025 GHz and CSMASLI2 at 3.987 GHz are presented in
Figure 4(a) and (b). The last resonance at 10.39 GHz of CSMASLI2 is shown in Figure 4(c). The
radiation pattern is consistent for the different resonant frequencies and for different iterations as
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seen in Figure 4. An interesting phenomenon is observed that with increasing resonant frequencies
the patterns show some undulations. This can be physically explained by taking in to account the
diffraction effect at higher frequencies.

(c)

(b)

(a)

Figure 4: E-Phi and E-Total radiation pattern for (a) first frequency f = 4.025Ghz of first iteration (b)
first resonance f = 3.987GHz of second resonance (c) third resonance of second iteration f = 10.39GHz.

5. CONCLUSION

Experimental and simulated results of CSMASLI1 and 2 have been presented. A general approach
to the design of the antenna has been reported in this paper. The resonant frequencies are prominent



972 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

at all resonance. This property is however not seen in the Sierpinski geometry microstrip patch
antenna as well as monopoles where the lower resonances are less emphatic. The present structure,
which is a variation from conventional fractal geometry, gets focused as possible candidate for true
multiband operation. The physical area of the antenna decreases with increasing iteration but the
number of resonance increases. The radiation characteristics show uniformity for both the iterations
and among different resonance in a given iteration. The overall characteristics support its inclusion
in the family of fractal antennas and its variations.
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Abstract— Four types of coupling slots on the coplanar waveguide (CPW) are studied and
their effects on resonance frequency and bandwidth of microstrip antennas are simulated by the
finite-difference time domain (FDTD) method. The simulation results are explained by the near
field distributions. Feeding characteristics of four CPW coupling devices obtained by analysis
and comparison greatly improve the flexibility of antennas design and will be very useful for
wireless communication.

1. INTRODUCTION

The microstrip patch antennas have a lot of merits such as low-cost, low-profile, conformability,
and ease of manufacture, which make them very attractive. The primary barrier to implementing
these antennas in many applications, however, is their limited bandwidth — only on the order of a
few percent for a typical patch radiator [1, 2]. Because of this fact, much work has been devoted to
increasing the bandwidth of microstrip patches. A straightforward method is to use a thick substrate
with a low dielectric constant for the antenna. Another technique which can be implemented in the
aperture coupled configuration is to use a near-resonance aperture in combination with the thick
antennas substrate [3, 4] or multilayer substrates to achieve wide frequency band. But the common
aperture coupled structure where the slot in the ground plane is fed via a microstrip line on an
additional substrate layer which complicates the antenna design. Coplanar waveguides have been
suggested as an alternate to microstrip-line for feeding the microstrip antenna [5], and they have
been used increasingly in the design of millimeter-wave microstrip antennas.

However, there haven’t been yet any special papers which systematically analyze feed charac-
teristics of the coplanar waveguide with coupling slots. Although the coplanar waveguide with a
rectangular slot has been studied in some papers [6], the effects of feeding structure dimensions
on the antenna performance aren’t presented concretely. In this paper, the feeding performance
of coplanar waveguides with rectangular, dual-T shape, and H-shape slots are studied respectively,
and the relations between antennas structure and behavior are shown and explained by the near
field distribution.

2. MODEL ANALYSIS

In a coplanar waveguide-fed microstrip antenna, the antenna and coplanar line are placed on the
opposite sides of the same dielectric substrate and the coupling from the coplanar line to microstrip
antenna is accomplished via a slot in the ground plane connected directly to the end of the coplanar
line. In general, slot coupling may involve an electric polarisability, a magnetic polarisability,
or both. In slot coupling to a microstrip antenna, the magnetic polarisability is the dominant
mechanism for a slot near the center of the patch [7]. Because the polarisabilities strongly depend
on the shape of the slot as well as the size, it is desirable to improve the antenna performance by
optimizing the shape and size of coupling slot for given antenna dimensions.

Microstrip patch antennas model fed by the CPW are shown in Fig. 1. Antennas A, B, C, D
are fed respectively through inductive rectangular, capacitive rectangular, dual-T shape, and H-
shape slots. The width ws of parallel and vertical slots which equals to 1 mm affects the coupling
level very weakly, so antennas performances are analyzed only by changing the slot length ls and ld
(ld ≥ ws). The tendency for the variation of parameters is derived by FDTD method. In the FDTD
simulation, the selected space step lengths are ∆x = 0.1 mm, ∆y = 0.2mm, and ∆z = 0.2 mm,
respectively, and the selected time step length is to ∆t = 0.27 ps, satisfy the courant stability
condition. A modulated Gaussian pulse is used as the excitation source. The perfectly matched
layer (PML), introduced by Gedney, is used to truncate the FDTD lattices.

Figure 2 shows the evolution of resonant frequency and impedance bandwidth (VSWR< 2) of
antenna A as a function of the slot length (ls). The resonant frequency decreased nearly linearly
with the increase of ls. The bandwidth was greater than 0 only when ls was limited to a span
(lsmin, lsmax), and the maximum bandwidth was achieved as ls was around (lsmin + lsmax)/2.
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(a) Antenna A (b) Antenna B (c) Antenna C (d) Antenna D

(e) Side view

Figure 1: Microstrip patch antenna fed respectively by CPW with different shape slots.
Fixed dimensions: a = 23, b = 17.6, ε = 2.2, h = 1.6, ws = 1, w = 3 unit: mm.

(a) Resonant frequency (b) Impedance bandwidth

Figure 2: Behavior evolution of antenna A as a function of the slot length (ls).

Figure 3 shows the influence of the length of the slot (ls) on resonant frequency and impedance
bandwidth of antenna B. As ls increased, the resonant frequency decreased linearly which was sim-
ilar to antenna A. But bandwidth curves of two antennas were different obviously. From Fig. 3(b)
it was seen that the bandwidth varied relatively weakly, and ls could guarantee good antenna
bandwidth in a large span.

(a) Resonant frequency (b) Impedance bandwidth

Figure 3: Behavior evolution of antenna B as a function of the slot length (ls).

The influence of the length of the vertical feeding slot (ld) of antenna C at several ls value
points is represented in Fig. 4. Resonant frequency was reduced as ls or ld increased, and it was
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seen that the resonant frequency changed with ld more strongly if ls became larger. When ls was
fixed, ld had a max value ldmax that could assure bandwidth greater than 0, and ldmax became
smaller with the increase of ls. The maximum bandwidth value achieved about at ldmax/2 varied
very little when ls < 0.22λ0 (λ0 ≈ 62.5mm), but when ls ≥ 0.22λ0 the maximum bandwidth which
would be achieved at ld = ws was obviously reduced with the increase of ls.

(a) Resonant frequency (b) Impedance bandwidth

Figure 4: Behavior evolution of antenna C as a function of the vertical slot length (ld).

Figure 5 presents the resonance and bandwidth characteristics of antenna D as a function of
the length of vertical feeding slot (ld) at several ls value points. As ls or ld was increased, the
resonant frequency decreased linearly. The bandwidth curve differed sharply with that of antenna
C because ls and ld could assure good antenna bandwidth in a large span as shown in Fig. 5(b).

(a) Resonant frequency (b) Impedance bandwidth

Figure 5: Behavior evolution of antenna D as a function of the vertical slot length (ld).

3. RESULT COMPARISON AND DISCUSSION

Dual-T shape slot and H shape slot are both formed by loading the rectangular slot, while the
difference lies in their connection way with coplanar waveguide: the former is inductive, while the
latter capacitive. Based on above result curves, it can be also concluded:

(1) with the same feed slot, the bandwidth and gain of inductively fed antennas are better than
that of capacitively fed antennas, but the resonant frequency of the former is greater.

(2) when the length of feed slot (ls) is fixed, dual-T shape slot and H shape slot on coplanar
waveguide can attain far greater coupling level than rectangular slot by appropriately tuning the
length ld of vertical feed slot, therefore resulting in a wider impedance band.

(3) For a given antenna, different feeding types can lead to different resonant frequencies. For
example, when ls = 13 mm and ld = 1 mm, 400 MHZ frequency shift can be achieved from antennas
A to antennas B, while 500 MHZ from antennas C to antennas D. Therefore, it is reasonable to
tune or switch the frequency of operating using a varactor diode that can modify the coupling level
in order for the antenna optimization.

It is visualized to analyze the effect of coupling slot on resonant frequency and bandwidth of
antennas by the near field distribution. The current distributions on the patch without slot and
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with slot on the coplanar waveguide are presented respectively in Fig. 6(a) and (b). It is obvious
that the existence of feed slot makes patch current mainly concentrate between the slot and patch
edge, and the equivalent current path deviate more seriously as ls becomes larger. The deviation
could lengthen the equivalent path and hence reduce the resonant frequency. On the other hand, for
inductively fed antennas, oversize and undersize slots both lead to impedance mismatch, decreasing
coupling degree and increasing energy loss, so antennas impedance bandwidth gradually reduced to
0 with the variation of slot size. Moreover, oversize slot also increases back radiation, consequently
reducing antennas efficiency.

(a) Without slot (b) With slot on CPW

Figure 6: Current distribution on the patch.

4. CONCLUSIONS

Resonant frequency and impedance bandwidth of antennas fed by four types of coupling slots on
coplanar waveguide are studied and compared. Feed rules of these coupling devices are attained
and explained by near field distribution. The antennas can be designed flexibly based on the
experimental conclusion. The freedom in modifying the coupling simply by tuning the varactor
diode helps to realize the optimum impedance characteristics in practice.
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Abstract— Two broadband microstrip patch antennas are designed here. Both are fed by the
CPW with an H-shape coupling slot which is modified by the conversion idea. The former has
a bandwidth of 26.5% and a gain of more than 8 dBi in the operating frequency band, while the
latter attain 40% impedance bandwidth and 20% gain bandwidth above 6 dBi. All result data
prove the validity of designed models.

1. INTRODUCTION

Microstrip antennas have been extensively used in the past because of their several advantages
(low weight, low cost, conformability, and low profile) over conventional antennas. However, their
small impedance bandwidth has always been a major constraint as it limits the frequency range
over which the antenna can perform satisfactorily. For broadening the bandwidth, in this paper
we propose two broadband antennas where a coplanar waveguide with H-shape coupling slot and
a varactor diode is used as a novel feeding system. This type of antennas not only possesses
the same technological advantages as conventional coplanar waveguide-fed microstrip antennas [1–
3] such as low radiation loss, less dispersion and unipolar configuration, but has two extremely
attractive advantages: First, various experiments are carried out to show that H-shaped aperture
has a higher resonant impedance implying larger coupling than rectangular aperture and “bowtie”-
shaped aperture of the same length. Therefore, it is possible to obtain maximum coupling for the
smallest slot area to reduce back radiation; Secondly, the freedom in modifying the coupling simply
by tuning the varactor diode helps to realize the optimum impedance characteristics in practice.
And because this tuning process doesn’t involve any change of antenna structure, good antennas
performance can be obtained very easily.

2. STACKED ANTENNAS A DESIGN AND RESULT

Dual-patch [4] antennas A fed by the conversion coupling device is designed here. The model
is shown in Fig. 1. The fed patch is printed on one side of the substrate material with relative
permittivity of 2.2 and thickness of 1.6 mm, while the coplanar waveguide with a H-shape slot is
arranged on the opposite side of the substrate. Two pins of a varactor diode are connected to
points A and B on the slot, respectively. The parasitic patch is separated by 4.6 mm from the fed
patch. The middle dielectric layer is made of foam with relative permittivity approximately equal
to 1 and thickness equal to the separation between the fed patch and parasitic patch.

The return-loss characteristics of the antenna are show in Fig. 2. Two minima are apparent,
where the first resonance is almost completely due to interactions between the lower patch and
the aperture, while the second one is due to a coupled resonance between the two patches. This

(a) Three dimensional view (b) Top view

Figure 1: Geometry of proposed broadband antenna A.
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postulation is supported by the fact that the second resonance is least affected by tuning the varactor
diode, while the first resonance develops with the change in the capacitance value. Therefore, the
frequency of operation can be switched over a wide range by modifying the coupling between the
lower patch and the aperture using the varactor diode. As a result, a bandwidth (VSWR≤ 2) of
26.5% in the frequency range of 3.6–4.7GHZ is achieved. It is shown that this feeding approach
results in a large increasing in bandwidth over the typical stacked patch.

The gain characteristics of antennas A are shown in Fig. 3 as a function of frequency. The gain
is more than 8 dB and varies less than 1 dB over the broadband frequency region of 25% as shown
in the figure. Surface wave efficiency is about 80% over the entire band.

The radiation patterns on E- and H-plane of antenna A are shown in Fig. 4 at edge frequency
points. The back-radiation levers are all suppressed to less than −20 dB.

Figure 2: Return loss characteristics. Figure 3: Gain characteristics.

(a) 3.7 GHz (b) 4.7GHz

Figure 4: Radiation patterns —E-plane —H-plane.

(a) Three dimensional view (b) Top view

Figure 5: Geometry of proposed broadband antenna B.
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3. U-SLOT PATCH ANTENNAS B DESIGN AND RESULT

U-shaped patch [5] antennas B fed by the conversion coupling device is shown in Fig. 5(a). The
patch is printed on one side of the substrate material with relative permittivity of 2.2 and thickness
of 6.6 mm. The detailed dimensions of the patch and feed device are presented in Fig. 5(b). The
size of the patch and feed slot and capacity value are tuned appropriately to optimize antennas
performance.

The VSWR curve of fabricated wideband antenna B is shown in Fig. 6. The bandwidth
(VSWR≤ 2) is about 40% in the frequency range of 1.85–2.8GHZ. The measured gain versus
frequency curve is shown in Fig. 7 with maximum gain of 6.8 dBi, and the bandwidth of gain above
6 dBi is about 20%. Fig. 8 shows the radiation patterns of antennas B in E-plane and H-plane.
All these data verify the success of developing a wideband U-slot patch antenna.

Figure 6: Return loss characteristics. Figure 7: Gain characteristics.

(a) f = 2GHz (b) f = 2.6GHZ

Figure 8: Radiation patterns on E- and H-plane of antenna.

4. CONCLUSIONS

Two broadband microstrip antenna fed by coplanar waveguide with a H-shape slot and a varactor
diode is designed. The experimental results indicate that the two microstrip antenna have extremely
good broadband performance in return loss, gain characteristics and radiation patterns. Therefore,
this novel type of broadband antenna which can be optimized conveniently, is considered to be
applicable as a candidate in mobile communication systems.
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Abstract— U-slot patch antennas with Π-shaped feed slot are studied and numerical results
based on the FDTD method are presented. The effects of varying physical parameters of the
structure are investigated with a goal of understanding the coupling among different resonators.
It is found that the U-slot patch antenna can be designed to attain 50% impedance as well as
30–40% gain bandwidths. By altering the size of U-slot and feed slot, the wideband characteristic
can be changed into a dual-frequency characteristic.

1. INTRODUCTION

It is well known that microstrip antennas have very narrow impedance bandwidth, typically a few
percent. One of the methods of widening the bandwidth is to cut a U-shaped slot on the patch of
the coaxially fed rectangular patch antenna [1]. The other method is to use a U-slot patch proximity
coupled by microstrip feed line terminated with a novel Π-shaped stub [2]. The design of microstrip
antennas at microwave frequencies is closely related to the feeding technique. There are several
problems associated with classical feeding techniques, such as coaxial probe or proximity feeds: 1)
performance can be severely degraded by the size of the feed, which can be comparable to the size
of the patch itself, and 2) soldering of probe-feeds is prone to repeatability problems. On the other
hand, the aperture coupled feeding technique [3] has intrinsic properties which make it an attractive
feature for microwave applications [4]. In this paper, U-slot aperture-coupled microstrip antenna
which makes three resonances is presented in Fig. 1. The relationships between antenna structure
and behavior are analyzed using its resonant frequencies. Based on this study, the feasibility of
wideband U-slot patch antenna is demonstrated at Ku-band both theoretically and experimentally.

(a) Three-dimensional view (b) Top view

Figure 1: Geometry of U-slot patch antenna.

2. ANTENNA MODEL

The geometry and detailed dimensions of proposed antenna are shown in Fig. 1 which presents
that this antenna element is a sandwich of four dielectric layers. The top dielectric layer and
two feed dielectric layers at the bottom are made of the same material with relative permittivity
of 2.2 and thickness of 0.8mm, which are separated by the foam of 1.6 mm. The foam has the
relative permittivity approximately equal to 1 and is used as the supporting material to reduce the
excitation of surface waves among the other layers. The U-slot rectangular patch is located at the
lower side of the top dielectric layer, which acts as a cover. The strip line is printed between the
two feed dielectric layers. The energy is electromagnetically coupled to the patch by the feed slot
on the upper side of the first feed dielectric layer.

3. PARAMETER STUDY

A FDTD code is developed, validated and applied to simulate the proposed wideband antenna
structure. The surface of microstrip conductor and ground plane is applied to perfect conductor
and all of the boundaries are enclosed by 8 PML layers. Total matrix size is 45× 30× 20 and cell
size is 0.1 × 0.1 × 0.2mm3. The time step is ∆t = 0.22 ps so that the Courant stability condition
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is satisfied. A modulated Gaussian pulse is used as the excitation source. The center frequency
of the pulse is 15 GHZ and the bandwidth is 10GHZ. So the main frequency component of the
pulse is in the frequency band of 10 ∼ 20GHZ. U-slot aperture coupled microstrip antenna with
wide-band characteristics has three resonances which are regulated by patch size and slot aspects.
The sensitivity of the geometric parameters such as W , L, Wu, Lu, Dw, Dl, Wf , Lf , Bw, Bl are
studied in Fig. 2.

   

(a) Fl  (b) W  (c) L

  
 (d) Wu                      (e) Lu  (f) Dw

 

 (g) Dl  (h) Wf  (i) Lf

      
 (j) Bw  (k) Bl

Figure 2: The transition of design parameters.

4. WIDEBAND U-SLOT PATCH ANTENNA A

From above results, it is seen that alterations of parameters can dramatically change the behavior
of antennas. Through repeated experiments, all parameters are acquired like Table 1.
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Table 1: Dimensions of antenna A in millimeter.

W L Wu Lu Dw Dl Wf Lf Bw Bl

14.5 8.2 2.4 5.4 0.5 0.5 4 3.2 0.2 0.2

The VSWR curve of wideband antenna A is shown in Fig. 3(a). The bandwidth (VSWR≤2) is
about 50% in the frequency range of 10.16–16.85GHZ. The gain versus frequency curve is shown
in Fig. 3(b) with maximum gain of 9 dBi, and the bandwidth of gain above 7 dBi is about 33%.
Fig. 4 shows the radiation patterns of co-polar and cross-polar in E-plane and H-plane at the center
frequency. All these data verify the success of developing an ultra wideband U-slot patch antenna.

Figure 3: (a) Bandwidth characteristics, (b) Gain characteristics.

(a) E plane (b) H plane

____ co-polar  _ _ _ cross-polar

Figure 4: Radiation patterns at 13.5 GHZ.

5. DUAL-FREQUENCY U-SLOT PATCH ANTENNA B

In addition to wideband operation, the U-slot patch can also function as dual-frequency antenna.
It appears that, starting with a wideband design, if one of the parameters such as the size of U-slot
or the size of feeding slot is varied, the broadband characteristic is changed into a dual-frequency
characteristic. An example is antenna B shown in Table 2.

Table 2: Dimensions of antenna B in millimeter.

W L Wu Lu Dw Dl Wf Lf Bw Bl

14.5 8.2 4.2 5.4 0.5 0.5 4 2.5 0.2 0.2
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Figure 5: VSWR/frequency curve for antenna B.

The VSWR/frequency curve for antenna B is shown in Fig. 5, which exhibits a dual-frequency
characteristic. The separation of the center frequencies of the bands is 5.9 GHZ, which is about
51% when measured with respect to the lower centre frequency. The upper and lower pass-bands
are mainly, but not entirely, determined by the dimensions of U-slot and feeding slot.

6. CONCLUSIONS

Wide-band operation of aperture coupled U-slot patch was studied. A study of the principal
parameters of the structure has given a more complete understanding of the coupling mechanism
between the different resonators. Based on this study, two different antennas were designed and
tested. Good results confirm the high frequency capabilities of this aperture feeding technique, and
the validity of the model.

REFERENCES

1. Huynh, T. and K. F. Lee, “Single-layer single-patch wide band microstrip antenna,” Electronic.
Lett., Vol. 31, No. 16, 1310–1312, 1995.

2. Mak, C. L., K. M. Kuk, and K. F. Lee, “Proximity-coupled U-slot patch antenna,” Electronic.
Lett., Vol. 34, No. 8, 715–716, 1998.

3. Pozar, D. M., “A microstrip antenna aperture coupled to a microstripline,” Electronic. Lett.,
Vol. 21, No. 2, 49–50, 1985.

4. Pozar, D. M. and D. H. Schaubert, “Comparison of architectures for monolithic phased array
antennas,” Microwave J., 93–103, 1986.



984 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

Couple-fed Circular Polarization Bow Tie Microstrip Antenna

Huan-Cheng Lien, Yung-Cheng Lee, and Huei-Chiou Tsai

Wu Feng Institute of Technology
117 Chian-Ku Rd., Sec.2, Ming-Hsiung (621), Chiayi, Taiwan, China

Abstract— This paper presents a novel signal couple fed Circular Polarization (CP) Bow
Tie shape Microstrip Antenna (Bow-Ti MA) based on the concept of electromagnetic coupled.
The feeding technique and radiation performance of the Bow-Ti MA has been analyzed. The
objective of the present design is not limited to both the improvement on the impedance and
Axial Ratio (AR) bandwidths of the traditional CP antenna but also the radiation characteristics
such as CP gain. The gain bandwidth and 3dB beam widths are also examined. Simulations and
measurements show a good matching and a well-behaved CP radiation pattern can be achieved.

1. INTRODUCTION

Microstrip patch antennas are used in a variety of applications due to their many salient features
[1]. Reducing the number of antennas has been strongly required because of the physical limits for
installation space. In many areas of wireless communications, a considerable interest in reduced-
size antennas. One of the methods to miniaturize the antenna systems is the miniaturization of the
antenna, to achieve the miniaturization of antenna, the planer antenna has some characteristics
such as simple, small, light, low profile, and so on, have been proposed and investigated.

Microstrip patch antennas can be designed to radiate CP with a single- fed are described in
[2, 3], however, the major drawback of these kinds of antennas inherently has limited impedance
bandwidth (VSWR≤ 2) and narrow 3dB AR bandwidth, the traditional CP microstrip antenna
has bandwidth of only a few percent, which restricts its wide applications. To overcome its inherent
limitation of narrow impedance and AR bandwidth, to achieve the high purity CP over an increasing
operational bandwidth, both radiation properties (AR) as well as the antenna matching need to be
optimized simultaneously. Therefore, develop broadband techniques to enhance the bandwidths of
the microstrip antennas is very important.

Research and development in the area of microstrip antenna has been devoted to various tech-
niques for the enhancement of microstrip antenna bandwidth [4–9]. Increased bandwidth can be
achieved with [10, 11] or [12, 13]. The AR bandwidth can be enhanced by [14, 15] concept. For
achieving bandwidth improvement, in this paper, a new structure of the CP Bow-Ti MA has been
studied. In the proposed antenna we are using: (1) a Bow-Tie radiation patch generate a CP; (2) a
parasitically couple-patch over Bow-Tie radiation patch, which is based on concept of the two-layers
couple by making use of layer separation (air gap) tuning [16, 17] to improve the AR bandwidth; (3)
a less than quarter-wave length of special impedance transformer, and (4) a circularly signal couple
patch. The third and fourth above the mentions are using to improve the impedance bandwidth.

The objective of the proposed design is to generate a CP and to improve the bandwidth of
the traditional CP microstrip antenna, at the same time radiation and other characteristics of the
proposed antenna have also been investigated.

2. ANTENNA DESIGN AND ANTENNA STRUCTURE

The geometry of the present antenna is consisted of five patches, which stacking on the different
three layers of the dielectric substrate each other, is illustrated in Figure 1. This configuration were
included mainly a microstrip patch radiating element, a parasitically couple-patch, an impedance
matching transformer, a signal couple element and a ground plane. The configuration side view
showing in Figure 1(b), first, we employ low permittivity dielectric substrates situated both the
third layer for the Bow-Tie shape radiation element and the rectangular parasitically couple-patch.
And second, using a high permittivity dielectric substrate situated the second layer for a rectangular
microstrip feed line. Finally, using a high permittivity dielectric substrate situated the first layer
for a circularly signal couple element and the ground plane. All of we mention antecedently, the
high permittivity is FR4 substrate and the low permittivity is RO substrate.

A rectangular parasitically couple-patch over Bow-Tie radiation element, and they are concen-
trically placed through the dielectric substrate with a thickness 0.508 mm, for mutual coupling
between each other at the resonant frequency of both elements, as shown in Figure 1.
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Figure 1: Geometry of the proposed antenna (a) Top view, (b) Side view.

Feeding mechanism plays an important role in the design of microstrip patch antennas. To over-
come its inherent limitation of narrow impedance bandwidth due to feed networks with quarter-
wave transformer or hybrid circuit, in the present paper, the impedance transformer is consists of
two structures of the rectangular microstrip feed line and a cylindrical conductor. A cylindrical
conductor connection the Bow-Tie radiating element of the third layer with the second layer rect-
angular microstrip feed line form the impedance transformer. The signal through a 50 ohms SMA
connector to feed at the circularly signal couple element (radius ri) center located on the z-axis, by
electromagnetic couple to upside rectangular microstrip feed line. The probe position, the radius
of the cylindrical connector and the length of the rectangular feed line should be carefully chosen
to match the input impedance of the antenna.

By properly adjusting above the mentions sizes (including rectangular parasitically couple-patch,
Bow-Tie radiate element, rectangular microstrip feed line, cylindrical conductor and circularly
signal couple element) and the probe feed position, then we can obtain a better and wider both the
impedance and AR bandwidth of the CP antenna. Figure 1 depicts the detailed antenna structure
of the propose antenna, while the simulative optimized parameters are list in Table 1, respectively.

3. SIMULATION AND MEASUREMENT RESULTS

The design was analyzed with Zeland Software’s IE3D simulation package [18] by using an infinite
ground plane and fabricated. The Return Loss (RL) of the antenna was measured by using an

Table 1: The relative parameters of the Bow-Ti MA (unit: mm).

1 Rectangular parasitically element L2 = 35, W2 = 24, L3 = 10.5, W3 = 3.5

2 Bow-Tie shape radiating element L1 = 63, W1 = 57, α = 35◦

3 Cylindrical conductor Radius= 1.6

4 Rectangular microstrip feed line Length= 25, Width= 3

5 Circularly couple patch Radius= 1.6

6 SMA connector

7 Ground plane 65× 60

8 Slot

9 RO substrate εr = 3.38, tan δ = 0.0025, thickness= 0.508

10 FR4 substrate εr = 4.4, tan δ = 0.022, thickness= 1.6

11 FR4 substrate εr = 4.4, tan δ = 0.022, thickness= 1.6

h Polymer εr = εo = 1, h = 4
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HP8720D vector network analyzer on an antenna by using a ground plane of 65mm×60 mm. An
operating frequency of 2.1GHz and left hand CP where chosen. Figure 2 show the variation of
simulated and measured RL with frequency, the simulated and measured 10 dB RL bandwidths were
35% and 31%, respectively. The comparison between the measurements and software predictions
are very close. The difference between the two graphs is due to the fact that the proposed antenna
was built on a very small ground plane (65mm×60mm), while the computations assume an infinite
ground plane.

Return loss [S(1,1)]
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Figure 2: The variation of simulated and measured
RL with frequency.
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Figure 3: The variation of simulated and measured
AR with frequency.

A good agreement between the simulated and measured results has been observed. The new
matching technology and by electromagnetic couple method feed the signal has been confirm that
an optimum matching impedance bandwidth for in excess of 30% (VSWR≤ 2).

The antenna gain and the radiation patterns of the Bow-Ti MA have been measured in impulse
time domain antenna measurement system. The AR results obtained from simulation and mea-
surement are shown together in Figure 3 as a comparison. The measurement results confirm that
the AR of less than 3 dB is in excess of 22% bandwidth in the range of 1.9 to 2.4 GHz was approxi-
mate simulation purpose. The measurement results show a frequency shift and a degrading in AR.
This means that due to the Bow-Ti MA radiating element of the third layer and the second layer
rectangular microstrip feed line are incomplete parallel. The measured AR pattern for CP in both
principal E(x− z)- and H(y− z)-planes are shown in Figure 4, the 3-dB AR bandwidth are about
32 and 42 degree at the operating frequency 2.1GHz, respectively. In the present investigation,

(b)

0
0

dB 3

0
42

90

180

270
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Figure 4: The measured AR pattern for CP (a) E-Cut, (b) H-Cut.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 987

the CP gain is over 6 dBi across a frequency band between 1.9 to 2.4 GHz from simulation and
measurement as shown together in Figure 5.
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Figure 5: Antenna gain obtained from simulation and experiment.

4. CONCLUSIONS

By a parasitical couple-patch stacking over a Bow-Tie radiating element, employing the proposed
matched technology and by electromagnetic couple method feed the signal has been confirm that
Bow-Ti MA can be radiated good CP waves, and to achieve the impedance bandwidth and an AR
bandwidth broadening.

The present design is not limited to the improvement on the impedance and AR bandwidths of
the conventional but also the radiation characteristics such as CP gain. Furthermore, due to its
compactness and broad bandwidth more applications can be anticipated.
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Abstract— In future generation pico-cellular mobile communications FM-sideband injection
of two laser sources are used to generate mm-wave signals. This paper considers some over-
looked issues with particular emphasis on the loss of coherence between the two lasers due to
cycle slipping phenomenon and suggests a new tracking system, that considerably improves the
performance.

1. INTRODUCTION

Increasing demand for broadband mobile communication and limited atmospheric propagation at
mm-waves has resulted in the need for high density of pico-cells. And as such future cellular broad-
band mobile communication systems will comprise mm-wave components for radio link between
the mobile station (MS) and the numerous base stations (BS), which are remotely controlled by
the central station (CS). Moreover, the base stations are widely separated from the central station,
optical transport of the mm-wave signal is the choice owing to the inherently low transmission loss
coefficient of the optical fibers. This, in turn, requires the use of lasers and photo-detectors. The
cost of numerous BS’s should be kept as low as possible. Therefore, generation and control of
mm-wave signals should be optically carried out at the control station, making use of the proposed
optical devices needed for the purpose of transport of the mm-wave signals. This avoids the need
for mm-wave oscillators and modulators in the numerous base stations. In achieving this purpose
two approaches are adopted, viz., (1) single optical source technique and (2) multiple optical source
technique. In this we present a method based on multiple optical source technique using sideband
separation principle. This is depicted in Fig. 1.
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Figure 1: Coherent mixina of two optical sources.

The single optical source technique is the simplest approach for impressing microwave signal on
an optical carrier. It can be realized either by direct current modulation of semiconductor laser
or with an electro-optic modulator (Mach Zehnder Modulator MZM). Direct current modulation
is limited to frequency range below 15.0 GHz and accompanied by a large microwave noise floor
due laser intensity noise RIN and large harmonic content due to laser diode non-linearity. Another
disadvantage is non-flat frequency response. Although indirect intensity modulation method MZM



990 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

enjoys the advantage of larger bandwidth over the direct modulation scheme, it suffers from non-
linear response, limited modulation depth, optical insertion loss, cost and complexity. Moreover,
the link loss is dependent on the half-wave voltage Vπ [typically 17+20 log(Vπ) dB]. Incidentally for
a polymer MZM, built at the University of Southern California, Vπ has a value of 1.2 V at 1310 nm
whereas it is 1.8 V at 1550 nm. This indicates that the minimum link loss is on the order of 23.0 dB
(the laboratory stage).

2. TOWARDS A SOLUTION

In order to overcome the limitations of direct and external intensity modulation methods, hetero-
dyning of two frequency-offset-low-intensity-noise lasers in a fast photo-detector has been proposed
[1, 2]. A typical version of this concept is depicted in Fig. 2. A DFB laser is modulated and its
output consisting of spectral lines separated by the modulating frequency is fed to two optical
filters to isolate two sideband components (Alcatel within the EU FRANS Project). After this the
two outputs from the two optical filters are heterodyned to generate the required microwave or
millimeter wave signal (say, 60.0 GHz). This is possible only when a double sideband signal whose
sideband components are separated by at least 50.0 GHz as the presently available optical filters
based on Bragg Grating technology has a bandwidth of about 0.2 nm at 1550 nm, i.e., 25.0 GHz.
Even then mm-wave signal generated at the output the photo-detector will a large spectral width,
as the outputs from the two optical filters are phase incoherent. Moreover, double modulation at
25.0GHz is difficult to generate.
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Figure 2: Optical generation of mm-wave signal.

This problems and limitations can be overcome by replacing the FG optical filters by injection
locked lasers working as narrow band tunable filters. The injection locked optical filters (ILOF)
have the following advantages over the Bragg Grating optical filters, being much larger and more
complex than ILOF.

1. An injection locked optical filter (ILOF) can have a bandwidth on the order of 300.0 MHz
only as compared to 10.0 to 25.0 GHz for a BG optical filter.

2. It is difficult to maintain phase coherence between the signals at the outputs of the two
separate BG optical filters. Whereas the outputs of the two injection locked tunable filters
(slave lasers SL) are are phase coherent.

3. Since an ILOF is narrow band, the master laser (ML) can be modulated at a much lower
microwave frequency making it easier to modulate as well as to isolate the required higher
sideband components.

Notwithstanding these possibilities, there still remains an important question that needs to be
critically examined, and this is: Is it possible to realize the required phase coherence between the
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two outputs of the slave lasers with help commercial DFB lasers with linewidth on the order of few
MHz (in order to make the system economically viable)?

3. A NEW APPROACH

This paper presents a modified optical injection phase frequency locked oscillator (OIPFLO) shown
in Fig. 3. It consists of the arrangements by means of which instantaneous frequency of the slave
laser is controlled by two mechanisms, namely, through injection locking and optical phase locked
principle using an additional arrangement for controlling the output phase of the VCO laser in
correspondence to a measure of the instantaneous phase error. The outputs from such two systems
are heterodyned to generate the required mm-wave signal (cf. details on such novel system has
been given in a companion paper by B N Biswas entitled “Optical generation of mm-wave signal
with wide linewidth lasers for broadband communications”).
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Figure 3: Injection phase frequency locked oscillator.

Phase coherence between the two outputs from the slave lasers means phase coherence between
the master laser and the slave laser also, and cycle slipping is an annoying problem. Improving
the phase coherence means two things simultaneously, namely, increasing the tracking bandwidth
of the locked oscillator and improving the noise squelching property of the system. Unfortunately
an attempt to increase one deteriorates the other [3–5]. However, the tracking system as shown
in Fig. 3, achieves this property (i.e., to increase the locking range and to decrease the noise
bandwidth at the same time) to a great extent. Before we come to the question of phase noises
of the master laser and the slave laser, that disturb phase tracking, it is also necessary that there
is no unwanted modulation component close to the center frequency of the slave laser. Otherwise,
this exerts pulling and pushing force on the slave laser. Thus this will cause serious disturbances
in the synchronization process.

4. REDUCTION OF UNWANTED PULLING AND PUSHING EFFECT

To solve this problem let us take the following example. Let the modulation bandwidth of the
master laser is close to 10.6 Hz, and it is desired to generate 60.0 GHz mm-wave signal.

Referring to the new modulation scheme depicted in Fig. 3 and using the drive voltages with
xπ = 3.843 it is observed that the modulated laser field is [α(t) being laser phase noise].

E(t) = −0.43 cos [(ωo + 3ω) t + α]− 0.43 cos [(ωo − 3ω) t + α]
+0.114 cos [(ωo + 5ω) t + α] + 0.114 cos [(ωo − 5ω) t + α] (1)
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The third harmonic components have been picked up, because the output mm-wave signal is re-
quired to be of 60.0 GHz with modulating frequency of 10.0GHz. Disturbing components are away
by 20.0 GHz and 6.0 dB less in amplitude causing almost no deleterious effect.

5. MINIMIZING FREQUENCY OF SLIPPING CYCLES

In the following we neglect the shot noise contribution to the phase error, as it is small over the
range of the laser linewidth (say, 10.0 MHz) with the laser power on the order of 100 microwatt
and the detector sensitivity of about 0.5 [6]. In view of this noise bandwidth gives an estimate of
the phase noise contribution at laser output. In this connection it is important to note that noise
output is considered at the output of the laser VCO from where the reference signal is taken and
not at the output of the phase modulator after the laser VCO (Fig. 3). Here Ki is the injection
locking range and K is the open loop gain of the OPLL. TP is the time constant of the phase
control loop and T is the loop delay parameter.

To demonstrate the validity of the concept in the simplest form, we consider only first order
system. In this connection it is important to note that and injection locked oscillator is a first
order phase locked system and its locking range Ki is limited to about 360.0 Mrad by the stability
condition [5]. The loop phase error variance is inversely related to Ki. Because of the phase noise,
the slave lasers will slip cycles even when the phase error variance is small, and in doing so the
phase coherence is lost during the period of slipping cycles. The average time between cycle slips
is approximately given by [4, 6].

Tav =
π

4Bn
exp

[
2
σ2

ϕ

]
, where σ2

ϕ =

∞∫

−∞
|[1−H (j2πf)]|2

(
∆f

πf2

)
df and Bn =

1
2π

∞∫

−∞
|H1 (j2πf)|2 dω (2)

The relation clearly demonstrates that in order to increase Tav(a strong function of σ2
ϕ) it is neces-

sary that Bn as well as σ2
ϕ should be reduced. Incidentally, H(s) denotes the closed loop transfer

function and H1(s) denotes the transfer function when the output is observed at the VCO output.
Let us see how does this concept apply to the PLL system. If one ignores the loop delay then these
parameters are given by

σ2
ϕ =

π (∆α + ∆β)
Ki + K

· 1
1 + KTp

and Bn =
Ki + K

4
· 1
1 + KTp

(3)

The beauty of inclusion of the phase modulator (i.e., Tp) is that Bn as well as σ2
ϕ decreases with

the increase of Tp. This is in contrast to the operation conventional OPLL.
Where ∆α is FWHM (full width at half maximum) linewidth of the master laser and ∆β is that

of the slave laser. Had there been no limitation on the value of K, the summed linewidth can be
increased to a large value. But due to presence of the loop delay the maximum permissible value
of K is limited.

6. MAXIMUM PERMISSIBLE VALUE OF ‘K’

For the sake of simplicity we consider the first order system with delay. We write the characteristic
equation of the system as

jΩ + b + (1 + jΩp) exp (−jΩd) = 0 (4)

where Ω is the frequency normalized with respect to K, ‘b’ is the injection locking range normalized
with respect to K, ‘Tp’ is the time constant of the phase modulator and d (KT ) is the normalized
delay time of the loop. The plot of critical value of KT against ‘b’ is shown in Fig. 4. An appropriate
choice of the phase modulation index ‘p = KTp’ can improve the value of KT to a large extent.
That is, either higher value of ‘K’ can be used or larger value of loop delay can be accommodated.
It is seen that the introduction of the injection signal for direct synchronization and the additional
phase control loop, aside directly decreasing the phase error variance and noise bandwidth, it also
increases the stability of the tracking system.

To illustrate let us consider an OPLL with a loop delay of 1600 ps. Let us choose a value of 2.2
for KT with p = 0.35. Therefore, the permitted value of the K (open loop gain) is 1375.0 Mrad.
Thus, b = 0.2618. Hence to realize the same phase error variance for the two cases, namely with
p = 0.0 and p = 0.35. The ratio of the summed linewidths of the lasers with and without phase
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Figure 4: Variation of normalised delay with
Kinj/Kopll.

 

 

Figure 5: Variation of phase error variation with
loop delay.

control can be found to 1.545. That is, with the OIPFPLO, 50% more linewidth of the laser can
be allowed.

When the loop propagation delay is taken into account the noise bandwdith and the phase error
variance increase rapidly after a certain values of the loop delay. Simple relations for the noise
bandwidth and phase error variance do not hold good. However, when the delay is small, say up
to about 700.0 pico seconds, the variation nearly obeys the rule as given in (3). But it is important
to observe that by properly adjusting the value of the phase modulation index, both the noise
bandwidth and phase error variance can be kept small over a larger value of the loop propagation
delay (Fig. 5). It is also interesting to note that the performance of the loop will become worse
than that of the simple OPLL if a large value of the phase modulation (p) is taken.
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Abstract— Rectangular Slot antenna fed by microstrip line is designed for standard of IEEE
802.11b/g (2.4–2.4835 GHz), IEEE 802.11a (5.15–5.35 GHz), and IEEE 802.16d (5.7–5.9 GHz).
A rectangular slot antenna which comprises of two conductor strips located in a slot cut in the
ground plane was investigated for dual frequency. This antenna was analyzed by using IE3D
commercial software from Zeland [1]. In this case, the frequency range at return loss −10 dB is
2.26–2.61GHz for low frequency and is 5.05–8.18 GHz for high frequency.

1. INTRODUCTION

Microstrip antenna is a type of antennas which can be used for transmitting and receiving signals.
Microstrip or printed antennas are low profile, small size, light weight and widely used in wireless
and mobile communications, as well as radar applications. Microstrip antennas can be divided into
two basic types by their structure, namely microstrip patch antenna and microstrip slot antenna.
For later case, the microstrip slot antennas can be fed by microstrip line, slot line and CPW. In this
paper, we propose the slot antenna fed by microstrip line at a design frequency of 2.4 GHz which
cover a frequency band of 2.4–2.4835 GHz and 5.15–5.9 GHz, respectively. Therefore, the proposed
slot antenna can achieves the requirement of the IEEE standard. This antenna is designed on
RT/Duroid 5880 substrate with thickness of 1.575 mm and dielectric constant of 2.2.

To describe the performance of the slot antenna, only the interrelated parameters are specified
to complete description. The parameters in the characteristic of slot antenna for this analytical
algorithm are input impedance, return loss (S-parameter), VSWR and radiation patterns. The
main purpose of the antenna designing is to decrease the amplitude signal which returns from load
(antenna). To minimize the unwanted effects of the reflected signal as much as possible, the process
of matching impedance has to be concerned.

2. ANTENNA DESIGN AND SIMULATION RESULTS

In the designing of a microstrip slot antenna, it was necessary to specify the fundamental frequency
that would be used in both receiving and transmitting signals. This slot antenna is designed
on RT/duroid 5880 substrate with dielectric constant (εr) 2.2 and 1.575 mm of thickness of the
dielectric substrate (h). The first designing is rectangular slot antenna cut on the ground plane
and other plane is microstrip line fed slot antenna as shown in Figure 1(a). The dimension of this
slot antenna is referred to guide wavelength (λg), which can calculated from:

λg =
c/f√
εeff

(1)

where εeff is the effective dielectric constant:

εeff ≈ εr + 1
2

(2)

In this case, εeff is 1.6 and λg at frequency 2.4 GHz is 98.8mm.
The width of the microstrip line (w) approximate 4.7mm which calculated from:

w

h
=

2
π

{
B − 1− ln(2B − 1) +

εr − 1
2εr

[ln(B − 1)] + 0.39− 0.61
εr

}
(3)
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Figure 1: The structure of slot antenna and simulation result of S11. (a) Structure of rectangular slot
antenna. (b) Characteristic of return loss.

where B =
60π2

Z0
√

εr
.

The parameters in the structure of rectangular slot antenna are L and h, which L = 37.5mm
(0.38λg) and h = 18 mm (0.18λg). The microstrip line is adjusted until achieving the match
impedance with 50 ohms transmission line. The simulation result of return loss (S11) is shown
in Figure 1(b). The S11 is −34.85 dB at resonant frequency 2.36GHz, and bandwidth is 13.56%
(2.22–2.54GHz) at −10 dB of S11. Obviously, this characteristic of the return loss covers the IEEE
802.11b/g (2.4–2.4835 GHz).

To achieve the dual frequency, the L-shaped conductor strip is inserted into rectangular slot
antenna, as shown in Figure 2(a). The parameters of the rectangular slot antenna with L-shaped
conductor strip are follows:

L1 = 37.5mm, h3 = 18 mm, L2 = 23.55mm, h2 = 6.4 mm, L4 = 33.5 mm, h1 = 14.5mm,

w1 = 2.7mm, w2 = 2.5mm, w3 = 4.7 mm, L3 = 33.7mm

The length of microstrip line and the dimension parameters are shown above, while the char-
acteristic of the return loss is illustrated in Figure 2(b). It shows that the designed antenna can
achieve the dual frequency and, moreover, high resonance frequency is wideband. The dual band
appears at frequency band 2.26–2.61 GHz and 5.05–8.18GHz. The S11 at lower resonant frequency
2.40GHz is −22.44 dB and this bandwidth coverage IEEE 802.11b/g (2.4–2.4835 GHz). At high

L4 

(a) (b)

Figure 2: Configuration of slot antenna for dual frequency and characteristic of return loss. Configuration
of slot antenna for dual frequency and characteristic of return loss. (b) Characteristic of return loss.
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frequency, it shows that the wideband from 5.05GHz to 8.18 GHz coverage IEEE 802.11a (5.15–
5.35GHz) and IEEE 802.16d (5.7–5.9GHz). The simulation results are shown in Table 1.

Table 1: Simulation results of rectangular slot antenna with L-shape conductor strip.

Input Impedance 
Resonance 

frequency (GHz) 

 
S11 

(dB) Real Imaginary

 

VSWR 
Bandwidth  

(GHz) 

Bandwidth 

(%) 
 

2.40  -22.44 52.89 -7.235 1.163 0.35(2.26-2.61) 14.16 

5.38  -21.58 46.36 -7.187 1.182 3.13(5.05-8.18) 47.32 
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Figure 3: The simulation results of radiation pattern on y-z plane (φ = 90◦). (a) At frequency 2.44GHz.
(b) At frequency 5.25GHz.
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Figure 4: The simulation results of radiation pattern on y-z plane and axial ratio represent. (a) Radiation
pattern on y-z plane (φ = 90◦) at 5.8 GHz. (b) Axial-Ratio Vs. frequency.

3. RADIATION PATTERNS

The radiation patterns at center band of three different frequency bands: 2.44 GHz, 5.25GHz and
5.8GHz, of rectangular slot antenna with L-shape conductor strip are presented in Figures 3(a),
(b) and Figure 4(a), respectively.
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From the radiation patterns, low frequency band 2.26–2.61GHz is co-polarization and high
frequency band 5.05–8.18 GHz is co-polarization and cross-polarization.

4. CONCLUSION

The designing slot antenna for WLAN applications is considered. The rectangular slot antenna with
and without L-shaped conductor strip in the same size are proposed in this paper. The rectangular
slot antenna without L-shaped conductor strip can achieved bandwidth of 13.56% cover standard of
IEEE 802.11b/g (2.4–2.4835 GHz). But the rectangular slot antenna with L-shaped conductor strip
can achieve dual band, low frequency bandwidth of 14.16% cover standard of IEEE 802.11b/g and
high frequency band of 47.32% cover standard IEEE 802.11a (5.15–5.35GHz) and IEEE 802.16d
(5.7–5.9GHz).
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Abstract— We propose a novel concept for creating high-Q cavities in photonic crystal slabs
(PCS). We show that photonic crystal slab-based double heterostructure cavities, formed by
variations in the refractive index, can have large a Q-factor (up to Q = 1× 106), and that such
cavities can be implemented in chalcogenide glasses using their photosensitive properties.

In the last few years the study of optical microcavities based on photonic crystal slabs has
attracted much attention [1–10]. Almost all of these studies consider a PCS composed of a hexagonal
array of cylindrical air holes in a high-index semiconductor slab. There are many possible device
applications of compact and efficient PCS nanocavities, such as channel drop filters [1], low-treshold
laser [5], and cavity QED experiments [6, 7]. The principal design aim for all these applications is
to obtain a high quality factor within a small modal volume.

A cavity is usually formed in either of two ways: forming a point cavity or forming a “hetero-
structure”. Microcavities with the highest Q values achieved to date, have been realised through
the use of photonic crystal double-heterostructures [9, 10], where regions of slightly different lattice
constant are combined in a single slab to create a cavity. Song et al., constructed double hetero-
structure PCS, in which a short length of crystal (PC2) with a lattice constant stretched in one
direction, interrupts the main crystal (PC1) [9, 10] (see Fig. 1 ).

 

(a) (b)

Figure 1: (a) Schematic of PCS with a W1 waveguide in the Γ-K direction and (b) refractive index distri-
bution in the plane of the structure considered. The central darker region indicates the increased index.

It is possible to form heterostructures exploiting material properties, rather than the geometry
of the structure. In this paper we consider a chalcogenide glass-based PCS. It has been already
shown that high quality PCS can be fabricated in this material [11]. The key property here is that
chalcogenide glasses are photosensitive. This means that the refractive index of the material can
change by 1 to 8%, depending on the type of glass, when it is illuminated by light, typically in the
visible part of the spectrum [12].

The concept of the cavity design in hetero-structures relies on the mode-gap effect, a narrow
frequency range for which PC2 supports a mode, but not PC1. Therefore, first we determine if
there is a sufficient mode-gap to support a localized state between the structures having different
refractive indices. We introduce a W1 waveguide in these structures: W11 for PC1 with n = 2.7,
and W12 for PC2 with n = 2.75. Using the Plane Wave Expansion method, we obtain the dispersion
curves. The results are shown in Fig. 2(a). The size of the mode-gap is comparable to those of the
hetero-structures formed by geometric variation [10]. This suggests that hetero-structures formed
by photosensitive index enhancement should also be capable of supporting localized states.
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(a) (b)

Figure 2: (a) Dispersion curves for W1 of PC1 (empty square) and W1 of PC2,(full circle) within the region of
the lowest gap; the dashed line represents the light line and (b) quality factor Q as a function of the refractive
index difference between PC2 and PC1 for a step profile(square) and for a Gaussian profile (triangles).

Now we calculate quality factors for the structure illustrated in Fig. 1, for different cases where
the refractive index change of the central part varies from ∆n = 0.01 to ∆n = 0.07. The results
are shown in Fig. 2(b), where we see that a refractive index change as small as ∆n = 0.01 is
enough to obtain a quality factor Q = 3 × 104, whilst increasing the refractive index difference to
∆n = 0.02 increases the quality by a factor four. The maximum quality factor that we calculated—
Q = 4.3× 105—appears at ∆n = 0.04. The associated resonant frequency ø̃ = 0.3157 is located in
the middle of the mode gap in Fig. 2(a). A further increase in the refractive index decreases the
quality factor, but the Q factors are still of the order of 105. It is interesting to note that quality
factors of Q ∼ 105 are achieved with large refractive index changes of 0.02 < ∆n < 0.065. As
expected, the quality factor in chalcogenide glass-based PCS is smaller than for the silicon-based
PCS, due to the smaller refractive index [7].

We also modelled a cavity with a Gaussian index variation (full-width at half maximum 2a) along
the waveguide direction, with identical maximum refractive index differences to those for the step
profile. The results are plotted in Fig. 3. The maximum quality factor, Q = 1× 106, appears when
the maximum refractive index change ∆n = 0.04, just as for the step profile. Therefore changing the
refractive index profile from a step to a Gaussian profile more than doubles the quality factor. This
is consistent with findings of Song et al., who reported that a gradual structural change produces
higher quality factors [9].

In conclusion we suggest a novel way of obtaining hetero-structures that can be applied to the
PCSs made from photosensitive materials, such as chalcogenide glass and polymer. The hetero-
structure is composed of elements that slightly differ in the refractive index; in practice this index
difference can be easily photoinduced. We demonstrate that the chalcogenide-based PCS hetero-
structure, designed in this way, can exhibit extremely high cavity mode localization due to the
mode-gap effect. We also demonstrate that the nanocavities in these structures can reach ultrahigh-
Q quality factors.
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Abstract— Self-collimation in photonic crystals (PhCs) has been demonstrated providing a
very promising light-guiding mechanism. The fact that self-collimation allows light-guiding with-
out any physical boundary is beneficial in high-density photonic integrated circuits (PICs) in
terms of efficient coupling and arbitrary beam routing with no crosstalk. In this paper, we demon-
strate a tunable photonic crystal device by combining the self-collimation lattice and band-gap
lattice.

It has been well known that photonic crystals (PhCs) may exhibit very different dispersion
properties with that of either host material or guest material [1–3]. For example, while the equal-
frequency contours (EFCs) of an unpatterned Si slab are circular, EFCs of a Si slab with different
periodic patterns may exhibit different shapes [4]. A EFC is a cross section of dispersion surfaces
and a dispersion surface is a surface which characterizes the relationship between all allowed wave
vectors in the structure and their corresponding frequencies. Recently, there has been a growing
interest in engineering the dispersion property of photonic crystals for possible applications. One
of the very interesting phenomenons found in planar photonic crystals (PhCs) during these ex-
plorations is the self-collimation phenomenon [4, 5]. This behavior in which incident waves with
a certain angular range are naturally collimated along only certain directions has been utilized
to efficiently guide electromagnetic waves within a planar PhC without the use of channel defects
or structural waveguides. Compared to its alternatives, namely dielectric waveguides and PhC
line defect waveguides, this type of waveguides offers many advantages since it does not require
physical boundaries to confine light. For instance, it releases the strict alignment requirements
imposed by the coupling efficiency in the case of dielectric or PhC line defect waveguides. As such,
it enables high efficient in-plane coupling. On the other hand, due to lack of structural interaction,
light path can arbitrarily cross each other without any crosstalk, which is very important for high
density PICs to achieve arbitrary routing. To allow more functionalities integrated into the self-
collimation lattice and thus a self-collimation based PICs, in this paper we demonstrated tunability
of self-collimation photonic crystals by free carrier injection [6, 7].

The studied device is illustrated in Fig. 1. This device consists of the self-guiding region and
the tunable region. The self-guiding region is the square lattice of air holes patterned on the silicon
slab. The radius of air holes is 0.3a, where a is the lattice constant. The dispersion surface and
the dispersion contour of this lattice are obtained with plane wave method (PWM). An effective
index of 3 is used for Silicon to take the finite thickness of the Silicon slab into consideration. The
self-guiding lattice has an approximately square EFC at the frequency of a/λ = 0.3, where a is
the lattice constant and λ is the guiding wavelength. Since a = 0.45µm, electromagnetic wave
with wavelength of 1.5µm can thus be self-guided in the lattice. The tunable region is a square
lattice of air holes with the same lattice constant in order to align with the self-guiding lattice to
minimize the leakage along the boundary between the two lattices. The tunable lattice is designed
such that it has a band gap; the self-guiding frequency is located at its band edge of the band
gap without injected free carriers. Under this condition, the self-guiding beam completely passes
through this region. On the other hand, when injecting free carriers into this region to slightly
reduce the effective index of Silicon slab in this region, the band is pulled up and the self-guiding
frequency is thus shifted into the band gap. Depending on how deep the self-guiding frequency is
pulled into the band gap, a various percentage of the self-guiding beam passes through this region
to port A, the rest of it is reflected to port B. Fig. 2 shows the band diagrams of the tunable lattice
with different effective indices.

To validate the overall device design, we simulate the device shown in Fig. 1 using the finite-
difference time-domain (FDTD) method. Fig. 4 shows the simulation results.

To demonstrate the performance of the device experimentally, it was fabricated on a Silicon-
on-insulator (SOI) wafer. The Silicon device layer has a thickness of 260 nm. The thickness of
the SiO2buffer layer is 1µm. The photonic crystal lattice was written on 200-nm-thick PMMA
resist by electron-beam lithography. The patterned structures were transferred into the Silicon
layer subsequently using inductive coupled plasma (ICP) etching. The reaction gases were SF6 and
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Figure 1: The Tunable photonic crystal device.
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Figure 2: Dispersion diagrams of the tunable lattice: (a) with the effective index of Silicon as 3. In this
case, the self-guiding frequency of a/λ = 0.3 is at the edge of the stop band around the Γ-M direction shown
as the small shadow area. Therefore, the self-guiding beam passes through the tunable region to Port A
as shown in Fig. 1, (b) with the effective index of Silicon as 2.8. In this case, the self-guiding frequency of
a/λ = 0.3 is inside the stop band around the Γ-M direction shown as the small shadow area. Therefore, the
self-guiding beam is mostly reflected to Port B as shown in Fig. 1.

C4F8. Fig. 4 shows the scanning electron microscope images of the etched photonic crystal. The
self-collimation photonic crystal consists of a square array of air holes with hole radii of 125 nm
and a lattice constant of 450 nm.

In order to inject free carriers, a p-i-p junction was formed along the diagonal direction of the self-
guiding photonic crystal. At first, a 500-nm-thick SiO2 layer was deposited onto the etched sample
using plasma enhanced chemical vapour deposition (PECVD). Next, conventional UV lithography
and buffered oxide etch (BOE) were employed to open doping windows via the SiO2 layer. After
spinning a boron film on the sample, it was slid in a RTA furnace of 1050◦C for diffusion. After the
diffusion process, the residue of the dopant was removed by soaking the sample in the BOE solution
for a couple of minutes. The sheet resistance of doped regions was measured by a four-point probe.
From the sheet resistance, the doping concentration was calculated as 3× 1019 cm−3.

To deposit the electrodes, the regions for metal electrodes were patterned using conventional
photolithography. The Ge/Au electrodes were deposited using an electron-beam evaporator fol-
lowed by the lift-off process. The electrodes were connected with external connectors using gold
wires by wire bonding. Fig. 5 shows the microscope image of the fabricated device. The p-i-p diode
injects holes only [8], and the measured I-V curve is approximately linear at −40 to 40 V ranges.
The measured current is I = 3.1mA at V = 40 V. The devices were tested on an optical mea-
surement bench. A tapered Doping regions Electrode Electrode Photonic crystals and polarization
maintained fiber launched the input light from a tunable laser to the facet of the input waveguide.
The 8µm wide input waveguide was tapered to 200 nm, narrowing the input wave to a single mode
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Figure 3: The FDTD simulation results of the device shown in Fig. 1. Silicon in the tunable region has an
effective index of (a) 3, (b) 2.95, (c) 2.9, and (d) 2.8.

Figure 4: Left: SEM images of the etched self-collimation photonic crystal. The waveguide interfacing with
the self-collimation lattice along the Γ-X1 direction is taped down first to narrow the wide input light to a
single mode and is then inversely tapered for better coupling. Right: Zoom-in view of the photonic crystal
lattice.

wave, and launching it to the self-guiding photonic crystal. Another tapered fiber collected light
at facets of output waveguides, and sent it to a photo detector. An external voltage source was
connected to the electrodes.

To test the carrier injection effect, we launched light with a wavelength of λ = 1428 nm from
the tunable laser. The output light was collected and measured. The switching effect was observed
when the external voltage of 40 V was switch on and off. The graph of the measured output light
versus the applied external voltage is shown in Fig. 6. An IR CCD camera was mounted over the
testing sample to observe the far field light radiated from the sample surface. Fig. 7(a) shows the
captured top view of the device with no input light and no externally applied voltage. The right
small images are the images captured at the output facet. Figure 7(b)–(d) show images when we
launched the input light with a wavelength of λ = 1428 nm and the applied external voltages of
V = 0V, 20V, and 40 V, respectively.

As we can see from Fig. 7, when the applied voltage increases, the output light decreases. The
radiation light from the sample surface decreases too.

The effective refractive index shift due to the free carrier injection and the free carrier absorption
contribute to this phenomenon. From the captured images, the strong absorption can be observed.
The output spectra with varying applied voltages are plotted in Fig. 8. However, no output light
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Figure 6: The measured output light versus the ap-
plied external voltage. The shaded areas indicate
the time steps when the external voltage of 40 V is
applied.
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Figure 7: Captured top views (a) when no input light in launched, (b) when input light is launched but no
external voltage is applied, (c) when input light is launched and the external voltage of 20 V is applied, and
(d) when input light is launched and the external voltage of 40 V is applied.
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could be observed at the reflection port. This might be caused by the unconfined free carriers.
As we can see from Fig. 7, the free carriers pass not only the tunable region, but also other open
regions. Therefore, the effective refractive index of these regions is changed too, which changes the
dispersion property of the self-guiding photonic crystal. Moreover, free carriers outside the tunable
region increase the overall absorption loss. We are trying to improve the free carrier confinement,
and expect to observe the reflected light and faster switching speed.

In summary, we demonstrate a tunable photonic crystal device. The proposed device consists of
the self-guiding region and the tunable region. The tunable region has the same lattice constant as
the self-guiding lattice to minimize the leakage along the boundary between the two lattices. The
tunable lattice is designed such that it has a band gap and the self-guiding frequency is located at
its bottom band edge of the band gap. Therefore, in principle, when injecting free carriers into the
tunable region to slightly reduce the effective index of this region, the band is pulled up and the
self-guiding frequency is thus shifted into the band gap and the self-guiding beam is partly reflected
to the vertical direction. Depending on how deep the self-guiding frequency is pulled into the band
gap, a various percentage of the self-guiding beam is reflected. Experimentally, the free carriers
are injected into the tunable region by highly p-doping two separated regions on both sides of and
along the 45 degree direction to the original self-guiding beam path. It is observed that when a
voltage of 40V is applied on these two highly p-doped regions, the pass-though port has reduced
power output comparing to the value when no external voltage is applied.
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Abstract— Two mechanisms of optical coupling between spherical cavities, tight-binding be-
tween their whispering gallery modes and focusing produced by periodically coupled microlenses,
are directly observed using spatially resolved scattering spectroscopy and imaging. The results
can be used for developing device concepts of lasers, optical filters, microspectrometers and sen-
sors based on mesoscopic systems of coupled microspheres.

In this paper we consider structures formed by coupled spherical cavities which can be regarded
as mesoscopic systems due to the fact that the size of their building blocks (spheres) is comparable
to the characteristic wavelength. In contrast to metamaterials or photonic crystals conceptualized
through the process of homogenization, the optical phenomena in such mesoscopic systems are
essentially based on the properties of the constituting cavities. These include their ultra high
quality whispering gallery mode (WGM) resonances [1] and their ability to focus plane waves into
“nanoscale photonic jets” [2] at the shadow-side. These properties lead to two different mechanisms
of optical transport between the cavities: (i) tight-binding between WGMs, (ii) propagation in a
series of periodically coupled microlenses. These mechanisms are directly studied in the present
work.

1. TIGHT-BINDING BETWEEN WGMS

Previously we observed WGM-related propagation effects [3] in one-dimensional (1D) chains of
slightly disordered spheres using evanescently coupled dye-doped spherical cavities pumped above
the lasing threshold for WGMs. In the present work we integrated spherical cavities into 3D closed
packed structures with the thickness varying from one monolayer up to ∼ 50 monolayers. The
samples were obtained by self-assembly of spheres (with sizes in 2-10 micron range with standard 3%
size dispersion) directed by hydro-dynamic flow in a specially designed cuvette placed in ultrasonic
bath. The spheres were dye-doped and locally excited to create a built-in source of whispering
gallery modes (WGMs). In the scattering spectra of such samples we observed fringes due to
light propagation via coupled WGMs, as illustrated in Fig. 1. The study of pump dependence of
scattering spectra indicated that above WGM lasing threshold the emission is provided in localized
modes formed by multiple spheres. This is confirmed by observation of double peak structures,
the spectral signature of strong coupling regime between multiple cavities. Although size disorder
plays a negative role in the efficiency of such transport, we show that due to existence of multiple
paths for photons the optical transport can be very efficient. The study of thickness dependence of
scattering spectra indicates that attenuation length of light in such 3D samples exceeds 50µm. The
results show that the optical transport in such systems is provided along particular configurations
of cavities according to a principle of minimization of the total WGM detuning.

2. PROPAGATION IN A SERIES OF PERIODICALLY COUPLED MICROLENSES

We report on the light transport phenomena in linear chains composed of several tens of touching
spherical microcavities. A new optical mode type, namely nanojet-induced modes (NIMs) is directly
observed [4]. Theoretically, formation of periodic nanojets has been predicted [5] as a result of
the optical coupling of microspheres acting as a series of micro-lenses, which periodically focus
propagating wave into photonic nanojets.

The chains were formed by means of the self-assembly directed by micro-flows of water suspen-
sion of polystyrene microspheres. The standard size dispersion of spheres in each particular chain
was below 3%, while mean size of spheres was varied in the 2–10 micron range. To couple light to
NIMs we used built-in emission sources formed by several locally excited dye-doped microcavities
from the same 1-D chain.
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Figure 1: Scattering spectra of 3D systems of microspheres obtained using evanescently coupled sources
of light (dye-doped spheres) with WGM peaks. The spectra exhibit fringes due to light propagation via
coupled WGMs. Different sizes of microspheres result in different free spectral ranges. The sketch in the
inset illustrates propagation between ABC layers along (111) direction of fcc lattice.

Figure 2: Visualization of NIMs in a locally excited chain of 2.9µm spheres. (a) Image obtained with the
background illumination, (b) same chain imaged due to propagation and scattering of light originating from
the local fluorescence source.

The formation of NIMs as illustrated in Fig. 2. Conversion of modes emitted by the light source
into the NIMs results in losses of several dB per sphere in the vicinity (first few tens of spheres) of
such sources. At longer distances we found an attenuation rate as small as 0.5 dB per sphere, that
reveals low intrinsic propagation loss for NIMs. The NIMs have potential applications for coupling
of light in and out of spherical cavities characterized by extremely high quality (Q) whispering
gallery modes and for guiding of emission in compact arrays of such microcavities.
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Abstract— 2D photonic crystals containing waveguides and nanocavities have been fabricated
in thin films of highly nonlinear chalcogenide glass. By probing the structures using evanescent
coupling from a tapered optical fibre we have observed moderate resonator Q factors up to 10,000
which is adequate for all-optical switching.

Photonic crystals (PhCs) are a class of optical structure where the propagation of light is
controlled by using a strong periodic modulation of the refractive index [1, 2]. Large index contrast
in a PhC gives rise to a photonic band-gap within which light cannot propagate providing a possible
mechanism to trap and manipulate light for photonic circuitry. Using the PhC mechanism, different
types of optical circuits have been realized, including waveguides [3, 4]: a defect consisting of a row
of deliberately omitted holes that act as a conduit for light (see Fig. 1(b)); and nanocavities:
compact (wavelength-scale) optical structures with high Q-factors and small mode volumes [5, 6]
(see Fig. 1(a)). PhC waveguides (PhCWGs) and PhC nanocavities (PhCNCs) have captivated
considerable interest for all-optical signal processing [7, 8].

Chalcogenide glasses are attractive materials for all-optical signal processing. These glasses are
composed of heavy elements including the chalcogens: S, Se and Te and posses a refractive index
sufficiently high for PhC devices (typically 2.4–2.7); a high third-order nonlinearity (100–1000x
that of silica); low two-photon absorption; and can be processed using conventional lithographic
techniques. These properties suggest that devices made from chalcogenide glasses should achieve
low-power ultra-fast optical switching and optical logic in photonic crystal resonators with their
switching speed limited only by the resonator quality factor, Q.

Here we report on characteristics of 2-D PhC waveguides and resonators fabricated in free
standing chalcogenide glass membranes by focused ion beam (FIB) milling [9, 10]. Some samples
were additionally produced using conventional e-beam lithography and chemically assisted ion beam
etching (CAIBE) [11]. Optical characterization was performed by resonant coupling between the
modes of the photonic crystal waveguides and resonators and a tapered single mode optical fibre
positioned close to the structures [12, 13].

To produce 2-D photonic crystals via ion beam milling we first coated free-standing ≈ 50 nm
thick Si3N4 membranes produced by anisotropic chemical etching of nitride-coated silicon wafers
with a 300 nm thick layer of Ge33As12Se55 (AMTIR-1) glass. By FIB milling the membranes
through the Si3N4 high quality 2-D photonic crystals with lattice period ≈ 600 nm and hole radius
≈ 360 nm were fabricated in a single-step process with near vertical and smooth side-walls. Since
the milling time for the structures, which extended over and area 100µm× 100µm, was > 1 hour,
custom software was used to monitor and correct any drift in the FIB system during milling to yield
lattices whose structure was accurate to within our measurement limit of about 5 nm. Some samples
were fabricated using a more conventional approach employing e-beam lithography to write the PhC
pattern into a PMMA e-beam resist and this was then transferred into an underlying AMTIR-1
layer deposited onto an oxidized Si wafer using CAIBE. Following CAIBE the SiO2 layer beneath
the AMTIR-1 PhC was removed using buffered oxide etch (BOE).

Various structures were prepared for optical testing. These included simple waveguides formed
by leaving out a row of holes from the lattice; long truncated waveguides where the structures
were terminated before the edge of the lattice to create end mirrors; and nano-cavities formed by
removing three adjacent holes from the lattice and shifting the positions (and in some cases the
size) of the remaining holes at each end of the nanocavity to increase the resonator Q.
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Testing was performed by tapering a section of conventional single mode optical fibre to a
diameter of ≈ 1µm and then forming the taper into a curve or loop 400–500µm in diameter to
restrict coupling to the region of the waveguide or nano-cavity. In conditions where the propagation
constant of the mode in the taper and PhC are matched; power can couple from the fibre exciting
modes of the photonic crystal and this is detectable as a dip in the transmission spectrum through
the fibre taper.

When fibre coupling to a defect mode waveguide created by leaving out a single row of holes,
the dispersion diagram demonstrates that coupling should occur between the fiber mode and a
backward traveling wave in the photonic crystal (see Fig. 1).

 

TE1

0TE

Figure 1: Dispersion diagram for the PhC structure (red line) and the nanowire (blue line). Dashed circle
indicates modes for which phase-matched coupling occurs.

In the experiments the polarization of the field in the fibre was adjusted to TE relative to the
surface of the lattice to allow coupling to the TE1 and TE0 modes of the PhC waveguide. Strong
coupling could be obtained when the fibre was in contact with the PhC leading to a maximum
depth in the transmission dip associated with the coupling resonance of −18 dB which corresponds
to ≈ 98% coupling efficiency. The variation in coupling strength with fibre to PhC separation is
shown in Fig. 2. This experiment demonstrates that the chalcogenide glass platform is a promising
one to realize low power all-optical switching.

 

TE0TE1

Figure 2: Transmission spectra through the tapered fibre for coupling to a PhC waveguide as a function of
fibre to PhC separation on the input side of the PhC waveguide.

To this end, coupling to resonators with different end-hole shift and diameters has also been
demonstrated using fibre coupling although the depth of the transmission was in this case restricted
to only a few dB due to the limited intrinsic Q of the current resonant cavities. Predicted Q values
obtained from 3D FDTD simulations predict intrinsic Q values of a few thousand should exist
for cavities without a shift in the end-hole position increasing to > 10000 when an optimal shift
of about 0.19a was used where a is the lattice constant. Reducing the side hole radius from
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0.33a to ≈ 0.15a approximately doubles the predicted Q. These general trends were confirmed by
experimental measurements where maximum Q values as high as 10,000 were measured for samples
with both a side-hole shift and diameter reduction whilst values of around 4000 were obtained
for side-hole shift alone. To obtain these values the loading effect of the tapered fibre had to be
minimized by separating the fibre from the PhC surface. For a fibre in contact the measured Q’s
were a few thousand as shown in Fig. 3. As expected the resonant frequency becomes sensitive to
the shift of the end holes which results in an effective change in resonator length as is also apparent
from the figure.
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Figure 3: Transmission spectra for coupling to three different PhCNC, each trace corresponding to a varying
displacement of adjacent holes to the cavity.

These data indicate that simple chalcogenide PhC resonators can exhibit sufficiently high Q to
make all-optical switching feasible. The required Q is determined by the maximum fractional change
in the refractive index, ∆ n/n, achievable using a Kerr nonlinear optical response of a chalcogenide
which is likely to be limited to ∆ n/n ≈ few 10−4. Hence for the Kerr response to pull the resonator
frequency by an amount equal to the linewidth of the resonance, Q values in the range of 5000 are
required. The main requirement for effective switching will be to increase the inherent resonator Q
(before loading via fibre coupling) sufficiently so that coupling losses dominate the effective Q that
will result in much larger modulation of the transmission. Experiments on all-optical switching are
now underway.
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Abstract— One of the approaches to realize entanglement for quantum information processing,
is cavity quantum electrodynamics. In this approach, the interaction of material qubits (atomic
or electronic quantum states) with a high finesse optical resonator is used for atom-atom, atom-
photon, or photon-photon entanglement. The main challenge in this approach is to avoid de-
coherence induced by the cavity modes that leak to the environment. An attractive architecture
to overcome this obstacle is formed by high-Q, coupled nano-cavities in a Photonic Crystal.
The coupling of the nano-cavities can be gated to avoid de-coherence. The nitrogen-vacancy
(NV) defect center in diamond, was recently shown to allow successful measurement of its spin
quantum state, thus becoming a strong candidate for solid state quantum information processing.
Our initial findings on diamond-based, photonic crystal coupled cavity studies, and preliminary
fabrication experiments are encouraging, leading to the possibility to demonstrate a gated qubit
in a diamond-based photonic crystal cavity.

1. INTRODUCTION

Quantum Information Technology (QIT), and in particular Quantum Computation (QC), show
great potential for revolutionizing the methods by which one can collect and distribute information.
Over the past 5 years, the explosive growth of schemes for quantum computation triggered a
revolutionary reappraisal of the role of quantum mechanics in technology. One of the key issues for
practical realization of QIT is the implementation of quantum bits, or qubits, that form the basis
of useful quantum devices. While methods based on extensions of established technology (such
as: silicon, NMR, linear optics and ion traps) have shown promise, experimental achievements
in QC are only at the proof-of-principle stage in terms of their abilities to perform basic QC
tasks [1]. Recently, it has been recognized that due to some properties of diamond, diamond
based technologies appear to offer a promising route for a practical, scalable, and
controllable implementation of qubits for QC [2–5].

Applications of Quantum Electrodynamics (QED) systems to quantum information derive mostly
from the ability to coherently interchange quantum states between material (atomic) qubits and
photonic qubits. Proof-of-principle experiments have been performed to demonstrate atom-atom,
atom-photon, and photon-photon entanglement as the basis for two-qubit gate protocols. However,
to achieve coherent dynamics with just a single atom and a single photon, a small, extremely low
loss optical cavity is required, to work in the “strong coupling regime”. The implementation of
such cavities is extremely challenging.

Recently, we proposed a novel and original architecture for the control and manipulation of
atom-photon entangled states (single qubit) in a nano-cavity, and cavity-cavity coupling for two
qubit operartion, using single crystal Diamond as the base material, and a Photonic Crystal
as the optical medium [6].

2. QUANTUM PROPERTIES OF DIAMOND — THE N-V CENTER

Diamond is an extraordinary material. It is well known as the hardest of all materials, but is
also the most thermally conducting and displays a range of other highly desirable properties such
as optical transparency from the ultra-violet into the infra-red, high electron and hole mobilities,
and resistance to both chemically and radiation harsh environments. Less well known are the
extraordinary quantum properties of the optical centers in diamond. In fact, the only photo-stable
single-photon sources at room temperature reported so far in any material are nitrogen-vacancy
(N-V) centers in diamond.

The N-V center in diamond consists of a nitrogen substituting for a carbon plus a nearest
neighbor vacancy (Figure 1) [2]. It has a 3A ground state and a 3E excited state. The optical
transition between these two states has an energy of 1.945 eV (637.3 nm). Most importantly, the
transition has extraordinarily high quantum efficiency, such that single defect spectroscopy has
been demonstrated very convincingly over the past few years. The transition is spin selective and
under white light illumination, it is possible to rapidly spin polarize the system into the ground
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state [3]. Other crucial properties are: 1. long decoherence times, of the order 1 sec or more in
dilute samples. Only few qubit candidates other than the N-V center in diamond that are so long
lived exist in nature; 2. Rabi oscillations [4], simple 2 qubit (using a neighbouring 13C atom) gate
operations [5], and NMR spectroscopy have all been demonstrated at room temperature on single
N-V centers; 3. the diamond matrix can withstand extremely high electric fields, thus opening the
possibility to affect the optical transition of the N-V center by Stark shift, and tune the nano-cavity
eigenstates; 4. the host is non-magnetic, thus providing long spin lifetimes; and 5. the optical center
is especially stable, no photo bleaching is observed.
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Figure 1: The physical and electronic structure of
the [N-V] optical centre in diamond [2].

Figure 2: Photonic Crystal structure with 2 cavities
coupled to a waveguide.

These remarkable and unique properties, coupled with the diamond specific fabrication tools
which we recently developed [7], form the basis for the proposed quantum devices.

3. PHOTONIC CRYSTAL ARCHITECTURE

The input-output, or the “bus” for an operational set of qubits is an optical waveguide. The waveg-
uide is surrounded by a 2D Photonic Crystal in which light propagation is forbidden. Individual
defects in the photonic crystal region (missing holes) are formed, to behave as optical nano-cavities.
In each optical cavity, an N-V center is inserted. When excited, the NV center relaxation dynamics
is spin-dependent. Thus, the atomic transition and the electromagnetic field form a “dressed state”
composed by the photon-atom interaction.

When two cavities are placed in close proximity, the photonic component of the dressed state
can leak from one cavity to the other (photon hopping) to form two coupled cavities (two coupled
qubits). More cavities can be added to form a chain of coupled qubits.

Coherence in a single qubit or in a chain of coupled qubits is maintained as far as these cavities
are isolated from the environment (no coupling to the waveguide). Read-out of the state can be
accomplished by using a low Q tunable cavity as a quantum Q-switch [8].

4. MODELLING

The first calculation of the proposed structure was a model of a 2D Photonic Crystal composed of
a hexagonal array of cylindrical air holes in a dielectric slab [9]. Diamond has smaller refractive
index (n = 2.4) than other semiconductors, leading to a weaker guidance in the vertical direction
and a cavity mode that is less confined vertically than in a silicon based slab. The plane wave
expansion method (PWE) was used to calculate the photonic band-structure, a 3D finite-difference
time-domain method (FDTD) was used to determine the quality factor (Q) of the cavity, with
several geometric designs. Details of the bulk crystal parameters (hole radii, slabthickness, cavity
geometry, etc.) are presented in a separate paper in this volume. It was found that for small volume
nano-cavities, a quality factor of Q ≈ 3.0× 104 can be obtained.

In order to obtain higher values of Q , the double heterostructure (DH) design, based on a
Photonic Crystal waveguide, was considered [10]. The waveguide is defined by a linear defect into
the PC slab in certain direction. In our case, one row of holes in the ΓJ direction was filled. The
modes were indexed by the symmetry of the By field component in the xz plane, where sub-index
“e” (“o”) stands for the even (odd) parity, for the x and z directions. There are two waveguide
modes inside the band gap: Boe and Beo. Each of these modes can serve as a basis for the cavity.
Moreover, by decreasing the holes radii in the rows adjacent to the filled row of holes, the effective
index is increased resulting in the entrance of the next mode Bee into the band-gap region.
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The PC waveguide provides confinement in the lateral direction. For confinement in longitudinal
direction the lattice constant, a, of a small number of periods along the waveguide axis direction
is increased. The region of increased a has a higher refractive index, leading to the formation of
a quantized, x-localized mode. The frequency of this mode is lower than the lowest frequency of
the surrounding waveguide, but still higher than that of the dielectric band, hence, providing field
confinement to the cavity. For the DH cavity with ∆a = 0.05a, and a slab height of h = 0.8a
addressing the 1st waveguide mode (Boe), the obtained result is Qv = 67, 000. This result seems to
be significant for further consideration of photonic crystals in diamond for quantum electrodynamic
applications [11].

5. MICROMACHINING OF DIAMOND

The demonstration of the capability to form three-dimensional microstructures in bulk single-
crystal diamond was recently presented by Olivero et al., [7] by means of a Focused Ion Beam
(FIB) assisted lift-off technique. The lift-off technique consists in the removal of a surface sheet
from the bulk sample through the selective chemical etching of a sacrificial graphitic layer created
at a well-defined depth by means of MeV ion implantation followed by thermal annealing.

Single-crystal High-Pressure-High-Temperature (HPHT) artificial diamond samples were im-
planted with 2MeV He ions in 100× 100µm2 square regions, at a fluence of 1 · 1017 ions·cm−2; the
implantation was performed by raster scanning the ion beam focused to a micrometric spot.

MeV ion implantation in a crystalline material induces the creation of lattice defects (i.e.,
vacancies and interstitials) resulting from the collisions with atomic nuclei. The maximum rate
of nuclear energy loss occurs when the ion energy decreases to ∼ 102 eV, i.e., at the end of ion
range. Figure 3 shows the density profile of the vacancies induced in diamond by 2MeV Helium
ions, resulting from Monte Carlo simulations; the graph also reports the damage threshold above
which graphitization occurs upon thermal annealing. A buried heavily damaged layer is created at
a depth of ∼ 3.5µm below the surface, while the region between the surface and the end of range
exhibit a much lwer damage density.

Figure 3: TRIM Monte Carlo simulation of the density profile of vacancies induced in diamond by 2 MeV
Helium ions, together with the damage threshold above which graphitization occurs in diamond upon an-
nealing.

The annealed samples were then processed with a wet chemical etching in boiling acid (1:1:1
H2SO4 : HClO4 : HNO3). The chemical attack selectively etches the graphitic phase that was ex-
posed to the surface through the drilled trenches, while leaving intact the chemically inert diamond
phase. A suspended bridge, fabricated in order to perform preliminary waveguiding experiments
was formed, as shown in Figure 4. Subsequently, input and output 45◦ mirrors were produced at
each side of the bridge by FIB.

By using membranes fabricated by this method as a starting material, a 2D array of holes was
etched into the diamond membrane, to form a 2D-lab photonic crystal. An example a such a 2D ar-
ray is presented in Figure 5. Optical experiments are being conducted to study the electromagnetic
properties of the produced samples.

In conclusion, some of the basic components for the implementation of basic QIT operations,
based on the properties of NV centers in diamond were demonstrated. These include photonic
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Figure 4: Suspended waveguide in diamond.

 

Figure 5: Photonic crystal cavities in diamond.

crystal waveguides, cavities, and coupling elements. Intensive optical testing of these preliminary
devices are being performed in our laboratories. Much work is needed to assess the potential of
diamond as the base material for QIT.

ACKNOWLEDGMENT

The author is indebted to I. Beyn, B. Meyler, A. Lahav, P. Olivero, A. Greentree and S. Tomljenovic-
Hanic who contributed in the experimental and modeling work.

REFERENCES

1. “A quantum information science and technology roadmap, Part 1: Quantum computation,”
http://qist.lanl.gov.

2. Van Oort, E., N. B. Manson, and M. Glasbeek, “Optically detected spin coherence of the N-V
diamond centre in its triplet ground state,” J. Phys. C, Vol. 21, 4385, 1988.

3. Manson, N. and J. P. D. Martin, “Optically induced spin orientation of the N-V centre in
diamond,” Proc. Of the Int. Conf. on Quantum Information, Rochester, 2001.

4. Jelezko, F., T. Gaebel, I. Popa, A. Gruber, and J. Wrachtrup, Phys. Rev. Lett, Vol. 92, 076401,
2004.

5. Jelezko, F., T. Gaebel, I. Popa, M. Domhan, A. Gruber, and J. Wrachtrup, Phys. Rev. Lett.,
Vol. 93, 130501, 2004.

6. Salzman, J., S. Prawer, and D. Jamieson, Photonic Crystal Devices and Systems in Diamond,
provisional patent, CCID 131000480, 2004.

7. Olivero, P., J. Salzman, et al., “Ion-beam assisted liftoff technique for 3D micromachinning of
freestanding single crystal diamond,” Advanced Materials, Vol. 17, 2427, 2005.

8. Greentree, A., S. Prawer, and J. Salzman, “Quantum gate for Q switching in monolithic
photonic bandgap cavities containing two level atoms,” Physical Review A, Vol. 73, 013818,
2006.

9. Tomljenovic-Hanic, S., M. J. Steel, C. M. de Sterke, and J. Salzman, “Diamond based photonic
crystal microcavities,” Opt. Express, Vol. 14, 3556, 2006.

10. Song, B., S. Noda, T. Asano, and Y. Akahane, “Ultra-high-Q photonic double heterostructure
nanocavity,” Nature, Vol. 425, 944–947, 2003.

11. Beyn, I. and J. Salzman, “High Q photonic crystal nanocavities on diamond for QED,” J.
Europ. Phys. Appl. Phys., 2006, to be published.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1017

Broadband Slow Light and Nonlinear Switching Devices
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Abstract— In this presentation two classes of compact waveguide structures with functional-
ities important in high-speed telecommunication networks are reviewed: The first one demon-
strates slowing-down of light to 4% of the vacuum speed of light in a photonic crystal line-defect
waveguide (PC-LDWG). A fabrication-tolerant bandwidth of 1300 GHz for carriers in the 200 THz
range is shown both in 3D-simulations and upscaled microwave experiments. The second class
introduces optically bistable and direction-dependant transmission in nonlinear materials for
stopband-tapered waveguide Bragg gratings (ST-WBG). Optical switching powers of less than
2.7mW are required to achieve an optical isolation ratio of 11 within 300µm propagation through
an active material.

1. INTRODUCTION

Photonic crystals (PCs) offer unique possibilities to control the flow of light. Nanocavities with ex-
tremely high-Q factors can be realized [1], dispersion properties of photonic crystal waveguides can
be engineered, light pulses can be slowed down or even stopped [2, 3]. Slow-light structures signifi-
cantly reduce the size and power needed for optical modulators and nonlinear elements [4]. Optical
bandwidths greater than 20 GHz and low dispersion needed for optical communication systems
have however not been demonstrated experimentally so far. Furthermore, the effect of unavoidable
fabrication-induced disorder on the group velocity in photonic crystal line-defect waveguides (PC-
LDWG) has not yet been studied. We investigate a PC-LDWG designed for broadband slow-light
transmission according to [3]. Experiments were conducted in an upscaled microwave model [5] and
can be directly translated to optical frequencies because of the scaling laws of Maxwell’s equations.
Waveguide structures for the experiments are upscaled by a factor of 20000, while the frequency
is downscaled by the same amount. This way it is possible to study, e.g., the effect of disorder in
PC air-hole radii on the group velocity systematically. Measured results were transformed back
into the optical regime and agreed well with 3D finite integration simulations performed with CST
Microwave Studio (MWS).

We also show a second class of nonlinear material waveguide devices that are asymmetric con-
cerning forward and backward propagation of light. The asymmetry is caused by Bragg gratings
on the sidewalls of strip waveguides. The grating amplitude is varied linearly along the waveguide,
consequently field confinements change along the waveguide. In conjunction with nonlinear mate-
rials a directionality of the waveguide device is established. Furthermore, transmission not only
depends on the propagation direction, but also on optical input powers. Effectively a hysteresis
loop can be opened, which is usable for bistable switching devices or isolators. Modified grat-
ings on the waveguide sidewalls change the position and extension of a photonic stopband along
the waveguide, justifying the term “stopband-tapered waveguide Bragg grating” (ST-WBG) [6, 7].
Equivalently structured active materials with nonlinear gain, e. g., semiconductor optical amplifiers
(SOAs), enhance the device performance by reducing required switching powers.

2. BROADBAND SLOW SLIGHT WAVEGUIDE STRUCTURE

A slow light PC-LDWG was designed in a membrane structure with relative permittivity εr = 10,
which is close to the value for semiconductor materials in optical devices. The specific parameters
of the PC-LDWG are a lattice constant a = 0.45 µm, membrane height h = 0.27µm, hole radius
r/a = 0.25 and a central linear defect width 0.75 a, see inset schematic of Figure 1(a). This
structure confines light on a specific mode of the central defect, and may be probed by measuring
the propagation of light pulses. Figure 1(a) characterizes the frequency dependant group velocity
of such pulses in simulations and experiments. The chosen design slows down light pulses to group
velocities as small as 4% of the speed of light. This is achieved over a very wide range of 1300 GHz on
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(a) (b)

Figure 1: (a) Group velocity plotted as a function of optical frequency for simulated and scaled-back measure-
ment. The inset shows the structure parameters of the disorder-free PC-LDWG, (b) Pulse measurements.
The delayed pulse is transmitted through 30 periods a of the slow-light device. The time axis is scaled to
the optical regime, and the pulse energy normalized.

the left side of the plot in Figure 1(a). The experimentally measured curve deviates only slightly
from the 3D-simulation. The upper frequency axis has been scaled from the microwave regime
experiment to the optical domain. It is shifted with respect to the lower, simulation-frequency axis
to fit curves. This mismatch is attributed to an uncertainty in the effective relative permittivity of
the dielectric material used. Furthermore, simulations assume ideal, lossless materials.

For the microwave experiment, a slot antenna was designed which excites the TE-polarized
mode in a strip waveguide. To better couple to the low group velocity mode of the PC-LDWG,
taper sections were introduced, slightly increasing the width of the PC-LDWG toward the input
and output strips. Pulse transmission experiments were carried out with a modulated microwave
source and a detector. Pulses were nearly Gaussian with an equivalent optical duration of 0.5 ps
and a bandwidth of 1.3THz. Figure 1(b) shows the actual delay of a pulse transmitted through
a perfectly structured W0.75 waveguide with a length of 30 lattice constants. The reference pulse
passes through the tapered regions, only, with the slow-light portion of the device taken out.

(a) (b)

Figure 2: (a) Influence of disorder on group velocity. MW measurements scaled to optical frequencies, (b)
numerical study of disorder influence on group velocity for fixed material constants.
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3. INFLUENCE OF DISORDER ON GROUP VELOCITY

To study the effect of disorder on the group velocity characteristics of the device, we introduced
normally distributed variations of the radii of the air cylinders. The standard deviation was set
to 5% of the nominal radius. We produced three different realizations, each with a length of 15
periods. In Figure 2(a) the group velocity measurements from the microwave pulse experiments
are displayed. The samples had slightly different material properties which introduced frequency
offsets between the curves. These have been leveled out to compare the effect of the geometric
disorders between the different realizations. The low group velocity propagation of the probing
pulse does not deteriorate. We also conducted 3D-simulations for 8 different realizations of radially
disordered PC-LDWGs with constant material properties, see Figure 2(b). The mean group velocity
of the disordered systems (dash-dot) in comparison with an ideal structure (solid line) is higher.
Single system performance varies over the indicated range. This behavior will be subject of future
investigations.

The PC linear defect waveguides described up to this point were highly symmetric, apart from
unwanted disorder from fabrication inaccuracies. In the following two sections we drop the sym-
metry requirement with regard to forward and backward direction of the waveguide. This second
class of waveguides also involves periodic structuring. Stopbands, however, are modified with the
side wall corrugations of strip waveguides, resulting in stopband-tapered waveguide Bragg gratings
(ST-WBG). In combination with nonlinear materials, either passive or active, the formed strip
waveguides have propagation characteristics which depend on the direction and level of the optical
input powers.

4. MODELING OF NONLINEAR SWITCHING DEVICES

Passive and active nonlinear Bragg gratings of spatial period Λ are modeled using coupled mode
theory [8]. We formulate a system of coupled partial differential equations [6, 7] for wavelengths
close to the Bragg wavelength in either passive or active material systems, and we neglect dispersion:

±∂Af,b

∂z
+

∂Af,b

∂t
= i∆βf,bAf,b + iκAb,f ,

τ
dg(z, t)

dt
= g0(z)− [

1 +
(|Af |2 + |Ab|2

)
/Psat

]
g(z, t),

∆βf,b =





δ (z) + ΓNL (z)
(
|Af,b|2 + 2 |Ab,f |2

)
, (passive)

δ (z)− i
1
2

(1− iα) g (z, t) (active)

(1)

The envelopes of the forward and backward traveling Af and Ab are assumed to vary slowly
with time t and position z. The carrier angular frequency is ω0, k is the propagation constant,
kB = π/Λ the Bragg wavenumber, ΓNL ∝ n2 the contribution from the Kerr type nonlinearity,
α the SOA linewidth-enhancement factor, g is the modal gain, g0 is the unsaturated gain, Psat

the saturation power, τ the carrier lifetime, and κ is the grating’s linear coupling coefficient. The
detuning parameter is defined by δ0:= δ(ω0) = k(ω0)− kB.

Structural non-uniformity can be introduced by e. g., a chirped or stopband-tapered grating,
by an asymmetric phase shift, or by a combination of these. If nonlinearities are involved, such
devices show a nonreciprocal transmission characteristic. By way of illustration, we discuss a grating
with length L, where the effective refractive index n(z) changes both with z and the electric field
magnitude E according to n(z) = n0 + ∆nG(z) cos(2πz/Λ) + n2|E|2. The structure’s bandgap
is tapered by varying the grating amplitude ∆nG(z) linearly along z. This changes the coupling
coefficient κ(z) = π∆nG(z)/(2n0Λ) = κ(0)[1 + ∆κz/L], with ∆κ as tapering coefficient. For the
same operating point the penetration depth of the input field is different if the light is incident from
different directions, which in turn leads to a nonreciprocal behaviour, as shown in the following.

5. PERFORMANCE OF NONLINEAR SWITCHING DEVICES

We consider an InP-based ST-WBG with n0 = 3.4, an effective cross section area 0.36µm2, a
length L = 300µm, and a Bragg wavelength λB = 1.55µm (kB = 2πn0/λB = π/Λ, Λ = 228 nm).
For the active grating κL = 3, ∆κ = −30%, g0L = 1.2, δ0L = 5 and α = 5 hold, and for the
passive grating κL = 5, ∆κ = −15%, δ0L = 4.75 are valid. From a numerical evaluation of Eq. (1)
we find the hysteresis curves for the active and the passive grating with and without (∆κ = 0%)
stopband-tapering. The input is a CW signal with a detuning δ0 inside and near the upper edge of
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the shifted stopbands, compare Figure 3, either incident on the ST-WBG from left-to-right (LTR),
in which direction the gratings are negatively tapered, or, with the same intensity, from right-to-left
(RTL), where the tapering is positive.

Figure 3: Stopband-tapered waveguide Bragg grating (ST-WBG) of length L. Schematic stopband depen-
dence on z with band edges for uniform grating (−−−), and for ST-WBG (upper and lower boundaries of
shaded region), and detuning parameter δ0 of CW input signal (—).

For the active (passive) grating and an RTL input power of 2.7mW (130 mW) the output power
is 6.8mW (120mW) according to Figure 4(a) (Figure 4(b)), while the same input power of 2.7mW
(130mW) for LTR operation leads to an output power of 0.62 mW (15 mW) with an associated
isolation ratio of 11 (8). The up- and down-switching thresholds scale linearly with the grating
length [10], so doubling L would reduce the relevant powers by a factor of two. Figure 4(c) displays
the impulse response of the passive grating with the same detuning δ0L = 4.75 as before (within
the stopband near its upper edge at z=0) and for an input peak power of 170mW, either for LTR
or RTL operation. The average input power of 85 mW is close to the RTL up-switching threshold in
Figure 4(b). For RTL propagation the transmitted impulse is larger (and more compressed because
of the high dispersion near the band edge) than for the LTR direction (where the carrier frequency
is farther away from the band edge and dispersion is lower).
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Figure 4: Nonreciprocal behaviour in active (a) and passive (b), (c) ST-WBG with different stopband
tapering. The fraction of power which is not transmitted is reflected. Hysteresis curves in (a), (b), impulse
responses in (c).
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6. CONCLUSIONS

We have discussed two classes of waveguide devices. The first one consists of photonic crystal
line-defect waveguides realizing slow modes propagating with group velocities of 0.04 c over an
unprecedented bandwidth of 1300GHz. Measurements in PC-LDWGs geometrically scaled up for
operation at microwave frequencies confirmed the performance of the 3D-simulated designs. A
variation of the radii of air cylinders in a range to be expected when producing respective PC-
LDWGs at optical frequencies did not degrade the slowing down of pulses, which is prospective for
telecommunication applications.

Breaking symmetries in a second class of structured devices, stopband-tapered waveguide Bragg
gratings, enabled all-optically switching or isolating devices, which are of high interest in the
conditioning of light in optical networks. It should be pointed out that elements of the latter class
may be incorporated into PC-LDWGs of the former class, be it the non-uniformity of the waveguide
itself, the explicit use of active materials, or the operation at different power levels. Methods to
enable and investigate such novel nanostructured devices have been put forward.
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Abstract— Very compact yet efficient UWB antennas are created by utilizing the ground plane
as the antenna. There are notches in the ground plane, some to act as the coupling element(s),
and some for optimizing the antenna bandwidth. The performance of the antennas compares
favorably with wideband dipole designs occupying the same area.

1. INTRODUCTION

Notch antennas have a long history of being used as compact designs, having originally been
integrated into missiles and aircraft flying surfaces [1, 2]. More recently notch antennas have been
proposed as compact structures for UWB (Ultra WideBand) applications [3–5]. Some designs
achieve high bandwidth using flared notches [3, 6], and others use relatively wide notches [4]. The
very compact structures discussed in [5] conserve the ground plane area that can be shared with
circuitry by using relatively narrow notches. This paper re-examines the structures discussed in [5],
describes the geometrical and electromagnetic features used their design, and discusses the reasons
for the exceptionally wide bandwidth achieved in their limited size.

2. FEATURES USED IN NARROW WIDTH NOTCH UWB ANTENNAS

Figure 1 illustrates how the impedance of a notch antenna is affected by ground plane dimensions,
and the principles of how a very wideband notch antenna is designed. The notch configuration
is shown on the left of the figure. The feed is 5mm away from the short end of the notch, and
for discussion purposes, there is no dielectric substrate. The 18 mm notch length is a quarter
wavelength long at about 4 GHz.

The first Smith chart shows the response when the ground plane is very large. Increasing the
notch width from 1 mm to 2 mm would result in the loop reducing in diameter. Introducing a
dielectric substrate would both change the centre frequency of the loop, increase the loop diameter,
and move the loop downwards and to the left of the chart. When the feed is moved further away
from the notch’s shorted end, the loop in the Smith chart grows and moves to the downwards and to
right. If the feed is far enough away from the shorted end, the loop crosses the real impedance axis,
and therefore for a relatively narrow bandwidth, the response is well matched to a real impedance.
In the past notch antennas have been matched using these dielectric substrate and feed location
mechanisms.

As the Smith chart to the top right of the figure shows, providing the ground plane depth is
significantly greater than the notch length, reducing the depth of the ground plane has relatively
little effect upon the antenna response. However, as shown on the bottom right of the figure,
adjusting the width can make a huge difference to the response. Finite ground plane widths
introduce a second loop into the response curve. As this loop tends to be centered on a frequency
at which the ground plane width is close to half wavelength across, it is believed to be associated
with a dipole like response in the ground plane (the notch acting as the separation between the two
dipole elements. When the ground plane width is about twice the electrical length of the notch, the
two loops are centered on similar frequencies. This results in the impedance varying little over a
wide bandwidth, with slight reduction in reactance with increasing frequency over this bandwidth.
Fortunately, this reactance slope can easily be compensated for using a series capacitor.

The bottom left Smith chart shows the response when the antenna has been matched with a
series capacitor. This preserves the relative constancy of the impedance between 2.5 and 5.5GHz,
and achieves a return loss of better than 10 dB between these frequencies. Beyond this frequency
range, the impedance diverges to the edges of the Smith chart.

Note that the constructive combination of the dipole and notch resonance mechanisms relies
upon the notch’s open end lying close to halfway across the width of the dipole. Offsets of around
1/6th of the ground plane width have been shown to detrimentally widen the response shown in
the figure’s lower right Smith chart.
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Figure 1: Variation in impedance with ground plane dimensions of a notch antenna.

The conference presentation includes charge and field plots that identify and illustrate the
contributions of the dipole and notch resonance mechanisms to the antenna’s behavior.

3. PRACTICAL IMPLEMENTATIONS

For clarity of presentation, the above description has used a straight notch with no substrate. In
practice, to save space, the notch can be folded into an L shape, and the ground plane’s depth can
be reduced. Also the ground plane can be a PCB that includes conventional dielectric substrates.
Reference [5] describes some examples of practical designs, including the use of two fed notches
and choke notches in achieving coverage of the FCC UWB 3.1 to 10.6 GHz band, while suppressing
coupling to the 5.5 GHz WLAN band. The choke notches act to restrict the effective width of the
ground plane in situations where the overall width of the ground plane is larger than that required
for wide bandwidth antenna operation.
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Abstract— A new ultra wideband monopole antenna is presented in this paper. An inverted-
trapezoid structure is constructed to obtain ultra wideband (UWB) performance. The parameters
and characteristics of the antenna and the simulation results show that the ultra wideband
performance is achieved with the inverted-trapezoid structure. An inverted-trapezoid slot is used
to be exempt from interference with existing wireless systems.

1. INTRODUCTION

The UWB antenna has become an intensive topic of current antenna research due to some of its
unique features such as transmitting and/or receiving very short time durations of electromagnetic
energy and avoiding frequency dispersion and space dispersion. Recently, many methods are devel-
oped to realize conventional UWB antennas [1–3] in the commercial domain, the frequency range
of which is between 3.1 GHz and 10.6 GHz meeting with FCC standard. However, they cause inter-
ference for existing wireless communications, for example, wireless LAN with IEEE 802.11a, and so
on. Consequently, a good antenna for UWB applications should provide low voltage standing wave
ratio (VSWR) and be exempt from interference with existing wireless systems. Recently, UWB
antennas with band-notched characteristic were presented in [4, 5].

In this paper, an inverted-trapezoid structure is used to construct a UWB antenna, on which
an inverted-trapezoid slot is embedded to reject the existing wireless local area network (WLAN)
band, such as the 5.25-GHz band (5.15–5.35 GHz) and 5.8-GHz band (5.725–5.875 GHz). This kind
of band-notched UWB antenna requires no external filters and thus greatly simplifies the circuit
design of the communication system.

Figure 1: The structure of the inverted-trapezoid antenna without slots.

Figure 2: S11 of the inverted-trapezoid antenna without slots.

2. ANTENNA CONFIGURATIONS AND SIMULATION RESULTS

The inverted-trapezoid antenna structure without slots is shown in Figure 1. In particular, the
inverted-trapezoid antenna element is made by a 0.18-mm copper sheet, which is located vertically



1026 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

(a) (b)

Figure 3: The input impedance of the inverted-trapezoid antenna without slots. (a) the real part, (b) the
imaginary part.

Figure 4: The structure of the antenna with the trapezoid-shape slot.

Figure 5: S11 of the antenna with the trapezoid-shape slot.

(a) (b)

Figure 6: The input impedance of the antenna with the trapezoid-shape slot. (a) the real part, (b) the
imaginary part.

above a finite-size ground plane with an SMA connector. The rectangular ground plane has dimen-
sions of 120× 50× 1mm, with a thickness of 1 mm. Return losses are simulated for the prototype
antenna without slots as shown in Figure 2. It is known from Figure 2 that this prototype antenna
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(a1) (a2)

(b2)(b1)

(c1) (c2)

Figure 7: Radiation patterns of the second order iteration structure. (a1) E-plane in 4GHz, (a2) H-plane in
4GHz, (b1) E-plane in 7GHz, (b2) H-plane in 7GHz, (c1) E-plane in 10GHz, and (c2) H-plane in 10 GHz

covers frequency range from 2.8 GHz to above 12 GHz. The simulated input impedance of the
prototype antenna in Figure 3 is affected by changing parameters of the top side width b1 of the
inverted-trapezoid antennathe bottom side width b2 of the inverted-trapezoid antenna, the height
h of the inverted-trapezoid antenna, and the distance between the bottom side of the inverted-
trapezoid antenna and the ground plane. Figure 3 demonstrates that the prototype antenna yields
good UWB impedance performance.

The band-notched antenna is composed of the inverted-trapezoid prototype antenna structure
with the inverted-trapezoid slot is shown in Figure 4. The return losses are simulated for the
band-notched antenna with the inverted-trapezoid slot as shown in Figure 5. It is known from
Figure 5 that the band-notched antenna with the inverted-trapezoid slot covers frequency range
from 3GHz to above 12 GHz, except from 4.7–5.9GHz. As a result, the notched bandwidth of the
antenna with the inverted-trapezoid slot satisfies the requirement for exempt from interference with
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existing wireless systems. It is shown in Figure 6 that input impedance of the band notched antenna
is matched for 3 GHz to above 12 GHz, except from 4.7–5.9 GHz, which satisfies the requirement for
exempt from interference with existing wireless systems, too. Figure 7 plots the simulated E-plane
and H-plane radiation patterns at 4 GHz, 7 GHz and 10GHz.

3. CONCLUSIONS

A new inverted-trapezoid ultra wideband antenna has been presented in this paper, and the inter-
ference with existing wireless systems is prevented successfully by the inverted-trapezoid slot. The
simulated return losses and input impedance of the inverted-trapezoid prototype antenna demon-
strate that the prototype antenna provides good UWB frequency performance. The simulated
return losses, input impedance and radiation pattern of the band notched antenna demonstrate
that an impedance bandwidth of 3–12 GHz, with VSWR<2, while avoiding interference with the
5.15–5.35-GHz and 5.15–5.825-GHz bands, which are occupied by existing wireless systems.
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Abstract— Four types of novel and compact ultra-wideband (UWB) microstrip-fed monopole
antennas having frequency band-stop function are presented. To generate the band-stop perfor-
mance, modified planar monopoles with inverted U-slot, U-slot, small strip bar and λ/4 C-shaped
slot are used. The designed antennas satisfy the −10 dB return loss requirement in the frequency
band between 3 and 11 GHz, while showing the band-stop characteristic in the frequency band
of 5.0 to 5.9 GHz.

1. INTRODUCTION

Since the Federal Communications Commission (FCC) released the commercial use of UWB radio
system, many researchers have been paying much attention to modern in door radar applications.
For the reliable use of these radar services, the development of UWB antennas operating from
3.1 to 10.6 GHz is inevitable. To satisfy such a requirement, various wide band antennas have
been studied [1–8]. Among the many possible alternatives, printed monopole antennas have been
extensively investigated because of their attractive features such as light weight, simple structure,
and ease of mass production. Since the existing wireless LAN and Hiper-LAN service bands (5.15–
5.825GHz) overlap the UWB service band, UWB radio signal can interfere with those of WLAN
and Hiper-LAN services. To overcome this problem, UWB antennas with band-stop performance
are desirable. In this paper, wideband antennas with band-stop characteristic are proposed.

2. ANTENNA DESIGN

2.1. An Inverted U-slot Method
The inverted U-slot is inserted in the middle of the radiating patch as shown in Fig. 1. The inverted
U-slot has a length and the slot width 0.5 mm. The tilt angle (α) of the U-slot is about 16 and
other dimensions of the antenna are shown in Fig. 1. The length equals about 0.29λ at the desired
notch frequency of 5.45GHz.

Figure 1: The geometry of proposed antenna.

 

Figure 2: The geometry of proposed antenna.

2.2. An U-slot Method
The geometry of the proposed compact microstrip-fed monopole antenna with band-stop character-
istic for ultra-wideband applications is illustrated in Fig. 2. the antenna structure is a rectangular
patch of 7× 11.5mm2 with the two notches of dimensions 1× 2.5 mm2 at the two lower corners of
the patch. In addition, λ/4 U -shaped thin slot is inserted into the radiating patch. The use of a
U -shaped slot inserted into the patch yields the frequency band-stop characteristic.
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2.3. Method Using a Small Strip Bar

The geometry of the proposed microstrip-fed monopole antenna is illustrated in Fig. 3. The pro-
posed antenna consists of two monopoles with the same size (w× l) and a small strip bar (ls×ws),
and is printed on the FR4 substrate with height (h) of 1.5mm and relative permittivity of 4.4. A
small strip bar is located between the two monopoles and connected at the end of microstrip feed
line. The insert of strip bar into patch yields the frequency band-stop characteristic.

 

Figure 3: The geometry of proposed antenna.

 

Figure 4: The geometry of proposed antenna.

2.4. Method Using a λ/4 C-shaped Slot

The configuration of the proposed antenna design is shown in Fig. 4. The antenna is printed on
FR4 substrate (εr = 4.4, h = 1.6mm), and fed by a microstrip line of width 2.2 mm and has
compact size of 15.5×21mm2. The use of a C-shaped slot inserted into the patch yields band-stop
characteristic and the slot length (L) of about 16 mm is approximately λ/4 at the center frequency
of the rejected frequency band.

3. EXPERMENTAL RESULTS

3.1. Result A

Figure 5 shows the measured VSWR performance of the proposed monopole antenna with and
without inverted U-slot. For the purpose of comparison, the VSWR of the simple monopole antenna
is also shown in Fig. 5. As shown in Fig. 5, simple monopole antenna has poor VSWR characteristics
at the frequency band over 7.1GHz. After adding a narrow slit, however, the measured bandwidth
of the antenna ranges from 3.1 GHz to more than 11 GHz for VSWR less than 2.0. It is also observed
that the sharp frequency band-stop characteristic is obtained very close to the desired frequency of
5.45GHz when an inverted U-slot with a length of 16 mm is inserted into the antenna. This length
of the slot corresponds to 0.29λ at the frequency of about 5.45 GHz.

3.2. Result B

Figure 6 shows the measured return losses for the simple monopole antenna and proposed antenna
with a notch in the ground plane only. For the purpose of comparison, the result of the proposed
antenna with a notch in the ground plane and an U-slot inserted into the radiating patch is also
shown in Fig. 6. The notch structure in the ground plane improves the impedance bandwidth
especially over 7.9 to 10.5 GHz. It is also observed that the stop band of 4.92 to 5.86 GHz is created
by inserting the U-slot while the antenna has an operating frequency range from 3.1 to more than
11GHz for the return loss of < −10 dB.

3.3. Result C

Figure 7 shows the measured return loss for the optimized antenna. It is clearly observed that
the addition of a small strip bar achieves the band-stop operation and improves input impedance
at higher frequency band at the same time. The designed antenna satisfies the 10 dB return loss
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Figure 5: Measured return losses for the proposed
antenna with inverted U-slot.

 

Figure 6: Measured return losses of the proposed
internal antenna with U-slot.

requirement in the frequency band between 3.1 GHz and 13 GHz while showing the band rejection
performance in the frequency band of 4.9 to 6.0GHz. Also, as the length of strip bar increases, the
center frequency of the lower band decreases in experiment.

3.4. Result DThe
measured and simulated return losses for the proposed antenna are shown in Fig. 8, together with
the measured one for the antenna with L-notch only. The measured 10 dB impedance bandwidth
for the antenna is from 3.08 to 10.97 GHz while a stop frequency band from 5.03 to 5.91 GHz was
created.

Good radiation patterns are obtained for all four type antennas throughout the frequency band

 

Figure 7: Measured return losses for the proposed
antenna with strip bar.

Figure 8: Measured return losses of the proposed
internal antenna with C-shaped slot.

Table 1: Measured gains.

Antenna 1
Frequency (MHz) 3 5.5 7 9

Gain (dBi) 3.2 7.2 4.6 4.3

Antenna 2
Frequency (MHz) 3 5.5 7 9

Gain (dBi) 2.8 7.75 3 2.45

Antenna 3
Frequency (MHz) 3 5.5 7 9

Gain (dBi) 4 7 4 5.5

Antenna 4
Frequency (MHz) 3 5.5 7 9

Gain (dBi) 3 2.8 3.4 3.78
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of interest. The measured maximum gains of four types of antenna are listed in Table 1.

4. CONCLUSION

Antenna design techniques for microstrip-fed monopole UWB antenna with frequency band-stop
characteristic have been proposed and implemented. Modified planar monopoles with inverted U-
slot, U-slot, small strip bar and λ/4 C-shaped slot to create the frequency stop band of 4.92 to
5.86GHz are used while maintaining wide bandwidth performance. The proposed antenna could
be a good candidate for handheld UWB applications.
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Abstract— An adaptive wideband beamforming structure with a lower computational com-
plexity and higher convergence speed is proposed, which is achieved by combined spatial/temporal
subband decomposition. First, the received array signals are processed by a transformation ma-
trix, and then split into subbands by a series of analysis filter banks. At each subband, an
independent beamformer can be operated, where some of the lower subbands can be discarded
without affecting its performance due to the highpass filtering effect of the transformation matrix.

1. INTRODUCTION

Beamforming has found many applications in various areas ranging from sonar and radar to wireless
communications [1]. It is a signal processing technique to form beams in order to receive signals
illuminating a sensor array from specific directions, whilst attenuating signals from other directions.
In a statistically optimum beamformer [2], since the statistics of the array data are often not
known or may change over time, adaptive algorithms may be used to determine the beamformer’s
coefficients. A beamformer structure for wideband array signals is shown in Fig. 1, where each of
the M received signals is processed by an FIR filter with a length of J and the outputs of these
FIR filters are then sumed up to form the final output.

To perform adaptive wideband beamforming with high interference rejection and angular resolu-
tion, arrays with a large number of sensors and filter coefficients have to be employed. Reducing the
resultant high computational complexity and increasing its convergence speed has motivated many
different solutions, including partially adaptive beamforming [3], transform-domain or frequency-
domain beamforming [4, 5], and subband beamforming [6, 7]. Recently, a generalised sidelobe can-
celler (GSC) with combined subband decomposition in both the temporal and spatial domains was
proposed in [8], where the columns of the blocking matrix are judiciously designed to generate
a highpass filtering effect to the array signals. The bandlimited spectra of the resultant outputs
are then exploited by subband decomposition and appropriately discarding the low-pass subbands,
where there is no signal existing.

In this paper, we generalize the idea in [8] and propose a subband-selective transformation
matrix, which is applied to the received array signals as a preprocessing step. Each of the outputs
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Figure 1: A general structure for broadband beamforming.
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of the transformation matrix are then split into K decimated frequency bands (“subbands”) by
an analysis filter bank and the corresponding subband signals form K sets of subband arrays
and an independent beamformer can be operated at each of the subband arrays. Because of the
highpass filtering effect of the transformation, some of the lower subbands can be discarded without
affecting the beamformer’s performance. As a result, the number of inputs to each of the subband
beamformers is different from one another. Due to the combined spatial/temporal decorrelation, a
faster convergence speed is also achieved in addition to a lower computational complexity.

2. SPATIALLY/TEMPORALLY SUBBAND DECOMPOSITION

As shown in Fig. 1, the received M array signals at time index n are denoted by xm[n], m =
0, . . . , M − 1. If we apply a full-rank M ×M transformation matrix A to them, then its output
y[n] can be expressed as

y[n] = Ax[n] with (1)

x[n] = [x0[n]x1[n] . . . xM−1[n]]T

y[n] = [y0[n]y1[n] . . . yM−1[n]]T

[A]m,l = am,l. (2)

The m-th output ym[n] is given by

ym[n] =
M−1∑

l=0

am,l · xl[n]. (3)

Suppose a signal with an angular frequency ω and an angle of arrival θ impinges on the uniformly
spaced linear array as shown in Fig. 1 and the sampling period is Ts, then the response of the m-th
row vector of A can be expressed as

Rm(ω, θ) =
M−1∑

l=0

am,le
−jlω∆τ (4)

with ∆τ = d
c sin θ, where d is the array spacing, and c is the wave propagation speed. With the

normalised angular frequency Ω = ωTs, we obtain the response as a function of Ω and θ

Rm(Ω, θ) =
M−1∑

l=0

am,le
−jmµΩsin θ with µ =

d

cTs
. (5)

As the sampling frequency is in general twice the highest frequency component of the signal and
array spacing is half the wavelength of the highest frequency component, we have d = 1

2 · c · (2Ts) =
cTs and µ = 1. In the following, without loss of generality, we will always assume µ = 1.

With Am(Ω̂) =
∑M−1

l=0 am,le
−jmΩ̂, i. e., Am(Ω̂) is the frequency response of the filter with impulse

responses am,0, am,1, . . . , am,M−1, we have

Rm(Ω, θ) = Am(Ω sin θ). (6)

Now, suppose the row vectors of A are designed to form a series of bandpass frequency responses
Am(Ω̂), each with a bandwidth of 2π/M and together they cover the whole bandwidth of [−π;π].
Fig. 2 shows such an arrangement with M being an odd number.

As discussed in [8], the bandpass characteristic of the row vectors will have a highpass filtering
effect on the received array signals. As an example, let us consider the l-th row vector with a
frequency response given in Fig. 2, i. e.,

∣∣∣Al(Ω̂)
∣∣∣ =

{
1 for Ω̂ ∈ [Ω̂l,L; Ω̂l,U ] > 0
0 otherwise . (7)

With such a response, all of the received array signal components with a frequency Ω ∈ (−Ω̂l,L; Ω̂l,L)
will not be able to pass this filter, since, no matter which direction it comes from, Ω̂ = Ω sin θ will
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Figure 3: The proposed beamforming structure with combined spatial/temporal subband decomposition.

never fall into the passband of [Ω̂l,L; Ω̂l,U ]. As a result, the frequency range of its output will be
|Ω| ≥ Ω̂l,L and its lower bound is defined by the lower cutoff frequency Ω̂l,L when Ω̂l,L > 0. On the
contrary, when Ω̂l,L < Ω̂l,U < 0, the lower band will be decided by |Ω̂l,U |.

Now consider the transformed array signals y. We can apply the same subband technique as in
[6] and split each of the signal ym[n] by a K-channel analysis filter bank [9] and an independent
adaptive beamformer can then be set up at each set of corresponding subband array signals. The
output of these K subband beamformers are then combined by a synthesis filter bank to form
the fullband beamforming output. Fig. 3 shows this structure, where the blocks labeled “AN” are
the analysis filter banks and the block labeled “SY” is the synthesis filter bank. Note, due to the
highpass filtering effect, some of the lower subbands will not carry any signal, and therefore can be
discarded during the beamforming process, in a similar way as in [8]. For the example discussed
before, any subbands with a frequency range between 0 and Ω̂l,L > 0 for the l-th row vector output
can be discarded without affecting the beamforming performance.

3. IMPLEMENTATIONS OF THE PROPOSED BEAMFORMING STRUCTURE

3.1. Transformation Matrix

The key to the proposed method is the design of the transformation matrix with required bandpass
characteristics. Since each of the row vector can be considered as an FIR filter with a length M , we
can design them one by one using the existing FIR filter design methods, with specified magnitude
responses given in Fig. 2. Another method is to design a prototype lowpass filter and then modulate
it to the required positions and one of the most commonly used is the discrete Fourier transform
(DFT) matrix given by

A =




w0·0 w0·1 . . . w0·(M−1)

w1·0 w1·1 . . . w1·(M−1)

...
...

. . . . . .
w(M−1)·0 w(M−1)·1 . . . w(M−1)·(M−1)


 , (8)
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where ω = e−j 2π

M . However, we can find that the sidelobe attenuation of the DFT matrix is
only about 15 dB. To increase it further, as an example, we can use a hamming window function
[10] as the prototype filter and then modulate it using a DFT to the corresponding positions. The
magnitude responses of a 15×15 transformation matrix obtained by modulating a hamming window
with a length 15 are provided in Fig. 4, where the stopband attenuation is almost 40 dB, although
with an increased overlap between adjacent passbands.
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Figure 4: The magnitude responses of a 15× 15 transformation matrix obtained by modulating a hamming
window.

3.2. Beamformer Implementations
Another issue is the choice of the subband beamformer in the proposed structure given by Fig. 3.
If we know the direction of arrival of the signal of interest, we can use a linearly constrained
minimum variance beamformer or alternatively a generalised sidelobe canceller [11] and in this
case the fullband constraints should be transformed into different subbands so that each subband
beamformer can have its own constraints [6], which in general are different from one another. If
there is a reference signal available, then fullband beamforming can be performed using a multi-
channel adaptive filter (MCAF), as shown in Fig. 5(a), where the M received sensor signals are fed
into the MCAF and its coefficients are adjusted by minimizing the difference signal e[n] between
the reference signal and the MCAF output. The adaptive filter length for each channel is J . Such
a reference signal based beamformer can be implemented in our proposed structure as shown in
Fig. 5(b), where the reference signal is split into K decimated subbands by the same analysis filter
bank and each of the subband reference signals works as the reference signal for the corresponding
subband array signals.
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Figure 5: (a) A fullband beamformer with a reference signal, (b) the corresponding subband beamformer
structure, where “MCAF” represents “multi-channel adaptive filter”.
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4. SIMULATIONS

Here we compare the performance of the proposed beamformer as in Fig. 5(b) with that of Fig. 5(a),
where M = 15 and the fullband adaptive filter length J = 140. The responses of the transformation
matrix for our proposed method have already been given in Fig. 4 and each of its outputs is
divided into K = 16 subband channels by oversampled GDFT filter banks [9] with decimation
ratio N = 14. The prototype lowpass filter employed for the GDFT filter banks has a length of 448
with a bandwidth of π/8 and a stopband cutoff frequency Ω = π/14. The length of the subband
adaptive channel for each MCAF is J/N = 10. The signal of interest illuminates the array from
θ = 40◦. and four interfering signals impinge from θ = −80◦,−60◦,−20◦,−80◦, respectively, each
of them with a signal to interference ratio (SIR) of −30 dB. All the signals have a bandwidth of
Ω ∈ [0.3π; 0.95π]. Additionally, all sensors receive spectrally and spatially uncorrelated noise at a
20 dB SNR (signal to noise ratio).
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Figure 6: Learning curves of the fullband adaptive beamformer and the proposed subband-selective beam-
former.

For our proposed method, in each MCAF block, we have discarded channels with very low signal
power according to the responses of the filter banks and the transformation matrix. In this case,
there are in total K = 16 subband beamformers and 15 channels for each subband beamformer.
The number of channels discarded was 66 so that only 15× 16− 66 = 174 channels were processed
for each update.

Figure 6 shows the learning curves of a normalised LMS (least mean square) algorithm with
a step size of 0.06. The depicted performance measure is the squared output error, i. e., the
difference between the beamformer output and the reference signal, averaged over 150 independent
simulations. The convergence rate of the proposed method is much higher than the adaptive
fullband beamformer due to the combined decorrelation effect of both the transformation matrix
and the filter banks. In terms of computational complexity, the proposed method only needs 21%
multiplications of its fullband counterpart.

5. CONCLUSIONS

An adaptive wideband beamforming structure with combined spatial/temporal subband decom-
position has been proposed. In this structure, the received array signals are first processed by a
transformation matrix, then decomposed into decimated subbands and at each subband, an inde-
pendent beamformer can be operated. Due to the highpass filtering effect of the transformation
matrix, some of the lower subbands can be discarded during beamforming without affecting its per-
formance. An example with a reference signal based beamformer has been provided and simulation
results show that the proposed method can achieve a much faster convergence speed and a lower
computational complexity.
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Abstract— A one-dimensional magnetic plasmon propagating in a linear chain of single split
ring resonators is proposed. The subwavelength size resonators interact mainly through ex-
change of conduction current, resulting in stronger coupling as compared to the corresponding
magnetoinductive interaction. Finite-difference time-domain simulations in conjunction with a
developed analytical theory show that efficient energy transfer with wave attenuation of less then
0.57 dB/µm and group velocity higher than 1/4c can be achieved. The proposed novel mechanism
of energy transport in the nanoscale has potential applications in subwavelength transmission
lines for a wide range of integrated optical devices.

A fundamental problem of integrated optics is how to transport electromagnetic (EM) energy
in structures with transverse dimensions that are considerably smaller than the corresponding
wavelength of illumination. The main reason to study light-guiding in the nanoscale has to do with
the size of transmission lines being a limiting factor for substantial miniaturization of integrated
optical devices. Planar waveguides and photonic crystals are currently key technologies enabling
a revolution in integrated optical components. [1, 2] However, the overall size and density of the
optical devises based on these technologies is limited by the diffraction of light, which sets the
spatial extend of the lowest guided electromagnetic mode at about half wavelength.

In 1999, [3] Pendry reported that nonmagnetic metallic element, double split ring resonator
(DSRR), with size below the wavelength of incident radiation, exhibits strong magnetic response
and behaves like an effective negative permeability material. In such systems, there are no free mag-
netic poles. However, the excitation of displacement currents in the DSRR results in induction of a
magnetic dipole moment that is somehow similar to a bar magnet. In analogy to the electrostatic
SP resonances in metal nanoparticles, an effective media made of DSRRs could support resonant
magnetic plasmon (MP) oscillations at GHz [3–5] and THz frequencies [6–9]. Combined with an
electric response, characterized by negative permittivity, such systems could lead to development
of meta-materials with effective negative indexes of refraction [4–5].

In this letter we propose a sub-wavelength size metal structure, referred to as a single split ring
resonator (SSRR) which, (a) demonstrate magnetic resonance in the THz range, and (b) could be
used to support propagation of long range MP polaritons. It is well known that radiation loss of a
magnetic dipole is substantially lower as compared to the radiation of an electric dipole of similar
size [10]. Thus, application of MP for guiding EM energy at long distances has great potential
for direct application in novel sub-diffraction sized transmission lines. Indeed, magnetic plasmons
have been already shown to play an important role in the excitation of magneto-inductive [11], and
electro-inductive waves [12] in the microwave range. In this work we show that at high frequencies a
coupling mechanism based on exchange of conduction current between specially designed resonators,
may be utilized to efficiently transfer energy along a sub-wavelength sized metal nanostructures.
The interaction due to the conduction current is found to be much stronger than the corresponding
magneto-inductive coupling, which leads to significant improvement in the properties of the guided
MP wave.

Figure 1(a) presents a novel design of a SSRR characterized by two half-space metal loops with
tails adjacent to their ends. Pendry’s double split ring structure has no tail, nevertheless the space
between the rings acts as a capacitor allowing the flow of a displacement current. [3] In the present
design it is the gap in the tails that plays the role of a capacitor. Excitation of magnetic response in a
system of SSRRs fabricated on a planar substrate, results in induction of magnetic dipoles moments
that are perpendicular to the substrate plane (see Fig. 1). Parallel dipoles are characterized with
small spatial field overlap and consequently the magneto-inductive interactions between them are
expected to be rather weak. To substantially increase coupling between the dipoles, we physically
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connect the SSRRs, as shown in Fig. 1(b). The contact between the rings serves as a “bond” for
conduction current that flow from one SSRR to its neighbor. Thus, in addition to the magneto-
inductive coupling, our system interacts directly by exchange of conduction current. This type of
coupling is somewhat similar to the electron exchange interaction between two magnetic atoms in a
ferromagnetic material. [13] As shown below, the direct physical link between the resonators leads
to stronger interaction between the SSRRs and an efficient EM energy transport taking place along
a chain of SSRRs.

(a)

(b)

Figure 1: (a) Structure of single split ring resonator; (b) structure of infinite SSRR chain.

To study the electromagnetic response of the proposed SSRR we perform a set of finite-difference
time-domain (FDTD) calculations using a commercial software package CST Microwave Studio
(Computer Simulation Technology GmbH, Darmstadt, Germany). In the calculations we rely on
the Drude model to characterize the bulk metal properties. Namely, the metal permittivity in the
infrared spectral range is given by ε(ω) = 1−ω2

s/(ω2+iωωτ ), where ωs is the bulk plasma frequency
and ωτ is the relaxation rate. For gold, the characteristic frequencies fitted to experimental data,
are ~ωs = 9.02 eV and ~ωτ = 0.027 eV [14].

To better understand magnetic plasmon in the infinite chain of connected SSRRs, we develop
a comprehensive semi-analytic theory based on the attenuated Lagrangian formalism. If qm (m =
0, ±1, ±2, ±3, . . .) is the total oscillation charge in the m-th SSRR, L is the induction of the ring
and C is the capacitance of the gap, then we can write the Largangian of the coupled system as

= =
∑
m

(
1
2
Lq̇2

m − 1
2C

(qm − qm+1)2 + Mq̇mq̇m+1

)
(1)

where the first two terms correspond to the kinetic energy stored in the inductors and the static
energy stored in the capacitors, the third interaction term Mq̇mq̇m+1 is due to magneto-inductive
coupling. The dissipation function of the system can be written as

< =
∑
m

1
2
γq̇2

m (2)

From the damping Euler-Lagrangian equation

d

dt

(
∂=
∂q̇m

)
− ∂=

∂qm
= − ∂<

∂q̇m
(3)

we can obtain the decay oscillation equation of the m-th SSRR as

Q̈m = −ω2
0Qm − ΓQ̇m +

ω2
0

4
(Qm−1 + 2Qm + Qm+1)− M

L

(
Q̈m−1 + Q̈m+1

)
(4)
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If we define the m-th SSRR as a single magnetic dipole µm = Qm/S (S is the area of SSRR), then

µ̈m + ω2
0µm + Γµ̇m =

κ1

2
ω2

0(µm−1 + 2µm + µm+1)− κ2 (µ̈m−1 + µ̈m+1) (5)

Here, the interaction term κ1ω
2
0(µm−1 + 2µm + µm+1)/2 comes from exchange current between

two SSRRs and −κ2 (µ̈m−1 + µ̈m+1) comes from magnetic induction. The coupling coefficients
κ1 = 0.5 and κ2 = M/L. The general solution of Eq. (5) corresponds to an attenuated MP wave:
µm = µ0 exp(−mαd) exp(iωt − imkd), where ω and k are the angular frequency and wave vector
respectively, α is the attenuation per unit length and d is the SSRR’s size. By substituting µm(t)
into Eq. (5), and working in a small damping approximation (αd ¿ 1), simplified relationships for
the MP dispersion and attenuation are obtained

ω2(k) = ω2
0

1− κ1[1 + cos(kd)]
1 + 2κ2 cos(kd)

(6a) α(ω) =
ωΓ

κ1ω2
0 + 2κ2ω2

1
sin(kd) · d (6b)

The range of applicability and overall accuracy of the predicted relationships are compared in
Fig. 2 to FDTD results for a finite chain of SSRRs. The chain size is restricted to 50 resonators
lengths, which assure reliable estimates of the system properties without imposing overwhelming
computational constrains. The MP polariton is excited by a dipole source placed at a distance of
600 nm from the center of the leading SSRR element, and the H field along the chain is analyzed
to determine the wave vector k of the propagating mode. Numerically and analytically estimated
MP dispersion and attenuation curves are depicted in Figs. 2(b) and (c), respectively.

(a)

(b) (c)

Figure 2: (a) FDTD simulation of a MP propagation along a connected chain of 50-SSRRs at ηω = 0.3 eV;
(b) dispersion ω(k), and (c) attenuation coefficient α(ω). The analytical result (Eq. (6)) including conduction
current and magneto-inductive interactions, black solid curve, matches well with the FDTD numerical data
(square dots) The predicted MP characteristics based singularly on exchange current interactions (κ2 = 0),
or magneto-inductive interactions (κ1 = 0) are presented with blue and red curves, respectively.

The magnetic plasmon is exclusively a transversal wave. It is described by a single dispersion
curve (black solid line in Fig. 2(b)) which cover a broad frequency range ω ∈ (0, ωc), with a cutoff
frequency ~ωc = ~ω0/

√
1− 2κ2 ≈ 0.4 eV. The precise contribution of each coupling mechanisms in

the MP dispersion can be studies readily using Eq. (6a). Exclusion of the magneto-inductive term,
results in slight decrease in the cutoff frequency ωc → ω0 (blue solid curve in Fig. 2(b)). On the
other hand, if the SSRRs interact only through the magneto-inductive force, a dramatic change in
the MP dispersion is observed (red solid curve in Fig. 2(b)). Namely, the propagating band shrinks
to a very narrow range of frequencies ∆ω ∼= 2ω0κ2 centered around ω0.

Strong wave dissipation has been one of the major obstacles for utilization of surface plasmons
in optical transmission lines. The sub-diffraction sized MP transmission line, proposed in this
work, promises a considerable improvement in the electromagnetic transmission. Fig. 2(c) presents
both, analytical and numerical results for the MP wave attenuation along the SSRR’s chain. For
most of the propagation band, α(ω) stays constant and have relatively low value. For instance,
at an incident frequency ~ω = 0.3 eV (wavelength 4.1µm), the MP attenuation coefficient is α =
0.65× 105m−1, which corresponds to a field decay length of approximately 15.4µm (26 unit cells).
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The attenuation of a signal that travels along the SSRR chain is thus in the order of 0.57 dB/µm.
The reason behind the efficient energy transfer is easy understood by looking at the expected
attenuation when one of the coupling mechanisms is artificially impeded. Clearly, MP polaritons
that are excited entirely by inductive coupling, similarly to the EP polaritons, exhibit strong
attenuation (red curve in Fig. 2(c)), while introduction of direct physical link between the resonators
dramatically improves transmission (blue curve in Fig. 2(c)). This effect is also manifested through
the MP’s group velocity Vg = ∂ω/∂k ≈ 1

2

√
κ1ω0d sin(kd)/

√
1− cos(kd), which reaches values up

to 0.25c close to the center of the propagation band.
In conclusion, we have proposed and studied a one-dimensional magnetic plasmon propagating

in a linear chain of novel single split ring resonators. We show that at high frequencies a coupling
mechanism based on exchange of conduction current, could be used to improve energy transmission
along the chain. The current exchange interaction is found to be much stronger than the corre-
sponding inductive coupling. A comprehensive analytical model is developed for calculation of MP
dispersion, attenuation coefficient and group velocity. The theory is consistent with the performed
FDTD simulations, representing a direct evidence of effective energy transfer below the diffraction
limit. Excitation of magnetic plasmon waves could be a promising candidate for the development of
a wide range of fast nanoscale optical devices. This includes in-plane, CMOS compatible, subwave-
lengh optical waveguides, fast optoelectronic switches and transducers. The localized MP modes
could also play a substantial role in surface enhanced Raman spectroscopy for molecule detection
and bio-sensing.
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Plasmonics — The Missing Link between Nanoelectronics and
Microphotonics
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Abstract— Plasmonics is an exciting new device technology that has recently emerged. It ex-
ploits the unique optical properties of metallic nanostructures to enable routing and manipulation
of light at the nanoscale. A tremendous synergy can be attained by integrating plasmonic, elec-
tronic, and conventional dielectric photonic devices on the same chip and taking advantage of the
strengths of each technology. We will provide a perspective on future directions and possibilities
for integrating plasmonic devices on a Si chip.

1. INTRODUCTION

The development of integrated electronic and photonic circuits has led to remarkable data process-
ing and transport capabilities that permeate almost every facet of our daily lives. Scaling these
devices to smaller and smaller dimensions has enabled faster, more efficient, and less expensive
components but has also brought about a myriad of challenges. Currently, two of the most daunt-
ing problems preventing significant increases in processor speed above 10 GHz are thermal and RC
delay time issues with electronic interconnection [1, 2]. Optical interconnects do not exhibit such
problems and posses an almost unimaginably large data carrying capacity. Unfortunately, the re-
duction in size of dielectric waveguides is fundamentally limited by the diffraction limit of light,
imposing a lower size limit on a guided light mode of about λ/2n (about 0.5µm). Indeed, photonic
structures tend to still be at least 1 or 2 orders of magnitude larger than their electronic coun-
terparts. This obvious size mismatch between electronic and photonic components has presented
major problems in interfacing these technologies, creating a bottleneck that prevents higher data
processing speeds. It thus appears that further progress will require the development of a radi-
cally new device technology that can facilitate information transport between nanoscale devices at
optical frequencies and form a bridge between world of electronic and photonics.

Metals may posses exactly the right combination of properties to tackle the issues outlined above
and realize the dream of even faster chips. The metals commonly used in electrical interconnection
such as copper (Cu) and aluminum (Al) allow for the excitation of surface plasmon-polaritons
(SPPs) [3]. SPPs are surface electromagnetic (“light”) waves that propagate at a metal-dielectric
interface and exhibit a strong coupling to the free electrons in the metal, as pictorially shown in
Fig. 1.

Figure 1: Surface plasmon-polariton (SPP) propagating along a metal-dielectric interface. These waves are
transverse magnetic (TM) in nature. Their electromagnetic field intensity is highest at the surface and
decays exponentially away from the interface.

Metallic stripes that support such waves can thus serve as tiny optical waveguides termed plas-
monic waveguides. In contrast to dielectric waveguides, plasmonic waveguides can simultaneously
carry optical and electrical signals, giving rise to new capabilities. A systematic study will be
presented on the transport properties of such metallic stripes\interconnects and their potential for
routing information around on future chips in the form of SPPs (“light”) will be discussed. If this
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could be made a reality, a tremendous synergy could be attained by integrating plasmonic, elec-
tronic, and conventional photonic devices on the same chip and taking advantage of the strengths
of each technology.

The latest advances in electromagnetic simulations and nanofabrication techniques allow for the
design and use of plasmonic structures in real devices. Current silicon-based integrated circuit
technology is already used to making nanoscale metallic structures such as copper and aluminum
interconnects to route electronic signals between the transistors on a chip. This mature processing
technology can be used to our advantage to enable low-cost fabrication of plasmonic devices and
integration with electronic and dielectric photonic components on a silicon chip.

In order to study the study the propagation of SPPs along metallic stripe waveguides and
plasmonic nanocircuits, we have constructed a Photon Scanning Tunneling Microscope (PSTM).
Fig. 2(a) shows schematically how a microscope objective can be used to focus a light beam onto
a metallic launchpad and thereby launch a SPP into the metallic stripe waveguide. This method
of exciting SPPs makes use of the well-known Kretchmann geometry that enables phase matching
of the free space excitation beam to the SPP on the top metal surface [3]. A sharp metal-coated
tip with a nanoscale aperture (about 50 nm diameter) is used to locally tap into the guided SPP
wave and scatter light into the far-field. The scattered light is then detected with a photomultiplier
tube. The detected signal provides a measure of the local light intensity in the waveguide and by
scanning the tip over the surface of the waveguide with piezo-motors maps of the light intensity
anywhere in the waveguide can be produced.

Using electron beam lithography, gold (Au) stripes with widths ranging from 5µm to 50 nm were
generated on SiO2 glass slides. Au is easy to deposit, does not oxidize, and exhibits a qualitatively
similar plasmonic response as Cu and Al. Fig. 2(b) shows some of these stripes attached to a Au
launchpad from which SPP are launched. Fig. 2(c) shows a PSTM image of a surface plasmon-
polariton propagating along a 4.5µm wide stripe, and a propagation distance of several tens of
micrometers is observed.
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Figure 2: (a) Schematic of the operation of a photon scanning tunneling microscope (PSTM) that enables
the study of surface plasmon-polariton (“light”) propagation in nanoscale metallic stripe waveguides and
plasmonic nanocircuits. A red arrow indicates how a SPP is launched from an excitation spot into a gold
(Au) stripe waveguide using a high numerical aperture microscope objective. (b) Optical microscopy image of
a SiO2 substrate with an array of Au stripes attached to a launchpad generated by electron beam lithography.
The red arrow again indicates the launching of surface plasmon-polaritons. (c) A PSTM image of a surface
plasmon-polariton propagating along a 4.5µm wide and 48 nm thick Au stripe at λ = 785 nm.

Measurements on stripes of different widths convincingly show that the propagation distance of
SPPs decreases with decreasing stripe width. This is also predicted by full-vectorial electromagnetic
simulation of the attenuation coefficient, αspp, versus waveguide width for the lowest order quasi-
TM SPP modes of a Au stripe (t = 55nm, λexcitation = 800 nm), as shown in Fig. 3 [4, 5]. It is seen
that the attenuation significantly increases as soon as he waveguide width drops below a few times
the free space excitation wavelength.

These results suggest that the possibilities for using single metallic stripes for intra-chip com-
munication may be limited to short distances. Before continuing with our discussion on using
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Figure 3: The normalized attenuation constant, αspp, for the lowest order leaky, quasi-TM surface plasmon
modes on a Au stripe waveguide versus waveguide width, W . The stripe thickness is, t, is 55 nm and the
excitation wavelength is λ = 800 nm. The inset shows the simulated geometry.

stripe waveguides for interconnections, it is worth pointing out that active plasmonic devices or
SPP-based sensor technologies may be realized that are significantly smaller than the SPP decay
length.

Other waveguide geometries may offer interesting capabilities for short distance transport as
well. Metal-insulator-metal (MIM) waveguides support deep sub-wavelength SPP modes that can
transport information over short distances [6]. In combination with optical antenna structures,
such MIM waveguides may serve as a bridge between micronscale dielectric photonic devices and
nanoscale electronic devices, as shown schematically in Fig. 4.

Figure 4: Schematic illustration how a nanoscale antenna structure can serve as a bridge between micronscale
dielectric components and nanoscale electronic devices.

Recent studies on optical antennas have demonstrated their effectiveness in concentrating elec-
tromagnetic waves into nanoscale volumes. By using metallic nanostructures as a bridge between
photonics and electronics, one plays to the strengths of the metallic nanostructures (concentrating
fields and subwavelength guiding), the dielectric components (long distance information transport)
and the nanoscale electronic ones (high speed information processing). It is envisioned that solu-
tions of this type may be able to unleash the full potential of nanoscale functionality for chip-scale
information transport and processing.
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Abstract— Surface plasmon polaritons (SPPs) are able to concentrate electromagnetic radia-
tion in subwavelength volumes and are potentially useful for miniaturized all-optical chips. These
chips will require SPP guiding and nonlinear interactions. Here, we will present phase-sensitive,
timeresolved visualization of propagating SPP wavepackets in SPP waveguides. We will also
show that the nonlinear optical response of subwavelength holes arrays can be greatly affected
by hole shape.

The use of SPPs [1, 2] in combination with (nano) structured metal films, allows for the ma-
nipulation of optical fields on a scale (much) smaller than the wavelength of light. SPPs are a
good candidate for signal processing in an all-optical chip the basis for SPPs on a chip, the SPP
guide, has been studied extensively, both experimentally and theoretically. The large field con-
centrations associated with SPPs in nanostructures play a key role in surface enhanced Raman
scattering (SERS) [3], where the use of noble metal clusters van even enhance the signal of single
molecules [4]. Combining SPP guiding structures with structures in which their propagation is in-
fluenced by nonlinear interactions are two crucial ingredients for future all-optical plasmonic chips.
In order to make progress towards this goal investigations of SPP propagation and nonlinear optics
in model metallic structures are of key importance.

Conventional far-field studies are able to answer some of the questions rising about SPP behav-
ior, but for a detailed understanding on a subwavelength scale, near-field microscopy a necessary
instrument. Using this technique mode profiles of guided SPPs in straight SPP guides have been
studied experimentally [5]. Also the influence of the width of the metal guide on the propagation
length is studied [6].

In this contribution we present two ingredients necessary for all-optical SPP circuits: local,
timeresolved investigation of SPP wavepackets and a strong modification of the nonlinear response
of a plasmonic nanostructure. SPP wavepackets are tracked as they propagate along a metallic
waveguide. We determine their phase- and group velocity. By investigating second harmonic
generation (SHG) in sub-wavelength hole arrays we gain insight in their nonlinear response. We
show that the arrays exhibits a “hot” holes shape for which effective nonlinear susceptibility of
the structure is enhanced by an order of magnitude. This enhancement yields an increase in SHG
on top of the increase caused in a more trivial way by a change in the linear properties of the
array. The increase in effective nonlinear susceptibility is attributed to a low group velocity of the
fundamental as it is transmitted through the holes.

In the past few years we have successfully used time- and phase-resolved photon scanning tunnel-
ing microscopy (PSTM) for investigations of optical phenomena inside photonic crystal structures
[7–12]. This technique uses ultrafast pulses and combines conventional near-field microscopy in
collection mode with a Mach-Zehnder type interferometer. The light is split in two branches. In
the first, called the signal branch, the light is incident on the sample and is subsequently collected
by the near-field probe. The size of the aperture of this probe is the determining factor for the
spatial resolution of the microscope. The second branch, called the reference branch contains an
optical delay line and an acousto-optic modulator (AOM), which shifts the frequency of the light
in the reference branch by 40 kHz. The AOM enables heterodyne detection. The branches are
brought together and the interference is detected. For a fixed length of the reference branch, this
allows the phase evolution of the light propagating in nanostructures to be determined by scanning
the near-field probe across the sample. When ultrafast pulses, with a small coherence length, are
used, interference is only detected if there is time overlap between the pulses from the signal and
reference branch. As a result, scanning the probe for a fixed length of the reference branch yields a
“snapshot” of the pulse inside the structure. By changing the length of the reference branch with
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the delay line and therefore the time needed for the reference pulse to reach the mixing point, the
“snapshot” is obtained for a different time.

Figure 1(a) shows a topography image of a typical SPP waveguide obtained by means of the
shear-force height feedback of the near-field microscope. The Au waveguides are fabricated by
means of e-beam lithography and followed by a lift off step. The dimensions of this particular
guide are 6µm wide, 80µm long and 55 nm thick. A femtosecond Optical Parametric Oscillator, at
a wavelength (in air) of 1500 nm, is used to excite femtosecond SPP wavepackets at the entrance
of the guide, using a Kretschmann-Raether configuration [13]. Figure 1(b) depicts “snapshots” at

 

(b)(a)

Figure 1: (a) Greyscale image of the topography of the SPP waveguide obtained from the shear-force height
feedback of the near-field microscope. The Au waveguide is 6 µm wide, 80µm long and 55 nm thick. In
the bottom of the image the top of the so-called launch pad is visible, where the SPPs are excited via a
Kretschmann-Raether configuration. (b) False color image of four snapshots of the amplitude of the SPP
waveguide is it propagates inside the waveguide. The time between each frame is 48 fs.

different times of the SPP wavepacket as it propagates along the waveguide. The propagation of
the wavepacket is clearly resolved. From the position of the center-of-mass of the wavepacket as a
function of time, we can unambiguously obtain the SPP group velocity. Figure 2 shows the position
of the SPP center-of-mass versus time. We find a group velocity of 0.8c for the group velocity of
the SPP wavepacket. When compared to the expected 0.98c for a plain Au-air interface, it is clear
that the guide influences the dispersion of the SPP.

Figure 2: Graph of the position of the center-of-mass of the SPP wavepacket versus time. A linear fit to the
data points yields the SPP group velocity without any need for modeling.

Figure 3 depicts the complete information provided by our measurement of the SPP wavepacket.
The false color image shows the product of the amplitude times the cosine of the phase (difference
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between the branches). All the individual phase fringes are resolved. The spacing of the phase
fringes yields the phase velocity of the wavepacket as its optical frequency is given by the wavelength
of the incident laser and is therefore known. Within the experimental accuracy the phase velocity
is the same as that expected for a plain Au-air interface: 0.99c. Clearly, the measurement of the
group velocity is a more accurate means to determine the influence of the geometrical confinement
on the dispersion of the SPPs.

Figure 3: False color representation of the raw measurement data as obtained with the phase-sensitive
nearfield microscope. The data is proportional to the amplitude of the SPP time the cosine of the phase
difference between the signal and the reference branch. The fringes indicate the actual SPP wave fronts.
The spacing between the wave fronts yields the phase velocity.

An excellent model system to investigate nonlinear effects in plasmonic nanostructures is a
subwavelength hole array. These arrays are known to exhibit a phenomenon that has been named
both enhanced, but also extraordinary transmission [14]. In this phenomenon the fraction of the
incident light that is transmitted by the array can exceed the geometrical open fraction of the film
due to the presence of the holes. Associated with this extraordinary transmission are large local
field enhancements inside the holes. It was found that changing the hole shape and size, changes
the linear transmission properties of the array [15–17]. These arrays also exhibit nonlinear effects
such as second-harmonic generation (SHG) [18].

Figure 4: (a) SEM micrograph of an array of square holes. (b) SEM micrograph of an array with
AR= x/y =2.0, where x and y (black arrows) are defined as the hole dimensions perpendicular and par-
allel to the polarization of the incident light (white arrow), respectively.

We investigated SHG in more detail by measuring multiple arrays containing 20×20 rectangular
holes in a 160 nm thick Au film (see Figure 4(a)). The hole area are fixed at 3.4 × 104 nm2 and
410 nm, respectively. The aspect ratio of the holes is defined as: AR= x/y, with x and y defined
in Figure 5(b). The white arrow in Figure 4(b) denotes the polarization of the fundamental light.
The sample was illuminated using a Ti:Sapphire laser (830 nm, 80 fs pulses).
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Figure 5: (a) The experimentally determined SHG power and fundamental power measured in transmission
as a function of the aspect ratio (AR) of the subwavelength holes in the array. Lines are guides to the eye.
(b) The normalized effective nonlinear susceptibility for different AR. Lines are guides to the eye. It is clear
that around AR = 2 the effective nonlinear susceptibility is enhanced by an order of magnitude.

Figure 5(a) shows the amount of SHG and fundamental light transmitted by the hole array.
We observe a large increase in both signals for increasing AR. The SHG signal even increases by
4 orders of magnitude. The increase in the fundamental transmission is consistent with previous
findings as the (1, 0) shifts as the aspect ratio is increased [16].

It is obvious that the SHG will increase as a result of an increase in the transmission of the fun-
damental, which will result in higher fields inside the holes and at the sample surface. For a better
understanding of the actual nonlinear response of the hole arrays, we eliminate this trivial increase
by approximating the hole arrays as a slab of effective nonlinear medium that generates SHG. By
taking into account the linear transmission coefficients of the array for both the fundamental and
the second harmonic we can determine the effective n nonlinear susceptibility of the array. The
effective second-order nonlinear susceptibility χ

(2)
eff for each array is presented in Figure 5(b). We

observe that between AR = 0.4 and AR = 1.5 no clear trend is discernable in the effective nonlin-
ear susceptibility. This indicates that the gradual increase of the SHG signal over two orders of
magnitude, is primarily explained by linear transmission effects only. However, around AR = 2 we
observe an increase of the χ

(2)
eff , by an order of magnitude.

Figure 6: Calculated imaginary vs. real part of the propagation constant of the fundamental modes inside
the subwavelength holes for an incident wavelength of 830 nm. Roughly where the imaginary part of the
propagation constant is equal to the real part is the cut off aspect ratio for the incident wavelength.

To explain the enhancement of the effective nonlinear susceptibility around AR = 2, we consider
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the wavevectors of the guided modes for the fundamental light inside the different hole shapes,
calculated by Fourier modal method [19]. These wavevectors are depicted in Figure 6. We can
distinguish two regimes. The first regime starts at AR =1 and runs roughly until AR =2; here the
imaginary part of kg is dominant, i.e., modes excited with a free space wavelength of 830 nm are
mainly evanescent. On the other hand, the second regime, starting at AR = 2.5 and extending to
higher AR, shows modes with a dominance of the real part of kg. Here, the modes are propagating.
In between the evanescent and the propagating regime will be the cutoff region for a single hole.
When a waveguide is close to cutoff, the modes in that guide will have a low group velocity. It
has been shown that a reduction in group velocity leads to enhanced nonlinear responses due to
an increase of lightmatter interactions. We suggest that these slow modes for the fundamental
wavelength cause the sharp increase in the χ

(2)
eff [20].

In conclusion we have presented the first investigations in which SPPs are tracked on a femtosec-
ond time scale as they propagate along an SPP waveguide. Both the phase- and group velocity of
the wavepackets are unambiguously determined. We have also shown that the effective nonlinear
susceptibility of metallic nanostructures can be enhanced by changing their shape. The resulting
enhancement in nonlinear effects occurs on top the enhancements produced by local field enhance-
ments. In the case of subwavelength hole arrays we find that the effective nonlinear susceptibility
can be enhanced by an order of magnitude by changing their shape. The susceptibility increases
as a result of slow light propagation inside the holes.
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Modeling Lightning Attachment to Tall Towers

Rajeev Thottappillil and Nelson Theethayi
Uppsala University, Uppsala, Sweden

Abstract— Lightning return stroke resulting from the downward leader attachment to tall
towers is modeled as a point current source in series with the lightning channel and tower.
Assuming a quasi-transverse electromagnetic field structure, expressions for the current at the
top of the tower, at the base of the tower and along the tower are presented.

1. INTRODUCTION

Modeling the lightning strike to tall towers is an interesting problem, especially due to the fast
expansion of the mobile telecommunication network and the resulting increase in the number of
towers and associated lightning events to the towers. Measurements show that return stroke peak
currents at the top and bottom of a tall tower are different. For instance, Gorin and Shkilev [1]
reports median return stroke peak currents of 9 kA at 533 m level of the 540 m tall Ostankino TV
tower in Moscow, whereas they have measured 18 kA at the bottom at 47 m level. The increased
value of the return stroke peak current at the bottom of the tower is due to the transient processes
in the tower during the lightning return stroke. Also, it has been observed that the average value of
the peak electric and magnetic fields from the from tower lightning return strokes are 2 to 3 times
larger than that would be expected for a return stroke of similar peak current striking level ground
[2]. Analysis of current waveforms at the top and bottom of the tower gives indications of current
reflections at the tower bottom and tower top [3], which could be approximately explained by
modeling the tower as a transmission line with reflection coefficients at the tower ground interface
and at the tower-lightning channel interface and the lightning as a current or voltage source at
tower top. However, there are differences among researchers on the nature of the source to be used
at the tower top for modeling the lightning interaction [4–7]. This issue is addressed in this paper
and a new model for lightning interaction with the tower is proposed.

2. THE MODEL

In normal negative ground flashes, a stepped-leader, usually negatively charged, descends towards
the ground from the thundercloud. When the leader approaches the ground, electric fields at the
tips of grounded objects are enhanced. When the field exceeds the break down value of the air an
upward leader is initiated from the object towards the descending leader. When the upward and
downward moving leaders meet, a lightning return stroke happens, associated with large currents
and large field changes. The upward wave effectively neutralizes the negative charge and the
downward wave neutralizes the positive charge of the upward leader from the tower, charge on
the tower, and charge from the grounding network. The upward current can be treated as due
to positive charge flow and the downward current can be treated as due to negative charge flow,
giving rise to current vectors in the same direction in the channel and the tower initially.

According to the above picture, the undisturbed current source, representative of the return
stroke initiation at the attachment point between the two oppositely charged leaders, is in SERIES
with the lightning channel and can not be in parallel with remote ground as reference as suggested
in [4]. The series point current source is very similar to the source in the Transmission Line (TL)
model of the return stroke to ground proposed by [8]. In that model, a point current source at the
base of the lightning channel launches a current wave upward and this current is assumed to be
the same as the current that would be measured at the base of the channel. The current wave is
assumed to be traveling without any attenuation and distortion as if in a lossless transmission line,
and hence the name of the model, TL model. The actual geometry of the twoconductor TL or the
associated field structure was not discussed until quite recently. Thottappillil et al., [9–11] showed
that the exact field solution of the problem of a vanishingly thin perfectly conducting vertical wire
above a perfectly conducting ground plane, excited by a point source at the junction of the wire and
ground plane, is a spherical transverse electromagnetic field structure (spherical TEM) centered at
the point source. This field structure is associated with an unattenuating current traveling at speed
of light and the problem can be modeled as a TL with lightning channel as one conductor and the
ground plane as the second conductor. In the TL model of return stroke, the speed is assumed
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to be the optically observed speed of the return-stroke front, typically one-third to two-third the
speed of light, and hence one can think of an imperfect spherical TEM, approaching to spherical
TEM as return stroke speed approaches light speed. The concept of series point source model for
tower lightning return stroke described above is illustrated in Fig. 1.

_

+

Downward 
leader 

Tower/upward 
leader 

I0 (h,t)

I(h,t-(h-z)/c) + .. 

I(h,t-(z-h)/v) + .. 

Quasi-spherical 

TEM field 

structure 

Figure 1: Illustration of the concept of series current source model for tower lightning return stroke.

The wave impedance associated with pure spherical TEM wave is the free space impedance
377Ω. However, due to the quasi-spherical TEM field structure, effective wave impedance different
from 377 Ω for the tower and the channel can be considered. The concept illustrated in Fig. 1 can
also be viewed as a two conductor transmission line problem, with one conductor being the tower
and the channel and the other conductor being the ground. In terms of distributed TL parameters,
the surge impedance of a two-conductor TL supporting quasi-TEM field structure is given by,

Z =

√
R + jωL

G + jωC
(1)

For nearly spherical waves between the vertical conductor and ground plane, G, L, and C are similar
for the tower and the channel, but due to the high resistance of the lightning plasma channel the
surge impedance of the channel is higher than that of the tower. The finite conductivity of ground
and associated losses during wave reflection can be modeled as lumped ground impedance. From
these considerations, the schematic diagram of the series point current source model can be drawn
as given in Fig. 2.

ZgZch

Zt

I 0(h,t)

Figure 2: Schematic diagram of series point cur-
rent source representation of tower lightning return
stroke.
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Figure 3: Schematic diagram showing the direction
of current waves at the tower-ground interface and
tower-lightning channel interface.

In Fig. 2, Zch is the lightning channel surge impedance, Zt is the tower surge impedance, and Zg

is the ground surge impedance. Also, Zch > Zt > Zg. The point current source I0(h, t) is assumed
to be the same as the current that would be measured at ground in the absence of the tower and
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is the same as the input to the classical TL model of the return stroke starting from ground. The
current launched initially into the channel and the tower is the same, that is,

i(h−, t) = i(h+, t) = I0(h, t) (2)

Let us now derive the expressions for the tower current and the channel current at a given time
t considering the reflections at various interfaces. Fig. 3 shows the direction of the current waves
and the points at which total currents are determined.

In Fig. 3 the BIi are the current waves incident and reflected at the tower base, TIi are the
corresponding current waves in the tower incident or reflected at the tower-channel junction and
CIi are the current waves leaving the tower into the channel. The reflection coefficient for the
current wave incident at the towerground interface is ρg, given by

ρg =
Zt − Zg

Zt + Zg
(3)

and the reflection coefficient at the tower-channel interface for the current wave incident from the
tower is ρt, given by

ρt =
Zt − Zch

Zt + Zch
. (4)

For most tower structures and ground, Zch > Zt > Zg. Therefore, ρt is negative and ρg is positive.
The presence of any upward leader is neglected, but could be easily included into the model if
required. As mentioned before, speed of light is assumed for the waves in the tower, and speed v
is assumed for the upward wave in the lightning channel. The total current received at the bottom
of the tower at any instant t is

i(0, t) = BI1 + BI2 + BI3 + BI4 + BI5 + BI6 + . . .

= I0

(
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c

)
+ ρgI0
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)
(5)

The magnitude of total current in the tower at the tower-channel interface at any instant t is

i(h, t) = TI1 + TI2 + TI3 + TI4 + TI5 + TI6 + . . .

= I0 (h, t) + ρgI0

(
h, t− 2h

c

)
+ ρtρgI0

(
h, t− 2h

c

)
+ ρtρ

2
gI0

(
h, t− 4h

c

)

+ρ2
t ρ

2
gI0

(
h, t− 4h

c

)
+ρ2

t ρ
3
gI0

(
h, t− 6h

c

)
+ρ3

t ρ
3
gI0

(
h, t− 6h

c

)
+ρ3

t ρ
4
gI0

(
h, t− 8h

c

)
+ . . .

= I0(h, t) + (1 + ρt)
∞∑

n=0

ρn
t ρn+1

g · I0

(
h, t− 2(n + 1)h

c

)
(6)

The magnitude of currents launched into the channel from the tower-channel interface at any instant
t is

i(h, t) = CI1 + CI2 + CI3 + CI4 + CI5 + CI6 + . . .

= I0 (h, t) + (1 + ρt)ρgI0
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)
(7)
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The above expressions in (6) and (7) are identical and show that the currents in the channel
just above the tower-channel interface and the currents in the tower just below the tower-channel
interface are the same at any instant, and it should be so as per the continuity equation of charge
and current.

The total current at any point z = z′ at any instant in the tower is the sum of currents incident
at that point from the tower tip and the tower bottom with appropriate delays and is given by

i(z′, t) = I0
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(8)

where k = h − z′. The current at any point z = z′′ at any instant in the channel is the sum
of currents incident at that point which are launched into the channel from the tower tip with
appropriate delays and is given by
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where w = z′′ − h.
As a demonstration, the equations presented above are used to evaluate the current distributions

on a tower of height 168 m representative of Peissenberg tower in Munich [3, 12]. The point current
source is representative of typical subsequent return strokes as shown in Fig. 6 in [13]. In the
simulations the current waveforms at tower top (source point), tower bottom, middle of tower and
also the current injected into the channel is shown in Fig. 4. The adopted reflection coefficients
are at tower top ρt = −0.53 and ρg = 0.7, and these values are estimated from measured current
waveforms [5].

Figure 4: Current distributions in a 168 m tall tower and the channel using the series point source current
injection model.

It is seen from the simulations that the current at the tower top is the same as that of the
injected into the channel. The current in the channel is calculated at 2 m above the tower tip.
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The reflections are dominant at the middle of the tower and the bottom of the tower due to larger
value of the ground reflection coefficient i.e., the current peak at the tower bottom is (1+ρg) times
point source current. The current in the middle of the tower is affected by the reflections from the
tower top and tower bottom, hence we see half the width for the peaks for currents in the middle
of the tower as shown in Fig. 4. The overall features of the waveform at the tower top in Fig. 4 are
consistent with the features of measured currents in actual tower.

3. DISCUSSION

At the beginning of this paper, it has been argued that series point current source model is perhaps
closer to reality as far as lightning attachment process to tower is concerned. This point is discussed
further here. There are several return stroke models having distributed current sources along the
lightning channel. These are referred to as the so called current discharge type models [14]. These
distributed sources are due to the charge deposited by the leader on the channel (including corona)
being neutralized by the upward propagating return stroke wavefront. Therefore the distributed
sources are in fact distributed current sources in series with the lightning channel and not in parallel
to it. In pictorial representation of the process, corona sources are shown as distributed current
sources connected perpendicular to the vertical channel. The other end of the corona current
source is not often well-defined, but is most likely the outer sheath of corona envelope, which is
part of the vertical conductor itself. If the other end of corona source is interpreted as the remote
reference or ground (the second conductor), as done in [4], such a current source would be in parallel
connection across the two conductors of the transmission line, between vertical conductor and the
ground plane. Another interpretation for the parallel current source would be to consider the outer
sheath of corona to be the reference or ground conductor and also consider a cylindrical TEM wave.

The series voltage source representation of lightning attachment to tower [6] is very similar to
the series point current source representation of this paper. However, the voltage source is unknown
and therefore first the current source is to be specified and the voltage source determined from the
knowledge of channel and tower surge impedances. We believe that the series point current source
representation as presented in this paper is a simpler and straight forward approach to modeling
the lightning interaction with the tower.

It is also possible to extend the series point current source model to include upward leaders from
the tower. In that case the point current source is assumed at the junction between the upward
leader and downward leader. An additional reflection coefficient at the tower tip for current waves
traveling down has to be defined.
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Abstract— This paper presents a numerical solution to scattering problems that involve 3D
inhomogeneous bianisotropic scatterers of an arbitrary shape. The constitutive relations are
assumed to be of the most general form and composed of four 3 × 3 matrices or tensors. The
problem is described through a mixed potential formulation. The electric and magnetic potentials
are related to electric and magnetic bound charges and polarization currents and then to the
electric and magnetic polarizations. The electric field and magnetic field integral equations are
constructed. The method of moments technique is then applied to obtain a numerical solution to
the problem. The volume of the scatterer is meshed by tetrahedral cells and face-based functions
are applied to expand unknown quantities. The proposed formulation has been evaluated and
verified through examples of scattering by various chiral and gyrotropic scatterers illuminated by
a plane electromagnetic wave. Numerical results of scattering from a chiroferrite sphere are also
presented showing the flexibility of the proposed method.

1. INTRODUCTION

In recent years, there has been a growing interest in the study of interaction between electro-
magnetic fields and bianisotropic materials. Various complex media such as uniaxial materials,
gyrotropic materials, chiral materials, and combinations of chiral materials and ferrites (chirofer-
rites) have found their place in circuit substrates, waveguides, antennas, and many other electronic
and optical devices. A study of inhomogeneous bianisotropic scattering problems is also important
for applications such as radar detection, medical diagnostics, and power absorption in biological
bodies.

With a development of material techniques, there is an urgent need for a fast and accurate
general-purpose electromagnetic field solver that could handle all kinds of inhomogeneities, dis-
persion, anisotropy, chirality, and even bianisotropy. There exist several methodologies to analyze
electromagnetic field interaction with complex media. For example analytical methods such as Mie
series expansion [1] and exponential matrix technique [2] are successfully used to study source radia-
tion and wave propagation problems in simple structures such as biisotropic spheres or bianisotropic
multilayer substrates. 3D full-wave numerical algorithms in time domain such as finite-difference
time-domain (FDTD) method, the method of line (MoL), and transmission line modeling method
(TLM) have been extended to model electromagnetic interaction with various complex media such
as chiral materials and gyrotropic materials [3, 4]. Latest research efforts are related to scattering
from homogenous dispersive anisotropic or biisotropic materials. However each of these methods
has certain limitations. Analytical methods are difficult to apply to complex structures that involve
3D arbitrary shaped geometries. In solving problems that involve dispersive materials, time domain
methods rely on the Z-transform of analytical expressions that describe dispersion properties of a
material [5]. These analytical expressions are in many cases very difficult to obtain. Corresponding
computer programs also need to be adapted for different dispersion properties.

Current frequency domain methods such as finite-element method (FEM), FEM-boundaryelement
method (FEM-BEM), and method of moments (MoM) are also able to treat wave propagation and
radiation problems related to chiral media or anisotropic materials [6–9]. Most of the time prob-
lems are solved in frequency domain, so there is no need to obtain analytic expressions of the
material dispersion in advance. In general, there is little research work done in solving problems
that involve general bianisotropic materials. Main purpose of this paper is to offer a MoM solution
to problems that involve 3D inhomogeneous bianisotropic scatterers of an arbitrary shape. The
developed formulation does not put any limits on the geometrical assignment of material properties
to the scatterer. It can be applied to multilayered scatterers, scatterers with materials assigned to
different regions of the scatterer in a linear, exponential or any other fashion, etc.
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2. FORMULATION

The proposed problem can be formulated in the following way. Let us consider a general inhomo-
geneous bianisotropic body characterized by the following constitutive relations in a region free of
sources,

D = ε · E + ξ ·H, B = ζ · E + µ ·H (1)

where ε is the permittivity tensor, µ is the permeability tensor, and ξ and ζ are the magnetoelectric
tensors. They are all assumed to be generalized 3× 3 tensors.

Figure 1: Inhomogeneous bianisotropic body illuminated by an electromagnetic wave.

As shown in Figure 1, when the body is illuminated by a time-harmonic electromagnetic wave,
the total field can be expressed through the following mixed potential formulation:

E = E
inc − jωA−∇V − 1

ε0
∇× F, H = H

inc − jωF −∇U +
1
µ0
∇×A (2)

where A and F and are electric and magnetic vector potentials and V and U are electric and
magnetic scalar potentials respectively.

The electric and magnetic vector potentials A and F and electric and magnetic scalar potentials
V and U are related to the electric and magnetic polarization currents Jep(r) and Jmp(r), electric
and magnetic bound charges ρep(r) and ρmp(r), and electric and magnetic surface bound charges
σep(r) and σmp(r) in the following way:

A = µ0

∫

V
dv′G

(
r, r′

)
Jep (r) , V =

1
ε0

∫

V
dv′G

(
r, r′

)
ρeb (r) +

1
ε0

∫

S
ds′G

(
r, r′

)
σeb (r)

F = ε0

∫

V
dv′G

(
r, r′

)
Jmp (r) , U =

1
µ0

∫

V
dv′G

(
r, r′

)
ρmb (r) +

1
µ0

∫

S
ds′G

(
r, r′

)
σmb (r) (3)

where G(r, r′) is the free space Green’s function.
Electric and magnetic polarization currents and electric and magnetic bound charges are further

related to electric and magnetic polarizations P and M , as

ρeb = −∇ · P , σeb = − (
P 1 − P 2

) · n̂, Jep = jωP

ρmb = −µ0∇ ·M, σmb = −µ0

(
M1 −M2

) · n̂, Jmp = jωµ0M (4)

where n̂ is the normal direction of the boundary pointing from medium 2 to medium 1.
By definition electric and magnetic polarizations are related to electric and magnetic fields by

constitutive relations,

P = D − ε0E =
(
ε− ε0I

)
· E + ξ ·H, M =

1
µ0

B −H =
1
µ0

[
ζ · E +

(
µ− µ0I

)
·H

]
. (5)

Substituting (3) into (2), and replacing bound charges and polarization currents by the electric
polarization and magnetic polarization and then by electric and magnetic fields using (4) and (5),
the only unknowns left in (2) are the total electric and magnetic fields. This way we constructed
the electric integral equation and magnetic integral equation.
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3. APPLYING THE METHOD OF MOMENTS TECHNIQUE

Equations (2) cannot be solved analytically. Expanding the unknown quantities D(r) and B(r) in
terms of a set of face-based functions fn(r) on a tetrahedral mesh as described in [10], where

D (r) =
N∑

n=1

Dnfn (r) , B (r) =
N∑

n=1

Bnfn (r) , (6)

then testing with fm(r) as in Galerkin’s method, (2) are transformed into the following set of
equations,

jω
〈
fm(r) , A (r)

〉
+

〈
fm(r) ,∇V (r)

〉
+

〈
fm(r) ,∇×F (r)

ε0

〉
+

〈
fm(r) , E(r)

〉
=

〈
fm(r) , E

inc (r)
〉

jω
〈
fm(r) , F (r)

〉
+

〈
fm(r) ,∇U (r)

〉−
〈
fm(r) ,∇×A (r)

µ0

〉
+

〈
fm(r) , H(r)

〉
=

〈
fm(r) , H

inc (r)
〉

(7)

where for arbitrary X and Y ,
〈
X, Y

〉
is the symmetric product of X and Y defined to be the

integral of their dot product over the volume of the scatterer. Unknown vectors E and H in (7)
are replaced by D and B using

E = α1 ·D + α2 ·B, H = α3 ·D + α4 ·B (8)

where

α =
[
α1 α2

α3 α4

]
=

[
ε ξ

ζ µ

]−1

, (9)

and then by the expansion of basis functions fn(r) using (6). Equations (7) can then be solved
numerically for Dn and Bn.

The process described above involves evaluating several different types of volume integrals over
tetrahedra and surface integrals over triangles:

Imn =
∫

Tn

fm (r) · [αnfn (r)
]
dτ ′, I1n (r) =

∫

Tn

fn (r) G
(
r, r′

)
dτ ′, I2n (r) =

∫

Tn

G
(
r, r′

)
dτ ′

I3mn =
∫

Tn

fm (r) · ∇ × βnI1n (r) dτ ′, ISn =
∫

Sn

βn

[
fn (r) · n̂n

]
G

(
r, r′

)
dτ ′. (10)

These integrals are treated in the same way as in [8–14].

4. NUMERICAL RESULTS

Numerical data obtained through the MATLAB implementation of the proposed formulation is
given here. We considered three types of scatterers: a two-layered chiral sphere, a gyromagnetic
sphere, and a two-layered chiroferrite sphere. These bodies are illuminated by a θ-polarized plane
electromagnetic wave incident from the direction where θ = 180◦ and φ = 0◦ (Einc = âxEincejkz).

We first investigated a two-layered chiral sphere of radius R with k0R = k0r2 = 1.5 where k0

is the free-space wave number. The radius of the core is half the radius of the whole sphere and
has relative chirality ξr1 = 0.3 while the outside layer has relative chirality ξr1 = 0.5. Both layers
have the same relative permittivity εr = 2 and relative permeability µr = 1. Results presented in
Figure 2 are copolarized and cross-polarized bistatic radar cross sections, respectively. Obtained
numerical results are compared to the results given in [9] and good agreement is observed.

In the second example, the scattering body is a homogeneous gyromagnetic sphere. The sphere
is of radius R of k0R = 0.2π and filled by a material with relative permittivity εr = 1 and the

relative permeability tensor µr =

[5 −j 0
j 5 0
0 0 7

]
. Total radar cross sections obtained through the

implementation of the proposed formulation are given on the left side of Figure 3, and compared
to the work of Geng et al. [7]. The results of two methods match well.
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Figure 2: Copolarized (left) and cross-polarized (right) bistatic radar cross sections of a two-layered chiral
sphere illuminated by a plane EM wave.

Figure 3: Total radar cross section of a gyromagnetic sphere (left) and a two-layered chiroferrite sphere
(right). Both scatterers are illuminated by a plane EM wave.

The last example we show here is a two-layered chiroferrite sphere of radius R with k0R = k0r2 =
1.508. The radius of the core is half the radius of the whole sphere and the material is gyromagnetic

material with the relative permeability tensor µr =

[ 2.3231− j0.1101 0.0879 + j0.6571 0
−0.0879− j0.6571 1.7462− j0.4308 0

0 0 1

]
and

relative permittivity εr = 1. The outside layer has relative chirality ξr = 0.1018− j0.0076, relative
permittivity εr = 4.7692 − j1.8462, and relative permeability µr = 1.7462 − j0.4308. Results for
total radar cross sections are presented on the right side of Figure 3. As the method gave accurate
results for the previous cases of chiral and gyromagnetic scatterers, we expect that the numerical
results obtained for the chiroferrite scatterer are also valid.

5. CONCLUSION

This paper presents a numerical solution based on the method of moments for electromagnetic
scattering from arbitrarily shaped three-dimensional inhomogeneous bianisotropic scatterers. Cases
that we studied here are a two-layered chiral sphere, a gyromagnetic sphere, and a two-layered
chiroferrite sphere. The proposed solution is applicable to any shape of scatterer and to any kind
of spatial and frequency dependence of material properties. However, it may suffer from a rapid
growth of computational complexity in the case of electrically large objects with increased mesh
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resolution. Some acceleration techniques such as those based on the fast Fourier transform [15]
can be applied in further research with the objective of increasing the efficiency of the computer
program through a reduction of memory and time requirements.
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Abstract— Surface plasmon polariton (SPP) based on metal-dielectric interface can greatly
enhance the evanescent field, and so its propagation control is very important. SPP on the flat
and structured silver film is numerically studied by 2D finite-difference time-domain method.
Confined SPP distributions of two kinds of structured silver films demonstrate a virtual probe
with a constant size of 140 nm. The influencing factors, modulation depth and incident spot size,
are discussed.

Near-field nanometric light source is of great interest for its super-resolution ability in imaging,
data storage, and so on. The concept of a virtual probe is proposed by T. Grosjean [1, 2] to overcome
the extreme difficulty of separation regulation between probe and sample. The principle is based
on the destructive combination of TM polarized evanescent light beams, and confined intensity
distribution can be generated and keep a constant size in a certain range. T. Hong [3] obtained a
simulation result of virtual probe by finite-difference time-domain (FDTD) method. E. Descrovi
[4] proposed to realize a virtual probe based on the excitation of surface plasmon polariton (SPP)
on structured thin metal film. In this paper, by 2D-FDTD method, the excitation of SPP on flat
and structured metal film is numerically analyzed, and some influencing factors of virtual probe
are studied.

For a flat metal film on a glass substrate, the incident light will be totally reflected at the
metal-glass interface when the incident angle is larger than the critical angle. When TM polarized
light with an appropriate incident angle matches SPP wavevector, SPP can be resonantly excitated
as shown in Fig. 1(a). A collimated Gaussian beam with wavelength 470 nm is incident at 43.2◦,
and the illuminant spot size is 1µm. The silver film is 25 nm in thickness and denoted by the
green dashed line. The resonant SPP propagates along the silver-air interface and its amplitude
decreases in exponential form along vertical direction. However, for TE polarized light under the
same conditions, SPP cannot be excitated as shown in Fig. 1(b). Some light penetrates the silver
film for it is thin.

When the silver film is modulated by certain structures, SPP and localized SPP can be reso-
nantly excitated. By design of appropriate structure, propagation and combination of SPPs can
be controlled to meet some needs. In Fig. 2(a), the modulated structure is a flat surface region
with length of 110 nm surrounded by approximate sinusoidal modulation with period of 220 nm
and modulation depth of 10 nm (similar to the structure of Ref. 4). When TM polarized Gaussian

(a) (b)

Figure 1: Excitation of SPP by (a) total reflection of TM polarized light, and (b) total reflection of TE
polarized light.
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wave with 3.5µm spot size is incident at 45◦, the intensity distribution of magnetic field in air is
confined to form a central peak with full width at half maximum (FWHM) about 140 nm. The size
of the central peak does not increase with distance. In Fig. 2(b), another modulated structure is
presented. The central flat surface region of Fig. 2(a) is changed into a tapered tip and the tip is
in the same plane of the silver film. It also produces a confined intensity distribution of magnetic
field with central peak intensity a little higher than Fig. 2(a).

(a) (b)

Figure 2: Intensity distribution of magnetic field of two different structured silver films: (a) central flat
surface region, (b) central tapered tip.

Although the central peak has a maximum intensity, but the intensity of the side lobes cannot
be omitted. By increasing modulation depth of surrounded structures, the effect of side lobes
can be controlled to a certain extent. As shown in Fig. 3, the field confinement factor of central
peak increases with modulation depth, and there is an optimum modulation depth for obtaining
maximum magnetic amplitude.
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Figure 3: Influence of modulation depth.
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Figure 4: Influence of incident spot size.

The incident spot size also influences the maximum magnetic amplitude and field confinement
factor. As shown in Fig. 4, when the spot size of incident collimated Gaussian beam with constant
power increases, the field confinement factor slowly decreases; however, the maximum magnetic
amplitude varies a lot, and there is an optimum size of 3.5µm.

In conclusion, the structured metal film can modulate the excitation and propagation of SPP. By
an appropriate structure design, a confined evanescent field distribution can be obtained and used
as a near-field optical virtual probe. It can be potentially applied in the field of super-resolution
optical imaging, near-field high-density optical storage, nano-lithography and so on.
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CNRS UMR 6133, 13397 Marseille Cedex 20, France

Abstract— We present at first a rigorous differential method to resolve Maxwell equations in
cylindrical coordinates. Such a method permits the calculation of field amplitudes in both spatial
and spectral space in case of subwavelength hole pierced in metallic films with finite conductivity.
From the rigorous method, we present a perturbation theory based on the single scattering
approximation. It provides analytical formulas in the inverse space of the field amplitude in
the spectral space. They lead to an equivalence with the well known model of single magnetic
dipole excited inside a pierced layer. Light emitted by this dipole is then radiated to the cladding
following the Fresnel’s coefficients of light transmission from the layer to the cladding. This
approach is in concordance with numerical results obtained from the rigorous method. The
theory predicts that the directivity of the radiated pattern increases for smaller values of the
layer permittivity modulus, as well as for a metallic layer than for a dielectric one, independently
from surface plasmon excitation.

1. INTRODUCTION

Light transmission through a subwavelength hole is of practical importance since subwavelength
hole are used to enhance the sensitivity of single molecules detection techniques, with very fruitful
applications in chemistry and biology [1]. The theory of Bethe [2] predicts that a small aperture
diffracts as if the screen and the aperture were replaced by two emitting electric and magnetic
dipoles. In the case of normally incident linearly polarized plane wave, it remains a single magnetic
dipole, lying in the plane of the screen and perpendicular to the incident polarization vector.
Thus, the diffraction in the plane of polarization (i.e., in the plane perpendicular to the dipole
axis) is uniform angularly presenting no directivity, while in the perpendicular plane in follows a
simple cos [2] law. Jackson [3] predicts a stronger angular dependence for larger apertures, but his
predictions for small holes coincide with Bethe’s theory, at least concerning the directivity. However,
recent theoretical and experimental works [4–7] indicate that the directivity of the radiation pattern
of a single aperture in real metals is larger than the theoretical predictions valid for perfectly
conducting screens. These facts indicate the necessity to revisit Bethe’s theory in order to obtain
better understanding of the process of light diffraction by small apertures in real-metal screens.
Based on the rigorous differential method in cylindrical geometry [8], we propose an approach
valid in the first-order approximation with respect to R2. It is used in the study of the directivity
of the radiation pattern when varying the screen permittivity. The analytical equations provide
a simple physical interpretation, enabling us to demonstrate that for sufficiently large in modulus
permittivities ε2, the diffraction pattern is equivalent to the diffraction pattern of a magnetic dipole
excited by the incident field and emitting inside the plane screen. Its radiation is transferred into
the cladding by the refraction law guided by Fresnel coefficients. The stronger the contrast between
the screen and the cladding, the smaller the angular variation of these coefficients and thus of the
diffracted field. In the limit |ε2| → ∞, it is demonstrated that the diffraction pattern corresponds
to the radiation of a magnetic dipole without the screen confirming Bethe’s interpretation [9].

2. DIFFERENTIAL METHOD IN CYLINDRICAL COORDINATES

In cylindrical coordinates (see Fig. 1), any object and field is periodic with respect to the polar
angle θ, with period 2π, so that the field components can be represented on the exp(in θ) basis.
The device under study being independent with respect to the variable θ, the Fourier components
are mutually independent.

Moreover, it has been previously established on waveguide theory [10] that each Fourier com-
ponent of the electric field can be expressed as an integral involving Bessel function Jn(krr), where
kr is the r-component of the wavevector of each elementary spectral component of the field varying
continuously from 0 to ∞. The numerical treatment of the problem requires the discretization and



1066 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

x  

y  

z

r

 

O

t  

R  

d  

1  

2  

3  

 ψ
ε

ε

ε

ε

θ

Figure 1.

truncation of the basis so that the field components finally read:

Er(r, θ, z) = i
N∑

n=−N

Max∑
m=1

km∆km

[
bE
n,m(z)Jn+1(kmr)− cE

n,m(z)Jn−1(kmr)
]
exp(in θ)

Eθ(r, θ, z) =
N∑

n=−N

Max∑
m=1

km∆km

[
bE
n,m(z)Jn+1(kmr) + cE

n,m(z)Jn−1(kmr)
]
exp(in θ)

Ez(r, θ, z) =
N∑

n=−N

Max∑
m=1

km∆kmEz,n,m(z)Jn(kmr) exp(in θ)

, (1)

Similar equations apply to the cylindrical components of H, with bE
n,m changed into bH

n,m, cE
n,m into

cH
n,m and Ez,n,m into Hz,n,m. Using Eqs. (1), Maxwell equations can be reduces into a set of 2N +1

differential equations:

d

dz
bE
n,m = bH

n,m − k2
m

k2
0ε2

(
bH
n,m − cH

n,m

)−
∑

m′ 6=m

(
ε−1

)n,n

m,m′
kmkm′

2k2
0

(
bH
n,m′ − cH

n,m′
)

d

dz
cE
n,m = −cH

n,m − k2
m

k2
0ε2

(
bH
n,m − cH

n,m

)−
∑

m′ 6=m

(
ε−1

)n,n

m,m′
kmkm′

2k2
0

(
bH
n,m′ − cH

n,m′
)

d

dz
bH
n,m =

k2
m

2
(
bE
n,m − cE

n,m

)− k2
0ε2b

E
n,m − k2

0

∑

m′ 6=m

(ε)n+1,n+1
m,m′ bE

n,m′

d

dz
cH
n,m =

k2
m

2
(
bE
n,m − cE

n,m

)
+ k2

0ε2c
E
n,m + k2

0

∑

m′ 6=m

(ε)n−1,n−1
m,m′ cE

n,m′

(2)

where the matrix elements of ε are given by:

(ε)n,n
m,m′ = km∆m′

∞∫

0

ε(r)Jn(kmr)Jn(km′r)rdr. (3)

We consider devices being z-independent in a piecewise manner so that the integration is made
with the use of the eigenvalue/eigenvector technique. With the knowledge of the incident plane
wave, it is then able to calculate each spectral component bE

n,m, cE
n,m, bH

n,m, cH
n,m and to reconstruct

the electromagnetic field with Eqs. (1).

3. SINGLE-SCATTERING THEORY OF LIGHT DIFFRACTION

Formula (3) can be written as:

ε2δm,m′ + (εd − ε2)km∆m′
R

k2
m − k2

m′
[Jn+1(kmR)Jn(km′R)km − Jn(kmR)Jn+1(km′R)km′ ] . (4)

Taking into account that for small arguments Jn(kmR)Jn(kmR) ∼ (kmR)|n|11, the off-diagonal
terms of (ε)n,n are then proportional to: (ε)n,n

m,m′ ∼ km∆m′R2(|n|+1), m′ 6= m. In normal incidence,
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Eq. (4) is simplified into (εd − ε2)∆iRJ1(kmR) with ∆i ≡ ∆0. Working with the sum and the
difference of the field components:

ME
m = bE

1,m − cE
1,m, PE

m = bE
1,m + cE

1,m,

MH
m = bH

1,m − cH
1,m, PH

m = bH
1,m + cH

1,m
(5)

the set of differential equations are further simplified to take the form corresponding to the unper-
turbed system: (

ME
i

)′ = PH
i ,

(
PH

i

)′ = −k2
iz

ME
i ,(

MH
i

)′ = −k2
0ε2P

E
i ,

(
PE

i

)′ = k2
iz

k2
0ε2

MH
i

(6)

Eqs. (6) lead to a second-order inhomogeneous equation for ME
m which has a solution in the

form:
ME

m = ME±
m exp(±ikmz

z)−RJ1(kmR)
∆ε

k2
mz
− γ2

i

Ĉ±
i exp(±iγiz) (7)

where ME±
m are two unknown amplitudes, subjected to the boundary conditions between the dif-

ferent domains (cladding/pierced layer/substrate) and the “sources” are given by:

Ĉ±
i = C±

i ∆i = ∆i(P E±
i −ME±

i )/2 (8)

It is possible to obtain similar solutions for MH
m while the form of PH

m and PE
m is obtained from the

expressions for ME
m and MH

m . Considering a single interface, the “source” amplitude is obtained
with PE−

i = ikiz
MH−

i /k2
0ε2. Taking into account that there is no incident wave from above when

m 6= i, the continuity of ME
m and PH

m leads to:

αmz
ME,R

m = −kmz
ME−

m + RJ1(kmR)
∆εγi

k2
mz
− γ2

i

Ĉ−
i (9)

which gives for the amplitudes scattered in the upper medium:

ME,R
m = − RJ1(kmR)∆εĈ

−
i

(αmz
+ kmz

)(kmz
+ γi)

. (10)

In a similar manner, it is able to obtain:

MH,R
m = i

kmz

ε2

RJ1(kmR)∆εĈ
−
i

(αmz
/ε1 + kmz

/ε2)(kmz
+ γi)

. (11)

4. FAR FIELD DIRECTIVITY

In light diffraction by small apertures, directivity is important to increase the efficiency of detecting
in biophysical and physicochemical experiments on laser-induced fluorescence and Raman scattering
inside nanovolumes, aiming to study single molecules. The far-field increase of directivity has been
largely observed experimentally when using highly conducting metals and excitation of a surface
plasmon wave is usually invoked in this phenomenon. However, it is not clear how this plasmon
can be radiated from the surface apart from the aperture boards in order to increase the angular
directivity of the radiation pattern, if the surface is without defects.

To physically explain the angular dependence of light emmission, we use both the numerical
and the analytical method in the case of highly conducting screens. Following figures represent the
radial component of the angular density of the Poynting vector, defined as:

Pρ =
1

2ρ2

(
E× H̄

)
. ρ̂ (12)

where ρ =
√

r2 + z2 is the distance between the centre of the aperture and the observation point,
and ρ̂ is the corresponding unit vector.

Two different metals are considered, real Al and an artificial one having permittivity multiplied
by 100. In the plane θ = 0 (see Fig. 1), the higher conductivity presents an angular dependence
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weaker than for Al screen (hollow squares). Both curves are much wider than in the perpendicular
plane, θ = 90◦, which has values varying insignificantly with the conductivity, as observed further
on. The theory of Bethe predicts this behavior, but more correct formulas are available for greater
radii by Jackson (p.492 of ref.):

Pρ ∼
∣∣∣∣∣
J1

(
sin 2π

λ R sinψ
)

sin 2π
λ R sinψ

∣∣∣∣∣
2

(cos2 ψ + sin2 ψ cos2 θ) (13)

While for the highly conducting material the three methods (Eq. (13)), the analytical and the
rigorous method) predict variation of the radiation pattern in the two planes θ = 0, 90◦, one can
observe that the directivity of Pρ(ψ) increases when |ε2| decreases and this fact cannot be explained
by surface plasmon whose field decreases away from the aperture. To confirm this hypothesis, Fig. 2
shows results with a dielectric instead of a metallic material. Similar behavior in the plane θ = 0 is
obtained, the dependence becomes flatter with the increase of |ε2|, i.e., for materials with smaller
|ε2|, the directivity is higher. And once again, this fact cannot be explained by a surface wave
which is not supported by a single dielectric-dielectric interface.
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5. EQUIVALENCE WITH A DIPOLE RADIATION

Let us now explain the physical reasons of the stronger directivity observed when |ε2| becomes much
larger than εd. In the far-field zone |ε2| À k2

m, so that kmz
+γi ≈ 2

√
ε2, and with J1(kmR) ≈ kmR/2,

expressions of ME
m and MH

m in Eqs. (10) and (11) can be simplified into:

ME,DM
m ≈ km

ε2

8 |ε2|R
2Ĉ−

i = kmk2
Z2DM

8π
(14)

which represents the M
E,DM
m -component of the field radiated by a magnetic dipole orientated in

the y-direction with a dipole moment equal to DM = πR2 ε2
|ε2|

Ĉ−i
k2Z2

. It can be demonstrated in a
similar manner that:

MH,DM
m ≈ −ikm

k2
0 |ε2|
kmz

k2
Z2DM

8π
(15)

represents the M
H,DM
m -component of the same dipole. The incident field induces a scattered field

inside the layer pierced by the aperture. For high values of |ε2|, the scattered field can be considered
as the field of a magnetic dipole having a dipole moment given proportional to the incident field
inside the layer equal to Ĉ−

i = ∆i(PE−
i −ME−

i )/2, as following Eq. (8). The emission of the dipole
in the plane perpendicular to the dipole direction (i.e., the plane containing the incident electric
field vector) is uniform angularly. The field emitted by this dipole is transmitted through the layer
surface through the Fresnel transmission coefficients:

T TE,inv
m =

2kmz

αmz
+ kmz

, T TM,inv
m =

2kmz
/ε2

αmz
/ε1 + kmz

/ε2
(16)
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As they are angularly dependent, the emission in the cladding will depend on the angle of
transmission. As a consequence, even in the plane θ = 0 one can expect an angular variation of
the emission. But this dependence decreases with increasing the contrast between the cladding and
the layer with the aperture, so that one can expect that with |ε2| growing up, the radiation patter
in the plane θ = 0 will become less depending on the polar angle ψ. And indeed, larger values
of |ε2| lead to a weaker angular dependence of P

E,R
m /km, for example. By taking the asymptotic

expressions of the transmission coefficients and multiplying them by the dipole field components,
it is easily found that the components of the field radiated in the cladding are equal to:

ME,R
m ' km

4
R2 ε2Ĉ

−
i

|ε2| , PH,R
m ' iαmz

km

4
R2 ε2Ĉ

−
i

|ε2| (17)

MH,R
m ≈ −i

k2
0ε1

αmz

km

4
R2 ε2Ĉ

−
i

|ε2| , PE,R
m ' −km

4
R2 ε2Ĉ

−
i

|ε2| (18)

which are nothing but the field components of a magnetic dipole emitting in the cladding as if
the substrate were absent. These expressions represent the equivalence between the scattering by
an aperture in an infinitely conducting screen in normal incidence and a radiation pattern of a
magnetic dipole.
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Abstract— This communication deals with the resolution of electromagnetic scattering prob-
lems by applying complex spaces. The particular problem presented is the scattering by a finite
strip under complex beam incidence. It is resolved by the asymptotic evaluation of the radia-
tion integral in the complex space domain. In addition, the outlook for the possibilities of this
technique is presented: a summary of proposed problems so far, the potential and limitations.

1. INTRODUCTION

Some classic techniques for EM problems resolution are based on complex variable. For instance,
conformal mapping between complex planes to solve problems involving the Laplace equation, or
complex contour path integration to obtain Green’s function for the wave equation. The authors
have been concentrated on understanding the meaning of the technique of analytical continuation
of wave solutions, the complex quantities associated to it and its application to EM problems, [1].
The starting point is the analytical continuation of the Greens function for the 2D complex point
source, which was proposed to obtain a Gaussian beam mathematical formulation, [2, 3]. This
technique has been use by decades and it is still being used, [4].

Some steps have been already made satisfactorily by the authors in this matter: The rigorous
characterization of (i) the complex distances appearing when the source is located at a complex
position, [5] (ii) the complex angles which are defined when any observation point is related to that
complex source, [6]. This constitutes a duo distances-angles which allows the real observation space
characterization in terms of complex spaces.

This mathematical formulation, apparently artificial, makes sense when it is applied to the 2D
radiation problem of the complex point source, that is, the analysis of the complex beams, [7].
One of the most relevant aspect of this technique, which makes it so powerful, is its capability
to manage exact solutions and to parameterize the different approximations and their validity
ranges. Specifically, complex beams include plane waves, cylindrical waves and Gaussian beams as
particular cases contained in its formulation.

In addition, another success achieved is the spectral characterization of the complex beams,
[8]. This opens a whole world of possibilities, inasmuch all the resolution techniques in the spectral
domain maybe applied to complex beams. Even when finding the complex space domain possibilities
has meant a great newness, concerning to the way of thinking and working, we do not expect, in
the spectral domain, a so revolutionary results, as long as the spectral domain is complex itself,
and a lot of problems resolved some time ago, [9], did already operate with the complex spectral
domain means.

Coming to the scattering problems, we have already posed and solved, (wholly or partially),
scattering problems evaluated by asymptotic techniques in the complex space domain. The starting
point was similar problems formulated in the real space domain, [10, 11]. Specifically, starting from
the scattering by a strip or an array of strips under a different homogeneous field illuminations. We
have proposed the scattering by a strip or an array of strips under some non-homogeneous fields
illuminations, [12]. The first incident fields we considered were non-homogeneous plane waves and
Gaussian beams. Our contribution to these problems is no relevant, as long as they may be resolved
by using the classical techniques, ([9, 11]). The reason considering these scenarios is to calibrate
the method and the results. The main subject of this communication is the scattering by a finite
strip under complex beam incidence which will be analyzed in next sections.

In the light of the scenarios considered, [12], we can assert that the complex space formulations
are very appropriate to analyze problems concerning to non-homogeneous fields, because they are
included in a natural way inside the formulation. The disadvantage when combining with the
asymptotic evaluation of integrals is that the results are approximated at the end. The accuracy
is not lost but the attractive characteristic of exact solution is lost. We wonder if we will be able
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to apply some exact procedure (a Sommerfeld-style) to non trivial scattering problems involving
complex beams.

Figure 1: Scattering by a finite perfect conductor strip under complex beam incidence. Incident field and
induced current profiles.

Figure 2: Analytical continuation of the radiation integral into the complex space domain. The integration
C path is deformed into the SDP.

Disclosing one of the main conclusions of this paper, we can say that the asymptotic techniques
together with the complex space analysis opens the possibility to extend the results, from 2D
scattering problems involving cylindrical waves to new problems involving complex beams.

2. SCATTERING BY A FINITE STRIP UNDER COMPLEX BEAM INCIDENCE

The scenario is described in Fig. 1. The scatterer is a perfect electric conductor strip located on
x axis and infinite on y direction. The incident field is radiated by a 2D point source located at
(xs, zs). The analytical continuation from the real coordinates of the source into the complex space
(xs = xs + ib sin θi0, zs = zs + ib cos θi0) gives the representation for the incident complex beam,
(θi0 is related to the beam axis direction and b is related to the waist width),

~Ei = Ei
yŷ =

−ωµ0Ie−iπ/4

2
√

2π

eik0Ri

√
k0R0

ŷ; Ri =
√

(x− xs)2 + (z − zs)2. (1)

The usual physical optics approximation is applied to obtain the induced currents on the perfect
electric conductor strip, ~JPO(x′, z′ = 0) = 2ẑ × ~H i = Jy,POŷ,

Jy,PO(x′, z′ = 0) ∼ −2
iωµ0

ik0(−zs)√
k0Ri

3(x, z = 0)
eik0Ri(x,z=0). (2)
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An example of the amplitude and phase profiles of the induced currents on the real strip points is
represented in Fig. 1.

The extension from the real coordinates of the strip into the space of complex coordinates is
also performed,

Jy,PO(x′, z′) =
−2

iωµ0

ik0(z′ − zs)√
k0Ri

3
eik0Ri . (3)

The Green’s function of complex arguments continues also being valid solution to the wave equation,

G(~r, r̄′) =
i

4
H

(1)
0 (k0Ro) ∼ eiπ/4

2
√

2πk0

eik0Ro

√
Ro

; Ro =
√

(x− x′)2 + (z − z′)2. (4)

The radiation integral, with the extended Green’s function and the extended currents on the
strip complex locations, is given by,

Es
y(x, z) = iωµ0

∫ xb

xa

Jy(x′)G(x, z;x′, z′)dx′ =
−eiπ/4

√
2πk0

∫ xb

xa

ik0 cosθie
ik0Rieik0Ro

√
Ri

√
Ro

dx′, (5)

where the trigonometric function of a complex angle has been introduced, cosθi = (z′ − zs)/Ri.

3. ASYMPTOTIC ANALYSIS IN THE COMPLEX SPACE DOMAIN

The radiation integral,

Es
y(x, z) =

∫ xb

xa

f(x′)ek0q(x′)dx′, (6)

may be asymptotically evaluated, [13], in the complex space domain, Fig. 2.
∫ xb

xa

=
∫

SDP
+

∫

Ca

−
∫

Cb

= ESP + Ea + Eb. (7)

The integral value is made up of three contributions: one coming from the complex saddle point
and two coming from the endpoints of the strip.

3.1. Complex Saddle Point

Applying the so called Saddle Point Equation (SPE), q′(x′s) = 0, the saddle point (SP), (x′s,z′
s) is

obtained. It is worth mentioning that both dq(x′,z′)/dx′ = 0 and dq(x′,z′)/dz′ = 0 lead to the
same condition,

x′s =
xRi + Roxs

Ri + Ro
. (8)

The SP is a complex point belonging to the complex straight line which goes from the complex
image source (xs, −zs) to the real observation point (x, z).

x′s =
xzs + xsz

z + zs
; b′ = b

sin θ′′(x− x′s) + cos θ′′z
(x− xs) sin θ′′ + (z + zs) cos θ′′

. (9)

In addition, z′s = 0 and ={z′s} is related to ={x′s} by b′ parameter.

3.2. Complex Snell Law

Applying the SPE, the Snell law is given by sinθi = − sinθo. This law is interpreted by means of
the mathematical base previously established, [6], in particular, the results concerning to complex
angles. Basically, the real part of the complex angle gives information about the propagation
direction and the imaginary part is related to the attenuation at right angles to the propagation
direction. Once the equation is separated into its real and imaginary parts, the real part gives
the usual direction rule for the reflected rays, that is, the usual real Snell law; and the imaginary
part relates the attenuation for each saddle point, and accordingly, for each associated observation
point.
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Figure 3: A complex ray (left) is a straight line in the complex space. It goes from the image source (IS),
passes through the saddle point (SP) and crosses the real space in the real observation point (ξ, η) (beam
adapted coordinates have been used). The complex ray is projected as hyperboles in the real propagation
space (right).

3.3. Complex Rays
The complex rays must be ‘projected’ into the real propagation space leading to some results which
may not be found with the conventional analysis with real variable. A complex ray, which follows
a straight line in the complex space, becomes a real curved line in the real space. This real space
interpretation is found out by making hyperbole matching as in the Evanescent Wave Theory, [14].
The comparison between complex rays coming from both the SP and the image source, and reaching
a real observation point, are shown in Fig. 3, together with its local matching with hyperbolas.

3.4. Scattered Field
By applying the asymptotic evaluation of integrals results to the radiation integral, [13], the scat-
tered field is obtained. The SP contribution gives the reflected field and may be seen as the field
radiated by the image point source (xs, −zs),

ESP =
−eik0(Ri+Ro)

√
k0(Ri + Ro)

(10)

The complex endpoint contributions give the diffracted field by the endpoints of the strip,

Ea,b =
∓e−i π

4√
2π

cosθi(a, b)√
sinθi(a, b) + sinθo(a, b)

ek0Ri(a,b)

√
Ri(a, b)

ek0Ro(a,b)

√
Ro(a, b)

(11)

4. CONCLUDING REMARKS

The scattering by a finite strip under complex beam incidence has been presented. It has been
resolved by a new method based on the complex space domain. Both, the problem and the solution
presented here, are a generalization of the same scattering problem when the strip is illuminated
by some homogeneous waves, as long as the complex beams contain the parametrization of plane
waves, cylindrical waves and Gaussian beams, which appear as particular cases included in the
formulation.

The complex space analysis assumes to perform the extension of the induced currents on the
scatter, from its real position into complex locations. When applying asymptotic techniques, the
saddle points are straight complex. Once the mathematical analysis is performed, the most inter-
esting point is the interpretation of the results in the real space. The interpretation of the Snell law
requires the results of the complex angles analysis. Basically, the real part of the gives information
about the propagation direction and the imaginary part about the attenuation, for each saddle
point and its associated observation point. One of the most interesting points is the interpretation
of the complex rays, which correspond to curve tracks in the real space.
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The formulation provides an analytical expression for the scattered field solution. The interpre-
tation is made in terms of a reflected field and two scattered terms associated to the strip ends. The
form of the scattered field fits with the expressions corresponding to a cylindrical incident field, by
replacing the real quantities with the complex ones. In spite of this, the content must be carefully
evaluated, so long as the diffraction factors and all their terms include complex quantities.

The results lead to think that the solution to some scattering problems in which cylindrical
waves are involved, may be generalized by considering an incident complex beam. The difficulty
and, at the same time, the interest consist in the interpretation of the quantities which appear in
the real propagation space.
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Min Zhang1, Hongcheng Yin2, and Zhen Cao1

1School of Science, Xidian University, Box 270, Xi’an 710071, China
2National Electromagnetic Scattering Laboratory, Beijing 100854, China

Abstract— An electric field time-domain integral equation (TDIE) for arbitrarily two-dimensional
bodies located on a time-evolving rough surface is presented. The explicit solution technique of
the TDIE is considered, and the time responses of the current distributions and the far-zone
field are investigated in detail, meanwhile, the method of moment associated with the inverse
discrete Fourier transformation (MoM-IDFT) scheme is also introduced to depict the accuracy
of the presented technique for the transient scattering by arbitrarily objects integrated with a
rough surface.

Time-domain integral equation (TDIE) techniques possess a number of advantages when used to
analyze wideband or nonlinear or time-varying electromagnetic scattering and radiation phenomena
[1, 2, 4–6]. During the past decade, many different TDIE approaches have been proposed to model
transient scattering by conducting or dielectric bodies, but only few scheme is presented to solve
problems of electromagnetic scattering by an object located on a rough surface. Actually, most of
previous studies on such a complicated scattering problem have considered the scattering from a
target on a single rough surface realization as a function of the aspect angle in term with Monte
Carlo methods, or have considered the scattering from target over a rough surface use a four-path
model based on the coherent reflection coefficient of the rough surface [3]. It is hard, however,
to handle the time-dependence of the scattering by an object located on a realistic time-evolving
rough surface (such as a sea surface) in those models. In this paper, the numerical models of
transient scattering from one-dimensional (1-D) rough surface and the surface with arbitrarily
two-dimensional (2-D) PEC bodies are analyzed. A novel explicit algorithm for the calculations
of transient far-fields using TDIE is presented and the numerical results are also compared with
MoM-IDFT, to prove the better effectiveness and accuracy of this technique for transient scattering
from complex rough surfaces associated with the targets.

n
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k th segment

( )
n

f x

n th segment

k
i

Figure 1: The geometry of a target situated above a rough surface.

We assume that arbitrarily 2-D PEC bodies are located on 1-D rough surface shown in Fig. 1.
The boundary condition of zero tangential electrical field is enforced on both target and rough
surfaces, so that we have the time-domain electrical field integral equation as

n̂×
[
~Einc(~r, t)− ~Esca(~r, t)

]
= 0 (1)

For the TDIE formulation of 2-D object, the scattered field is

~Esca(~r, t) = −∂ ~A

∂t
−∇ϕ (2)
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where, ~A(~ρ, t) = µ
4π

∫
S

1
R

~J
(
~ρ′, t− R

c

)
ds′, where ~J (~ρ′, t) denotes the surface current density but

the line current density, this is the major difference between the TDIE method with method of
moments (MoM). For a TM incident field, the electric field only has a component in the z directed,
and ∇ϕ = 0.

We adopt the pulse basis function and the Galerkins method of moments approach, Equation (2)
could be integrated as

A (~ρm, t) =
∫ t

0
Einc (~ρm, τ) dτ =

µ

4π

∫

C

∫ ∞

z′=−∞

N∑
n=1

In (tj −Rm/c) jn (~ρ′)

Rm
dz′dc′ (3)

here In is the unknown coeffiecient at the nth zone. The current in a patch does not vary appreciably
with time is assumed, and then A could be rewritten as

A (~ρm, tj) =
µ

4π
Fmm0Im (tj) +

µ

4π

N∑

n=1

∞∑

k=−∞
In

(
tj − Rmnk

c

)
Fmnk

∣∣∣
m6=n or k 6=0

(4)

Finally, the current In is computed by the explicit scheme as

Im (tj) =
[
4π

∫ tj

0
Einc (~ρ, τ) dτ − Ã (~ρm, tj)

]
/µFmm0 (5)

where Ã is the second term of the right-hand side in Eq. (4), Rmnk =
√
|~ρm − ~ρ′n|2 + (k∆τn)2, ~ρm

and ~ρ′n are the center of mth and nth segments, respectively.
In order to keep the continuity of surface current in calculation region, we adopt the taper

Gaussian impulse wave with a window function exp
(
− [g

l (~ρ · x̂− x0)
]2

)
,

~Einc (~ρ, t) = ẑE0
4.0√
πT

exp

(
−

[
4.0
T

(
ct− ct0 − ~ρ · k̂

)]2
)
· exp

(
−

[g

l
(~ρ · x̂− x0)

]2
)

(6)

where g is the attenuation factor, to keep incident field be zero at the edge of the rough surface.
Correspondingly, the far field could be represented as

√
ρ ~Ef (~ρ, t) = −√ρ

∂ ~Af (~ρ, t)
∂t

− 1
ε

√
ρ∇× ~Ff (~ρ, t) (7)

~Af (~ρ, tj) =
µ

2
√

2ρπ

N∑

n=1

∆ln

j−τn∑

k=1

−2 ~Jn (tk)
(√

a− ctk −
√

a− ctk−1

)
(8)

√
ρ∇× ~Ff (~ρ, tj) =

ε

2
√

2

N∑

n=1

∆ln

j−τn∑

k=1

− ~JMn (tk)× ρ̂

(
1√

a− ctk
− 1√

a− ctk−1

)
(9)

where τn = (ρ− ρ̂ · ~ρn)/c, a = ctj − ρ + ρ̂ · ~ρ′n, tk = ∆t · k is the kth time step, ~Jn(tk) and ~JMn(tk)
are the electrical and magnetic currents.

In this study, the surface is meshed by N points, the spatial step size is ∆x, the total length
of rough surface is L = N∆x, xn = n∆x (n = 1, 2, . . . , N) and each segment is considered as an
infinite conducting strip in three-dimensional space, in order to establish the electrical field integral
equations by using TDIE method.

In all our computations, the case of TM polarization is considered, where the parameters E0 =
377V/m, T = 4LM, ct0 = 6LM , L = 25.6m, N = 256, ∆t = 0.05 LM and g = 5.4. The unit LM
denotes a light meter, so a light meter is the length of time taken by the electromagnetic wave to
travel 1 m in the free space.

Figure 2 shows the transient scattering characteristics of a 2-D cylinder located on a gauss rough
surface which is shown in Fig. 1, where Fig. 2(a) shows time response of the current at rough surface
center point, while Figs. 2(b) and 2(c) dipect the responses from the far fields at forward direction
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Figure 2: Transient scattering characteristics of a 2-D PEC cylinder with a rough surface.
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Figure 3: Time response effects of the object located on different height of the surface.

and back direction, respectively. In calculation we choose that correlation length is l = 0.4m,
rms height is h = 0.05m, the radium of the cylinder is 0.5 m, the distance between the cylinder
with the rough surface rface is D = 1.5m, and the cylinder circle is divided by 30 segments. To
test the validity of this approach, we compare the results obtained by using presented method
with those using the MoM-IDFT method, in the case of the MoM+IDFT, the frequency ranges
are cover 360 MHz with 1000 sample points and the comparison is also depicted in Fig. 2. The
TDIE approach works as well as the MoM+IDFT. Actually, it is well known, the MoM+IDFT
is a frequency-domain technique with a very time consuming on the wide-band information, but
a direct time-domain (TDIE) solution is more efficient for the transient scattering problems. To
further characterize the scattering effects of the target located on different position of the rough
surface, the time responses of far fields at different height D and even without the cylinder are
compared in Fig. 3. It is found that the back scattering has been obviously enhanced when the
object is located over the rough surface.

In conclusion, the numerical investigation of electromagnetic scattering by a 2-D target located
on a time-evolving rough surface is carried out in this paper. The time responses of the current
distribution and far-zone field are computed using the TDIE approach. The solution results indicate
the different scattering characteristics between a rough surface with the objects located on the same
suface.
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Abstract— Modeling of the electromagnetic (EM) scattering and inverse synthetic aperture
radar (ISAR) images of complex aerial targets with rotating parts is a great challenge due to the
extremely complicated scattering mechanisms on the complex target. In this work, we propose
a high-frequency approximation procedure for the simulation of wideband signatures of complex
targets with rotating parts. Computational examples for period movement part modulation
(PMPM) spectrum, radar cross section (RCS) and ISAR images are presented.

1. INTRODUCTION

Modeling of wideband electromagnetic (EM) scattering and inverse synthetic aperture radar (ISAR)
images of complex aerial targets with rotating parts is a great challenge due to the fact that the
scattering mechanisms are extremely complicated. Great efforts were made in the past two decades
[1–5]. To the authors’ knowledge, however, references are hardly available to consider the problem
of simultaneous EM modeling of period movement part modulation (PMPM) spectrum, radar cross
section (RCS) and ISAR images.

This paper presents a high-frequency approximate technique to model the wideband EM scat-
tering and the ISAR images of aircraft with propeller blades. The procedure for time dependent
EM scattering calculation of an aircraft is discussed, where the total scattering field is considered
to be the vector summation of those from the aircraft hardbody and from the rotating propeller
blades. Typical computational examples for PMPM modeling, RCS calculation and ISAR image
simulation are presented to demonstrate the feasibility and usefulness of the current work.

2. TIME DEPENDENT EM SCATTERING MODEL OF THE AIRCRAFT

The total scattering field of the aircraft as a function of time t is calculated as the vector summation
of the scattering field from the hardbody, Ehardbody(t), and that from the rotating propeller blades,
Eblade(t), i.e.,

E(t) = Ehardbody(t) + Eblade(t) (1)
2.1. EM Scattering Calculation of the Hardbody
If the object is geometrically modeled as consisting of K facets plus L wedges, the scattering field
of the aircraft hardbody except the rotating parts can be expressed as

Ehardbody(t) =
K∑

k=1

Efacet k(t) +
L∑

l=1

Ewedge l(t) (2)

where Efacet k(t) and Ewedge l(t) denote the complex physical optic (PO) scattering component
from kth facet and the complex diffraction component from nth wedge, respectively. Note that for
the scattering from the hardbody, variable t corresponds to the change of target aspect angles.

By PO approximation, the facet scattering is calculated as

Efacet = −E0
n×Hi

2πTR
ejkr0·w

M∑

m=1

(p · am)ejkrm·wsinc(
1
2
kam ·w) (3)

And the diffraction component from a wedge cab be calculated using incremental length diffraction
coefficient (ILDC) method. Mitzner expressed the scattered field in term of a dyadic diffraction
coefficient as [6]

Ewedge = E0
exp[j(kR− π/4)]√

2πR
d · pdl (4)

Detailed parameters and implementation of Eqs. (3) and (4) can be found in [5].
To count for the multiple scattering interactions among facets, by following Blejer [7] and

Knott [8], we developed a recursive rapid algorithm for multiple scattering (RRAMS) calculation
based on area projection and PO, combining with the reentrant polygon clipping (RPC) method
in the context of computer graphics.
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2.2. Modeling of the Rotating Propeller Blades
Suppose that the aircraft propeller consists of M rotating blades. Each blade is a perfect conductor
which can be divided into N contiguous small plates with different pitch angles, as shown in Fig. 1.
The total scattering field of the M blades can be calculated as

 Figure 1: Geometries of the propeller blades. (a) Configuration of the propeller blades. (b) Details for a
single blade.

Eblade(t) =
M∑

m=1

N∑

n=1

Es
mn(t) (5)

where Es
mn(t) represents the scattering field of the nth small plate of the mth blade, which can be

calculated using PO approximation plus equivalent edge current [9], i.e.,

Es
mn(t) = Epo

mn(t) + Ed
mn(t) (6)

where EPO
mn(t) and Ed

mn(t) represent the facet and edge scattering fields of the nth small plate of
the mth blade, respectively,

EPO
mn(t) =

−jE0e
−jkr0

λr0
ejpmnRmnLmnWmnsinc(

pmnLmn

2
)sinc(

qmnWmn

2
)ur × [ur × (zmn × hi)] (7)

and

Ed
mn(t) = −

{[
d · ei

sin2 βi
de +

d · hi

sinβi
dem

]
ur × (ur × d)−

[
d · hi

sinβi sinβs
dm

]
ur × d

}
E0

2πr(t)
e−jkr(t)Id

(8)
Detailed parameters and more calculation equations can be found in [5].

3. COMPUTATIONAL EXAMPLES

In this section we demonstrate a few computational examples to show the usefulness of the current
work.

In the first example, we use the same propeller configuration as in [4] and compare the calculation
results. The propeller consists of three blades as in Fig. 1. The parameters for the propeller blade
are as follows: R = 0.15 m, L = 0.24m, W = 0.06m, pitch ϕ = 15◦, twist angle γ = 0◦, radar wave
incidence angle αi = 24◦, the angles between radar receiver and the z-axis are αr = 24◦, θr = 0◦,
radar wavelength λ = 0.03 m. The calculated backscattering returns and the corresponding periodic
movement part modulation (PMPM) spectrum are shown in Figs. 2(a) and (b), where Fig. 2(a)
demonstrates the results obtained in [4]; while Fig. 2(b) illustrates the calculation results in the
current work. It is seen that our results are coincident with that in [4].
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Figure 2: Comparison of our results with that in reference [4]. (a) Backscattering amplitude (left) and
PMPM spectrum (right) as in [4]. (b) Backscattering amplitude (left) and PMPM spectrum (right) in this
work.

In the second example, we calculate the radar cross section (RCS) and the 2-D ISAR images of
a model Spitfire aircraft. The shape of the aircraft is shown in Fig. 3(a), with geometric sizes being
as follows: length 9.35 m, wingspan 11.5 m, and height 2.1 m. The rotating blades parameters are:
R = 0.9m, L = 1.2 m, W = 0.15 m, pitch ϕ = 15◦, twist angle γ = 0◦, the number of blades is
N = 5 with a rotating rate frot = 23 r/s, radar wavelength λ = 0.03m.
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Figure 3: RCS as a function of azimuth. (a) The aircraft shape. (b) Without blade rotation. (c) Rotation
rate of frot = 23 r/s.

Figure 3(a) shows the geometric shape of the aircraft model. Figs. 3(b) and (c) demonstrate the
aircraft RCS as a function of the azimuth angle at an elevation of 0◦ for the cases of (b) without
rotation and (c) with rotation at a rate of frot = 23 r/s, respectively. Around the nose-on azimuth
region (especially around azimuth φ = 0± 25◦ which corresponds to the pitch angle of the blades),
the impact of the PMPM to the total RCS is evident.

Figure 4 illustrates the ISAR images from the nose-on ±2◦ of the aircraft at different radar
return sampling frequencies when the propeller is rotating at a rate of frot = 23 r/s. The sampling
frequencies for Figs. 4(b) and (c) are fr = 115 Hz and fr = 140 Hz, respectively. From Figs. 4(b)
and (c) it seems that at fr = 115 Hz, the ISAR image is well focused without artifacts of the
rotating blades; while at fr = 140 Hz, artifacts resulted from PMPM are severe. This phenomenon
can be explained as follows.
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Figure 4: ISAR images at different sampling frequencies. (a) PMPM spectrum. (b) ISAR image at fr =
115Hz. (c) ISAR image at fr = 140Hz.

Note that the maximum Doppler frequency generated from the blade rotation can be calculated
as

fh = [2 · 2π · frot · (R + L/2) sinαr] /λ. (9)

Putting the simulation parameters into Eq. (9) it is found that at the present case, the maximum
Doppler frequency can be as high as 6.1 KHz, as shown in Fig. 4(a), which means that the sampling
frequency must be higher than 12.2 KHz for alias-free images. Otherwise, artifacts resulting from
the aliasing distortion will appear in the radar images. In the current simulation, the number of
blades N = 5, rotation rate frot = 23 r/s. Therefore, the periodicity of the radar returns must be
frot×N = 115 Hz. As a consequence, when the sampling frequency is fr = 115Hz, which is exactly
equal to that periodicity, in the ISAR image, only on peak appears at the specified down range
cells where the propeller blades locate at. On the other hand, when fr = 140Hz, which is far lower
than the required alias-free sampling frequency, multiple peak artifacts arise across the cross range
dimension for those down range cells where the propeller corresponds to.
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Abstract— This paper focuses on the electromagnetic (EM) scattering modeling of a special
kind of cavities consisting of three plates. Physical Optics (PO) approximation and Area Pro-
jection (AP) methods are combined to analyze the multiple scattering mechanisms. Computer
Graphics (CG) technique is applied to solve the problems when shadowed areas occur. Typical
examples demonstrate that the current method has good agreement with published results.

1. INTRODUCTION

Multiple scattering is an important mechanism in electromagnetic (EM) calculation. In many
case it makes more scattering contribution than specular reflection. Anderson [1] applied physical
optics (PO) method to the backscattering calculation of dihedral corner reflector with various
internal angles. Other techniques can also be found in other reference [2]. However, dihedral
corner reflector mechanism may not be applied for some kinds of special structures. Assume that
adding a plate to dihedral corner reflector to constitute a special kind of three-plate cavities, as
shown in Fig. 1. This kind of special structures can be considered as the extension of adihedral
corner reflector whose scattering mechanisms are obviously different from those of a normal corner
reflector.

ϕ

θ

x

y

z

α

β

3
n̂

1
n̂

2
n̂

l

a

b

c

3

1

2

θ

Figure 1: Geometrical structure of the three-plate cavity.

This paper reports a hybrid method that combines PO and Area Projection (AP) to compute the
radar cross section (RCS) of three-plate cavities based on Anderson’s multiple scattering mechanism
calculation for dihedral corner reflector. Different from dihedral corner reflector, the existence of
the additional plate causes the phenomenon of shadowed areas, as shown in Fig. 2. The problem can
be solved by deploying Computer Graphics (CG) technique. Finally, the method is then validated
by comparing the current results with typical examples published previously.

2. THE EM SCATTERING OF A THREE-PLATE CAVITY

The equation is given to compute scattering field of a loaded plate [3]:

~Es = − jk

4π

e−jkr

r

∫

s

(
Z0M1 · ~Js + M2 · ~Jms

)
ej~k·~r′dS (1)

where M1 =

[ 0 0 0
cosϕ cos θ sinϕ cos θ − sin θ
− sinϕ cosϕ 0

]
, M2 =

[ 0 0 0
− sinϕ cosϕ 0

− cos θ cosϕ − cosϑ sinϕ sin θ

]
, ~Js and

~Jms denote the surface electric current and magnetic current, respectively:

~Js = n̂× ~H, ~Jms = ~E× n̂ (2)
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where ~E and ~H denote the total electric field and magnetic field on boundary; n̂ is an outward
unit vector normal to the surface. For perfect electric conductors (PEC), ~Jms = 0. Decompose the
incidence field and scattering field along the following unit vectors:

~Ei = E⊥ê⊥ + E//ê
i
//

ê⊥ =
î× n̂∣∣∣̂i× n̂

∣∣∣
, êi

// = ê⊥ × î, ês
// = ê⊥ × ŝ (3)

where î and ŝ are unit vectors along incident direction and the direction to the receiver. Then
Equation (2) is written as:

~Js =
1
Z0

[(1−R⊥)E⊥ cos θ · ê⊥ + (1 + R//)E// · (n̂× ê⊥)]

~Jms = [(1−R//)E// cos θ · ê⊥ − (1 + R⊥)E⊥ · (n̂× ê⊥)] (4)

where θ is the angle between incident direction and the direction normal to the plane; R⊥ and R//
are the reflection coefficient of loaded surface for vertical and horizontal polarization, respectively.

Considering the electric polarization vector êr of the receiver, Equation (1) can be written as:

~Es · êr = − jk

4π

e−jkr

r

∫

s
[(êr · ê⊥)(1−R⊥)E⊥ cos θ + (1 + R//)E//êr · (n̂× ê⊥)

−(êr × ŝ) · ê⊥(1−R//)E// cos θ + (êr × ŝ) · (n̂× ê⊥)(1 + R⊥)E⊥]ej~k·~r′dS (5)

Gordon [4] gave the expression to calculate the PO integration above if the surface is an arbitrary
polygon:

√
σ = − jk√

π
[(êr · ê⊥)(1−R⊥)E⊥ cos θ + (1 + R//)E//êr · (n̂× ê⊥)

−(êr × ŝ) · ê⊥(1−R//)E// cos θ + (êr × ŝ) · (n̂× ê⊥)(1 + R⊥)E⊥]
1
T

e−jk~r·~ω
N∑

n=1

Tn (6)

where ~ω = (̂in − ŝ), în is the nth unit vectors along the incidence direction; T is the length of
projection ~ω onto the surface. Tn is expressed as follows:

Tn =
M∑

m=1

p̂ · ~am · eik~rm·~ωsinc(k~am · ~ω/2) (7)

where p̂ = n̂× ~ω/ |n̂× ~ω|; r̂n is the position vector of the midpoint of the mth edge; ~am is the edge
vector of the mth side of the polygon; sinc(x) = sinx/x. If T = 0, Equation (6) can be rewritten
as

√
σ = − jk√

π
·A · [(êr · ê⊥)(1−R⊥)E⊥ cos θ + (1 + R//)E//êr · (n̂× ê⊥)

−(êr × ŝ) · ê⊥(1−R//)E// cos θ + (êr × ŝ) · (n̂× ê⊥)(1 + R⊥)E⊥]e−jk~r·~ω (8)

where A is the geometrical area of the polygon.
The PO integration of scattering field above can be applied to both loaded and unloaded surfaces.

For simplicity we here assume that the three-plate cavity is a PEC. In Fig. 1, the scattering model
forms the coherent sum of contributions due to single, double, triple and even high order bounce
mechanisms. To use Equations (6) and (8), the key point is how to find the size and shape of
the illuminated surface patch in each scattering process so that individual contribution can be
computed.

Sutherland [5] used Area Projection to determine the size and shape of individual illuminated
surface patch. However, for a three-plate cavity, the phenomenon of shadowed areas occurs with
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different incident angles, as can be seen in Fig. 2. Because PO method is only effective to compute
the contributions of the illuminated area while the existence of shadows changes the total multiple
scattering mechanisms. The solution requires two steps: Firstly, determine the illuminated and
shadow area in each bounce passes by deploying CG technique. The whole procedure is just inverse
to that as in reference [5], seen in Fig. 3. Secondly, only compute the parts that each bounce affects
in illuminated area while those in the shadowed area are not considered because some incidence
wave will enter into the shadowed area but be reflected to the illuminated area.

Incidence direction

Shadowed area

Figure 2: Phenomenon of shadowed area.
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Figure 3: Procedure to determine illuminated area.

3. COMPUTATIONAL EXAMPLES

In order to study the accuracy of the current method, we present a few examples in this section.
Our result is compared with that of Burkholder’s modal reference solution in reference [6]. In all
the cases, we set the radar frequency f = 10 GHz.

 

Figure 4: Result comparison of the cavity.

Figure 4 shows the calculated RCS of an electrically large sized cavity as a function of incidence
angle. The size parameters for the cavity are a = b = c = 0.45m, l = 0.5m, α = β = 90◦. For
comparison, the result in [6] with the same parameters is also shown in the figure, where solid line
shows our computational result while dashed line is from [6]. It is seen that our result has a good
agreement with Burkholder’s.

Figure 5 presents the computed RCS as a function of the incidence angle for two other different
cavities, where a = b = c =0.8 m, l=2m. For the first cavity, α = 90◦ and β = 150◦; while for
the second cavity, α = 75◦ and β = 165◦. In addition, Fig. 6 illustrates the calculated RCS as a
function of azimuthal angle at different incidence angles for the second cavity. These two figures
demonstrate how the parameters α and β impact on the total RCS of the three-plate cavities.
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The MOM Solution Combining Hybrid Domain Bases and
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Abstract— An efficient basis function is described in this paper for computation of RCS of PEC
wire-grid model of aircraft in the resonance domain based on the method of moment (MoM). Al-
though many achievements on the wire-grid model had been obtained [1], the numerical solutions
of this problem are given based on a new hybrid domain basis function and Galerkin method.
The aircraft shape is approximated by a grid of thin wires, the length and the radius of this thin
wires must be satisfied some special requirements. Computational results for RCS of canonical
wire-grid models of targets are enclosed. The final results show that with this hybrid domain
basis functions, good agreement with experimental data can be obtained by this technique.

1. INTRODUCTION

The MoM for the wire-grid model was firstly presented by J. H. Richmond in 1966. In [1], the
RCS of a sphere and a circular plate were calculated by wire-grid model for continuous conducting
surfaces using pulse bases and point matching. The reaction technique subsequently proposed in [2]
was also a moment method with sinusoidal bases and Galerkin’s method, where several wire-grid
models of an airplane with increasing details were used to demonstrate the accuracy of the wire-grid
reaction technique by comparing computational results with measured data. So, the technique of
wire-grid model combined with subdomain bases was widely used in the computation of the RCS
for some complex targets in the past years.

This paper discusses the use of MoM based on the hybrid domain basis functions in wire-grid
models, which comes from the thought of almost-entire-domain described in reference [3]. The
computational results obtained by this method are compared with experimental data. It is shown
that a high efficiency of calculation could be achieved by using wire-grid models to approximate
continuous PEC surfaces, and the feasibility is also verified by applying this hybrid domain basis
functions to accurately model the thin wire structures’ axial current.

2. FORMULATION

2.1. Wire-grid model [1–3]

Consider the wire structure shown in Fig. 1. The structure may be planar or three-dimensional,
and it is constructed of straight wire segments.

The current is assumed to vanish at the ends and satisfy Kirchhoff’s law at each junction.
Considering m wires meeting at a junction, as shown in Fig. 1, to simplify the analysis, let the
junction be the starting point of all m wires, i. e., let current intensities from the junction into
the wire be I ′k, k = 1, 2, . . . ,m. We wish to obtain an expansion which automatically satisfies the
current-continuity equation at the junction, that is to say, the Kirchhoff’s law at junction must be
satisfied by the following equation

m∑

k=1

I ′k(u
(k)) = 0 (1)

By Eq. (1), we can obtain

I ′m(u(m)) = −
m−1∑

k=1

I ′k(u
(k)) (2)

Therefore, for m wires meeting at a junction, there are m− 1 linear independent unknowns to
be solved and the Kirchhoff’s law can be satisfied automatically by Eq. (2).

It is frequently of interest to analyze approximately the exact wire model by the right truncated
cone, as shown in Fig. 2. We can obtain the parametric equations of the cone axis and its local



1088 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

Figure 1: Wire scatterer constructed of straight seg-
ments.

Figure 2: The definition of the distance between
source and field points entering the right truncated
cone.

radius

ra(u) = r1 + (u− u1)
r2 − r1

u2 − u1
(3)

a(u) = a1 + (u− u1)
a2 − a1

u2 − u1
(4)

where u1 ≤ u ≤ u2. A right truncated cone is determined by the position vectors and the radii of
its beginning and end points, r1 and a1, r2 and a2, respectively. The distance between the source
point and the field point in this case is defined as (see Fig. 2)

Ra =
√
|r − ra(u)|2 + a(u)2 (5)

where r and ra(u) are the position vectors of the field point and source point, respectively. Generally
speaking, we define u1 = −1 and u2 = 1 at the beginning and the end of the right truncated cone,
for a thin wire with same radius (a2 = a1).

2.2. Application of Hybrid Domain Bases in MOM [3]

Based on this right truncated cone model, the axis current density function can be expressed as

I(u) =
M∑

i=1

Iiωi(u) · û (6)

where û is the unit vector along the axis, M is the degree of the approximations along the u
coordinate, Ii is the unknown coefficient, and ωi(u) is arbitrary known basis functions. By setting
fi(u) = ui−1, −1 ≤ u ≤ 1, we can adopt hybrid domain basis functions which automatically
satisfying Kirchhoff’s law, and the basis functions can be written as

ωi(u) = ui−1 + aiu + bi (7)

The coefficients in Eq. (7) are

ai =
{ −0.5, (i < 3)

0.5× [(−1)i−1 − 1], (i ≥ 3) (8)

bi =
{

0.5× (−1)i, (i < 3)
0.5× [(−1)i − 1], (i ≥ 3) (9)

Inserting Eqs. (7) and (8) in Eq. (6), and expanding the axis direction current function results
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in

I(u) =
Mu∑

i=1

Iiωi(u) · û =
Mu∑

i=1

Ii(ui−1 + aiu + bi) · û

= û ·





I1
1−u

2 + I2
1+u

2 +
Mu∑
i=3
(2)

Ii(ui−1 − 1)

+
Mu∑
i=4
(2)

Ii(ui−1 − u)





(10)

The electric field integral equation (EFIE) is obtained from the boundary condition for the
tangential component of the electric filed vector on the surface of the PEC [3].

n̂×Es = −n̂×Ei (11)

The scattering electric field vector Es can be expressed as

Es = −gradV − jωA (12)

where the electric scalar and magnetic vector potential, V and A, are given by

V =
−1

jωε0

∫

u

∇s · I(u)g(R)du (13)

A = µ0

∫

u

I(u)g(R)du (14)

and the Green function, g(R), is

g(R) = exp(−jβR)/4πR, β = 2π/λ (15)

where R = Ra is given in Eq. (5), β is the propagation constant. Eq. (11) is discretized using
Galerkin’s method, then a system of linear equations can be expressed in matrix form as

[Zkl] · [Il] = [Vk] (16)

where the matrix elements can be obtained by
{

Zkl =< Ik, L(Il) >=< Ik, El >
Vk =< Ik,−Ei >

(17)

So, the elements of the impedance matrix can be got by

Zkl =
∫

uk

{
dI(uk)
duk

Vl − jω

[
I(uk)

dra(uk)
duk

]
·Al

}
duk (18)

where η0 = 120π is the free space wave impedance.
Aside from what above mentioned, we defined the incident electric field vector as

Ei(r̂) = Ê0 exp
(
−jβk̂ · ra(u)

)
(19)

where k̂ is the incident unit vector, ra(u) is given in Eq. (3), Ê0 denotes the polarization mode,
normalized to

∣∣∣Ê0

∣∣∣ = 1, and the elements of the excitated matrix can be got in the form

Vk = −
∫

uk

Ik ·Eiduk (20)

On the base of Eqs. (17)–(20), with the solutions of the matrix equation 16, the current coefficient
matrix [Il] can be obtained naturally, so we can get the parameters used in the computation of
scattering field.
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2.3. Solutions of RCS
When the scattering field is obtained by Eq. (12), the RCS can be easily obtained in the form

σ = lim
R→∞

4πR2
(
|Es|2 / ∣∣Ei

∣∣2
)

(21)

3. NUMERICAL AND EXPERIMENTAL RESULTS

In order to verify the method presented in this paper, we present some numerical results by means
of the hybrid domain bases.

RCS of MIG19 aircraft model (1:200 scale) at two frequencies are presented. The measured
data are cited from the reference [2]. All data are presented for monostatic RCS (σ/λ2) with φ̂
polarization in dB. The coordinate system and the aspect angle φ are defined in Fig. 3. And the
airplane model is made of 70 segments. We assume the axis length of this model is L, and the
radius of thin-wire is a.

Figure 3: Wire-grid model for MIG19 aircraft. Figure 4: Monostatic RCS of wire-grid model with
L = 0.826λ.

In order to give a better comparison between the computed and measured results, the RWG basis
functions based on triangle plate segments [4] are also used to model the continuous conducting
surface.

Figure 4 shows that the RCS normalized with λ2 versus the azimuth angle φ(θ = 90◦) for the
wire-grid model with φ̂ polarization when L = 0.826λ and a = 0.005λ. The black dot indicates the
measured data cited from reference [2], the real line result came from the RWG bases results, and

Figure 5: Monostatic RCS of wire-grid model with L = 1.4λ.
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dashed is the result that calculated by this hybrid domain bases. From Fig.4, we can see that the
computational results of hybrid domain bases remain in good agreement with the measured data.

Figure 5 shows the RCS results for the model length L = 1.4λ and the radius a = 0.005λ.
With the same description as Fig. 4, the black dot indicates the measured data cited from reference
[2], the real line result came from the RWG basis functions results, and dashed is the result that
calculated by this hybrid domain bases.

4. CONCLUSIONS

The MoM combing the hybrid domain bases with the wire-grid model is presented to calculate the
RCS of complex targets. It was found that the apertures in the grid should not exceed λ/4 in
width for wire-grid modeling of a continuous conducting surface. The wire radius is important but
not critical within a certain range. A suitable radius is a = w/25, where w denotes the width of
the apertures. To ensure the validity of the thin-wire model, the radius should not exceed 0.02λ.
Good agreements between the theoretical and measured results are achieved to verify the proposed
method.
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EM Scattering from Complex Targets above a Slightly Rough
Surface

Chunzhu Dong, Chao Wang, Xiao Wei, and Hongcheng Yin
National Electromagnetic Scattering Laboratory, Beijing 100854, China

Abstract— A hybrid approach which combines the “four-path” model with a quasi-image
method is developed in this paper to deal with the high frequency EM scattering problems of
complex targets located above a slightly rough surface. The computation process of the multi-
path scatterings in the “four-path” model is greatly simplified by using the image targets to treat
the shadowing effects and a damped reflection coefficient to correct the scattered field of the
rough surface. The effectiveness and efficiency of this method are verified by numerical results,
which show that the proposed approach can be used to quickly and accurately evaluate the high
frequency scattering from complex targets above a slightly rough surface.

1. INTRODUCTION

When a target is in a definite environment, effects such as multi-path scattering and shadowing
will take place, composite EM scattering modeling of the target and the surrounding medium
is therefore needed [1]. Unfortunately, actual surrounding surfaces are quite different from their
vegetation, roughness and undulation, etc, which makes it rather difficult to model the composite
scattering from targets in the environment.

The “four-path” model [2] is a usual approximate method to solve the composite scattering
problem of targets located above a rough surface. Johnson [3] confirmed that the “four-path”
model is able to consider the primary scattering mechanisms in the composite scattering problem
of targets and rough surface.

Slightly rough surface is a kind of very typical surroundings, such as an aerodrome and a flat sea
surface, etc. This paper presents a hybrid approach which combines the “four-path” model with
a quasi-image method to consider the high frequency EM scattering from complex targets above a
slightly rough surface. The computation process of the multi-path scatterings in the “four-path”
model is greatly simplified by using the image targets to treat the shadowing effect and a damped
reflection coefficient to correct the scattered field of the rough surface. Numerical results quite agree
with ones of the Iterative Physical Optics (IPO) in [4], which shows that the proposed approach
can be used to quickly and accurately evaluate the high frequency scattering from complex targets
above a slightly rough surface.

2. THEORY

2.1. The Reflected Field of Slightly Rough Surface

The height reference plane of the rough surface is defined by xoy plane. The rough surface is
classified as slightly rough surface when the surface RMS height σ̂ and the correlation length l are
both smaller than the electromagnetic wavelength λ, and satisfy Eq. 1 as follows,

k0σ̂ < 0.3,
√

2σ̂/l < 0.3 (1)

Scattering returns of the slightly rough surface is dominated by the coherent component, while the
incoherent component, i.e., the backscattered field, is negligible in total scattering field [1].

Figure 1 illustrates the geometry of the problem. The rough surface profiles are described by a
Gaussian random process with the isotropic Gaussian correlation function defined by surface RMS
height σ̂ and correlation length l.

To calculate the reflected field of slightly rough surface, a damped reflection coefficient Γc and an
extra random phase shift ∆φ are introduced into the rough surface reflection coefficients (R′

⊥, R′
//)

to correct the Fresnel reflection coefficients (R⊥, R//) and consider the effect of the surface rough-
ness respectively, i.e.,

R′
⊥ = ΓcR⊥ej∆φ, R′

// = ΓcR//e
j∆φ (2)
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where

R⊥ =
cos θi −

√
εr − sin2 θi

cos θi +
√

εr − sin2 θi

R// =
εr cos θi −

√
εr − sin2 θi

εr cos θi +
√

εr − sin2 θi

(3)

Γc = exp(−2(k0σ̂ cos θi)2) ∆φ = 2k0Hz cos θi (4)

In the above two equations, θi is the incidence angle, εr is the relative permittivity of the rough
surface, k0 is the wave number in free space, Hz that obeys N(0, σ̂) is the undulating height of the
rough surface at the reflection point.

Targets

z

Region 1:

Region 2:

00
,µε

00
,µεε

r

),( yxfz =

Figure 1: Geometry of the problem.

2.2. The “Four-path” Model
Figure 2 illustrates the backscattering mechanisms of the four-path model. Four multi-path scat-
tering mechanisms are included by the following models: (a) backscattering contributions of the
targets only (Path 1); (b) second reflections contributions of target-surface interaction (Path 2);
(c) second reflections contributions of surface-target interaction (Path 3); (d) third reflections con-
tributions of target-surface-target interaction (Path 4).

It can be easily seen that Path 1 is the general backscattering path; therefore high frequency
asymptotic methods [5, 6], such as Physical Optics (PO), Equivalent electric and magnetic Current
Method (ECM) and Shooting Bounce Ray (SBR) method, can be used to calculate the first bounce
contribution, edge diffraction and multi-reflection contribution of the targets, respectively. Paths
2 to 4 are all multi-path scattering paths, where both the rough surface reflection coefficients and
the shadow effects need to be considered.

(a) Path 1 (b) Path 2 (c) Path 3 (d) Path 4

Figure 2: Scattering mechanisms of four-path model.

2.3. The Quasi-image Method
The computation process of the composite scattering by targets above rough surface in the “four-
path” model is rather complicated and time-consuming. In order to improve its efficiency, both
targets image and radar image can be employed to deal with the shadowing effects and multi-path
scattering problem.

Figure 3 illustrates the process using image targets to treat the shadowing effects of targets and
surface. For path 2 to path 4, which involves shadowing of the rough surface by the targets S in the
incidence direction î, image target R will be set to eliminate the contribution from the shadowing
area.
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Figure 4 illustrates the process using image radars to simplify the calculation of the multi-path
scattering contribution, where î′ and ŝ′ are the mirror image of incidence direction î and radar
receiving direction ŝ through rough surface, respectively. Obviously, path 2 can be equivalent to
the “bistatic scattering” problem of the targets with the emitting radar located in the direction of
î and the receiving radar in the direction of ŝ′; path 3 can be equivalent to the “bistatic scattering”
problem of the targets also with the emitting radar located in the direction of î′ and the receiving
radar in the direction of ŝ′; while path 4 is a “monostatic scattering” problem with the emitting
radar located in the direction of î′ and the receiving radar in the direction of ŝ′. Both phase
shifts associated with the traveled path lengths and the rough surface reflection coefficient for each
path must be considered in the so-called “bistatic scattering” problem and “monostatic scattering”
problem.

Figure 3: Shadowing effects
of the four-path model.

(a) Path 2 (b) Path 3 (c) Path 4

Figure 4: Multi-path scattering problem of the four-path model.

3. NUMERICAL RESULTS

In order to verify the validity of the method, Fig. 5 and Fig. 6 plot the HH-polarized RCS patterns
in the φ = 0◦ plane of a 1-block target and a 2-block target on a flat sea surface, where the
calculation condition is quoted from [4]. Because of the finite flat sea surface area considered in
[4], the slight difference is observed between our result and the IPO by [4], but the trend of them
agrees well.

Figure 5: RCS of single PEC cube on the flat sea
surface.

Figure 6: RCS of combined PEC cubes on the flat
sea surface.

An aircraft on an airdrome is considered as another example. Assuming that the relative per-
mittivity of the cement ground is εr = 10− j2.2, and a slight roughness is described by k0σ̂ = 0.25.
Fig. 7 depicts the HH-polarized RCS patterns of an aircraft on the airdrome in the φ = 0◦ plane.
It shows that, as the incidence angle θi increases, the interactions between aircraft and airdrome
also the multi-path scattering contribution increase.
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Figure 7: RCS of a aircraft on an airdrome.

4. CONCLUSION

A hybrid approach which combines the “four-path” model with a quasi-image method is developed
in this paper to deal with the high frequency EM scattering problems of complex targets above a
slightly rough surface. The scattering filed of the slightly rough surface is approximately calculated
by modeling the surface as a planar boundary between free space and a homogeneous dielectric
medium. And the damped coefficient is introduced to correct the Fresnel reflection coefficients. The
computation process of the multi-path scatterings in the “four-path” model is greatly simplified by
using the image targets to treat the shadowing effect and the image radar to treat the multi-path
effect. The effectiveness and efficiency of this method are verified by numerical results, which shows
that the proposed approach can be used for quick and accurate evaluation of the high frequency
scattering from complex targets above a slightly rough surface. The EM scattering from complex
targets above a rough surface remains as the subject of further study and is ongoing.
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Effects of Different Parameters on Attenuation Rates in Circular
and Arch Tunnels
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Abstract— Radio wave propagation in circular and arch shaped cross-section tunnels is an-
alyzed. The electrical and mechanical parameters, such as the shape and transverse dimension
of the tunnels, frequency, polarization, electrical parameters like conductivity and permittivity,
which have a significant influence on the attenuation inside tunnels are determined. The impact of
these parameters on the propagation is analyzed and an optimum set of values is determined. In
this paper, taking circular and arch shaped tunnel as an examples, influence of various parameters
on UHF radio propagation is analyzed.

1. INTRODUCTION

UHF radio wave propagation in tunnels has been a topic of interest for a long time [1]. Tunnels
exists in metropolitan cities and mountainous areas and radio coverage is needed in the tunnels for
personal and emergency communications. As a result subject has been very popular, and a few
investigations has been carried out in past [5]. Every new city roads includes some tunnel sections
or at-least cuttings to reduce noise emission in the environment. In a modern country like Austria,
10% of high priority roads are in tunnels. Common cell planning concepts are not applicable in
tunnels due to heavy waveguiding effects, so there are some simplifications introduced in theoretical
studies [2].

Traditionally, leaky feeders have been proposed to supply radio services inside tunnels [3]. Leaky
feeder cables are expensive, require repeaters at regular distances and maintenance at regular
intervals. Their bandwidth is generally equal to one octave and by adjusting the slot configuration,
it is even possible to extend this band [4]. However, the attenuation dramatically increases at
high frequency, any improvement being only obtained with cables of larger diameters leading to
prohibitive cost and weight [4].

Previous experimental studies of radio wave propagation characteristics in tunnel environments
were almost entirely concentrated on finding the optimum frequency bands for minimum attenu-
ation [6]. The results showed that the optimum frequency window seems to be between 1–2 GHz.
The propagation attenuation in the far region of a straight tunnel is less than that in free space,
thus indicating that guided wave phenomena are involved [7]. In general, tunnels may be considered
as hollow waveguides surrounded by lossy materials. Radio wave impinges on a wall of the tunnel
is partially refracted into the surrounding dielectric and partially reflected back into the tunnel.
Characteristics of radio waves in tunnels are influenced by many factors mainly shape of the tunnel
(height and width), frequency, polarization, conductivity and permittivity of surrounding material.

Impact of electrical parameters on UHF propagation in straight and circular tunnel has been
analyzed in [9]. Usually, cross-section of the tunnel is arched shaped. In arched shaped tunnels, a
theoretical treatment of the propagation characteristics is somehow difficult because the boundary
does not coincide with a coordinate surface of an orthogonal coordinate system. For this reason,
the arched shaped tunnel is modelled in [8] as a circular waveguide having the same cross sectional
area. In this paper by considering circular and arched shaped tunnels as examples, we analyze
influence of height and width of the tunnel, radio wave frequency, conductivity and permittivity of
the tunnel boundary on the attenuation inside the tunnels.

2. ATTENUATION RATE IN TUNNELS

2.1. Circular Tunnel

The attenuation rate, in general, is a function of tunnel dimensions, radio wave frequency, di-
electric constant and conductivity of the tunnel surrounding structure. For UHF waves in tunnel
environment, the tunnel dimensions are always larger than the free space wavelength. The approx-
imate equations for attenuation rate in circular tunnel for transverse electric (TE) and transverse
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magnetic mode (TM) is given by [10]:

α0n = 8.686
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3
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Re ε′r√
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(1)

where ξ1n is the nth nonvanishing root of the first order Bessel function, k0 is the free-space
propagation constant, a is the circular radius in meters, ε′r = εr − j σ

ωε0
is the complex relative

permittivity, εr is the relative permittivity of the tunnel wall, ω is the radio wave frequency, ε0 is
the permittivity of free space and σ is the conductivity of tunnel walls.

Approximate solution of the hybrid mode attenuation rate for circular shape tunnel is given as:
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2.2. Arched Tunnel
Yoshio presented the approximate solution of horizontal and vertical polarized mode for an arched
tunnel in [11], for the Eh

11 and Ev
11 mode,
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where d1 and d2 are the maximum height and width respectively as shown in Figure 1. If (3) and
(4) hold true in UHF band, the numerical coefficients Kh and Kv must be constant and independent
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Figure 1: Tunnel dimensions: width d1, height d2.
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Figure 2: Attenuation versus Radius of a circular
tunnel.

of d1, d2, λ and εr. Numeric values of Kh and Kv have been calculated by using point-marching
method as functions of d1/λ, d2/λ and εr [11]. It has been shown that Kh and Kv approach
constant values as d1/λ and d2/λ increases, and they are independent of εr [11].

3. RESULTS AND DISCUSSION

In this paper, circular and arched tunnels are considered as an example, and influence of various
parameters on attenuation rate are analyzed. We consider these two types of tunnels because
most practical tunnels are arch shaped tunnels and circular tunnels have close resemblance with
arch tunnels. Radius of sample circular tunnel is 4m and radio wave frequency is suppose to be
1000MHz.

Figure 2 shows the relation between attenuation rate and radius of the tunnel. Conductivity is
assumed to be 0.1 mho/m and relative permittivity is 5. Three modes (TE01, TM01 and EH11)
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are computed and compared. It is clear from Figure 2 that attenuation rate of all modes decreases
with increase in tunnel radius, however EH11 mode have lowest attenuation rate. Figures 3 and 4
shows the relation between conductivity and relative permittivity of tunnel walls and attenuation
in dB/km. It is clear that only in TE01 mode, attenuation decreases markedly with increase in
conductivity and permittivity, while attenuation in TM01 and EH11 increases sharply. The certain
value of conductivity or permittivity is determined by several factors, such as the radius of the
tunnel, the frequency and the permittivity or conductivity etc.
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Figure 5 shows the attenuation of EH11 mode varying with different frequencies for different
values of conductivity σ. We have choose different values of σ, σ = 0, 0.01, 0.1, 5, 10mho/m for a
wide range of frequencies covering from VHF to UHF. It can be seen that attenuation decreases
with increase in frequency, further when σ ≤ 1 mho/m, the attenuation is nearly independent of
the conductivity, however its different for σ ≥ 5 mho/m.

The parameters of the sample arch tunnel are choosen as follows: width 2.5m, height 4 m,
frequency 1000MHz, conductivity 0.1mho/m and relative permittivity is 5. Two modes (Eh11 and
Ev11) are computed and compared. Like circular tunnel, attenuation is plotted versus tunnel height
and width in Figures 6 and 7 respectively. From Figure 6, with increase in tunnel height attenuation
decreases in both modes, however, Eh11 mode decreases very sharply after a certain threshold value
of tunnel height. In Ev11 mode, change in attenuation with tunnel height is almost constant. This
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situation is totally different in case of tunnel width as depicted in Figure 7. Ev11 mode have high
attenuation for lower values of tunnel width and than decreases sharply with increase in tunnel
width. For practical values of tunnel width, attenuation in Ev11 mode is better than Eh11 mode.

1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

Tunnel Width (in m)

A
tt
e
n
u
a
ti
o
n
(d

B
/k

m
)

Attenuation versus tunnel width in arched tunnel

Eh
11

Ev
11

Figure 7: Attenuation versus Tunnel Width in an
arched tunnel.
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Relation between the relative permittivity and conductivity of arch tunnel walls for two different
kinds of mode attenuation are shown in Figure 8 and 9 respectively. Attenuation of Ev11 is
more than Eh11 with relative permittivity and increases sharply. From Figure 9, it is clear that
attenuation of two modes are almost constant when conductivity is less than a particular value and
than increase sharply, and attenuation of Ev11 mode is greater clearly. Same as in circular tunnels,
attenuation of Eh11 is plotted versus frequency for different values of conductivity in Figure 10.
It is seen that like circular tunnel, attenuation is independent of conductivity for smaller values of
conductivity however for larger values of conductivity attenuation increases.

4. CONCLUSION

Characteristics of radio waves in tunnels are influenced by many factors which are discussed here
in this paper. Conductivity of tunnel walls is very low, so in many tunnels such as underground
or mine tunnels, the influence of conductivity can be neglected. However, in some special tunnels
like metallic tunnels where conductivity is high, influence of conductivity on attenuation must be
considered. Tunnel dimensions also play an important role in attenuation of waves inside tunnels.
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Frequency, direction of polarization, permittivity etc. all have influence on the attenuation of signal
inside tunnels.
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Abstract— In this paper we study the design and characterization of optical biosensors based
on the integrated optics technology. The finite element based perturbation technique has been
used to characterize the surface plasmon waveguide. The finite element based beam propagation
method has been used to characterize the ring resonators. Some of the novel biosensor structures
will be characterized and modal loss and sensitivity and selectivity of these biosensors are studied
in detail.

1. INTRODUCTION

There is a significant need today for the better detection and analysis of chemical and biochemical
substances, impacting on many important areas of life, including medicine, environmental moni-
toring, biotechnology, drug discovery and food monitoring and several major systems have been
undertaken to study the interactions of bio-molecules. Such analysis methods can provide a clearer
understanding of how proteins, encoded by DNA, interact with enzymes, inhibitors, or other pro-
teins. Most of these systems use a reporter method to determine if two or more molecules interact.
As a result these conventional methods of pathogen detection require a number of time-consuming
steps to arrive at a useable measurement. However, the development and use of more effective
biosensor technology could significantly reduce this time, as well as allow the detection of even
smaller amounts of pathogens with fewer false positives.

Thus the field of biosensors has emerged as a topic of strong scientific interest and economic
significance because of this requirement for better measurements in the above areas, added to which
is the worldwide concern from the ever-present threats of chemical and bio terrorism. The constant
health danger posed by new strands of microbial organisms and the spread of infectious diseases
is another major concern requiring effective biosensing for detecting and identifying them to allow
rapid remedial action. Biosensors offer several advantages over laboratory based methods, such as
in situ real-time process monitoring and a high sensitivity to surface modifications, where most of
the bioprocess takes place. Although biosensors using surface plasmon resonance (SPR) techniques,
ellipsometry, evanescent wave methods, output grating couplers, and reflectance interference spec-
troscopy are adequately sensitive, they are still quite slow, often bulky, have limited functionality
and are usually expensive.

Biosensors represent an application field outside communications technology where integrated
optics is expected to play an increasing role and where it is already success commercially. The
sensing is performed by the evanescent tail of the modal field into the bio-medium. This sensing
operation consists of measuring the change of the effective index of a propagating mode when a
change of refractive index takes place on the outer surface of the waveguide. The sensitivity of
the measurement of the physical or chemical quantity present on the top surface of the waveguide
structure depends on the strength and the distribution of the evanescent field in the top surface. The
main design task in creating effective biosensors is therefore to find the waveguide structure which
maximises the sensitivity on the quantity to be measured. There are several techniques that are
currently being used to realise these biosensors. Photonic techniques offer significant possibilities
for the development of such devices. One procedure is to make use of spectroscopic techniques
for the precise spectrochemical analysis of the chemical species that are present in the biological
material. Another is to allow the biological material to fall onto a sensor element, the properties of
which are then detected optically. A further, commonly used technique uses the surface plasmon
resonance (SPR) principle. It had already been used for several years to investigate organised
organic mono- and multilayers on metal surface. A practical and effective method by which to
excite the surface plasmon was initially suggested by Kretschmann in 1971. At the beginning
of the 1980s Bo Liedberg et al., demonstrated that SPR in the Kretschmann configuration is well
suited for both gas and biomolecular sensing purposes. Today SPR-based sensors are manufactured
by Biacore, Graffinity Pharmaceuticals, IBIS, Nippon Lasers, and Prolinx for example. There are
also resonant mirror based biosensors manufactured by Affinity Sensors commercially available in
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the market. The waveguide-based biosensors are the attractive candidates for the future and are
manufactured and commercialised in the UK by our partner Farfield Sensors, and in Europe by
Artificial Sensing Instruments.

However, the analysis of many complex binding events requires multiplexed detection systems
that can be used to analyse many binding interactions simultaneously. Commercially available
optical biosensors have been limited in their applications due to their small number of surfaces or
spots that could be sensed simultaneously. This limitation can be overcome by using integrated
optical waveguide biosensors based on the microring resonators with multichannel sensing devices on
one chip with the potential for efficient referencing and multicomponent sensor analysis of complex
samples. Microring resonators have been proposed as sensitive chemical sensors and biosensors due
to their large Q factors. In these devices the high sensitivity is achieved because the light wave
interacts many times with each pathogen as a consequence of the resonant circulation of light within
the ring structure. The greater the proportion of guided power that passes through the analyte,
the greater the sensitivity of the guided modes to changes in the analyte. Specificity of the detected
substance can be achieved when a layer of antibodies or other binding materials is deposited onto
the active area of the resonator.

This paper aims to develop new biosensor techniques, targeting determining and optimising the
sensitivity and specificity of these biosensors for detecting multiple analytes. Microring resonators
are used in communications applications but are new to most areas of sensing. The overall operating
performance of the biosensor system will be studied and optimised in the design phase by using
powerful and numerically efficient finite element time domain based full vectorial methods.

2. RESULTS

Initially the optical properties of metal-clad optical fiber with a finite cladding thickness, t is studied
and effect of the outer cladding materials such as silica, air or acetone on the optical field have been
considered. The variation of optical parameters of such structures due to the presence of materials
that affect the modal field distribution can be utilized in optical sensor applications. Initially
the variation in the effective index of the fundamental RP01 SPM, for a fiber diameter of 4µm,
covered by a metal layer and further covered by silica, air or acetone as the outer cladding, has been
studied and presented in Fig. 1. From the above characteristics, it can be seen that for a larger metal
thickness the effective index of the RP01 optical mode with finite metal thickness is about the same
as the effective index of the infinite cladding structure and is not affected by the materials in the
outer cladding. For a large metal thickness, t, two SPMs exist at the two dielectric/metal circular
boundaries, and when the two dielectric materials are different, their propagation constants are
different, and therefore they do not interact to form a supermode. However, as the metal thickness,
t, is reduced there is a stronger coupling between the SPMs and two supermodes, with odd- and
even-like maximum field intensities at the two interfaces being formed. The first supermode has
a higher propagation constant and is confined near the metal interface with the higher refractive
index (in this case the inner interface) and has an odd-like field profile. On the other hand the
second supermode is confined near the metal interface with the lower refractive index (in this case
the outer interface) and has an even-like field profile. The even-like second supermode is dominated
by the effective index of the outer metal dielectric interface, and being close to cut-off, as the metal
thickness decreases, the even-like mode becomes unbounded. As can be seen from the effective
index curves, shown in Fig. 1, when the metal thickness, t, decreases below 50 nm, the effective
index of the odd-like supermode increases rapidly. For the waveguides with acetone or air as the
outer cladding, the effective index of the even-type SPM is below the cut-off and therefore is not
presented here.

Next, a metal-clad fiber with D = 4 µm and a finite metal thickness, t, with acetone material
around the metal cladding has been considered. The field profile of the fundamental Hx odd-
like optical supermode along the y-axis, for different values of the metal thickness, t, have been
investigated and are shown in Fig. 2. As can be seen from this figure, for a metal thickness of
0.2µm (as shown by a solid line), the field profile has similar properties to those obtained for an
infinite cladding fiber, where the field has a maximum intensity at the dielectric/metal interface
and decays rapidly in the metal region, except a small negative peak is clearly visible at the
copper/acetone interface, due to the weak coupling between the two non-synchronous SPMs. As
the metal thickness decreases, the maximum field intensity increases anti-symmetrically at both
the interfaces, with the highest maximum being at the silica/copper interface, and exhibiting the
properties of an odd-like bounded and strongly coupled SPM in planar dielectric/metal/dielectric
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Figure 1: Effective index variation with metal thick-
ness for D = 4 µm.

Figure 2: Hx field profiles along the y-axis with
metal thickness for acetone in the outer cladding.

waveguide. The field profile is shown by a dotted line for a metal thickness, t = 0.01 µm.
Figures 3 and 4 shows the inner and outer radially polarized surface plasmon modes at D = 4 µm.

As can be seen from these figures the inner mode is more confined and the outer mode is more
spread and much more circular. The superimposed field intensity from the Hx and Hy fundamental
supermodes form the radially polarized RP01 mode, for a metal-clad silica fibre with a diameter,
D = 4µm and a metal thickness, t = 0.01 µm and a surrounding index of 1.34 is presented here.
From Figure 4 it can be seen that the optical field decays in both the centre of the fibre and the
outer cladding, with the anti-symmetric peak field intensities at the inner silica/copper (where the
field is positive) and small negative peak (but this is not visible) at the outer copper/air interface.

Figure 3: Inner radially polarized surface plasmon
mode at D = 4 µm.

Figure 4: Outer radially polarized surface plasmon
mode at D = 4µm and ns = 1.34.

Figure 5 shows the effective index with the surrounding medium refractive index. In this case
the surrounding medium index is varied from 1.30–1.42 to cover most of the materials that can
be used in the biosensing applications. As can be seen from Figure 5 the outer surface plasmon
effective index changes linearly with the increasing index values. As the metal thickness is small
as the index value is increased it almost looks like a fibre with an infinite cladding. However, as
the inner mode does not see the surrounding index the refractive index of the inner mode is not
affected.

Next the attenuation characteristics of the above modes have been calculated using the vector
H-field Finite Element Method with perturbation and the variation of the normalized attenuation
constant, α/k0 with the surrounding refractive index is presented for a fibre diameter of 4µm in
Fig. 6. From this figure it can be seen that as the refractive index of the surrounding medium is
increased the modal loss also increases as the mode starts to penetrate more into the surrounding
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medium. However the modal loss in the inner silica/copper boundary is constant over a range of
surrounding index as the field does not see the outside index. The modal loss here is mainly due
to the metal loss at the silica/metal inner interface. It can clearly be seen that as the outside
index approaches that of the silica index the modal loss is at its maximum. However, to design
practical biosensing devices a compromise must be found between the modal loss and the amount
of penetration that is needed within the surrounding index medium. This can be attributed to the
sensitivity of the biosensor that is needed for different bio medical applications.

Figure 5: Effective index with surrounding medium
(ns) refractive index.

Figure 6: Attenuation with surrounding refractive
index.

3. CONCLUSION

A finite-element variational-based vector formulation, in conjunction with the perturbation tech-
nique has been used to study detailed optical properties, such as the optical mode field distribution,
the effective index and the attenuation constant of a metal-clad silica fiber, with finite metal-clad
thickness surrounded by another outer cladding. The variations of the above optical properties with
the change of the surrounding materials are very important in several applications, such as optical
fiber sensors and biosensors. It has been shown here that a circularly symmetric metal-coated
guide supports both vertically and horizontally polarized waves. However, due to the imposition
of the electric-wall boundary conditions, at the vertical or horizontal interfaces, the resultant field
Hy and Hx field profiles do not have rotational symmetry. However, these modes being degen-
erate, their superposition produces the typical RP01 mode, which has rotational symmetry. By
using a segmented metal cladding, the rotational symmetry can be broken, when the vertically and
horizontally polarized waves would not degenerate, and a high modal birefringence or polarization-
maintaining waveguide thus can be fabricated. For a finite metal thickness, the SPMs exist at both
the inner and outer interfaces. By adjusting the metal thickness and refractive index values of the
cladding layers, the odd and even-type coupled SPMs can be formed and exploited for various bio
sensing appplications.
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Plasmonics in Metal-clad Terahertz Waveguides
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Abstract— Finite element analysis, based on the vector H-field formulation and incorporating
the perturbation technique, is used to calculate the complex propagation characteristics of metal-
coated dielectric waveguides at THz frequencies. The propagation and attenuation characteristics
of the surface plasmon modes at the metal/dielectric interfaces are presented. The effects on the
modal properties of metal-clad dielectric guides with infinite and finite cladding thickness and
the formation of the supermodes due to the coupling between the surface plasmon modes in the
presence of different surrounding materials are also investigated.

1. INTRODUCTION

The terahertz (THz) region occupies a large portion of the electromagnetic spectrum located be-
tween the microwave and optical frequencies and normally is defined as the band from 0.1 to 10 THz.
In recent years, this intermediate THz radiation band has attracted a lot of interest, because it
offers significant scientific and technological potential for applications in many fields, such as in
sensing [1], in imaging [2] and in spectroscopy [3].

Recent progress in sources [4] and receivers of THz waves has generated much interest in studying
the waveguiding properties of these waves, both as a part of active or passive components, such
as lasers, detectors, or filters, and also to connect various components in a system. Suitable
waveguides could be used to direct these beams to the correct locations, for example around bends or
corners and such guided-wave technologies offer the possibility of compact sensor systems. However,
waveguiding in this intermediate spectral region is a major challenge. Amongst the various THz
waveguides that have been suggested, the metal-clad waveguides supporting surface plasmon modes
show the greatest promise as low-loss waveguides for use both in active components and as passive
waveguides.

2. THEORY

The surface plasmon mode (SPM) is essentially the electromagnetic wave that is located at the
metal-dielectric interface because of the interaction with the free electrons of the conductor. Surface
plasmon resonances in a metallic layer incorporated inside an optical waveguide structure have been
extensively used for various fiber-optic and optoelectronic devices, such as optical polarizers [8],
fiber-optic sensors [9], and scanning microscopy [10].

In the design of any waveguide, the key modal parameters are their propagation constants, loss
coefficients, the modal field profiles and the dispersion properties. First of all, it is essential to de-
velop a modal solution approach which can provide this information for practical THz waveguides
with arbitrary shape, size, and material profiles. In the analysis of THz waveguides incorporat-
ing metallic films and the interaction of the metallic films with dielectric materials, in order to
accommodate guided waves, is considered to be important for the accurate design of various THz
devices which may be used for a range of applications. Practical metallic elements are not perfect
conductors, but suffer a small amount of loss and therefore a rigorous model, which accounts for the
modal loss is essential [11]. Cao and Jahns [12] have used a field expansion approach, such as the
Bessel function expansion and matching the field continuity at the metal dielectric interface of axi-
ally symmetrical copper wire. Gallot et al. [13] have applied the classical Sommerfeld waveguiding
principle to metal waveguides operating in the millimetre wave region, as well as mode expan-
sion and field matching techniques and also a more versatile finite-difference time-domain (FDTD)
technique for surface plasmon modes. General field expansion techniques are not sufficiently ver-
satile and cannot be used for waveguides with irregular shapes. The alternative FDTD approach
is computationally very expensive. More recently, Deibel et al. reported [14] a three-dimensional
time-harmonic simulation by using the finite element method, but being a three-dimensional prob-
lem this approach requires very large computational resources, such as 20 hours of CPU time on a
64-bit dual processor with 16GB of RAM.

In the present work, the H-field FEM based full-vector formulation, in conjunction with the
perturbation technique, has been used for the solution of the metal-clad waveguide modes, where the
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transverse and longitudinal magnetic field components are analyzed with respect to the rectangular
coordinates. Therefore, the waveguide modes are initially presented in terms of the transverse
magnetic field components, Hx

mn and Hy
mn, as commonly used for integrated optical waveguide

problems, where the m and n subscripts denote the field maxima along the x- and the y-axes,
respectively. In this notation, as an example, for the Hy

mn mode (also known as the quasi-TE
mode), the Hy (or Ex) field is dominant compared to the non-dominant Hx (or Ey) field component.
Furthermore, following the classification of optical modes in a step index fiber for weakly guiding
fibers, certain hybrid modes can be grouped together in combinations that are degenerate (have
same propagation constant or phase velocity) and a linear combination of these modes can be used
to form a new set of modes, called linearly polarized LPpq modes, where the subscripts p and q
denote the number of azimuthal pairs of maxima and radial maxima, respectively.

3. RESULTS

Initially, a silicon tube is considered, with a copper coating inside, as shown in Fig. 1. In this case,
D is the diameter of the inner air-core and a and t are thicknesses of the outer silicon tube and the
thin metal layer, respectively. The refractive index of the air-core and the silicon tube are taken
as ng=1.00 and na= 3.4205267 (εr = 11.7), respectively, and the complex refractive index of the
copper cladding is given by nm = 438− j494, at an operating frequency of 1 THz.

Figure 1: Cross section of a silicon tube, with inner copper coating, at 1 THz.

A two-fold symmetry has been employed in the present analysis, where only a quarter of the
waveguide cross-section has been divided into 100 and 120 azimuthal and radial divisions, re-
spectively, thus forming a mesh of 23900 first order triangular elements. The polar coordinate
discretization used here matched very accurately the circular cross sectional area of the waveguide
core, with the percentage error for the core area being only 0.004%. It takes about 28 seconds of
CPU time to obtain a single modal solution on a 3.4GHz Pentium processor.

There are two metal/dielectric interfaces, one at the outer copper/silicon boundary and the
other at the inner copper/air-core boundary. For this guide, the dominant Hx field at the upper
and lower metal-dielectric interfaces is tangential to these boundaries, which satisfies the electric-
wall boundary condition, n · H = 0, and supports a surface plasmon mode (SPM) along these
metal/dielectric interfaces. The refractive index of the inner and outer cladding materials being
very different, the two SPMs have widely different propagation constants, and they do not interact
with each other. Variations of the Hx fields along the y-axis for both the SPMs are shown in Fig. 2.
In this case, the air-core diameter, D = 8 mm, the thickness of the silicon tube, a = 1 mm and
the thickness of the copper coating, t = 0.5µm. A solid line shows the first SPM at the outer
copper/silicon interface, where the field reduces almost linearly inside the 1 mm thick silicon layer
and very rapidly inside the very thin 0.5µm metal layer. The inset on the right shows the rapid
field decay near the outer metal/silicon interface. A dashed line shows the variation of the Hx field
along the y-axis for the second SPM at the inner copper/air interface. It can be observed that the
Hx field decays very slowly in the air-core region and then extremely rapidly inside the metal layer.
The rapid decay of the Hx field in the inner metal/air interface is also shown by a dashed line in
the inset on the left hand side. It should be noted that in this example, the metal thickness is only
0.5µm, which is at least three orders of magnitude smaller than the other dimensions. However, at
the right and left hand sides of the metal/dielectric interfaces, when the same electric-wall boundary
condition is imposed, this forces the Hx field to be zero at the metal boundary and no SPM exists
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at the vertical walls. The modal field profile along the x-axis (not shown here) has its maximum
field intensity at the center of the waveguide and gradually decreases along the radial distance,
reaching a zero value at the copper boundary.

Figure 2: Hx field profile along the y-axis for the even and the odd surface plasmon mode in a hollow silicon
tube, with a = 1 mm, D = 8 mm and inner copper coating, t = 0.5 µm.

(a) (b)

Figure 3: (a) The even-like and (b) the odd-like Hx SPSM at the outer Cu/Si interface, for an inner air-core
diameter of D = 8 mm.

The 3-D contour profile of the Hx field for the first SPM mode at the outer metal/silicon
interface, H11

x (outer) and even-like, is shown in Fig. 3. It can be seen that the field intensity is
maximum at the upper and lower interfaces, where the electric-wall boundary condition allows the
Hx component to have its maximum value. On the other hand, as mentioned earlier, the same
electric-wall boundary condition forces the Hx field to be zero on the left-hand and the right-hand
side electric walls. Although for this structure, a rotational symmetry exists, due to the non-
identical boundary conditions for a given Hx or Hy field in the vertical and horizontal directions,
the modal field profile is no longer circularly symmetric. The SPMs decrease slowly in the inner
or outer cladding as shown in Fig. 2, but more rapidly inside the metal layer. For a larger metal
thickness, t, the field at one of the interfaces does not extend up to the adjacent interface. So, in
this case, although two SPMs exist at the two dielectric/metal circular boundaries, when the two
dielectric materials are different, their propagation constants are also different, and therefore they
do not easily interact to form a supermode. However, as the metal thickness, t, is reduced the
coupling between the SPMs increases and two supermodes, with odd- and even-like maximum field
intensities at the inner and outer interfaces may be formed. On the other hand, identical SPMs exist
at the upper and lower interfaces and form even and odd-type supermodes with respect to the x-
axis. The Hx field profile of this surface plasmon supermode (SPSM), shown in Fig. 3(a), follows an
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even-function like profile along the y-axis, and can also be termed as an even-like SPSM. Recently,
Deibel et al. [11] have also reported similar horizontal or vertical ‘donut’ shaped field electric field
profile for the horizontally or vertically polarized wave in a metal wire waveguide. Results presented
by Wang and Mittleman [15] also show a similar dipole shaped vertically polarized (Ey or Hx) wave,
confined in the upper and lower interfaces of a solid metal wire guide. Further, the Hx field profile
of the odd-like SPSM following an odd-like function profile along the y-axis, where the two SPMs
are formed at the upper and the lower outer dielectric/metal boundaries, also termed as H11

x (outer)
and odd-like, is presented in Fig. 3(b). Propagation constants of these two even and odd-like SPMs
are similar.

(a) (b)

Figure 4: (a) Effective index and (b) attenuation constant variation with air core diameter for the outer
SPMs.

Next the attenuation characteristics of the above modes have been calculated using the vector
H-field FEM with perturbation and the variation of the normalized attenuation constant, α/k0

with the fiber diameter is presented in Fig. 4(b). From this figure it can be seen that as the
fiber diameter increases, the normalized attenuation constants odd-like H11

x and the RP01 modes
decrease. The attenuation characteristics for the lower order RP21 SPM exhibit a maximum atten-
uation constant for a fiber diameter of about 4.2 mm. The accuracy of the normalized attenuation
curves is considered to be within the accuracy limits of the perturbation approach, as discussed by
Themistos et al. [16].

(a) (b)

Figure 5: (a) The even-like Hx SPSM and (b) the superimposed RP01-like SPsM at the inner copper/air for
an inner air core diameter of D = 8 mm.

As mentioned earlier, similar SPMs exist at the inner metal/air interfaces and form an even-
type supermodes with respect to the x-axis. The Hx field profile even-like SPSM, exhibiting two
field maxima at the upper and at the lower interfaces, is shown in Fig. 5(a). Due to the lack of
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phase matching it would not form a supermode by interacting with the first SPM at the outer
metal/silica interface. However, for this mode the field changes very slowly along the y-axis and
has a larger value at the center of the waveguide. The electrical-wall boundary condition forces
the Hx field to be zero at the left and right hand side electric walls, so the Hx modal field is
also no longer circularly symmetric and appears elleiptical in shape. Similarly another degenerate
mode, but with a dominant Hy field, also forms a SPM at the left and right-side inner metal/air
interfaces. Its field profile is similar to the Hx field profile, but rotated by 90 degrees. These two
modes, being degenerate, can be superimposed to form a circularly symmetric mode. However,
vector combination of the Hx and Hy modes gives a resultant field along the radial directions and
can be called a radially polarized RP01-like mode, as shown in Fig. 5(b). However, this mode with
an almost constant field value inside the air-core region is quite different from the mode shown in
Fig. 3(b) at the outer interface. This mode would also be different from the linearly polarized LP01

mode in an optical fiber, which can have an almost uniform field profile inside the core region, as
shown below.

4. CONCLUSION

A finite-element approach based on a full-vectorial H-field formulation, in conjunction with the
perturbation technique, has been used to study for the first time the detailed modal properties,
such as the mode field distribution, the effective index and the attenuation constant of a metal-clad
silicon tube at THz frequency. The origin of the SPM at the inner and outer metal/dielectric
interfaces, their phase matching, and the formation of the odd-like and even-like supermodes at
these metal/dielectric interfaces are discussed. Subsequently, such odd- or even-like SPSMs at
the upper and lower interfaces also couple to forms a more complex coupled supermode. By
adjusting the metal thicknesses and the refractive index values of the cladding layers, the odd and
even-type coupled SPMs can be formed and potentially exploited for various sensing, imaging and
communication systems.

It has been shown here that a circularly symmetric metal-coated guide supports both vertically
and horizontally polarized waves. However, due to the imposition of the electric-wall boundary
conditions, at the vertical or horizontal interfaces, the resultant Hy and Hx field profiles do not
have the rotational symmetry. However, these modes being degenerate, their superposition produces
a typical radially polarized RPmn mode, which has rotational symmetry. It is also shown here that
for the air-core metal-clad silicon tube, the SPSM at the inner interface may have a uniform modal
field profile inside the air-core region. By controlling the waveguide dimensions, a flat field profile
with a sharper decay at the inner metal interface can be produced, which could be suitable for
near field scanning microscopy. On the other hand, by controlling the metal thickness and adjacent
dielectric cladding regions, phase matching can be controlled for various applications, such as THz
sensing. By using a segmented metal cladding, the rotational symmetry can be broken, creating a
situation where the vertically and horizontally polarized waves would not degenerate, and a high
modal birefringence or polarization-maintaining waveguide thus can be fabricated.
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Abstract— A 2D optical virtual probe based on surface plasmon polaritons (SPP) in a band-
gap structure with a rectangular profile is proposed and investigated numerically by means of
finite difference time domain (FDTD) method. The dependence of the distributions of the con-
fined optical fields on different structure parameters is numerically analyzed. The results indicate
that with the proper structure design, the full width at half maximal (FWHM) of the confined
beam can keep constant in a certain distance range, and the field intensity of the confined vir-
tual probe can be enhanced greatly by SPP. Compared with the optical virtual probe based on
interference of evanescent waves, this type of virtual probe has merits of high intensity and high
sensitivity, and is likely to promise for the applications in nano-photonics devices based on SPP.

1. INTRODUCTION

Surface plasmon polaritons (SPP) is a two-dimensional electromagnetic excitation existing on the
surface of a noble metal, whose electromagnetic field is strongly confined to the vicinity of the
surface, and decays exponentially with increasing the distance from the surface. This confinement
leads to an enhancement of the electromagnetic field on metal surface, resulting in an extraordinary
sensitivity of SPP to surface conditions [1]. Plenty of investigations have revealed that periodically
corrugated structures with proper defects in wavelength/sub-wavelength extent on the planar in-
terface between metal and dielectric can control the behavior of SPP on surface. If the period of
the corrugated structures equals to half of the effective wavelength of SPP, the periodical structures
will result in Bragg scattering of SPP, which produces a gap in the dispersion curve of SPP [2].
When SPPs are propagating in such band-gap structures, the behavior is very similar to the action
of photons in photonic crystals. Correspondingly, a line defect in SPP band-gap structures can
act as a nano-waveguide [3], and a singular defect as a micro-cavity [4]. Different types of SPP
band-gap structures with defects have been proposed and the characteristics of SPP propagating
in-plane have been studied widely [5–7].

Emiliano et al. (2005) reported their research on the out-of-plane features of SPP in a band-
gap structure consisting of sinusoidal gratings surrounding a flat surface with subwavelength sizes
[8]. The out-of-plane distribution of the optical field at the flat region exhibited the features of a
non-radiating and highly spatially confined light source, which can be used as a virtual probe in
near-field optics [9]. A near-field optical virtual probe is a kind of confined optical field formed
by the interferences of two evanescent waves, which is proposed to overcome the drawbacks of the
metal probe and fiber probe, such as rigorous distance control and fragility [10, 11]. Nevertheless,
the intensity is low (no more than 10% of the maximal intensity of the incident light), and the
sensitivity is not enough in detecting metal and dielectric samples. Compared with this, the optical
virtual probe based on SPP has merits of high intensity, high sensitivity and potential applications
in nanophotonics devices based on SPP.

In this paper, a 2D optical virtual probe based on SPP propagating in a band-gap structure
consisting of rectangular grooves with subwavelength period surrounding a singular defect is con-
structed. The confined field distribution is characterized in detail by the method of Finite-Difference
Time-Domain (FDTD). The simulation results show some differences from the sinusoidal grating
model, and this simply rectangular profile is promise to reduce the difficulties in fabrication.

2. SIMULATION MODELS

The excitation of SPP by the incident light is implemented under Kretschmann and Raether con-
figuration [12], as shown in Fig. 1. A thin metal film is plated on the bottom of a prism. A
beam of p-polarized plane wave with the wavelength of 632.8 nm illuminates the undersurface of
the metal film through the prism. If the conditions are satisfied, SPP resonance can be excited on
the upper-surface of the film. The relation between the wave vectors of incident light and SPP can
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be expressed as

kix =
ω

c

√
εp sin θ = kSP =

ω

c

(
ε1ε(ω)

ε1 + ε(ω)

)1/2

(1)

where ε1, ε(ω) and εp are the permittivities of the air, the metal film and the prism, respectively.
θ is the angle of incidence. The reflectivity of the metal film versus the angle of incidence and the
thickness of the film R(θ, d) is shown as Fig. 2. The dark zone denotes small reflectivity where the
SPP resonance is excited. If d is 50 nm, the corresponding θ is 43.6◦.
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Figure 1: Excitation of SPP resonance in K-R con-
figuration.

Figure 2: Reflectivity of smooth Au film versus the
angle of incidence and the thickness of the film under
K-R illumination (λ = 632.8 nm, ε(ω) = −11.77 +
1.26i, εp = 2.3).

A simple periodical structure consisting of grooves with rectangle profile is constructed on the
Au film. With the determinate parameters λ and θ, the effective wavelength of SPP on this Au film
is λSP = 2π/Re{kSP} ≈ 608 nm, thus we choose the period of the grooves is Λ = λSP/2 = 304 nm,
which will match the frequency of SPP in the energy band-gap. The transverse size of a groove is
set as about half of the period. The periodical structure is etched on a layer of Au film. We set
the depth as w = 20 nm. The section of the structured sample and the simulation model are shown
as Figs. 3 and 4, respectively. The distance between the observation plane and the sample surface
is h, which is 200 nm without further identifications. Calculations were performed by the software
package, XFDTD 6.2, from REMCOM.

Figure 3: Sketch of the Au film with periodical cor-
rugated structure on surface.

Figure 4: Simulation model by FDTD method.

3. RESULTS AND DISCUSSION

3.1. Realization of 2D Optical Virtual Probe
In order to capture SPP at special location, a singular defect is constructed by changing the
transverse size t of a ridge (see Fig. 5). As a result, the rigorous periodical structure is broken, and
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a defect state is introduced in the energy band-gap.

Figure 5: Topographic profile of the periodical corrugated surface with a singular defect structure on surface.

Firstly t is set to 160 nm. SPP is confined at the defect region and the optical field is enhanced
here. The field distributions are shown as Fig. 6. In the vertical section along y axis the field
distribution shows a central peak and a series of sidelobes. The central peak can be used as a
confined virtual probe, the FWHM of which is 224 nm (∼ 0.35λ), smaller than that of virtual
optical probe based on the interference of evanescent waves [10]. The field enhancement factor
reaches 150. However, the intensities of the undesirable sidelobes are also high. In order to describe
the influence of the sidelobes, we define a parameter Fsc as

Fsc = (Smax/Cmax)× 100% (2)

where Smax is the maximal intensity of one-order sidelobes and Cmax is the maximal intensity of
the zero-order central peak. In the structure of t = 160 nm, Fsc = 93% means the effect of sidelobes
is very severe, which is harmful for using as a confined nano-source of a virtual probe.

(a) (b)

Figure 6: Intensity distribution of the optical field in the structure with t = 160 nm in (a) vertical section
and (b) transverse section on observation plane where h = 200 nm (normalized).

Figure 7 shows the FWHM and the maximal intensity of the central peak versus h. The FWHM
retains below 240 nm (∼ 0.38λ) within 375 nm distance, but the maximal intensity drops fast to
50% at the distance ∼120 nm.

3.2. Influence of the Structure Parameters
Figure 8 and Fig. 9 show the influences of t and w, respectively. In Fig. 8, Fsc curve and the
intensity curve both show a typical resonance profile. The two minima of transmitted intensity
correspond to t0 ≈ Λ/2 and t1 ≈ 3Λ/2, respectively, while in the Fsc curve the situation is reverse.
High intensity of transmitted field results in the drop of Fsc, meaning that the energy in central
peak attenuates in a slower manner than that in sidelobes. This result is different from the reports
by Emiliano et al. [8]. In their simulation, it is maximal of transmission when the size of the defect
equals Λ/2 or 3Λ/2. The difference may come from the shape of the periodical structure. For a
sinusoidal profile, there are a series of dots or lines on the topside, while for a rectangular profile,
on the topside are flats. In our models, the transverse size of the ridges is just right the half of
the period, which may have cavity-like effect somehow, accordingly lead to the translation of the
transmission curve to Λ/2. Considering the high enhancement and the low sidelobes, we choose
t = Λ. Fig. 9 shows the influences of the etching depth of the corrugated structure w with t = Λ.
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Figure 7: (a) FWHM vs. h, (b) Normalized maximal intensity of the central peak vs. h(t = 160 nm).

The results indicate that with the rectangle grooves deepening, the transmitted maximal intensity
of the central peak increase evidently. We choose w = 25 nm as a tradeoff between intensity and
Fsc, since with this value FWHM is not widened. The field distribution in the vertical section is
shown in Fig. 10. The field enhancement factor is 354.
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Figure 8: (a) FWHM of central peak vs. t, (b) Normalized maximal intensity of central peak vs. t, (c) Fsc

vs. t(h = 200 nm).
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Figure 9: (a) FWHM of central peak vs. w, (b) Normalized maximal intensity of central peak vs. w, (c) Fsc

vs. w(h = 200 nm and t = Λ).

3.3. Interaction with a Nano-particle
Next we try to use the optical virtual probe proposed above to detect a small particle. The
simulation model is shown in Fig. 11. The periodically corrugated structure is built with t = Λ
and w = 25nm, and the observation plane is h = 200 nm, with a small nano-particle placed above
it, the radius of which is 100 nm. The distance between the center of the particle and the sample
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Figure 10: Intensity distribution of the optical field
in the structure with t = Λ and w = 25 nm in verti-
cal section.

Figure 11: Simulation model of a nano-particle and
the sample with t = Λ and w = 25nm.

surface h′ is 350 nm. Two kinds of nanoparticle are used: one is a dielectric particle with ε = 2.3,
the other is a golden one with ε(ω) = −11.77 + 1.26i.

The simulation results on the observation plane are shown in Fig. 12. The field enhancement
factors in golden model and in dielectric model are 420 and 314, respectively. The enhancement
in the golden model mainly exists near the particle, while on the observation plane the maximal
intensity is decreased instead. Besides, the intensities in the models with particles are both higher
than that without particles. This phenomenon may denote that the existence of a particle may
extend the effective distance of the virtual probe. It is more obvious in the dielectric model, for
the dielectric particle hardly consume the energy of the virtual probe, whereas the golden one can
convert the energy into localized SPP (LSPP) on its surface. In the golden model, the FWHM
of the central peak is widened to almost twice of that of the model without particles, and Fsc is
deteriorated, which make the detection of metal sample difficult. However, in the dielectric model,
the FWHM is compressed and Fsc holds the line. These results show that this type of optical
virtual probe can be used to detect dielectric samples, while is not very applicable in detecting
metal samples.
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Figure 12: Intensity distribution of the optical field along y-axis on the observation plane (h = 200 nm)

4. CONCLUSION

A 2D optical virtual probe based on SPP propagating in a band-gap structure consisting of pe-
riodically rectangular grooves surrounding a singular defect is proposed, which has merits of high
intensity and high sensitivity. By design and optimization, the numerical simulations show that
the resolution of the virtual probe (FWHM of the central peak) can reach 240 nm (∼ 0.38λ) within
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200 nm distance from the sample surface, the field enhancement factor is 354, and the ratio of
sidelobes suppression is 87%. Further works need to be done to suppress the sidelobes more. This
type of optical virtual probe is sensitive to detect dielectric samples, while is not very applicable in
detecting metal samples. The characteristics of the virtual probe based on SPP is promise to be ap-
plied to optical storage, near-field imaging and optical manipulation, and has potential applications
in nanophotonics devices based on SPP.
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Abstract— The electrostatic force microscope (EFM) is an important tool for imaging and
characterizing material surfaces. In this paper a hybrid numerical approach for the simulation of
the EFM considering charge distribution inside the sample under investigtion is presented. In the
simulation model electrical part is considered. In this paper first a basic knowledge on the EFM
and then the numerical model of the EFM considering volume charge distribution are presented.
At last several numerical simulation results of the EFM in 3D are pesented.

1. INTRODUCTION

A significant progress in nanotechnology has been observed over the last few years. This progress
has also been influenced by the development of new high resolution measurement instruments. Due
to the rapid miniaturization of integrated devices into the mesoscopic regime and the increasing
interest in very small structures, these instruments have become very important. An interesting
example is the atomic force microscope (AFM). Based on the design of the scanning tunneling
microscope (STM), the first AFM was developed in 1986 by G. Binnig and his coworkers in col-
laboration between IBM and Standford university. Since then a new era of topographical imaging,
as well as for measuring force-separation interactions between a probe and substrate began. The
AFM’s ability to scan surfaces with nearly atomic resolution and its versatility make it one of the
most important measurement devices in nanotechnics. If the sample under investigation holds a
charge distribution and the distance between the AFM tip and the sample is kept large then all
other interaction forces except the electrostatic force can be neglected. This special working mode of
the AFM is known as electrostatic force microscope (EFM) which can be used for scanning electric
field with nearly atomic resolution. The EFM has many materials-related applications including
measuring the surface potential or contact potential, detecting charges on surfaces or nanocrystals
etc. In this paper a 3D model of the EFM is presented considering charge distribution inside the
sample. Several numerical methods are proposed to calculate the electric eld more efficiently.

2. WORKING PRINCIPLE AND MODEL OF THE EFM

For the EFM the interaction force would be the electrostatic force between the biased atomically
sharp tip and the sample. In addition the Van der Waals force between the tip and the sample
are always present. The Van der Waals force and the electrostatic force have two different dom-
inant regions. The Van der Waals force is proportional to 1/r6 where as the elctrostatic force is
proportional to 1/r2. Thus when the tip is close to the sample the Van der Waals force is dominat
and when the tip is moved away from the sample the electrostatic force is dominant. The scanning
of the EFM is usually done in two steps. First the topography of the sample is done by tapping
scanning mode which is also known as “intermittent-contact” (IC) mode. In this case the Van der
Waals force plays a signifiant role. Second using this topgraphical information a constant tip-sample
distance is maintained while scanning where the electrostatic force is dominat, a technique which
is known as “lift scanning” [1]. In this technique it is assumed that the influence of all short-range
forces can be neglected and only the electrostatic force plays the vital role for imaging. To detect
the electrostatic force a voltage is applied between the cantilever tip and the sample. The cantilever
oscillates near its resonance frequency which changes in response to any additional force gradient.
Changes in cantilever resonant frequency can be detected using phase detection, frequency modula-
tion, amplitude modulation etc. A diode laser is focused on the back of the reflective cantilever and
the reflected light is collected by a position sensitive detector (PSD). This usually consists of two
closely spaced photodiodes. Any angular displacement of the cantilever results in one photodiode
collecting more light than the other and therefore in a high output voltage. This voltage then plots
the topography of the sample.

Some typical parameters of the EFM i.e., the length of the cantilever is some hundreds of
1µm, the height of the tip is nearly 30 nm and the pick of the tip is usually less than 10 nm. So
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for modeling and simulating the EFM, multi physics aspects must be taken into consideration.
From the numerical point of view additional problems arise since frequently we are confronted with
multi-scale problems. Therefore the application of advanced numerical methods is necessary. As
the cantilever frequently changes its position during scanning, the coupled mechanical and electrical
behavior have to be taken into account. This can be achieved by dividing the model into an electrical
part and a mechanical part [4]. The interaction between them can conveniently be realized by using
a staggered simulation approach. In the present model the electrical part is considered, i.e., the
cantilever deflection is kept fixed.

For developing a model of the EFM different effects have to be considered. For example long
distance interaction, charge distribution and possible non-linearity of the material properties, sin-
gularity etc. In order to take into consideration these effects the simulation region is divided into
three regions as shown in Fig. 1. As high values of the electric field will occur at the pick of the tip,
a special numerical method is needed to calculate this electric field more effectively. For this reason
an augmented FEM will be applied to region ΩM . Since charge distribution and nonlinearities
of the dielectric properties may have to be considerd, a versatile numerical method such as finite
element method (FEM) should be applied to region ΩF . As boundary element method (BEM)
works well when the boundary is infinite or semi-infinite, the large distance interaction between
the tip and the cantilever can be conveniently treated by using BEM in region ΩB. Later all these
three numerical methods will be coupled with each other.

3. NUMERICAL FORMULATION OF THE PROBLEM

Consider a bounded domain Ω ⊂ R be bounded with Lipschitz boundary Γ = ∂Ω which is decom-
posed into three disjoint parts Ω = ΩM ∪ ΩF ∪ ΩB. At present Poisson’s equation in Ω will be
applied with mixed boundary conditions. Find u : Ω → R such that

−∆u = f in Ω
u = u0 on ΓD

∂u

∂n
= t0 on ΓN (1)

where f is the charge density, u0 and t0 are the Dirichlet and Neumann boundary conditions
respectively. The detail Formulation of Laplace problem for FEM-BEM-MFS is shown in [2] by
the same authors. Here only some important steps will be presented which is necessary to get the
basic understanding of the formulation of Poisson problem.

The energy-related functional in the electrostatic calculation domain Ω (Fig. 1) can be written
as

W =
∫

Ω
(∇u)2dΩ u ∈ H1

D(Ω) :
{
u ∈ H1|u|ΓD

= u0

}
(2)

The electrostatic potential u in the spherical region ΩM of radius R can be approximated by
[13]

u(x, y, z) =
n∑

j=1

ujψj(x, y, z) + M(r)
∞∑

l=0

l∑

m=−l

(
Almrl + Blmr−(l+1)

)
Ylm(θ, φ), (3)

where

M(r) =





1, 0 ≤ r ≤ R
2

1
2

(
1 + cos

(
2
Rr − 1

)
π
)
, R

2 < r < R
0, R ≤ r

(4)

and Ylm(θ, φ) can be expressed by the Legendre functions Plm(cos θ) [9]. This leads to the stiffness
matrix

∂W

∂ui
= 2

∫

Ω
∇u

∂∇u

∂ui
dΩ,

∂W

∂Aik
= 2

∫

Ω
∇u

∂∇u

∂Aik
dΩ,

∂W

∂Bik
= 2

∫

Ω
∇u

∂∇u

∂Bik
dΩ. (5)

On the FEM-BEM transmission interface [4] ΓT = ΓB ∩ΓF , uB = uF and ∂uB

∂n + ∂uF

∂n = 0. Using
the Gauss theorem on ΩFM = ΩF ∪ ΩM one obtains [5]

∫

ΓF

∂uFM

∂n
v dΓ =

∫

ΩF M

div (∇uFM · v) dΩ =
∫

ΩF M

4uFM · v dΩ +
∫

ΩF M

∇uFM · ∇v dΩ (6)
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i.e., for all v ∈ H1
D,0 (ΩFM ) :=

{
v ∈ H1 (ΩFM ) : v|ΓD∩ΓF

= 0
}

a (uFM , v) :=
∫

ΩF M

∇uFM ·∇v dΩ =
∫

ΩF M

f ·v dΩ+
∫

ΓF

∂uFM

∂n
v dΓ=: (f, v)ΩF M

+
〈

∂uFM

∂n
, v

〉

ΓF

(7)

where uFM includes uj , Alm and Blm. The representation formula of the Laplace’s equation for
the solution of uB inside ΩB

uB(x) =
∫

ΓB

{
∂

∂n(y)
G(x, y)uB(y)−G(x, y)

∂uB

∂n(y)

}
dΓ, x ∈ ΩB (8)

with the fundamental solution of the Laplacian in 3D given by

G(x, y) =
1
4π
|x− y|−1 (9)

For Poisson’s problem the two boundary integral equations on the BEM region

V
∂uB

∂n
= (I + K)uB −N0f (10)

WuB = (I −K ′)
∂uB

∂n
−N1f (11)

where the single layer potential V and the hypersingular operator W are symmetric and the double
layer potential K has the dual K ′ [3]. The integral operators N0 and N1 are defined by

N0f(x) :=
∫

ΩB

G(x, y)f(y)dy, N1f(x) :=
∂

∂nx
N0f (12)

The saddle point formulation of the problem for all (w, v, ψ) ∈ H̃1/2×H1
D,0 (ΩFM )×H̃−1/2 (ΓB)

2a (uFM , v) + 〈WuB, v〉ΓT
+

〈(
I + K ′) ϕ, v

〉
ΓT

= 2(f, v)ΩF M
+ 2〈t0, v〉Γn∩ΓF

− 〈N1f, v〉ΓT
(13)

〈WuB, w〉ΓB∩ΓN
+

〈
(I + K ′)ϕ,w

〉
ΓB∩ΓN

= 2〈t0, w〉ΓB∩ΓN
− 〈N1f, w〉ΓB∩ΓN

(14)

〈(I + K)uB, ψ〉ΓB
− 〈V ϕ, ψ〉ΓB

= 〈N0f, ψ〉ΓB
(15)

If the bases are introduced as span{v1 . . . . . . , vF } = XF , span{w1, . . . . . . , wF } = XB and
span{ψ1, . . . . . . , ψF } = YB, the basis functions of XF and XB are supposed to be ordered such
that

span{v1, . . . . . . , vF } = XF ∩H1
D,0(ΩF )

span{w1, . . . . . . , wB} = XB ∩H1/2(ΓB).

If the coefficients of uFM and uB are denoted by u and the coefficients of ϕ are denoted by
ϕ again then this system is equivalent to the original differential equation that can be used for
descritization. This system corresponds to a matrix formulation which can be written as




M BT 0 0 0
B FNN FNC 0 0
0 FCN FCC + WCC WCN

(
KT + I

)
C

0 0 WNC WNN

(
KT + I

)
N

0 0 (K + I)C (K + I)N −V







um

uF

uT

uB

ϕ


 =




bm

bF

bΓ

bB

bϕ


 (16)

where the subscript C means contribution from the coupling nodes and N means contribution
from the non-coupling nodes. Finally the blocks W,V, K + I, and KT + I provide the coupling
between the two ansatz spaces XF and XB. Here um includes the coecients Alm and Blm (3), uF

and uB are the nodal potentials inside the FE domain and on the boundary of the BE domain
respectively, uT are the nodal potentials on the FE-BE coupling interface and ϕ are the normal
components of the electric field distribution on the boundary of the BE domain. The vector b
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includes the corresponding boundary conditions and the charge distribution. As the matrix in (16)
is not positive definite, a specific algorithm such as the MINRES algorithm is required for the
solution.

A typical simulation of potential distribution and electric field distribution are shown in Figs. 2
and 4 respectively. In the present model some volume charges are injected on the top portion
inside the sample. Equal amount of positive volume charge density are present on the left and
right volumes where as the negative volume charge density are present in the center volume. As
this charges will cause potential inside the volume, they will produce remarkable effects on the
simulation result. The result of a typical simulation of potential distribution and electric field
distribution considering a moving sample using FEMBEM coupling in the cut plane through the
middle of the cantilever is shown in Figs. 3 and 5 respectively. Usually the highest value of electric
field appears at the pick of the tip which plays the dominant role for cantilever deflection. But it
may be the case due to the different values of volume charge density, the highest value of electric
field may not appear on the pick of the tip but near the volume charges. Since the sample is
moving there must be a deviation of electric field at the pick of the tip. By utilizing this deviation
of electric field the EFM will plot the charge distribution on the moving sample.

Since the scanning process of EFM is dynamic, one has to deal with a moving sample and moving
boundaries. As a result the mesh has to be updated at each time step. The approach presented
here for mesh updating is based on an arbitrary Lagrangian Eulerian (ALE) algorithm.

4. FIGURES

Figure 1: 3D EFM model.

Figure 2: Potential distribution on different places of an EFM.

Figure 3: Potential distribution on the middle position of EFM with moving sample.

Figure 4: Electric field distribution on different places of an EFM.
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Figure 5: Electric field distribution on the middle position of EFM with moving sample.

5. CONCLUSION

A hybrid numerical approach for the simulation of the EFM considering charge distribution in-
side the moving sample is presented. In order to fulfill the special requirements different numerical
methods are applied to different regions of the EFM. Here the simulation is implemented using
FEMBEM coupling. As a high value of electric field is observed near the pick of the tip, imple-
menting augmented FEM near the tip would obviously calculate this field more efficiently. Due to
the moving sample and cantilever deflection the mesh needs to be updated at each time step. It
can be obtained using ALE.
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Abstract— Analytical results show that the scattered field from a hydrocarbon layer takes
the form of an exponentially decay function. Both the real part and the imaginary part of the
complex propagation constant are functions of target properties (resistivity and thickness etc.),
and can be used as the hydrocarbon indicators.

We have shown the correlation between the position of the pole existing in the TM reflection
coefficient and the decay rate of a scattered field. By investigating the variance of the pole
position versus the model parameters, we have derived an approximate expression, which relates
the measurable complex propagation constant of a scattered field to the hydrocarbon and seabed
properties.

1. INTRODUCTION

The principle of seabed logging measurement is based on the fact that the scattered field from a
hydrocarbon layer decays slower than the direct wave [1, 3, 6] . However, the questions such as
what is the exact decay rate and how the decay rate is related to the model parameters have never
been answered clearly before. To investigate quantitatively how the complex propagation constant
of a scattered field is related to model parameters is the main purpose of this study.

2. SCATTERED FIELDS FROM HYDROCARBON LAYERS

Figure 1(a) shows the calculated total (direct+scattered) fields along the seabed for different hy-
drocarbon resistivities for the following model:

• Horizontal electric dipole source, 1 Hz, 50 m above the seabed.
• Hydrocarbon layer at 1200 m depth and 100 m thick.

Figure 1(b) shows the fields for different hydrocarbon thickness for frequency 0.25 Hz and for
hydrocarbon resistivity 200 ohmm.

The fields are calculated based on the theory of antenna radiation inside a layering structure
[4, 5].

Note that at far offset, the scattered fields dominate. One can see from the figures that the
scattered fields are straight lines in a vertical logarithm axis that suggest the scattered field can be
written as:

s(x) = const. exp(αx) = const. exp(αrx + iαix) (1)

where x is the offset, α is the complex propagation constant, αr is the decay rate and αi is the
phase constant. In this paper we use the following equation to calculate αr and αi values:

α = αr + iαi = ln
(

s(6000)
s(8000)

)
/2000 (2)

where s(8000) and s(6000) are the scattered field at offset 8000m and 6000m respectively. The
calculated α values for the curves shown in Figures 1 and 2 are listed in Tables 1 and 2.

From Tables 1 and 2, one can see that both the decay rate and the phase constant are functions
of target parameters. Hence they can be used as the hydrocarbon indicators.



1124 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

0 2000 4000 6000 8000 1200010000

offset meters

Scattering pattern versus target resistivity

10 -8

10 -10

10 -12

10 -14

10 -16

10 -18

10 ohmm

20 ohmm

50 ohmm

100 ohmm

10 -20

10 -22

(a)

10 -8

10 -10

10 -12

10 -14

10 -16

10 -18

Scattering pattern versus target thickness

0 2000 4000 6000 8000 1200010000

offset meters

10 m

20 m

50 m

100 m

(b)

Figure 1: a) Total (scattered and direct) fields for hydrocarbon resistivities 10, 20, 50, 100 ohm-m. b) Total
(scattered and direct) fields for hydrocarbon thickness: 10, 20, 50, 100 m.

Table 1: Scattered field decay rate and phase constant for different hydrocarbon resistivity.

Resistivity 10 ohm-m 20 ohm-m 50 ohm-m 100 ohm-m

αr: decay rate (10−3) 1.9 1.5 1.1 0.79

αi: phase constant (10−3) 1.2 0.7 0.5 0.33

3. SCATTERED FIELDS IN WAVE NUMBER DOMAIN

According to the AR (auto-regressive) method in spectrum analysis [2], an exponential function in
spatial domain will correspond to a pole in its spectrum domain. Hence one may observe a pole in
the wave number domain of the scattered field.

It is not difficult to derive that the TM wave reflection is the main contribution to the scattered
field from a high resistivity hydrocarbon layer. For a three layer (seabed, hydrocarbon layer and
seabed) model, the TM wave reflection coefficient can be written [4], R = R01+R12e−2kzd

1+R01R12e−2kzd , where
R01 is the TM reflection coefficients between layer 0 (seabed) and layer 1 (hydrocarbon layer),
and R12 is the TM reflection coefficients between layer 1 and layer 2 (seabed). The parameter kz
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Figure 2: a) Resonance factor versus kp for different hydrocarbon resistivity. b) Resonance factor versus kp

for different hydrocarbon thickness.
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Table 2: Scattered field decay rate and phase constant for different hydrocarbon thickness.

Thickness 10m 20m 50 m 100m

αr: decay rate (10−3) 0.97 0.8 0.58 0.46

αi: phase constant (10−3) 0.52 0.36 0.20 0.15
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Figure 3: Comparison between analytic results for αr and αi using (2) and the approximate results using
(4). a) for 1Hz, 1 ohm-m seabed, 200 ohm-m hydrocarbon, and varying hydrocarbon layer thickness. b) for
1 ohm-m seabed, 200 ohm-m hydrocarbon, 100 m thick, but varying frequency.

is the wave number in z direction, and kz =
√

k2
p − iωµσ where kp is the wave number in radial

direction, σ is the conductivity of the middle layer, i.e., the hydrocarbon layer in this case. We
have plotted in Figure 2 the denominator term of R, which is called later as the resonance factor,
and the resonance factor equals:

1
1 + R01R12e−2kzd

(3)

From Figure 2 one can see that each curve contains a rather sharp peak. They are the poles
mentioned before. One can also see that the kp value at the pole position reduces when the target
resistivity increases, and also reduces, when the target thickness increases. These kp values coincide
very well to αi values listed in the tables.

One can derive a quantitative relation between the kp values at poles and the model parameters
(target resistivity, thickness, etc.) by maximizing the resonance factor is (3). But it seems difficult
to obtain a simple relation for general model cases. For the case with high resistivity contrast
between the hydrocarbon and seabed, and for the case with model parameters not far from the
‘typical’ seabed logging parameters, such as 1 Hz frequency, 1 ohm-m seabed, 100 ohm-m and 100m
thick hydrocarbon layer, we have derived the following approximation:

kp = αr + iαi =

√
2
σoilβseabed

σseabed∆
(4)

where σoil and σseabed seabed are respectively the conductivities of hydrocarbon layer and the
seabed, and ∆ is the thickness of the hydrocarbon layer, and

βseabed =
√
−iωµσseabed

Equation (4) is only a coarse approximation. Its performance is shown in Figure 3. In Figure 3,
the left and right figures show the comparison between analytic results, i.e., αr and αi, obtained by
using (2), and the approximate results by using (4). We can see the fitting between the analytical
results to the approximate results is not exact. Improving the approximation is a future task.
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4. CONCLUSION

Analytical results show that the scattered field from a hydrocarbon layer takes the form of an
exponentially decay function. Both the real part and the imaginary part of the complex propagation
constant are functions of target parameters (resistivity and thickness etc.), and can be used as the
hydrocarbon indicators.

We find that there is a pole in the TM reflection coefficient expression. This pole leads to the
exponential form for a scattered field. By investigating the variance of the pole position versus
the model parameters, we have derived an approximate expression to estimate quantitatively the
complex propagation constant of a scattered field from known hydrocarbon and seabed parameters.
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Modeling the Response of a Seafloor Antenna in the Limits of Low
Frequency and Shallow Water

L.-J. Gelius

Department of Geosciences, University of Oslo
P.O. Box 1047 Blindern, N-0316, Norway

Abstract— In this paper we describe a novel FDFD (finite-difference frequency-domain) method
for computing the 2-D earth response of a 3-D subsea horizontal electric dipole (HED) source. It
represents scattered field solutions to Maxwell’s equations and uses a 1-D three-layer analytical
solution for the primary field calculations. Comparison with the 1-D industry type of program
CSEM1D gave accurate fits.

1. INTRODUCTION

The basis of the Sea Bed Logging (SBL) approach is the use of a mobile horizontal electric dipole
(HED) source and an array of seafloor electric field receivers [3]. The transmitting dipole emits a
low frequency electromagnetic signal (fundamental frequency typically ranging from 0.25 to 2Hz)
that diffuses outwards, and the method relies on the large resistivity contrast between hydrocarbon-
saturated reservoirs and the surrounding sedimentary layers. The generated electromagnetic sound-
ings can in general be divided into three main contributions: direct EM field, guided modes (associ-
ated with high-resistivity zones like hydrocarbons) and air waves (cf. Fig. 2(a)). In case of shallow
water depths (e. g., 200 meters or less) the presence of strong airwaves will mask the subsurface
signals. In order to develop improved data processing schemes for such cases, modeling tools are
needed that can provide controlled test data. In addition, modeling is important when planning
new SBL surveys and also when carrying out feasibility analysis of possible new prospects. Since
electromagnetic modeling based on time-domain methods give prohibitive large computation times
in case of an air layer we concentrate on frequency-domain (methods). Several EM-modeling pro-
grams have been developed [1, 5, 7]). However, none of these codes have neither been tailored to
the SBL-case nor been documented to work accurately for the case of a low frequency operating
seafloor antenna deployed in shallow water.

2. FUNDAMENTALS OF THE MODELING METHOD

We make use of basic ideas employed by Hohmann (1975) [6] to develop a FDFD-method able to
compute the earth response of a 3-D sub sea HED-source, assuming a local 2-D earth model (e. g.,
2.5-D case). Hohmann introduced scattered field solutions to Maxwell’s equations and proposed
to use analytical solutions for the primary field calculations (he considered a uniform background
only). By adapting the scattered field approach one avoids the source singularity problem. We
employed here a reference model consisting of three layers (i. e., 1.5-D modeling) (Fig. 1). This
reference model is solved first, employing analytical solution techniques. The full model is then
computed using the reference model as a background solution.

air
 

water layer

earth layer  

 =const.,  = const., = 0

HED (3-D source) 

z=z0

z

solution region 1:  z  z0

solution region 2a:  d   z   z0 
 

solution region 2b:  0   z   d
 

solution region 3:  z   0  

d  

σ µε µ

y

≤ ≤

≤ ≤

≥

≤

Figure 1: Schematics of the 1.5-D reference model (three layers) including the different solution regions.
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2.1. Primary Field (Reference) Solution
We introduce a Cartesian coordinate system (cf. Fig. 1), and let the x-axis represent the cross-line
direction, along which the parameters do not vary. Moreover, we assume a cross-line polarized
HED-source. The reference model can be divided into four different solution regions (Fig. 1). The
Maxwell’s equations can now be spatially Fourier transformed along both the x- and y-direction.
Based on combinations of these transformed equations, wave-equations for the field components
Êjx and Ĥjx can be derived (subscript j representing region j, and the {∧}-symbol implies doubly
spatially Fourier transformed fields):

[
∂2

z + k2
jz

]
Ĥjx =0 and

[
∂2

z +k2
jz

]
Êjx =

(
k2

j−k2
x

)

iωε∗j
δ(z−d), where k2

j =ω2µ0ε
∗
j , ε∗j = εj+

iσj

ω
(1)

where I is the source current and dl is its infinitesimal length. Moreover, the source is placed a
distance d above the seafloor. In order to construct feasible solutions a radiation condition must
be imposed: only solutions decaying with propagation distance can be allowed within the air and
earth half spaces. Hence, a sign-convention for the vertical wavenumber kjz must be set:

kjz =
√

k2
j − k2

x − k2
y =

√
iσjωµ0 + εjω2µ0 −

(
k2

x + k2
y

)
(2)

Inside the water layer (solution regions 2a and 2b in Fig. 1) the complete and general solutions
read

Êjx = γ exp [ikjz · z] + η exp [−ikjz · z]−

(
k2

j − k2
x

)
Idl

2kjzωε∗j
exp [ikjz · |z − d|] ,

Ĥjx = α exp [ikjz · z] + β exp [−ikjz · z] (3)

where α, β, γ and η are complex constants. For solution regions 1 and 3 (cf. Fig. 1) the solutions
must be source-free and outward-propagating only. Next, assuming continuity of the tangential
components of the fields across the boundaries gives:
2.2. Solution region 1

Ĥ1x = c1 exp [ik2z · z0 + ik1z (z − z0)]− 2ic2 sin (k2z · z0) exp [ik1z (z − z0)] (4a)

Ê1x = ωµ0c3 exp [ik2z · z0 + ik1z (z − z0)]− 2ic4ωµ0 sin (k2z · z0) exp [ikiz (z − z0)]

−ωµ0

(
k2

2 − k2
x

)
Idl

ik2
2k2z

sin (k2z · d) exp [ik2z · z0 + ik1z (z − z0)] (4b)

2.3. Solution regions 2A and 2B

Ĥ2x=c1 exp [ik2z · z]− 2ic2 sin (k2z · z) (5a)

Ê2z=ωµ0c3 exp[ik2z ·z]−2iωµ0c4 sin(k2z ·z)−ωµ0

(
k2

2 − k2
x

)
Idl

ik2
2k2z

sin(k2z ·d)exp[ik1z ·z], d<z<z0

Ê2z=ωµ0c3 exp[ik2z ·z]−2iωµ0c4 sin(k2z ·z)−ωµ0

(
k2

2 − k2
x

)
Idl

ik2
2k2z

sin(k2z ·z)exp[ik1z ·d], 0<z<d

(5b)

2.4. Solution region 3

Ĥ3x = c1 exp [−ik3z · z] , Ê3x = ωµ0c3 exp [−ik3z · z] (6)
Finally, we assume continuity of the y-component of the E- and H-field across the same two

interfaces. Hence, we obtain four independent equations giving the solution for the coefficients c1,
c2, c3 and c4. The linear system of equations can be written as:




a1 a2 a3 a4

a3 a4 a5 a6

a7 a8 a9 0
a9 0 a10 a11







c1

c2

c3

c4


 =




b1

b2

0
b3


 (7)
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where

a1=
[
k1z

(
k2

2−k2
x

)−k2z

(
k2

1−k2
x

)]
exp [i2k2z · z0] , a2 =k2z

(
k2

1 − k2
x

)
+ k1z

(
k2

2 − k2
x

)− a1 (8a)

a3=kxky

(
k2

2−k2
1

)
exp [i2k2z · z0] , a4 =kxky

(
k2

2−k2
1

)−a3 (8b)

a5=
[
k2

2k2z

(
k2

1−k2
x

)−k2
1k1z

(
k2

2−k2
x

)]
exp[i2k2z ·z0] , a6 =−k2

2k2z

(
k2

1−k2
x

)−k2
1k1z

(
k2

2−k2
x

)−a5(8c)

a7=k3z

(
k2

2 − k2
x

)
+ k2z

(
k2

3 − k2
x

)
, a8 =−2k2z

(
k2

3 − k2
x

)
, a9 =kxky

(
k2

3 − k2
2

)
(8d)

a10=−k2
3k3z

(
k2

2 − k2
x

)− k2
2k2z

(
k2

3 − k2
x

)
, a11 = 2k2

2k2z

(
k2

3 − k2
x

)
(8e)

b1=
[
Idlkxky

(
k2

2 − k2
x

)
sin (k2z · d)

(
k2

2 − k2
1

)]
exp [i2k2z · z0] / (ik2zk2) (8f)

b2=−iIdl sin (k2z · d)
[(

k2
1 − k2

x

) (
k2

2 − k2
x

)− k1zk
2
1

(
k2

2 − k2
x

)2
/

(
k2zk

2
2

)]
exp [i2k2z · z0] (8g)

b3=Idl
(
k2

2 − k2
x

) (
k2

3 − k2
x

)
exp [i2k2z · d] (8h)

Having solved for these two components, the remaining field components are given as (follows
from combinations of the doubly spatially Fourier transformed Maxwell’s equations):

Êjy =
[
−kxkyÊjx + iωµ0∂zĤjx

]
/

(
k2

j − k2
x

)
, Êjz =

[
ikx∂zÊjx + kyωµ0Ĥjx

]
/

(
k2

j − k2
x

)
(9a)

Ĥjy =
[
−iωε∗j∂zÊjx − kxkyĤjx

]
/

(
k2

j − k2
x

)
, Ĥjz =

[
−ωε∗jkyÊjx + ikx∂zĤjx

]
/

(
k2

j − k2
x

)
(9b)

Finally, the primary (reference) fields are found after employing an inverse spatial Fourier trans-
form over the y-coordinate. Up till now, we have considered a HED-source polarized in the cross-line
direction. The case of an inline polarized source can be solved in a very similar manner using simple
coordinate transformations.

2.5. Scattered (Difference) Field Solution

Subtracting the reference model from the general model give the difference fields [7]:

∇× E
d = iωµ0H

d
, ∇×H

d = −iωε∗Ed − iω∆ε∗E0 where ∆ε∗ = ε∗ − ε0∗ ∼= i∆σ/ω (10)

In Eq. (10) the term −iω∆ε∗E0 can be interpreted as a generalized source where E
0 represents the

reference solution of the electric field. Moreover, for a conductive medium ∆ε∗ can be interpreted
as the scaled difference between the total 2-D conductivity and the 1-D background conductivity.
Since we assume a 2.5-D formulation it implies that the electric parameters vary in two dimensions
only. But the source is a dipole of finite-length, hence a 3-D one. A spatial Fourier transform
of Eq. (10) can be carried out along the invariant x-direction. Combination of these transformed
equations (scalar versions) give coupled equations for Ẽd

x and H̃d
x , the difference, along-strike fields

in the spatial FT-domain (with γ2 = k2
x − k2):

∂y

[
σ∂yẼ

d
x/γ2

]
+∂z

[
σ∂zẼ

d
x/γ2

]
−σẼd

x =∆σẼ0
x+ikx

[
∂y

(
∆σẼ0

y/γ2
)
−∂z

(
∆σẼ0

z/γ2
)]

+ikx

[
∂y

(
1/γ2

)
∂zH̃

d
x−∂z

(
1/γ2

)
∂yH̃

d
x

]
(11a)

∂y

[
∂yH̃

d
x/γ2

]
+∂z

[
∂zH̃

d
x/γ2

]
−H̃d

x =
[
−∂y

(
∆σẼ0

z/γ2
)
+∂z

(
∆σẼ0

y/γ2
)]

+kx

[
∂y

(
1/γ2

)
∂zẼ

d
x−∂z

(
1/γ2

)
∂yẼ

d
x

]
/ (ωµ0) (11b)

The (∼)-symbol has been introduced to remind that the field components are spatially Fourier
transformed. To compute the response of a finite source, a range of non-zero kx-values must be
considered to represent the fields in the FT-domain. In the actual implementation we use a total
number of 12 equally spaced (in the logarithmic domain) wavenumbers ranging from 0 to 0.013m−1.
Now assume the along-strike total field components Ẽx = Ẽ0

x + Ẽd
x and H̃x = H̃0

x + H̃d
x are given.

The other components can be calculated by numerical differentiation of these principal components
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employing the following equations [derived from Eq. (10) after spatial FT]:

Ẽy=
[
−iωµ0∂zH̃

d
x−ikx∂yẼ

d
x+iωµ0∆σẼ0

y

]
/γ2+Ẽ0

y ,

Ẽz=
[
iωµ0∂yH̃

d
x−ikx∂zẼ

d
x+iωµ0∆σẼ0

z

]
/γ2+Ẽ0

z

(12a)

H̃y=−
[
σ∂zẼ

d
x+ikx∂yH̃

d
x +ikx∆σẼ0

z

]
/γ2+H̃0

y ,

H̃z=
[
−ikx∂zH̃

d
x +σ∂yẼ

d
x+ikx∆σẼ0

y

]
/γ2+H̃0

z

(12b)

Equations. (11a) and (11b) are 2-D elliptical partial differential equations. They were solved
numerically employing a finite-difference scheme with all first derivatives being represented by
centered two-point operators as shown in Eq. (13):

a(i+1/2, j) · {U(i+1, j)−U(i, j)} 1
∆y2

+a(i−1/2, j) · {U(i−1, j)−U(i, j)} 1
∆y2

+a(i, j+1/2) · {U(i, j+1)−U(i, j)} 1
∆z2

+a(i, j−1/2) · {U(i, j−1)−U(i, j)} 1
∆z2

+b(i, j)U(i, j)=s(i, j) (13)

where U represents the along-strike electric or magnetic field components, a and b are space-variant
and complex coefficients, ∆y and ∆z represent grid sizes and s is the discrete representation of the
generalized source term. The system in Eq. (13) can be written formally as Mū = s̄, where M
is a complex matrix containing the known space-variant FD-operators, ū is the complex EM-wave
vector (to be solved) and s̄ is the known complex source vector. In the actual implementation,
M is modified taking into account the boundary conditions. We used here a complex two-point
absorbing boundary condition [4]. The matrix M will be a big and sparse matrix of dimension
N ×N where N is equal to the total number of grid points. Hence, one needs an efficient way of
storing non-zero numbers. Here we chose to use the so called compressed sparse row (CSR) format.
The system in Eq. (13) was solved iteratively employing the conjugate gradient method. Prior to
this, the system was preconditioned using incomplete LU factorization (ILU), and transformed to
its normal-equation form:

M̂T ∗M̂ū = M̂T ∗ ˆ̄s where M̂ = K−1M, ˆ̄s = K−1s̄ (14)

where T means taking the matrix transpose the asterix denotes complex conjugating and K is the
preconditioning matrix. The system matrix M̂T ∗M̂ in Eq. (14) is Hermitian. In such a case it can
be shown that an iterative formulation of Eq. (14) based on the conjugate gradient method will be
stable [8]. The coupled Eqs. (11a) and (11b) are solved in an alternating fashion by including the
coupling terms on the right-hand sides of the equations in the source term.
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Figure 2: (a) Schematics of test model, (b) Relative magnitude and (c) residual phase of inline polarized HED-
source (e. g., with and without hydrocarbon layer). Maximum source-receiver offset was 8 km. Comparison
with CSEM1D-program (solid curve).
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3. VALIDITY OF THE METHOD

There is a general lack of analytical expressions for 2-D models, so our method was tested against
the program CSEM1D, which calculates the response of a Hertz-dipole source in the frequency-
domain for a 1-D model. The CSEM1D-program is based on the theory described by Chave and
Cox (1982) [2]. Fig. 2(a) shows a sketch of the test model. The HED-source was placed 50 m
above the seafloor and had an operating frequency of 0.25Hz. A water depth of 200 m guaranteed
a significant airwave contribution. The conductivities of the overburden and the 200 m thick oil
layer were 1 Ω-m and 50 Ω-m, respectively.

Field components were computed for an inline polarized source and receivers placed on the
seafloor. Our code showed good agreement with the CSEM1D-program (cf. Figs. 2(b) and (c)),
where we have computed the relative (horizontal) electric field, e. g., the ratio between the Ey

response associated with the hydrocarbon layer and a homogeneous subsurface, respectively.
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Comparison of Different Finite-difference Schemes of Modeling
Marine Controlled-Source Electromagnetic Fields for

Hydrocarbon Exploration

Dagang Wu, Ji Chen, and Ce Liu

The University of Houston, USA

Abstract— In this paper, two different finite difference schemes, based on vector-scalar poten-
tial formulation and direct electric field formation, are developed for modeling marine controlled-
source electromagnetic survey. These methods are applied to analyze a typical hydrocarbon
exploration environment. Based on the results of our simulation, we compare these two methods
in terms of their numerical accuracy and efficiency.

1. INTRODUCTION

In the past two decades, the marine controlled-source electromagnetic (MCSEM) method has been
used to determine sub-seafloor electric resistivity for hydrocarbon explorations [1, 2]. A typical
MCSEM survey configuration is illustrated in Figure 1. This method places receivers on the seafloor
to collect signals generated from one or several transmitters towed and powered from a ship. The
electric and magnetic fields, collected by receivers, are the results of interactions between the
electromagnetic signals with the seawater and sub-seafloor. Various numerical approaches have
been used to model such electromagnetic field response in MCSEM method [3, 4] and the focus of
this paper is on finite difference (FD) methods [5–9].

transmittertransmitter receiversreceiverstransmittertransmitter receiversreceivers

 

Figure 1: MCSEM survey configuration.

The conventional finite difference method, based on second-order Maxwell’s equation [3, 5], has
been widely applied to analyze geophysical and electromagnetic problems ranging from direct cur-
rent (DC) to higher frequencies. Recently, a vector-scalar potential FD formulation has been
proposed and applied for low-frequency magnetotelluric (MT) and electromagnetic induction prob-
lems [6–9]. In this paper, these two different approaches are implemented and used to analyze
typical MCSEM applications.

2. METHODOLOGY

The conventional finite-difference method is based on the solution of Maxwell’s equations [3, 5].
Since the operating frequencies of MCSEM survey are often below 1MHz, the effect of displacement
current can be ignored from Maxwell’s equations. Therefore, we can easily arrive at the following
vector Helmholtz equation for electric fields as:

∇×∇×E′ + jωµ0σ
′E′ = −jω

(
σ − σ0

)
E0 (1)

where ω is the angular frequency, µ0 is free space permeability, σ′ is electrical conductivity, σ0

is the conductivity of the background medium, and E0 is the primary electric fields produced by
the transmitter in the background medium. The Dirichlet boundary condition of electric fields
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(n × E|∂Ω = 0) is applied to terminate simulation domains. The total electric fields collected
by receivers are computed by summing the primary electric fields and scattered electric fields E′
calculated by Equation (1). The FD method used to solve Equation (1) is referred to as the direct
FD method.

The second finite-difference method developed here is based on vector-scalar potential formula-
tion as described in [6–10]. We refer this method as the mixed-potential FD method. Following
the derivation described in [6–10], we can obtain the second-order partial differential equations for
the mixed vector-scalar potentials as:

B = µ0∇×A
E′ = −jωµ0A−∇A

∇ ·A = 0

}
=⇒

{ ∇2A− jωµ0σ
′A− σ′ · ∇V = − (

σ − σ0
)
E0

jωµ0∇ · (σ′A) +∇ · (σ′ · ∇V ) = ∇ · [(σ′ − σ0
)
E0

] (2)

To terminate simulation domains, we employ Dirichelet boundary condition for scalar potential V
and mixed boundary conditions for vector potential A [10], shown as the following equations

V |∂Ω = 0
n×A|∂Ω = 0

∂(n ·A)
∂n

|∂Ω = 0





(3)

Similar as the direct FD method, the total electric field is composed of primary electric field and
scatter electric field obtained from (2) with boundary Equation (3).

Both these two finite-difference methods are employed on Yee’s staggered grid to solve Maxwell’s
equation or vector-scalar potential formulation numerically [5–10]. After solving the system matrix
generated from the direct FD method and the mixed-potential FD method, total electric fields and
corresponding magnetic fields collected by the receivers can be obtained.

3. NUMERICAL EXAMPLE

A three-dimensional MCSEM survey example, shown in Figure 2, is analyzed using the direct FD
method and the mixed-potential FD method described briefly above. A cylindrical disk model
representing hydrocarbon reservoir is embedded in the seafloor. The radius of this disk model is
500m. Other geometrical parameters along with the electrical conductivities of seawater, seafloor
and disk model are illustrated in Figure 2. The transmitter is modeled as one electric dipole along
the x direction and the receivers are offset from the transmitter from 80–1000 m in the x-direction.
The operating frequency is chosen to be 1 Hz. The received electric fields along the x-direction
at different receivers calculated by the direct FD method and the mixed-potential FD method are
shown in Figure 3 and excellent agreement between these two methods is observed. This can be
easily proven that these two methods have same accuracy theoretically since they are both derived
directly from Maxwell’s equations.

As mentioned in [7–10], in terms of solution speed, the mixed-potential FD method shows some
advantages over the direct-FD method because it generates a system matrix that is more suitable
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Figure 2: Simulation model. Figure 3: Simulation results.
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for iterative matrix solvers. However, this has only been validated by electromagnetic induction
problems and MT problems in land environment. In Table 1, we show the convergence rate and the
CPU time of these two methods applied to the problem described in Figure 2. In the simulations,
the same uniform grid is applied for both methods. BiCGStab method with Jacobi preconditioner
is employed to solve matrices produced by these two FD methods and the tolerance of iterative
solver is set to be 10−6. The results at different frequencies are tabulated in Table 1.

Table 1: Convergence comparison of direct FD and mixed-potential FD methods.

Iteration steps CPU time(s)

Grid size(m) Frequency(Hz) Direct FD Mixed-potential FD Direct FD Mixed-potential FD

50 0.01 > 500 200 > 510 194

0.10 > 500 208 > 510 202

1.00 190 > 500 194 > 400

5.00 55 > 500 58 > 400

From Table 1, it is observed that the mixed-potential FD has faster convergence rate than that
of the direct FD at low frequencies, while this is no longer true at higher frequencies. This phe-
nomenon might be explained as follows. In MCSEM survey modelings, large grid size (20∼100 m)
is often used in mixed-potential FD formulations because simulation models have very large dimen-
sions (1000∼4000m). Unfortunately, at higher frequencies, this could make the mixed-potential
FD system matrix no longer block-diagonal dominant [7, 8]. Consequently, this will increase the
condition number of the system matrix and lead to slow convergence for iterative matrix solvers.
On the other hand, the mixed-potential FD has shown an advantage over direct FD when small
grid sizes were applied [7–10], where block-diagonal dominance is satisfied.

4. CONCLUSIONS

In this paper, two numerical finite-difference approaches, the direct FD method and the mixed-
potential FD method, are formulated and implemented to simulate controlled-source electromag-
netic survey in marine environment. Their accuracies and efficiencies are compared by numerical
examples. From our simulation results, we observe that these two different methods have a similar
numerical accuracy while the efficiencies of these two methods may depend on specific applications.
Based on our preliminary numerical experiments, we found that the mixed-potential FD method
may not always be advantageous than over the direct FD method in MCSEM survey modelings.
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The New Progress in Near-surface Seafloor Exploration by
Transient Electromagnetic Method

Jun Lin, Changsheng Liu, Yan Wang, Fengdao Zhou, and Hui Li
Key Lab of Geo-Exploration and Instrumentation, Jilin University, Ministry of Education

Changchun, China

Abstract— Transient electromagnetic method has been used to investigate the conductivity of
seafloor since late 20th century. When the exploration was done, two antennas of large separation
distance were placed over seafloor, and the step response is measured. In this paper, we study the
exploration of seafloor conductivity by measuring the inductive voltage of receiver loop, which is
the time derivative of step response. A configuration of central loop is used. Its transmitter loop
is small and a smaller receiver loop is placed in the center. An instrument system which can be
put into water and controlled from the computer on ship is developed for the exploration. Because
the configuration is small and part function of the instrument system is specially designed for
measurement during moving, high efficient, towed exploration can be easily achieved. Finally, an
experiment of seafloor exploration was performed in Hulu Island, Liaoning province, and two oil
pipelines are found.

1. INTRODUCTION

In recent years, oceanic resource exploitation and seafloor engineering are paid more attention to,
and geophysical exploration in ocean is demanded heavily. Many geophysical methods were de-
veloped and used for ocean exploration [4]. As a basilic way of geophysical exploration, transient
electromagnetic method was also attempted to be applied to seafloor exploration [6]. The research
of transient electromagnetic exploration on seafloor mainly focused on various dipole-dipole sys-
tems, in which theoretical step responses for various dipole-dipole configurations located on seafloor
surface were studied [1–3, 7]. And horizontal, in-line, electric dipole-dipole system and horizontal,
coaxial, magnetic dipole-dipole system were applied to the exploration experiments of sea floor
[5, 6]. In the exploration, configurations were located on seafloor, and instrument systems, com-
monly used for land exploration, were placed on ship. The survey data was finally inversed to get
the conductivity of half-space seafloor. This paper studies the project of seafloor exploration by
measuring the derivative of step response — inductive voltage of central loop which is commonly
used on land, and putting both instrument system and antennas in water for continuously towed
measurement.

2. THE INDUCTIVE VOLTAGE OF CENTRAL LOOP ON SEAFLOOR

Based on electromagnetic theory, taking both seawater and seafloor as half-space, the inductive
voltage of central loop on seafloor can be computed. Assuming the seawater conductivity is 3 S/m
which is close to the real value of ocean, when the seafloor conductivity is changed, the inductive
voltage curves of receiver loop, which are function of time, are showed in Figure 1. The inductive
voltage curve varies with seafloor conductivity. The seafloor of small conductivity can be distin-
guished in early time and the seafloor of high conductivity can be distinguished in late time. Thus
by measuring the inductive voltage in receiver loop, the seafloor conductivity can be determined.

3. THE INSTRUMENT SYSTEM FOR SHALLOW SEAFLOOR EXPLORATION

During the exploration on seafloor, the antennas are located on seafloor. In order to avoid the
negative effect of survey ship and long transmission cable between instrument and antennas, the
instrument system should also be put into water close to the antennas. According to the require-
ments of seafloor exploration, a suit of instrument system, STEM-I, is developed by our lab. In
STEM-I, transmitter and receiver are incorporate, so that the volume of the instrument system
is small and can be placed in a small hermetical container. This system can output current of
70A, and has maximum sampling rate of 5µs, and is able to distinguish the minimum voltage of
1µV. More than 10 G memory may be used to store measure data. When STEM-I is used for
seafloor exploration, the instrument system in water can be controlled by upper computer on ship
through cable, and the measure data can be transmitted to upper computer for display on time at
a transmission rate more than 6 M/s. STEM-1 may start data measure by user’s triggering. It can
also do it by itself according the time that user set in advance.
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Figure 1: The inductive voltage of central loop. The radius of transmitter loop, a, is 10 meters. The seawater
conductivity σs is 3 S/m, and the seafloor conductivity σ1 is changed from 0.001 to 1000 S/m.

4. THE CONTINUOUS SCAN OF SEAFLOOR

When small body in seafloor or refined boundary of different seafloor conductivity is investigated,
it is necessary to detect the seafloor at small station distance. If this is done by the traditional
way, in which the antennas are placed on each station and stopped for measure, the work efficiency
is very small, and the station distance can not be too small. So we measure the transient response
of seafloor continuously during sailing. The survey ship tows the antennas and instrument system
above seafloor along the survey line. Measure time interval which decides the station distance with
the speed of ship is input through upper computer before exploration. When the antennas are on
the start station of survey line, the measure begins and then repeats ceaselessly and automatically
after each time interval until the whole line is finished. The time interval can also be zero, and
then the measure will be uninterrupted.

5. A CASE OF SEAFLOOR PIPELINE EXPLORATION

An experiment was carried on in Hulu Island, Liaoning province. The depth of sea was about 20
meters and the surface of seafloor was covered by sand and silt and was flat. From the known
information, we knew that there was oil pipeline in the seafloor, but didn’t know its exact position.
In order to find the pipeline, we used a small central loop with transmitter loop of 2 × 2m, and
continuously scanned the seafloor by STEM-1. The speed of survey ship is about 0.75 m/s. By
the exploration, we found two pipelines in the seafloor and got it position. Figure 2 is the profile
between 800 and 900m in survey line. There is a peak around 827 m, which indicates the existence
of a high conductive body, oil pipeline, in this position.
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Figure 2: The profile of inductive voltage in Hulu island.

ACKNOWLEDGMENT

This research is funded by 863 Program of China under grant 2002AA615030. The authors are also
grateful to all the members in EM group of the Key Lab of Geo-Exploration and Instrumentation,



1138 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

for their work in this research.

REFERENCES

1. Cheesman, S. J., R. N. Edwards, and A. D. Chave, “On the theory of sea-floor conductivity
mapping using transient electromagnetic systems,” Geophysics, Vol. 52, No. 2, 204–217, 1987.

2. Edwards, R. N. and A. D. Chave, “A transient electric dipole-dipole method for mapping the
conductivity of the sea floor,” Geophysics, Vol. 51, No. 4, 984–987, 1986.

3. Edwards, R. N., “Two-dimensional modeling of a towed in-line electric dipole-dipole sea-floor
electromagnetic system: The optimum time delay or frequency for target resolution,” Geo-
physics, Vol. 53, No. 6, 846–853, 1988.

4. He, J. S. and L. Z. Bao, “The situation and progress of marine electromagnetic method reseach
(in Chinese with English abstract),” Progress in Geophysics, Vol. 14, No. 1, 7–39, 1999.

5. Wang, Y. X., J. L. Wang, J. Y. Wang, et al., “The research of conductivity on sea-floor by
transient electromagnetic system (in Chinese with English abstract),” Chinese Journal of Geo-
physics, Vol. 41, No. 6, 841–847, 1998.

6. Yang, J. W. and R. N. Edwards, “Controlled source time-domain electromagnetic methods for
sea-floor conductivity mapping (in Chinese with English abstract),” The Chinese Journal of
Nonferrous Metals, Vol. 8, No. 4, 705–713, 1998.

7. Zheng, R. S., “Forward modeling for transient electromagnetic response of ocean bottom reser-
voir model (in Chinese with English abstract),” Journal of Oil and Gas Technology, Vol. 27,
No. 2, 190-193, 2005.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1139
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Prospecting the Deep and Periphery Mine by RRI Inversion
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Abstract— With the development of our country’s economy, it is necessary that more and more
mine resource is produced. After exploiting the earth’s surface mine many years, the target of
mine prospecting is turn to deep, peripheral area. In this paper, the author expatiate the effect of
the high frequency MT method by the stratagemTM EH-4 electrical conductivity image-forming
system, and use RRI inversion, the method can prospect the mine field in specifically depth, so
this method can forecast advance the geologic struc-ture and mineralize abnormity of the work
area .Whereafter, the paper bring forth the successful result by analyzing the field data.

1. INTRODUCTION

With the development of our country’s economy, it is necessary that more and more mine resource
is produced. So it is a hidden trouble for our economic development and our mine resource steady
supply that little mine resource reserves. For the mine deep and periphery areas, it is difficult to seek
mine resource by traditional tracing the earth’s surface mineral way. The mine prospecting must
close combine with geophysical method and drill information, etc. Obtaining more accurate and
abundant geology information, synthesizing traditional geological method, geochemistry method
and geophysical method, we can carry out important breakthrough in mine prospecting. For most
reserves critical mine, it is best way for potential superseding mine resource that prospecting deep
and periphery area on mine. Because the current mine has been a long time prospecting, the most
potential mine resource in the deep and periphery area. In this case, it is a kind of fast, precision,
economic method that estimating macroscopically the deep and periphery mineral body by making
full use of various geophysics methods. This paper introduces a kind of fast geophysics method
to prospecting the mine resource, it is High Frequency Magnetotelluric Method (HMT), the HMT
method’s frequency range from 10 Hz to 100KHz, using the StratageTM EH-4 conductivity imaging
system that made in USA. The paper analyses the field data in a mine in Inner Mongolia by RRI
inversion. It indicate that the HMT method have the virtue of high accuracy, high resolution, fast
and convenience.

2. BRIEF INTRODUCTION OF HMT AND EH — 4 CONDUCTIVITY IMAGING
SYSTEM

2.1. The Principle of HMT Method
The MT method is a kind of geophysical method that studies the earth crust . The source is
natural electromagnetism field, when the EM wave transmits in underground, because of the elec-
tromagnetic induction effect, the electromagnetism field of the ground will include the information
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of geological body’s resistivity. The difference of HMT, MT, AMT is the frequency range. MT
method uses the lower frequency EM wave , range from n× 10−3 Hz to n× 102 Hz, AMT method
uses the EM wave frequency range from n Hz to 8192 Hz. Both MT and AMT use the lower fre-
quency, so the exploratory depth is deeply; But the HMT method use the EM wave frequency
range from 10 Hz to 100 kHz, higher frequency than the MT and AMT, The HMT method can
prospect 1000 meters underground. At the same time, the higher frequency of HMT has more anti-
interference ability. It’s working frequency scope is in Figure 1.

2.2. The EH — 4 Conductivity Imaging System

The StratageTM EH - 4 conductivity imaging system is the geophysical instrument that made by
the American company of EMI and Geometrics, it measures the electrical resistivity of the earth
over depth ranges of a few meters to greater than one kilometers. This system uses natural and
man-made electromagnetic signals. The instrument can be use for continuous electric conductivity
section prospecting in steep area, That system measures the electric field ponderances EX, EY and
magnetic field ponderances HX, HY, then obtains the resistivity sounding curve by FFT and power
spectral density calculation, the higher frequency field data reflects the geology characteristic of the
shallow earth, the lower frequency field data reflects the deep earth. Its work setting is in Figure 2.

Analog front end module 

Figure 2: The layout map of EH-4 system.

3. THEORY OF RRI INVERSION

In the Cartesian system of coordinates, we suppose that the X axes parallel with the 2D structure,
the Y axes perpendicularity the 2D structure, and the Z axes downhill. Neglecting the magnetism
of iron ands displacement current, by the Maxwell square of low frequency EM wave, we can get
the following formula through deduction for the TE and TM mode:

{ ∇2Ex = −iωµσ(y, z)Ex
∂Ex

∂z
= iωµHy

(1)

{ ∇2Hx +∇ρ · ∇Hx = −iωµ0Hx

ρ
∂Hx

∂z
= Ey

(2)

Formula (1) and (2) are equations of TE and of TM mode, when we give the boundary condition,
we can simulate forward model.

Define variable to the TE and mode of TMs respectively:

V =
1
E

∂Ex

∂z
= iωµ

Hy

Ex
U =

ρ

Hx

∂Hx

∂z
=

Ey

Hx
= Zyx

Make the disturb analysis, and then establish the line integral calculus equations between data
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disturbing and model parameter disturbing:




δdxy =
2

V (yi, 0)
δV =

∫ 2σ0(z)E2
x, 0 (yi, z)

Ex, 0 (yi, 0)Hy, 0 (yi, 0)
δ(lnσ)dz

δdyx =
2

U (yi, 0)
δU =

∫ −2σ0(Z)E2
y, 0 (yi, z)

Ey, 0 (yi, 0)Hx, 0 (yi, 0)
δ(lnσ)dz

(3)

δdxy and δdyx are difference between the field data and the theories data for the TE and TM
mode, σ0(z) is the electrical conductivity before change model, Hy, 0 (yi, 0), Ex, 0 (yi, 0), Hx, 0 (yi, 0)
and Ey, 0 (yi, 0) are respectively the value of magnetic field and electric field in the i site that before
change model, Ey, 0 (yi, z) and Ex, 0 (yi, z) is the theories electric field in the i site originally model
or current iterative model.

In 2D inversion, we formulate the objective function considering horizontal and vertical of asym-
metry

Q (yi) =
∫ [

∂2m (yi, z)
∂f2(z)

+ g(z)
∂2m(y, z)

∂y2

∣∣∣∣
y=yi

∂2z

∂f2(z)

]2

df(z) (4)

This is a Laplace norm number in all sites. The function f(z) can control the length of a mark,
and can be used to measure different depth of structure, take f(z) = ln (z + z0), and constant
z0 is usually selected by surface resistivity and is the skin depth of the highest frequency. Take
m = ln(σ) = − ln(ρ). g(z) is a punishment factor that control the horizontal direction structure.

Figure 3: The inversion result of model with different type of data ((a)forward model, (b) TM mode, (c) TE
mode, (d) united with TM and TE mode).
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4. THE RESULT OF THEORETICAL MODEL INVERSION

For the sake of testing inversion result, validating inversion effect, this paper carries on 2D RRI
inversion for two theories models.

In Figure 3(a), in homogeneousbe half space, the background resistivity is 1000Ω·m, there has a
low resistivity body cover 200 m×160m underground 200meters, the low resistivity body is 100 Ω·m.
We adopt the mesh of 50 m×40 m in this model, taking the frequency scope as the 10 Hz∼100 kHz,
we calculate the forward model. When we carry on the 2D RRI inversion use the result of forward
model, we choose the original model’s resistivity is 1000Ω·m, establish its horizontal mesh size just
equal to the forward model, the vertical mesh size is 10m in the top three layers, the rest of the
layer thickness will be 1.1 multiply step by step. We can get the inversion result of TM mode, TE
mode, united with TM and TE mode, and will get such as the Figures 3(b) to 3(d) inversion result.
Because of the mesh size of the model invariable, inversion time all about 8 minutes.

In Figure 3(b), the mode of TM ,there is a vertical low resistivity body , because of the influence
of a low resistivity near earth surface, this is caused by the static effect obviously. In Figure 3(c),
the mode of TE , can prospecting the site and size well .Contrast the mode of TM and mode of TE,
we can know, for same section, the data influence of the mode of TM by the static effect bigger than
in the data of the mode of TE. In Figure 3(d), the mode of united with TM and TE, can prospecting
the site and size, too. Moreover, its background value even closes to the true circumstance.

According to the analysis of the three inversing models, we find that as long as we choose the
reasonable original electric resistivity value, establishing the reasonable mesh size, we can get good
inversion result. And that, we can carry on 2D RRI inversion in the common PC, the speed very
quick (usually from several minutes to more than ten minutes), this makes 2D RRI inversion have
greatly practical value.

5. FIELD DATA STUDY OF INNER MONGOLIA MINE

There has two HMT method lines in The Inner Mongolia mine, two lines (linn1, line2) are mutual
parallelism, and two lines are apart from the 200 m mutually. There are four drills in line 1, there
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Figure 4: The synthetic cross section in line one.
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Figure 5: The synthetic cross section in line two.

are one drills in line 2. All drills information indicate that there are mineralize under ground 80 m,
special below earth’s surface range from 200 m to 500m.

Figure 4 and Figure 5 are the scale united with the TE and TM RRI inversion maps respectively,
and synthesizing the drill information and the geological data. In Figure 4, there is a 300 Ω·m low
resistivity body in line 1 , it’s in site 180∼880, the elevation is 560m∼1150m, we speculate that it
is a mineral area. In Figure 5, there is a 300Ω·m low resistivity body in line 2 , it’s in site 80∼660,
the elevation is 600 m∼1150m, we speculate that it is a mineral area.

Contrasting the Figure 4 with Figure 5, we find the line 2 and line 1 very resemble of the
electricity characteristic, both of them have a bigger low resistivity abnormality from 600 m to
1150m at the elevation we speculate that it is a mineral area. Because the quartz is brittleness,
there is much cranny, and well connection, so the mine of the low resistivity fill in the cranny,
hence, the dense mineral body reflects the whole electricity characteristic of be like the Figure 4
and Figure 5.

According to the drill information, ZK87 hole, the mineralize body from underground 141.5 m
to the 502.63 m, the thickness amounts to the 361.13 m; ZK89 hole, the mineralize body from
underground 83.5 m to the 467.9m, the thickness amounts to the 384.4 m; ZK90 hole, the mineralize
body from underground 74.8 m to the 633.2 m, the thickness amounts to the 558.4 m; The ZK5(8)
hole, the mineralize body from underground 110.4 m to the 302.4m, the thickness amounts to the
192m.ZK20601 hole of the line 2, the mineralize body from underground 97.3m to 606.2 m, the
thickness amounts to 472.5 m; All drills information indicate that the better mineralize body from
underground 200 m to the 500m. Figure 4, Figure 5 fit the drills information very well.

6. CONCLUSIONS

According to the mineral prospecting by using EH-4 electric conductivity imaging system in Inner
Mongol, we draw a conclusion that the HMT method is effective in prospecting deep and peripheral
area, the electromagnetism array profile (EMAP) can inhibit the static effect effectively, the space
filter technical minishes the influence of the topography, Moreover, the HMT method has the
advantages of prospecting large depth, high accuracy and high resolution. At the same time,
contrasting the theoretical model with field data inversion, we can see that the RRI inversion is
a steady algorithm, consuming little time. As long as we according to actual circumstance (the



1144 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

various foregone information), carry on the initialize model reasonably, and choose the better mesh
density, can get good result.

The HMT method can not only be applied to the metallic mineral prospecting, but also can
be applied to engineering geological survey, looking for the groundwater, prospecting the shallow
geological structure. It is a kind of promising geophysical method.
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Abstract— After decades of research and development, Marine Controlled Source Electromag-
netic (MCSEM) has come into the application phase. It has shown good practical effect, but the
3D modeling is far from practical stage. Based on the modeling of 3D frequency-domain MCSEM
to a complicated target body and sensitivity analysis, a method which can quantificationally de-
limit boundary of anomaly body is described in the paper. For air-wave-dominated far field zone,
we suggest to adopt the theory of plane wave to calculate apparent resistivity thereby improving
the adaptability of the method.

1. INTRODUCTION

In the past decades of years, the theoretical research and practical application of MCSEM have
undergone hard process. The initial research began early in 1970’s [1], but only in the recent
years when digital instrument [3, 6], data processing algorithm [7] and interpretation method are
significantly developed, MCSEM came into application phase [2–5, 8]. Presently, the widely adopted
inversion is 1D. Although 1D inversion result is approximate, it is very useful [9]. In 2004, Mittet
and Ellingsrud (2004) released their 1D inversion algorithm and result, which indicates that 1D
inversion can identify hydrocarbon layer.

In 2002, Eidesmo used 2D finite element algorithm to study boundary effect of MCSEM (Ei-
desmo, et al., 2001). Because the 2D EM modeling is not a suitable method to describe anomaly
feature, it is seldom used in MCSEM, and the general used is 3D modeling. In recent years, 3D
modeling of MCSEM has been developed rapidly. Numerous 3D modeling algorithms are brought
forward, thereinto Zhdanov from Utah University is a representative. Ueda adopted quasi-linear
approximate algorithm to do rapid CSEM modeling [11] thereby remarkably speeding calculation
and ensuring precision. The algorithm gives good result to practical data. When there is more
than one source, it consumes more time. Zhdanov and Wan (2005) use 3D integral equation algo-
rithm to do CSEM modeling to complex model with inhomogeneous background. As a result, the
hydrocarbon reservoir is accurately imaged with constrain from known salt dome or volcanic body.
Zhdanov and Wan (2005) also used the algorithm to do rapid migration image to MCSEM data.
The result indicates that the algorithm is an effective method for imaging submarine resistive body.
In addition, Zhdanov and Yoshioka (2005) have done 3D iteration inversion to MCSEM data.

Modeling of time-domain MCSEM is late than that of frequency-domain, but according to 1D
and 3D modeling results released by Um and Alumbaugh (2005), the time-domain EM is sensitive
to small-sized reservoir. When pulse period and T-R spacing are selected suitably, noise can be
significantly suppressed and data precision can be improved. It can also reduce the influence of air
wave to time-domain EM field in shallow water.

The paper presents the remarkable improvement on the practicability of the algorithm based on
the 3D integral equation algorithm presented by Zhdanov. The improved algorithm can realize the
modeling of complex practical data. In addition, an approximate quantitative method delimiting
resistive body is presented in the paper based on the modeling to different models. The paper
also discussesed how to make frequency-domain CSEM method effective in the air-wave-controlled
environment.

2. CREATING OF COMPLEX MODEL FOR INTEGRAL EQUATION ALGORITHM

Zhdanov recently presented an integral equation algorithm which can realize the modeling to a
model with inhomogeneous background. The algorithm adopts Green function to calculate the
response of an 1D horizontal layered model. It can also conduct 3D EM modeling to the model
with inhomogeneous resistivity background. The modeling result to a geology model composing
several anomaly bodies which have the same geo-electric feature also is presented in the paper.
The algorithm shows considerable application foreground. But in the paper there is no detailed
description about how to create practically complex model.
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The program to rapidly create a 3D resistivity model form reservoir model or from practical 3D
seismic-data is presented in the paper. At first, 1D background model and inhomogeneous resistivity
background model are constructed individually based on known data. Secondly, construct a target
model or practical model based on 3D seismic data and logging data on reservoir zone. Regional or
known geology body is usually taken as inhomogeneous resistivity background thereby minimizing
target model. For example, for the model composing only one reservoir zone, not only all meshes
within reservoir but also those out of reservoir may be evaluated by variable resistivity according
to the actual condition. If the model composes several reservoir zones, meshes within different
reservoir zone may be evaluated individually.

3. HOW TO MAP THE BOUNDARY OF RESISTIVE RESERVOIR

Figure 1: MVO curves.

For frequency-domain CSEM, the most sig-
nificant figure to study resistive reservoir is
MVO (Magnitude Versus Offset) curve which
can display the variation of anomaly magni-
tude or phase as a function of offset. What-
ever the geo-electric structure is, magnitude of
electrical field will attenuate when source and
receiver offset (Tx-Rx spacing) increases. But
hydrocarbon model will exhibit significant dif-
ferent character from non-hydrocarbon model
on MVO curve. Figure 1 displays two differ-
ent MVO curves. The boundary of reservoir
is at 5 km. The black curve corresponds to
hydrocarbon model while the red one to the
non-hydrocarbon model. The two curves ex-
hibit significant difference. The generalization
curve (Figure 2) shows apparent high magni-
tude indicating the resistive reservoir. Either MVO curve or generalized curve can only indicates
the existence of hydrocarbon reservoir and can not map the reservoir boundary, but on the MVO
second derivative curve (MVOSD) (Figure 3) it can be found that reservoir boundary exhibit appar-
ent and approximately stable character, i.e., the first zero point is located within the resistive body
while the second extremum appears abound 0.5 km away from hydrocarbon boundary. To get the
common rule, we modeled numerous models. Figure 4 displays a model composing a 50× 50 km2

square reservoir. The source is positioned at the center of one boundary. When source-receiver
offset crosses the boundary, the MVO curves (Figure 5) for models with different lateral extension
(from 3 km to 11 km) show different characters. When the offset is small, the dominated field is the
reflected wave. At this small offset, the MVO curves for half-space model, 2D model and 3D model
overlay each other. With the increasing of offset, the reflected field from underlying layer gradually
begins to influence the MVO curve thereby making the curve going upwards. The wider the side
length of the reservoir, the higher the curve goes upwards. But with the continual increasing of
the offset, the influence from air wave increases accordingly. When air wave takes the dominative
position, MVO curves overlay again. On the figure, it is indicated that the curves for models with
different lateral extensions and 1D model joint at a point which corresponds to the boundary of
resistive reservoir. Figure 6 is the MVOSD curve. The MVOSD curves for reservoirs with different
scale show approximately similar character while neither half-space model nor 2D model exhibits
this kind of character. Especially, the second extreme point always appears abound 0.5 km away
from the boundary of resistive reservoir. The third extreme point indicates another boundary of
reservoir. Based on these characters, reservoir boundary can be delimited. Much modeling calcula-
tion indicates that the second extreme point of MVOSD curve will not move when source frequency,
target depth and thickness, seabed depth, even the resistivity of target vary if the resistive reservoir
is detectable. Therefore, the extremeum is an indicator of the boundary of resistive reservoir.

4. MAPPING THE BOUNDARY OF SEVERAL RESERVOIR LAYERS ALONG
VERTICAL DIRECTION

How to recognize anomaly bodies by MVO and MVOSD curves when there is more than one
resistive body at different depths? Under the situation, MVO curve is powerless. It can only
indicate the existence of resistive bodies but can’t recognize these anomaly bodies individually. As
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Figure 5: MVO curves for models with different size.

for MVOSD curve, it can not recognize the lower anomaly bodies if the upper resistive body is
larger than the lower one(s). But if the upper body is smaller than the lower one and the boundary
of the lower body is located out of the boundary of the upper body, the second derivative curve
will appear two apparent extreme points which correspond to the boundaries of the two resistive
bodies respectively. If the two resistive bodies are located near, the two extreme points will joint at
one point which indicates the boundary of the larger anomaly body. Figure 7 displays the MVOSD
curves for three models. It clearly displays the phenomenon. (Explain Figure 7 here).
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Figure 6: Second derivative curve of MVO for mod-
els with different size.
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Figure 7: MVOSD curves for a model composing
three resistive bodies Vertically. a. The upper resis-
tive body is 4 km wide, the lower 7 km wide, b. The
upper resistive body is 7 km wide, the lower 4 km
wide, c. The upper resistive body is 3 km wide, the
middle 5 km wide.
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5. HOW TO DELIMIT RESISTIVE BODY WHEN T-R SET IS POSITIONED FAR FROM
IT

If T-R set does not cross resistive body or the source is positioned far away from the resistive
body and source-receiver spacing is large, the signal will be dominated by air wave after a long
transmission. Therefore, MVO or MVOSD curve does not exhibit any anomaly. How to recognize
the resistive body under this situation? Someone may think that the frequency-domain CSEM is
powerless at this situation. But our modeling results still can recognize the resistive body under
this situation. Because the excited field is mainly plane wave, Cagniard resistivity can be calculated
just like ground CSAMT, and the resistive body can be delimited based on apparent resistivity
profile. If we continue to do inversion on the profile, spatial distribution of the resistive body can
be mapped. Figure 8 shows the apparent resistivity profile. On the profile a high resistivity zone
appears at the center. The generalization profile (Figure 8(b)) indicates boundary of the resistive
body in more detail.

(a) 

(b) 

Figure 8: (a) Apparent resistivity profile (b) Generalized resistivity profile.

6. CONCLUSION

Frequency-domain MCSEM is one of the major EM methods applied on marine oil and gas ex-
ploration. It has been proved successfully by many oil companies and service companies. But the
data processing still stays in qualitative stage. Theoretically, MVOSD curve can accurately delimit
reservoir, but practically the precision is limited by the precision of observed data. Therefore, if
observed data have high quality and precision, it is an effective means to delimit resistive body.
When MVO curve is powerless due to air wave, theory of plane wave can help to calculate ap-
parent resistivity. At all events, rapid 3D inversion is an important step of data processing and
interpretation for successful MCSEM survey.
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Abstract— Seabed hydrocarbon detection by electromagnetic method is widely used for its
effectiveness and efficiency. In this paper, we analyze the seabed survey and geometry from the
reflection coefficient, develop a new algorithm and complete the software to calculate the EM
response of VMD and HED source which is widely used in the seabed detection. At the end of
the paper, we inverse the 1D response by least square method based on Monte Carlo method for
initial selection. The simulation result shows that our algorithm is stable and efficient.

1. INTRODUCTION

In the hydrocarbon exploration, the seismic method is very important and can provide most infor-
mation of the stratum and structure of the reservoir. But it is difficult to predict the existence of
hydrocarbon with the elastic properties. For the relationship between the hydrocarbon and resis-
tivity, the low frequency electromagnetic sounding has the potential of directly indicating the oil
and gas [1, 12].

The frequency and time domain electromagnetic sounding such as Long-Offset Transient EM
(LOTEM), Controlled-Source Audio-Frequency Magneto-Telluric (CSAMT), are widely used in the
hydrocarbon detection on land and seabed. In the recent years, the seabed logging provides the
theory and cases for hydrocarbon detection [6–9] using the refraction EM wave to detect high
resistivity stratum at seabed. The seabed logging is widely accepted and it has the great potential
in the expensive seabed hydrocarbon detection.

In this paper we analyze the reflection coefficient of high resistivity thin layer and discuss
the potential to detect the layer by different EM modes which can be used for analyzing the
measurement configuration. We calculate the responses of the TM and TE wave modes and analyze
the difference. We develop a 1D inversion algorithm for multiple-layers by multiple frequencies using
least square method based on the Monte Carlo method to avoid the inefficient and instability of
the 2D and 3D inversion. The result shows that our algorithm is efficient and stable.

2. THE REFLECTION COEFFICIENT OF THIN RESISTIVITY LAYER

In the hydrocarbon detection, the layer bearing oil or gas always show high resistivity and thin
in thickness. The low frequency EM with long wavelength has low resolution. In order to study
the possibility of using EM wave to detection the layers and to analyze the survey configuration,
we calculate the reflection coefficient of three layer model which consists of the upper layer and
the lower half space (layer 1 and 3) separated by a thin resistivity layer (layer 2). According

to [3], the three layer EM plane-wave reflection coefficient is R̃12 = R12 +
T12R23T21 exp (2ik2zl2)
1−R12R23 exp (2ik2zl2)

,

where Rij is the reflection coefficient of layer i to layer j, Tij is the transmission coefficient of

layer i to layer j, and Rij = 1 − Tij . For the TE and TM wave mode, RTE
ij =

µjkiz − µikjz

µjkiz + µikjz

and RTM
ij =

εjkiz − εikjz

εjkiz + εikjz
. Due to the low frequency and low resistivity of the layer, the wave

number can be written as kiz =
√

iωσiµi cos θi =
√

iωσiµi

(
1− σ1

σ2
sin2 θ1

)1/2

, where σ, µ, ε are

conductivity, susceptibility and permittivity respectively.
From (1), we can calculate the refection coefficient of the three-layer model. The model is analog

to seabed logging [7] . The first and third layer have the resistivity of 1 Ω·m, the dielectric constant
of 20, and second layer has the resistivity of 50 Ω·m, and the dielectric constant of 6. Figure 1 shows
the reflection coefficient vs. the incident angle. We can see that the reflection coefficient increases
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Figure 1: The reflection coefficient vs. incident angle for different frequency.

very fast as the incident angle increases up to a value and also increases greatly as the frequency
increases. The R̃12 up to 1 by TE mode is faster than the one by TM mode. This means that
when the offset increases to a certain level, the received EM energy decreases greatly which will be
in favor to the refraction energy receiving. Figure 2 shows that the reflection response increases as
the thickness of layer 2 increases. The two modes show that they are different in amplitude but
same in shape.
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Figure 2: The reflection coefficient vs. thickness of layer 2 for different frequency.

From these two figures, we can conclude that the thin high resistivity layer 2 can have large
response in the low frequency EM detection and the large offset can be in favor to the refraction
measurement which can be calculated from Figure 1, and the frequency must be low enough to
detect the deep reservoir. But for the complex resistivity structure of the reservoirs, it is difficult
to apply the Low frequency EM wave to detect by refraction wave.

3. THE RESPONSE OF TE AND TM MODE FROM 1D MODEL

For the seabed hydrocarbon detection, the model can be simplified as layer model with the EM
source embedded in the first layer [3, 4]. In our simulation, the model is four-layer model, and the
source embeds in the bottom of the first layer [7]. We use the layer parameters as in [7]. The layer
1, layer 2 and layer 3 are 1000 m, 1000m and 100 m in thickness and have resistivity of 0.1, 1, and
50Ω·m respectively, and layer 4 has a resistivity of 1Ω·m. In the calculation, the diameter of VMD
and the length of HVD is 50 m. The current is 50 A.

Figure 3 is the amplitude of magnetic field of VMD source vs. frequency in different offsets. We
can see that the amplitude decreases as the frequency increases, and when the frequency increases
to a value, the amplitude changes very small, which means that when the reflection coefficient
increases to 1, the amplitude changes very little as the frequency increases.

Comparing Figure 3 with Figure 4, we can see that the amplitude of Electric filed has the
complex shape and change more in the higher frequency range. Figure 5 shows the responses as
seawater depth changed of HED. We can see when the depth of seawater increases to 1000m, the
response does not change much comparing at 1500m. We can conclude that, when the depth of
seawater increases to 1000 m, it does not affect the response of seabed EM detection under this
condition.
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Figure 3: The responses Hz of VMD.
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Figure 4: The responses Ez of HED.
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Figure 5: The responses of electrical field as sea water depth changed.

From the simulation, we can calculate the responses of the magnetic field and the electrical field
faster and accurately, which prodi the basis of interpretation and inversion.

4. THE REAL-TIME INVERSION METHOD AND SIMULATION RESULTS

The interpretation of low frequency electromagnetic detection is needed to find the geometry and
properties of the underground structure and layers. The inversion is a very important for above
purpose. But for the multi-frequency detection, 2D and 3D inversion methods usually cost too
much computation time or unstable. So 1D inversion is also very important in detection. But for
multilayer seabed hydrocarbon detection, there are many parameters to be inverted such as layer
thickness and properties. In this paper we use the least square method based on Monte Carlo
method to reduce the instability and to increase the convergence rate.

Let f(X) be the objective function, D be the measure data, G(X) be the response of the model,
and R(X) be the fit residual vector, and X be the vector. Then the inverse problem can be induced
as the optimal problem:

min f(X) = (D −G(X))T (D −G(X)) = R(X)T R(X). (1)

From (1), we use the Marqardt damping least square method [5, 10] to get ∆P , and get the
k + 1th iterative model vector Xk+1 = Xk + ∆Pk. If J(X) = R′(X), We have

(J(X)T J(X) + αI)∆P = −J(X)T R(X), (2)

where I is the unit vector, and α is the damping factor.
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In our problem, there are 4 or more layers, the problem is nonlinear and there are more param-
eters of the responses. Equation (1) has more solutions and therefore the problem is ill-posed. We
apply the Monte Carlo method to find an optimal [11]. The solution from the Monte Carlo method
is used as the initial value for the Marqardt least square method.

According to the method mentioned above, we invert the layer 3 using the HED source length of
50m. The transmitter and receiver is located on the seabed at same the height of z = h = 1000 m.
The model parameters are ρ1 = 0.1Ω·m, ρ2 = ρ4 = 1 Ω·m, ρ3 = 50Ω·m, h1 = 1000 m, h2 = 1000 m,
and h3 = 100 m.

We can see that the algorithm is accurate and also very fast. In the calculation, we obtain most
of the parameters. From the result, we can see the 1D inversion method can be used in real-time
detection.

Table 1: The inverse result of layer 3.

Parameters Resistivity of layer 3 (Ω·m) Depth (m) Thickness (m)

Model value 50 1000 100

Initial value 80 800 50

Inversion result 50.74 1002.54 98.60

error 1.48% 0.31% 1.4%

Initial logarithm fit covariance 11.23The covariance after 15th iteration: 0.039

5. CONCLUSIONS

We study low frequency EM detection in the seabed in the following three aspects: the reflection
coefficient calculation, field responses simulation and inversion. From our study, we conclude that:
(1) by the study of reflection coefficient, we can determine the survey geometry and the offset to
detect the seabed layers; (2) we also complete the software in MatLab to calculate the response of
different dipoles and different fields; and (3) the 1D inversion of the layer model shows that our
method is stable and efficient which can be used in the real-time interpretation of survey result in
the field.
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Remote-control in Transient Electromagnetic System for Shallow
Seafloor

Y. Wang, J. Lin, G. H. Zhou, F. D. Zhou, C. S. Liu, and H. Li
Key Lab of Geo-Exploration and Instrumentation, Jilin University

Ministry of Education, China

Abstract— Sea environment is complex, and the work on seafloor is difficult and dangerous. In
order to improve the efficiency and reduce the unnecessary waste and investment, remote-control
has been used in Transient Electromagnetic system design. Network and RS485 communication
are adopted in receiver and transmitter, and finally real-time data observation, large data storage,
power management and easy transmission of data are realized.

1. INTRODUCTION

The development and exploration on seafloor resources have been high concerned by all over the
world. The system used on the seafloor has been manufactured and reported by many researchers
[1, 2, 4, 5]. However, up to now, most the electromagnetic measurement systems operate as follows:
there is a microcomputer which can measure automatically in receiver and transmitter respectively
and the observed data will be stored in a device with large storage. Then the instruments placed in
a sealed body are sunk into the seafloor under a heavy anchor, and its position can be determined
by Global Positioning System or some specialized sonar equipment. The instruments will reject the
anchor automatically and float up to the sea when the observation is finished. At last, the operators
will salvage the system, transfer the data and interpret and so on. In this way, the availability of
data can not been determined, and the system sinks and floats with power on will increase the
dangerous degree. Although in China TEMS-3S system has been used on research of conductivity
on sea-floor, and they can observe the transient signal real-time, the system did not put on the
seafloor [3], so the remote-control is not realized actually. In order to realize the remote-control
and then improve the productivity, remote-control system has been studied.

2. DESIGN REALIZATION

The whole transient electromagnetic system includes three main parts: the upper computer, the
towed body (the receiver and the transmitter) and the configuration. Each of them are connected by
communication cable and towed cable. The schematic sketch is shown in Figure 1. The receiver and
transmitter coils are located in a bracket, and then floated at a fixed height in the sea by a buoy.
The synchronization is wiring manner because the short separation of receiver and transmitter,
and the storage battery is adopted for power supply. For the upper computer, the parameters set,
control and display are all finished here. In order to realize the real-time observation of received
signal, network transmission is chosen. Network transmission has high speed and efficiency, and its
transmission distance is long suitable for shallow seafloor prospecting. In the receiver, embedded
PC104 (HXL/P300) — Industrial Personal Computer with network interface is taken as the main
control unit. For lower software development cost and period, Windows 98 operating system is
installed on a notebook PC hard disk which storage is 20 G. Such large storage also has another
function that it can store more received data. Because PC104 uses Windows 98 operating system,
we hope that when the measured work is over, this system can be powered off normally not the
supplied power be cut off suddenly. If this function can be realized, PC104 can be shut off any
time we want to reduce power cost. Several methods have been tried, such as ActiveX control

Upper PC 

Cable 
Towed body Configuration 

Figure 1: The schematic sketch of whole transient electromagnetic system.
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tool in Visual Basic language, but all those methods can not realize those functions completely.
Finally, a commercial software (PcAnywhere) has been found, this software not only can display
the interface of another remote computer but also can do any operations in this interface to control
this computer including power off and reset computer. In addition, if you want to copy any data
from this computer to your computer, this software also can help you.

Figure 2: Transmitter control software.

 

Figure 3: PcAnywhere remote-control interface.

For the transmitter, we also want to know the work state, such as the transmitter current, the
ramp time, and the current curve. Single Chip Microprocessor (SCM) AT90S8515L is the main
control unit of transmitter, so full duplex RS485 mode is adopted for easy program on SCM. The
electrical level conversion between 485 and TTL uses the chip SN75176. Although PcAnywhere
software can power off and reset the PC104, the function — powering on can not be realized. So
this function will be realized by transmitter. All those functions are realized by C++ Builder
language. In order to suit the notebook PC without serial port, we use a transfer interface between
RS485 and USB interface.

3. RESULTS

The control software of transmitter is shown in Figure 2. This software has the following func-
tions that RS485 transmission parameters set, transmitting current parameters set, the state of
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transmitter display, transmitting synchronization and receiver startup power control, transmitting
power control and current display and so on.

Figure 3 is an example of PcAnywhere software to control the power of PC104. From this figure
you can see the lower computer interface can be displayed on the upper computer. In this condition,
when the sampling program displays the acquisition is over, and then we can display the transient
signal on the lower computer or on the upper computer after data transmission operation. Figure 4
is a transient signal received on a lake in Changchun city.

4. CONCLUSIONS

Through network and RS485 modes, the transmitter and receiver are controlled by upper computer.
Real-time data observation is realized and this has made the experiments on shallow seafloor suc-
cessfully. At the same time, large storage ability, power management, and easily data transmission
also have been realized.
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Modeling of Seabed Logging Data for a Sand-shale Reservoir

Zhong Wang and Leiv-J. Gelius
Department of Geosciences, University of Oslo, Norway

Abstract— a new rock-physics modeling tool was developed to describe the electric properties
of a sand-shale reservoir. Four types of clay distribution models were implemented to describe
possible sand-shale reservoirs including anisotropy. The corresponding algorithms gave as output
an estimate of the efficient-medium conductivity of the reservoir. The tool was interfaced to a 1.5-
D EM-modeling program used to simulate Seabed logging data. The potential of this integrated
modeling approach was demonstrated by calculating the variation in the EM response associated
with a petroleum reservoir, due to different clay distributions as well as different brine salinities.

1. INTRODUCTION

Seabed logging (SBL) is a new method employing EM energy to detect and characterize hydrocar-
bon bearing reservoirs in marine environments [8]. However, compared with other more mature
EM methods, the representation of the target (e.g., the petroleum reservoir) is still rather crude
in standard SBL-modeling programs. The reservoir zone is often assigned a fixed conductivity
value without any link to a rock physics description. However, the actual petroleum reservoir is a
complex mixture of fluid, sand, clay and gas. Different formations and structures will give rise to
different EM properties and at the end to different measurements. An accurate and efficient EM
description of the reservoir zone is therefore necessary to further understand and develop the SBL
technique.

2. ROCK-PHYSICS MODELING

This study is limited to the sand-shale petroleum reservoir. In the sand-shale formation, clay
minerals have a substantial effect to the overall equivalent conductivity of the rock. We have
implemented four types of mixing-models to describe different clay distributions. In most mixing
models one will calculate the effective conductivity of the water and hydrocarbons before calculating
the whole rock conductivity. This is the hydrocarbons first method which we also employ here.
Assuming zero conductivity of the oil particles, it follows from an Archie type of formula [1]:

σf = σwSn
w (1)

where σf is the effective fluid conductivity, σw is the water conductivity and Sw is the water
saturation. The factor n is the saturation exponent which is typically between 1.7 and 2. Note
that the salinity of the formation water strongly determines its conductivity.

2.1. Mixing-model 1: Structural Clays

In this model the clay grains act as framework grains without altering the reservoir properties.
Hence, none of the pore space is occupied by clay. For structural clays we can employ the
Bussian/Hanai-Bruggeman equation [2] with low-frequency limit.

σ∗ = σfφm

(
1− σs/σf

1− σs/σ∗

)m

(2)

where σs is the effective mean volume conductivity of the grains:

σs = pσc + (1− p) σsa (3)

and p is the volume fraction of clay in the solid portion, σc is the conductivity of the clay and σsa

is the conductivity of the sand (quartz) grains. In Eq. (2) φ is the porosity and m is the so called
cementation factor assumed to be in the range from 1.7 to 2.3 for a consolidated material. For a
clay-rich sand where the water/fluid is such that conduction is dominated by the grains (σs Àσf )
a simplified version of Eq. (2) can be derived [5].
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2.2. Mixing-model 2: Coated Clays
In the coated-clay model the clay grains actually coat the sand grains. When clay coat the sand
grains, the irreducible water saturation of the formation increases, dramatically lowering the re-
sistivity values. We assume that the grain consist of a non-conducting silicate core coated with a
conductive clay. Lima and Sharma [5] proposed to employ the Hashin-Shtrikman upper bound for
a coated sphere to obtain the effective electrical conductivity for the grains:

σs =
σc [2pσc + (3− 2p) σsa]

(3− p) σc + pσsa
(4)

where p is the volume fraction of the coating clay. For a non-conducting core (σsa = 0) as would
be the case for most sandstone minerals, we have

σs =
2pσc

3− p
(5)

This last equation can also be generalized to take into account different grain shapes [4]. As for
Mixing-model 1 the effective conductivity of the whole rock is given by Eq. (2).
2.3. Mixing-model 3: Dispersed Clays
In this mixing-model the clay grains fill the pore space between sand grains. We will assume
that the composite medium is built from an initial fixed volume of fluid by adding to it, in steps,
infinitesimal amounts of insulating sand grains and clay aggregates. This procedure was proposed
by Lima and Sharma [5] who adapted the incremental method first introduced by Feng and Sen
[3]. The incremental method solution can be written as (assuming non-conducting core σsa = 0):

σ∗ = σfφ3/2

[
1 + (1− 3p) σc/2σ∗

1 + (1− 3p) σc/2σf

]3p/(1−3p)

(6)

where p again is the volume fraction of clay in the solid portion. For the special case of σfÀσc

Eq. (6) can be simplified to a Waxman-Smits type of equation [9], which also can be modified to
handle the case of non-spherical grains.
2.4. Mixing-model 4: Laminar Shales
The last type is the laminar-shale model, which consist of sequences of shale layers between sand lay-
ers. The effect of thinly bedded sand-shale sequences on a macroscopic scale is electrical anisotropy.
Hence, the effective conductivity parallel with the bedding will be different from the effective con-
ductivity normal to the layers. The ratio between vertical and horizontal resistivity can be 2–10 for
hydrocarbon reservoirs (up to 100 reported). For this mixing-model we first compute the effective
conductivity of the sand and fluid system σ∗sand employing Bussian/Hanai-Bruggeman theory. The
effective conductivities (vertical and horizontal) of the laminar shale is now given by the Wiener
bounds [10]:

σ∗h = vsandσ
∗
sand + vshaleσshale ,

1
σ∗v

=
vsand

σ∗sand

+
vshale

σshale
, vsand + vshale = 1 (7)

where vsand and vshale are the volume fractions of sand and shale, respectively.
We now illustrate the basic functions of the modeling tool through an example of dispersed-clay

type. Fig. 1(a) shows the calculation interface of this model option. The right part illustrates the
basic physical principle of the modeling. The corresponding parameters can be input or loaded
(by pressing the ‘load’ button) from an input file. The equivalent conductivity of the mixture
can be calculated and displayed in a separate window. The calculation result together with the
input parameters can be saved as an output file. Pressing the ‘Analysis’ button will open a new
window (shown in Fig. 1(b)) where the sensitivity of the effective conductivity with respect to some
key input parameters can be analyzed. The example in Fig. 1(b) shows the effect of varying the
porosity.

3. EM-MODELING PROGRAM

We have developed a 1.5-D EM-modeling tool that calculates the EM response of four types of dipole
sources in a layered medium: horizontal electrical dipole (HED), vertical electrical dipole (VED),
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(a) (b)

Figure 1: Example of rock-physics modeling. (a) Calculation interface of dispersed clay model and (b)
analyzing window showing the actual computations.

horizontal magnetic dipole (HMD) and vertical magnetic dipole (VMD). In SBL, the transmitter
antenna is normally towed by a vessel at a depth just above the seabed. The receiver antenna (or
eventually an array) is placed on the seafloor (in-line or cross-line polarized). The 1.5-D simulation
software includes a graphical user interface and is based on J. A. Kong’s formulations [6, 7]. In
order to be as realistic as possible, the influence of the air layer in the limit of shallow water depths
as well as the possibility of anisotropy caused by a finely layered reservoir (e.g., mixing-model 4)
are also taken into account.

4. EXAMPLES OF THE INTEGRATED SYSTEM

In the following we limit our discussion to an isotropic case, hence mixing-models 1, 2 and 3. First,
we employed our integrated modeling tool to study the variation in the EM response caused by
the different clay distributions. The following parameters were used in the simulations: water
conductivity: σw=15.3846 S/m (with salinity of 100 kppm); effective porosity: φ=0.15 ; water
saturation Sw = 0.15; conductivity of clay: σc = 1.0 S/m; saturation exponent: n = 2; volume
fraction of clay in the solid portion: p = 0.1. The effective conductivity of the reservoir rock for
the three different mixing-models were found to be: structural clay σ* str.=0.1219 S/m; coated clay
σ* coat..=0.0903 S/m; dispersed clay σdisp..=0.0397 S/m.

Next, we established a 1-D layered-media model for the actual SBL simulations as showed in
Table 1 below.

Table 1: The stratified media model for SBL

Layer Thickness(m) Conductivity(S/m)

Sea water 500 3.2

Layer1 overburden 1000 1

Layer2 reservoir 100 σ∗ (coated, structural or dispersed clay)

Layer 3 half space ∞ 1

In the simulations we assumed a fixed HED-source placed 50 meter above the seabed with an
operating frequency of 0.25 Hz and 100 receivers deployed on the seabed (in-line direction and with
a receiver interval of 100 m). Fig. 2 shows the magnitude of the Eρ-field (i.e., the horizontal electric
component along the in-line direction) normalized by the response from a homogenous subsurface
for all three clay distributions. According to Fig. 2, all mixing-models are sensitive to the oil layer,
but the dispersed clay model shows a much larger anomaly than the other two mixing model. The
anomaly decreases as the offset increases (e.g., right half of the curves) due to strong airwaves. In
the second experiment we considered the dispersed-clay model only and studied the effect of varying
the brine salinity. Fig. 3 shows the normalized Eρ-field of the HED source for three different salinity
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values. The water conductivities corresponding to these salinity values are summarized in Table 2.
From Fig. 3, it is evident that a high salinity corresponds to a large effective conductivity of the
reservoir rock and consequently a low EM detectability.

Figure 2: Normalized Eρ-field for various clay
models. Dispersed-clay (blue), coated-clay (red),
structural-clay (black).

Figure 3: Normalized Eρ-field for different salinities,
(dispersed-clay model). 30 kppm (blue), 100 kppm
(red) and 250 kppm (black).

Table 2: Variations in the effective conductivity of the reservoir rock and water conductivity due to different
brine salinities.

hhhhhhhhhhhhhhCond.(S/m)

Salinity(kppm)
30 100 250

σw 5.2632 15.3846 27.7778

σ∗ 0.014979 0.039676 0.066

5. CONCLUDING REMARKS

From the examples above, it is evident that different clay distributions, keeping the volume fraction
of clay constant, give rise to very different effective conductivities of the reservoir rock, and hence
EM response. We have also seen that the salinity of brine in a sand-shale reservoir rock also affects
the EM response considerably. In reality a hydrocarbon reservoir is more complex than the models
discussed in this paper. However, we feel that the reservoir rock physics description introduced
here will make EM-modeling more realistic offering useful information for further development of
the SBL technique as well as for interpretation of SBL data.
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Abstract— Marine remote sensing of hydrocarbons based on EM-soundings does not work very
well in case of shallow waters due to strong airwave contributions. In this paper we investigate a
multi-component signal processing approach which has the potential to attenuate such airwaves.
Tests of the technique employing synthetic North Sea data gave significant improvements.

1. INTRODUCTION

In oil and gas exploration seismic is the far most important type of data used to image the subsur-
face. While the seismic waves have the ability to detect gas, they often fail to discriminate between
water and oil as a pore fluid. On the contrary, electromagnetic waves are able to separate between
the two fluids, based on their large differences in resistivity value. The reason for this is based on
the fact that water supports free ions and easily transports electric current whereas oil acts as an
insulator. This observation has motivated the development of a marine EM-based remote sensing
method for hydrocarbons denoted Sea Bed Logging (SBL) [3]. This technique employs a mobile
horizontal electric dipole (HED) source towed by a vessel and an array of seafloor electric field
receivers. However, in the limit of shallow water (e.g., 200m or less), the subsurface responses from
potential high-resistivity zones like hydrocarbon reservoirs are masked by airwaves. The airwaves
are energy which diffuses from the source to the air-sea interface, propagates as a lateral wave
along this interface, and then diffuses downward to the receiver. In this paper we discuss how to
minimize the influence of these waves employing multi-component processing of SBL-data.

2. MULTI-COMPONENT PROCESSING

As shown in Fig. 1, the generated electromagnetic soundings employing the SBL-method can in
general be divided into three main contributions: direct EM field, guided modes (associated with
high-resistivity zones like hydrocarbons) and airwaves. If the distance (offset) between the trans-
mitting and receiving antenna is large enough (approx. 3 times the target depth) the direct field
can be neglected. In case of deep water the guided modes will then dominate the large-offset
measurements. However, when moving to shallow water depths this is no longer the case and the
airwaves will mask the subsurface responses.

HED source  
airwaves 

direct field

oil layer 

guided 

modes 

z

y

x

Figure 1: Main EM contributions recorded by the SBL-method (inline antenna).

These airwaves will diffuse in the downward direction and be almost normal incident to the
seafloor, whereas the guided modes associated with a hydrocarbon reservoir will leak out and
diffuse in the upward direction. Hence, these two contributions have the potential to be separated
at the seafloor sensor if the measured EM field can be decomposed in upward and downward
traveling modes. In seabed logging, both electric and magnetic field components are recorded at
the seafloor. Amundsen et al. [1] have introduced a rigorous approach to EM field decomposition
making use of both E and H field components. We investigate this idea further and introduce here
a more straightforward approach to the same problem. In the following we assume that all EM
modes exist along the vertical direction only. We introduce a Cartesian coordinate system as shown
in Fig. 1, with the z-axis defining the vertical direction, the y-axis defining the inline horizontal
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direction and where the x-axis falls along the cross-line direction. Moreover, we assume that the
EM fields can be approximated by plane-waves. In the case of an inline polarized HED-source, it
follows from Maxwell’s equations after Fourier transformation of the fields in space (x and y) as
well as in time:

− k2
yÊz + ∂zÊy = −iωµ0Ĥx (1)

However, since only normal incident EM fields are assumed, this equation can be further simplified
by setting ky = 0

∂zÊy = −iωµ0Ĥx (2)

Let the received signal at the electric sensor be decomposed into upward (U) and downward (D)
travelling modes, i.e.,

Êy = Û + D̂ (3)

Since Û and D̂ represent plane-wave modes propagating along the vertical, they are given by the
following expressions (simplest form):

Û = exp [ikzz] , D̂ = exp [−ikzz] (4)

where the sign convention of the vertical wavenumber is chosen as follows

kz = k = ω
√

µ0ε∗, ε∗ = ε + iσ/ω (5)

By combining Eqs.(3)–(5) we obtain for an attenuating medium

Ĥx =
i

ωµ0

dÊy

dz
=

i

ωµ0

d
(
Û + D̂

)

dz
=

kz

ωµ0

(
D̂ − Û

)
=

√
ε∗

µ0

(
D̂ − Û

) ∼= eiπ/4

√
σ

ωµ0

(
D̂ − Û

)
(6)

Finally, Eqs.(3) and (6) can be combined to give (after double inverse spatial Fourier transform)

U =
1
2

[
Ey − e−iπ/4

√
µ0ω

σ
Hx

]
(7)

where U represents the ‘airwave corrected’ version of the electric field Ey. The factor that is
multiplying the magnetic field we recognize as the intrinsic plane-wave impedance in case of a well
conducting medium. A similar result has also been derived by [1].
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Figure 2: 2-D North-Sea resistivity model.

3. NORTH SEA TEST MODEL

A 2-D resistivity model was constructed based on typical resistivity-log values from the North Sea.
An oil-reservoir of thickness 100 metres and thinning out to 50metres was assumed at a depth of
0.9 km below the seafloor. The resistivity of the thin oil zone was varying between 40 and 50Ω-
m. We considered two different water depths: 200 m and 1000 m. Fig. 2 shows a plot of the 2-D
resistivity model (deep-water case).
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The HED-source, with an operating frequency of 1Hz, was placed 20 meters above the seafloor
and at a lateral distance of 200 meters from the left boundary of the model (see Fig. 2). We con-
sidered the case of an inline polarized (i.e., along the y-direction) antenna and computed synthetic
data employing a 2.5D hybrid EM-modeling program [2] tailored for the SBL-case. Fig. 3 shows
a (logarithmic) plot of the magnitude of the electric field component Ey (which is polarized in the
same direction as the source). The figure represents a vertical slice through the 3-D computational
volume (with the plane including the source).

Figure 3 clearly demonstrates that strong guided modes leaking from the thin oil zone can be
detected at the sea floor, especially for source-receiver offsets larger than approximately 3.5–4.0 km
(e.g., about 3–4 times the target depth).
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Figure 3: Plot of the magnitude (after taking the logarithm) of the electric field component Ey. Inline
polarized HED-source and deep water.

Up till now we have considered the deep-water resistivity model as given by Fig. 1. The result
obtained in Fig. 3 shows that for such water depths the airwaves are so attenuated that when they
reach the sea floor only negligible energy remains at larger offsets (compared to the guided EM
energy leaking from the resistive layer). However, if we assume a shallow water depth this will
no longer be the case. Fig. 4 is identical to Fig. 3 except that the water depth now has been set
to 200 meters. Note how the airwaves dominate along the sea floor, masking the leaking guided
modes almost completely. In order to reveal the signature of the oil zone, these airwaves should be
removed or at least strongly attenuated.
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Figure 4: Same as Fig. 3 except that the water depth now is 200 m.

Let us now investigate the potential of the correction scheme given by Eq. (7) employing the
same North Sea test model as above and a shallow water depth of 200 meters. Hence, in addition
to computing the inline horizontal electric field (cf. Fig. 4), the cross-line horizontal magnetic field
was also computed. First, we carried out tests with the decomposition carried out just above the
seabed. Figs. 5(a) and (b) show that the method is not working very well for this case.

A better idea is to carry out the decomposition just below the seafloor, since it is known from
EM geophysical techniques that the plane-wave impedance senses the material below the sensor
and has no sensitivity to the material above it [4]. Using this idea we obtained the results shown
in Figs. 6(a) and (b). We now easily see that the EM field decomposition method has worked
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satisfactorily and that the contribution from the airwaves has been efficiently attenuated (note the
fairly straight phase curve after correction in Fig. 6(b) as expected).
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Figure 5: (a) Magnitude (log scale) and (b) phase of the inline field component Ey for a shallow-water case
of 200 m. Before (broken curve) and after (solid curve) application of the air-removal technique. Wavefield
decomposition above seafloor.
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Figure 6: Magnitude (log scale) and (b) phase of the inline field component Ey for a shallow-water case
of 200 m. Before (broken curve) and after (solid curve) application of the air-removal technique. Wavefield
decomposition below seafloor.

4. CONCLUSIONS

Marine remote sensing of hydrocarbons based on EM-soundings gives strongly distorted subsurface
measurements in case of shallow waters. However, by combining the measured electric and magnetic
field components the contribution from the airwaves can be strongly attenuated.
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Abstract— In seabed logging applications, only three types of sources: VED, HED-R (in-line)
and HMD-P (cross line) are sensitive in detecting the target — a thin horizontal hydrocarbon
layer. The other three types of the sources: VMD, HED-P (cross line), HMD-R are not sensitive
in detecting the target.

1. INTRODUCTION

For seabed logging measurements, there can be following basic types of sources: VED, VMD, HED
and HMD. For horizontal antennas, there are two directions: in-line and cross-line. We use ‘-R’ to
represent in-line, and ‘-P’ to represent cross-line. Hence there are six types of sources, i.e., VED,
VMD, HED-R, HED-P, HMD-R, HMD-P. Obviously there are also six types of receiver antennas.
Hence we have 6∗6 = 36 source/receiver combinations. In this paper we are going to investigate
which source/receiver combinations are sensitive in detecting the thin hydrocarbon layers.

2. SENSITIVITY TO DETECT HYDROCARBON LAYER BASED ON GUIDE WAVE
ASSUMPTION

We use the following table to show the sensitivity to detect hydrocarbon layer for different source/receiver
combinations, where we use the words ‘strong’ and ’weak’ to characterize the sensitivity in detect-
ing the existence of a thin oil layer, and use ‘zero’ to mean no field is received for that combination.

Table 1: Sensitivity to detect hydrocarbon layer for different source/receiver combinations.

Receiver Receiver Receiver Receiver Receiver Receiver
VED HED-R HED-P VMD HMD-R HMD-P

Source: VED strong strong 0 0 0 strong
Source: HED-R strong strong 0 0 0 strong
Source: HED-P 0 0 weak weak weak 0
Source: VMD 0 0 weak weak weak 0
Source:HMD-R 0 0 weak weak weak 0
Source:HMD-P strong strong 0 0 0 strong

The above table is based on our assumption that the main field components, which propagate
inside a thin horizontal hydrocarbon layer, are the vertical E field and cross H field, referred to
as the guide wave field components in [1]. Based on this assumption, the in-line HED and VED
sources are considered being sensitive in detecting oil layers, since they can generate the guide wave
fields inside the oil layer. The cross-line HED is not sensitive in detecting oil layers, since it can
not generate the guide wave field components inside the oil layer.

The duality principle states that the fields generated by a magnetic source can be obtained from
the fields generated by an electric source as long as following replacements are made:
E → H, H → −E, µ → ε, ε → µ. Hence HMD-R generates the fields as HED-P, and HMD-P
generates the fields as HED-R. And VMD generates the fields that VED doesn’t generate. We have
then derived the results for the magnetic dipole sources shown in the table. In the next section we
will use analytical results to verify the results shown in the table.
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3. VERIFICATION BY ANALYTICAL RESULTS

The analytical solution for dipole antenna embedded in anisotropic layers (1D target) was developed
by Wait [5] and J. A. Kong [2]. Wait’s method uses the potential vector and J. A. Kong’s method
does not use the potential vector. Instead he uses the vertical E and H fields to represent the E and
H fields in other directions. In our software implementation we have used J. A. Kong’s method [2–4],
which calculates all six field components for both electric and magnetic sources along any direction.
Hence the software is suitable for verifying our comments on the comparison of antenna types and
orientations for detecting hydrocarbon layers.

The model is shown in Figure 1, where the sea (0.3 ohm-m) depth is 2000 m, the target (an oil
layer, 50 ohm-m) is at 1000m below the seabed and 50 m thick, and the overburden has a resistivity
of 1 ohm-m. The source is at 50 m above the seabed and the receiver array is placed on the seabed.
Frequency 1 Hz is used for modeling.

 Air 

Overburden   1 Ohm-m  1000 m

Oil layer  50 Ohm-m 50 m

Sea Water  0.3 Ohm-m  2000 m

Overburden   1Ohm-m  1000 m

Source Receiver array

Figure 1: A seabed logging model.

Table 2: Corresponding figure numbers and curve colours for different source/receiver combinations.

Receiver Receiver Receiver Receiver Receiver Receiver
VED HED-R HED-P VMD HMD-R HMD-P

Figure 6: (blue) (red) 0 0 0 (green)
Source, VED strong strong strong
Figure 3: (blue) (red) 0 0 0 (green)
Source, HED-R strong strong strong
Figure 2: 0 0 (blue) (red) (green) 0
Source: HED-P weak weak weak
Figure 7: 0 0 (blue) (red) (green) 0
Source: VMD weak weak weak
Figure 5: 0 0 (blue) (red) (green) 0
Source: HMD-R weak weak weak
Figure 4: (blue) (red) 0 0 0 (green)
Source: HMD-P strong strong strong

Figures 2–7 show the modeling results for different source types and orientations. To describe
those figures, we have added the corresponding figure numbers and curve colors to Table 1, which
leads to Table 2, for the modeling results for different source/receiver combinations.
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Figure 2: Received fields for HED source (cross).
x-axis: receiver offset in meters.

Figure 3: Received fields for HED source (in-line).

Figure 4: Received fields for HMD source (cross). Figure 5: Received fields for HMD source (in-line).

Figure 6: Received fields for VED source (cross). Figure 7: Received fields for VMD source.

In those figures, we use the dotted lines to show the fields received for the case without the oil
layer, and use the solid lines to show the fields received for the case with the oil layer. When a
field received with target has a larger difference to the field received without the target, we say
this source/receiver combination has a strong response to the existence of the target. Otherwise
we say the response is weak. From those figures we can see that our conclusion on the sensitivity
of detecting a hydrocarbon layer shown in Table 1 is correct.
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4. CONCLUSION

In seabed logging applications where a target is a thin horizontal hydrocarbon layer, The VED,
HED-R (in-line) and HMD-P (cross line) are sensitive in detecting the target. The VMD, HED-P
(cross line), HMD-R are not sensitive in detecting the target.
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Abstract— Recent experiments demonstrate that fiber laser cavities are able to support various
multisoliton complexes, analogous to soliton molecules. These advances, which could have impact
on optical information transmission or storage, are guided by the concept of dissipative soliton
and supported by numerical simulations.

As passively mode-locked lasers rely strongly on nonlinear dissipation, there is a growing inter-
est in understanding various pulse dynamics in terms of the dynamics of dissipative solitons [1].
In particular, the interaction between dissipative temporal solitons can lead to the formation of
stable multi-soliton complexes. The stability of multi-soliton complexes arises from the existence of
attractors that are able to bind stably several pulses in a way somehow analogous to the formation
of molecules.

The simplest of these complexes is the soliton pair, or stable bound state of two solitons. It was
predicted in the frame of the Ginzburg-Landau propagation equation model and characterized by
a fixed distance, as well as a fixed phase relationship of ±π/2 between the two solitons [2], then
found experimentally in a passively mode-locked erbium-doped fiber ring laser [3]. A soliton pair
uses the dissipative nonlinear dynamics of the active cavity in order to remain stable for hours
without the need of external feed back stabilization. The formation of soliton molecules is not
limited to diatomic molecules: triatomic and other polyatomic molecules were also reported [4].
Moreover, the ability to form soliton molecules is not limited to a very specific cavity design, it
is rather a general feature that make them potentially observable in most passively mode-locked
laser cavity schemes, since it relies mainly on the strength of nonlinear dissipation, which in turn
provides attractor sets for soliton molecules formation. For instance, soliton molecules were found
with negative and with positive path-averaged chromatic dispersions, as well as with low and high
pumping powers [1, 4].

In the following, after having briefly presented the experimental setup used in the experiments,
we shall discuss the latest issues discovered with soliton molecules in fiber lasers. They concern the
possible control of formation and dissociation of soliton molecules, as well as vibrational motions.

Figure 1: Sketch of the fiber laser experimental setup.

1. FIBER LASER EXPERIMENTAL SETUP

As sketched in Fig. 1, we use a dispersion-managed fiber ring laser which series a 1.6-meter-long
1400-ppm erbium-doped fiber (EDF) in the normal dispersion regime (D = −35 ps.nm−1.km−1)
which provides laser emission around 1.5µm, a polarization-insensitive optical isolator, a given
length of standard telecom fiber (SMF) in the anomalous dispersion regime (D = ±17 ps. nm−1.km−1),
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and an open-air section that includes retarding wave plates and a polarizing beam splitter cube.
Nonlinear polarization evolution that takes place in both fibers, along with polarization discrimi-
nation by the polarizing cube, provides the equivalent of an ultrafast saturable absorber. Under
a 980-nm pumping power in the 100-300mW range, stable mode locking is achieved with appro-
priate adjustment of the retarding wave plates that precede the polarizing cube. According to
the length of SMF chosen for a given experiment, the averaged cavity dispersion can be varied
between anomalous or normal. Under adjustments of pump power and retarding wave plates, pulse
durations are in the 100-600 fs range, with intracavity energies in the 50-500 pJ range. Using these
adjustments of pump power and retarding wave plates, we are able to switch from single soliton to
multiple soliton operation. Part of the multiple soliton operations lead to the formation of stable
multisoliton complexes, such as the stable soliton pair [3].
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Figure 2: (a) Collision between soliton pair and soliton singlet of elastic type, (b) inelastic type with triplet
formation.

2. CONTROL OF FORMATION AND DISSOCIATION

Besides stable multisoliton complexes, large varieties of pulse behavior are accessible with mode-
locked lasers. Recently, study of collisions between a soliton pair and a single soliton was reported
[5], showing that some amount of control is possible in the formation of these “soliton molecules”.
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Figure 3: (a) limit cycle attractor which attracts soliton pairs into a vibrating state, in which the relative
distance and phase relationship oscillate. For each trajectory, the initial condition is marked by a large dot,
and continued with one small dot per cavity roundtrip, (b) starting from non vibrating soliton pairs, limit
cycles appear after a Hopf bifurcation takes place along with the tuning of a cavity parameter, such as the
saturation energy.
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What can be the outcome of the interaction between a dissipative soliton pair and a soliton singlet?
Tuning a cavity parameter it was possible experimentally to switch from collisions of “elastic” type,
to “inelastic” collisions ending with formation of stable triplet soliton states. These observations
were supported with numerical simulations based on the dispersion (parameter) managed cubic-
quintic Ginzburg-Landau equation model that are illustrated in Fig. 2.

3. VIBRATING SOLITON MOLECULES

In analogy with molecules, soliton pairs and other bound multisoliton complexes can have vibra-
tional motion. This depends on the set of cavity parameters, which in turn defines the type of
attractor which provides stabilization of the “molecular structure”. We studied the simplest case
of a soliton pair, and followed the evolution of the relative distance and phase relationship. In such
representation, the fully stable soliton pair i. e., with no relative motion in stationary regime cor-
responds to a point attractor [2, 3], whereas the vibrating soliton pair corresponds to a limit cycle
attractor, as appears in Fig. 3(a). The switching between point attractor and limit cycle attrac-
tor (see Fig. 3(b)) can follow a supercritical Hopf bifurcation along with cavity parameter change
[7]. Numerical simulations are consistent with experimental observations based on the analysis of
optical spectra and optical autocorrelation recordings.

4. CONCLUSIONS

Nonlinear dissipation offers efficient ways to control or stabilize limited sets of light pulses, using
the well defined properties of dissipative solitons. We have shown that the concept of a “soliton
molecule”, although it should be used carefully, is a useful guide to discover and understand new
properties of dissipative multi-soliton complexes, such as formation or dissociation, and vibrations.
The present state of the art is still at the fundamental level, but future applications could be found
in optical regeneration or in optical buffer memories. In the context of propagation in dispersion-
managed fiber links, optical soliton molecules have also been proposed as a way to increase channel
transmission capacity in providing upper bits, and stability of a soliton molecule was demonstrated
experimentally recently [8].
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Abstract— The spontaneous formation of small-area bistable lasing spots is observed at dif-
ferent positions within the aperture of a broad-area VCSEL with frequency-selective feedback.
These spots can be switched on and off with an incoherent injected field. They are interpreted
as spatial dissipative solitons. Approaches to model these devices are presented and first results
on the occurrence of localization are reported.

1. INTRODUCTION

Recent years showed remarkable progress in achieving, controlling and understanding of bistable
soliton-like emission states, which are usually referred to as cavity solitons (CS), in semiconductor
microcavities [1–4]. They are discussed as ‘bits’ for future all-optically and potentially massively
parallel information processing schemes. Currently realized schemes rely on a passive or active
semiconductor microcavity driven by a broad-area holding beam (HB) of high spatial and temporal
coherence [1–4]. This HB and its frequency detuning with the vertical-cavity surface-emitting lasers
(VCSEL) cavity resonance induce bistability, a necessary condition for the appearance of CS. We
are following a different approach for a self-sustained cavity soliton laser pumped only by incoherent
means and investigate a VCSEL with frequency-selective feedback, therefore removing the need of
a HB and simplifying the scheme. Such a device would support bistable self-localized emission
states purely by electrical pumping. Previous theoretical analysis showed that this system exhibits
bistability between the non-lasing off-state and lasing states [5], a potentially suitable situation for
CS.

2. EXPERIMENT

The experiment is based on broad-area bottom-emitting VCSELs. It emits at 980 nm, and is elec-
trically pumped through a 200µm circular oxide aperture. The experimental apparatus is shown
in Figure 1. The external cavity includes two lenses and a holographic grating in a Littrow config-
uration and is adjusted to be self-imaging in order to keep the high Fresnel number of the VCSEL.

Writing beam
Detection part

VCSEL HWP1 HWP2

Grating
f1=8 mm f2=300 mm

Figure 1: Experimental set-up. The external cavity is self-imaging, and beam samplers are positioned to
couple out a fraction of the beam to the detection part, and also to allow the injected field to enter the
cavity.
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The grating frequency was chosen to coincide approximately with the longitudinal resonance of
the VCSEL cavity below the solitary laser threshold. With a careful alignment of the feedback
from the grating, several bistable spots appeared spontaneously in the near-field. Their switch-on
and switch-off are abrupt, and their bistability range on the order of several mA. The spot size is
about 10µm. Frequency spectra of one spot demonstrated that it can operate on a single longi-
tudinal mode, with a 10 MHz linewidth and 10 dB side lobe attenuation. These spots can exist at
many though not all positions within the aperture and seem to be pinned by local defects in the
near-fields, such as defects lines or other local inhomogeneities in the active layer.

Thereafter we examined the possibility of switch-on and switch-off of these localized emissions
with an injected field, or writing beam (WB). The beam of a tunable laser was shaped to ob-
tain a 20µm beam waist onto the VCSEL, and its wavelength adjusted to be near the grating
wavelength. Two of the spontaneously appearing spots were chosen, at locations away from the
near-field boundaries and defect lines. The VCSEL was biased to be within the bistability range
of these two spots. Figure 2 displays near-field intensity distributions during the experiment. The
spots switch-on could be obtained by applying the WB directly onto the spot locations, while for
the switch-off the WB is slightly misaligned to be located 10–15µm away from the spots. We note
that both switch-on and switch-off are incoherent processes, as the WB and spot frequencies do
not need to be identical. This makes the scheme robust which is appealing for applications.

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Figure 2: Near-fields showing the successive switch-on of two spots with an injected incoherent field (brightest
spot), and their switch-off. The later is accomplished by injecting the WB beside the spot locations. a)
Both spots are off, b) injection of WB, c) one spot was switched-on and stays, d) injection of WB at another
location, e) second spot switched-on, f) WB injected beside the first spot, g) first spot was switched-off and
does not reappear, h) injection of writing beam to switch-off the second spot, i) second spot remains off.

3. MODELING

Based on previous models for freely-running broad-area lasers [6] and small-area lasers with frequency-
selective feedback [5] a model was developed which allows for the treatment of feedback effects in
broad-area lasers. The model is based on a complex equation for the dynamics of the intra-cavity
light field taking into account the finite width of the gain curve and a real equation for the carrier
dynamics. Delayed feedback is taken into account on the level of a single round-trip in the external
cavity (so-called Lang-Kobayashi approximation).

The stability of the non-lasing off-state versus spatially homogeneous and inhomogeneous per-
turbations was analyzed. As expected there is bistability (actually multistability) between the
off-state and different homogeneous lasing states (corresponding to the one found earlier in [5]), if
only homogeneous states are considered. However, it is found also that the off-state is unstable
versus inhomogeneous perturbations, i.e., pattern formation. Hence no stable localized states are
expected. In order to re-establish a bistable situation, a spatial Fourier filter was introduced in the
feedback loop, which suppresses the instability of the off-state to all spatial perturbations except
for a certain wavenumber. In this situation a traveling wave extending over all the aperture is
found if the simulations are started from noisy initial conditions.

If this solution is used as a localized seed on an otherwise zero background for parameters
where the background is linearly stable, localized states are obtained in numerical simulations.
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The localized states have the form of a patch of a traveling wave pattern embedded in the zero
background solution. Both rotational symmetric and asymmetric states are obtained depending on
the exact initial conditions.

Current investigations are directed at clarifying their properties in dependence on parameters
and the connection between the experimental and the numerical observations.

Further research is directed on a more detailed modeling of the cavity structure including the
intracavity optical elements. This is possible by master equations approach [7] taking into account
the ABCD matrix of the optical system. Consideration of the effects of misalignment (including
deliberately-introduced asymmetric elements such as gratings) necessitates an extension of the usual
ABCD matrix methods, typically based on 3× 3 matrices [8]. Application of this approach to the
experimental system is ongoing.

4. CONCLUSIONS

We demonstrated the existence of small-area bistable lasing spots in a frequency selective feed-back
scheme. These could be switched on/off with an incoherent injected field. These spots seem to
possess all properties expected from cavity solitons, though we caution that the possible role of
material defects in localization needs to be addressed by future studies.

ACKNOWLEDGMENT

This work was supported by the EU-STREP FunFACS, INTAS and a starter grant by the Faculty
of Science of the University of Strathclyde.

REFERENCES

1. Barland, S., J. R. Tredicce, M. Brambilla, L. A. Lugiato, S. Balle, M. Giudici, T. Maggipinto,
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Dynamics of a Semiconductor Laser with Two External Cavities
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Abstract— We study numerically complex dynamics of a semiconductor with one and two
external cavities. We show that dynamical regimes in the laser with one external cavity can
be controlled by adding another external cavity and properly adjusting its length and feedback
strength. We demonstrate the existence of different stable periodic, quasiperiodic, chaotic, and
steady-state regimes which form Arnold’s tongues in bi-dimensional parameter spaces of the
length and feedback strength of the external cavities and the pump parameter.

The dynamics of a semiconductor laser subjected to external optical feedback has been studied by
many researchers, since this laser has many applications in optical communications, interferometric
sensors, frequency stability, etc. (see, for example, Ref. 1 and references therein). For moderate and
strong feedback strengths this laser can display a very rich dynamical behavior, from periodic and
quasiperiodic oscillations to chaos and coherence collapse [2, 3]. When the laser injection current
is close to the solitary laser threshold, the laser operates in a stable steady-state regime. As the
pump current is increased, intermittent drops of the laser intensity appear, that gives rise to low-
frequency fluctuations (LFF). At higher currents, the laser optical bandwidth broadens that is
known as coherence collapse [4, 5].

The dynamical behavior of a semiconductor lasers with a single feedback was studied extensively
and the basic mechanism for LFF is well understood [6, 7]. The possibility for controlling LFF in
a semiconductor laser with an external cavity by using a second delayed optical feedback was
initially deduced by Liu and Ohtsubo [8]. Later their idea was developed by Rogister, et al., [9, 10],
who realized the suppression of antimodes, responsible for LFF crises by properly adjusting the
second feedback strength. Recently Mendez, et al., [11] have demonstrated experimentally that the
frequency of LFF can be locked by external periodic modulation applied to the feedback strength
of the external cavity. They have found different periodic and quasiperiodic regimes which formed
Arnold’s tongues in the space of the amplitude and frequency of the external modulation.

In this paper we demonstrate that the locking effect can be achieved without any external forcing.
We show how LFF in a semiconductor laser with external cavity can be adequately controlled by
adjusting properly both the length and the feedback strength of the second external cavity. The
feedback time and the feedback strength of the second external cavity act in a similar manner
as the period and amplitude of external modulation. We demonstrate that the variation of the
parameters of the second external cavity allows one to obtain different dynamical regimes of the
laser operation without any modifications in the solitary laser with a single external cavity.

A single-mode semiconductor laser with delayed feedback is usually modeled by the Lang-
Kobayashi rate equations [12]. Due to the infinite dimension of the system, an analytical study is
very difficult. Therefore, to study the dynamics of a semiconductor laser with two external cavities
shown in Figure 1, we make numerical calculations of the modified equations similar to those ex-
plored previously by Sivapakrasam, et al., [13] and Carr [14]. For weak or moderate feedback the
modified equations can be written as follows

d
·

E0(t) = (1/2)G [N (t)−Nth] E0 (t) + κ1E0 (t− τ1) cos [ψ1 + φ (t)− φ (t− τ1)]
+κ2E0 (t− τ2) cos [ψ2 + φ (t)− φ (t− τ2)] , (1)

d
·
φ(t) = (α/2)G [N (t)−Nth] E0 (t)− κ1 [E0 (t− τ1) /E0 (t)] sin [ψ1 + φ (t)− φ (t− τ1)]

−κ2 [E0 (t− τ1) /E0 (t)] sin [ψ2 + φ (t)− φ (t− τ2)] , (2)

d
·

N(t) = P −N (t) /τs −G [N (t)−N0] E2
0 (t) . (3)

The Equations (1)–(3) are expressed with the variables of the amplitude E0 (t) of the complex
electric field E (t) = E0 (t) exp [i (ω0) t + φ (t)] (ω0 being the angular frequency of the solitary laser),
the average carrier density in the active region N (t) and the phase φ (t). The carrier densities at
threshold Nth = N0 + (τpG)−1, where N0 is the carrier density at transparency, τp is the photon
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Figure 1: Scheme of laser diode with two external cavities. Ld, Lext1, and Lext2 are the lengths of the
internal and two external cavities, r1 and r2 are the laser facets, and r3 and r4 are the external mirrors.

lifetime and G is the modal gain coefficient. The initial phases for the first and second external
cavities ψ1 = ω0τ1 and ψ2 = ω0τ2, where τ1 and τ2 are the round trip times for the first and
second external cavities. The other parameters are τs is the carrier lifetime, P is the pumping
term, α is the linewidth enhancement factor, and κ1 and κ2 are the feedback strengths of the
first and second external cavities. The last parameters are calculated with the following formula:
κ1,2 = (1− r3,4) /

(
τ1,2

√
r2/r3,4

)
. In the simulation we use the following parameter values [15]:

α = 3.5, G = 5 × 1025 m3 ns−1, τs = 1 ns, τs = 1 ps, P = 8 × 1024 m−3, Nth = 5 × 1024 m−3 and
N0 = 3×1024 m−3. In all simulations with two external cavities, the parameters of the first external
cavity, ψ1, τ1 and κ1, are fixed.

First, we consider a semiconductor laser with one external cavity (κ2 = 0) and then we will
show how a second external cavity affects the laser dynamics. The analysis is performed with
codimensional-two bifurcation diagrams in the parameter spaces of the length and feedback strength
of the external cavity and the pump parameter. Starting from a certain initial optical phase
ψ1 = 31.49, the dynamical behavior of the 837-nm wavelength semiconductor laser with one external
cavity of 3.3-cm length exhibits a 2π-cyclic behavior [15]. Thus, we obtain a reduced angular
frequency of the solitary laser to be ω0 = 143 GHz. The system Equations (1)–(3) with above
parameters yield a chaotic solution in the form of LFF shown in Figure 2.
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Figure 2: Chaotic time series in semiconductor laser with one external cavity.

In Figures 3 we plot the state diagram of the laser with one external cavity in the bi-dimensional
parameter space of the external cavity length l1 = cτ1/2 (c being the speed of light) and the
feedback strength. The diagram represents the structure of Arnold tongues. The analysis of the
state diagrams in Figure 3 shows that with increasing either l1 or κ1, the laser undergoes a periodic
cascade of bifurcations: a Hopf bifurcation, a period-doubling bifurcation(s), a torus bifurcation
after which a quasi-periodic regime is developed. Then quasi-periodicity is converted to chaotic LFF
terminated in crisis where a new cascade is initiated. The black and yellow regions are bounded by
Hopf bifurcation lines and the yellow and blue regions by period-doubling bifurcation lines. One
can see that for very low feedback strengths (κ1 < 1 ns−1), the laser stays in a cw (steady-state)
regime for any length of the external cavity. Another important result is that for relatively strong
feedback strengths, the width of the chaotic tongues increases with increasing the cavity length.



1180 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

Chaotic oscillations are not observed in the laser with a very short external cavity, i.e., the laser is
always stable. Instead, the laser with a very long external cavity is always unstable.

Figure 3: State diagram of semiconductor laser with one external cavity in parameter space of its length and
feedback strength. The black dots indicate fix points or cw laser operation, the yellow, blue, and red regions
are respectively period-1, period-2, and period-3 solutions, and the white regions indicate quasiperiodic and
chaotic solutions.

The influence of the pumping on the dynamical states of the laser is illustrated in Figures 4
and 5. The laser with a relatively short external cavity (l1 < 1.7 cm) and a weak feedback strength
(κ1 < 1 ns−1) works in a stationary regime independent on how much is the pumping. However,
for a longer external cavity the laser dynamics is very rich. The state diagrams in both graphics
form the structure of Arnold tongues which are distributed almost equidistantly along the abscissa
axes. One can also see that while P is increasing, the chaotic tongues become wider and finally at
a very strong pump, the chaotic regime dominates.

Figure 4: State diagrams of semiconductor laser
with one external cavity in space of cavity length
and pump parameter. κ1 = 25ns−1.

Figure 5: State diagrams of semiconductor laser
with one external cavity in space of feedback
strength and pump parameter. l1 = 3.3 cm.

Figures 6 and 7 display the state diagrams of the laser with two external cavities in the parameter
spaces of ratios of the round trip times and feedback strengths of the external cavities, τ1/τ2

and κ1/κ2. Although the parameters of the first external cavity are hold constant (ψ1 = 31.49,
τ1 = 0.22 ns and κ1 = 25ns−1), we plot the graphics in the coordinates of the ratios of the
parameters of the two cavities for better illustration of the distribution of the locking regions in
the parameter space. In Figure 6 the Arnold tongues represented different dynamical regimes
are distributed almost periodically along both axes. So, we have cascades of bifurcations in both
directions. This means that the phase of the second external cavity locks the phase of the first
external cavity at certain ratios of their parameters. As seen from Figures 6 and 7, the minima
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of the tongues are located at rational numbers of the phases, τ1/τ2 = n/m (both n and m being
integers), i.e., at τ1/τ2 = 1/1, 1/2, 1/4, 2/1, 3/2, . . .. It is particularly remarkable that the diagrams
around τ1/τ2 = 1 are almost symmetrical. Thus, the second external cavity can be used to control
dynamical regimes and chaos in a semiconductor laser with external cavity. For example, LFF
shown in Figure 2 can be suppressed by adding a second external cavity and properly adjusting its
length and feedback strength.

Figure 6: Space diagram of semiconductor laser with two external cavities in space of ratios of their round
trip times and feedback strengths. P = 8× 1024 m−3ns−1.

Figure 7: Space diagram of semiconductor laser with two external cavities in space of ratios of their round
trip times and pump parameter. κ1/κ2 = 1.

In conclusion, in this work we have studied complex dynamics in a semiconductor laser with one
and two external cavities. We have shown that dynamical states of the laser with one external cavity
in the parameter spaces of the external cavity length, feedback strength and pump parameter have
a form of Arnold tongues. A second external cavity provides an additional possibility to control
laser dynamics by varying its parameters. The analysis of bi-dimensional state diagrams of the laser
with two external cavities have demonstrated that steady-state and different periodic regimes can
be locked at certain ratios of the lengths and feedback strengths of the two external cavities. We
believe that these results can be of interest for laser engineering and some technological applications,
as well as for optical communications.
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15. Heil, T., I. Fischer, W. Elsäβer, B. Krauskopf, K. Green, and A. Gavrielides, “Delay dynamics
of semiconductor lasers with short external cavities: Bifurcation scenarios and mechanisms,”
Phys. Rev. E, Vol. 67, No. 6, 066214, 2003.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1183

Incoherent Writing and Erasure of Cavity Solitons in an Optically
Pumped Vertical-cavity Semiconductor Optical Amplifier
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Abstract— Cavity solitons appear as self-localized bright spots sitting on a dark background
in a nonlinear cavity that can be written or erased by a local excitation. In this paper, we show
that beyond the classical mechanism using coherent field injection, incoherent writing/erasure
of cavity solitons is possible using carrier injection mechanisms in an optically pumped vertical-
cavity semiconductor amplifier. Independence of two solitons with and without the presence of
other solitons is demonstrated.

Cavity solitons (CSs) are self-localized spots formed in the transverse plane of a nonlinear
cavity. They have been observed in various macroscopic systems, and predicted [1] and observed
in microscopic, semiconductor-based systems too [2]. They are formed in a spatially extended,
bistable, and modulationally unstable system driven by a coherent field, the holding beam (HB)
and appear generally as bright spots sitting on a dark background. Their excitation is accomplished
either spontaneously, by the noise present in the system, or by a local excitation, the writing beam
(WB). CSs can be independently addressed with a control beam and can be manipulated with
the aid of phase or amplitude gradients of some control parameters. These properties make them
interesting objects for all-optical information processing applications, for which they can be thought
of as logical bit units for parallel information processing with reconfigurable capabilities. In that
respect, semiconductor materials are particularly suited thanks to the time scales (1 ns or less) and
spatial scales (∼ 10mm) that are involved.

Cavity solitons result from the intricated interaction of a coherent field with a nonlinear ma-
terial whose excitation is mediated by the carrier population. Classically and historically, the
inscription and erasure of such inhomogeneous states was realized with the help of coherent optical
pulses addressed to the nonlinear cavity. Then, when favourable parameter conditions are met, the
field/carrier interplay leads to a local switching of a homogeneous state towards an inhomogeneous
localized state or to its erasure. In practical conditions, this can be achieved only if the control
of the relative phase between the holding beam and the writing/erasure beam is tight, with an
in-phase situation for writing and a π-phase shift for erasure.

Switching can be also achieved using the other internal variable of the system i.e., the carrier
excitation. The control of the excitation can be achieved via an optical injection of higher energy
photons that produces hot carriers and results in an incoherent mechanism for writing and erasing
a CS. This possibility reveals very interesting because it eliminates the need for a controlled phase

Figure 1: Hysteresis cycle recorded by ramping the pump power and monitoring the local intensity at a CS.
The corresponding near field images of the sample in the upper and lower branches are shown on the left.

relation between the excitation and the driving field. Moreover, it allows a wavelength conver-
sion process associated to the CS excitation, a property which could be potentially exploited in
applications.
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We have shown the incoherent and coherent writing and erasure of CSs in a broad-area, opti-
cally pumped, vertical-cavity semiconductor amplifier [3]. This result was obtained in an optically
pumped microresonator because of an original cavity design [4] aimed at reducing the heat produced
by the pumping. In some parameter ranges, When the holding beam wavelength is blue detuned
with respect to the cavity resonance, we observed the formation of broad patterns with hexagonal
or circular symmetry [5]. In other ranges, the patterns reduce to one or several self-localized spots.
These spots are bistable as shown on Fig. 1 and can be repeatedly excited by a short optical pulse
whose wavelength is different from the pump and holding beam wavelength [3]. We show the inde-
pendant manipulation of two close spots establishing their CS nature. Surprisingly, we show that it
is also possible to incoherently erase a CS (Fig. 2(b)), although this process is not fully understood
yet.

Figure 2: Local intensity at a CS (thick line) during the switch on and off of a CS (a and b resp.) induced
by a 60 ps optical pulse (thin line) incoherent with the pump and holding beams.

One of the main properties of CS resides in the existence of a regime of mutual independence of
two CS. The possibility of controlling two CS in an independent way using a coherent writing beam,
has been shown in [2, 6]. Incoherent mechanisms should lead to the same CSs as those obtained with
a coherent mechanism. This demonstration was also possible in our system [5]. Doing so, we also
showed the influence of impurities in the localization an trapping of CSs. In order to realize the CS
control sequence with an incoherent WB, we fixed all parameters to values such that two solitons
display hysteresis cycles with overlapping PB power range. Starting with no spot, we injected the
incoherent WB at a first location where a CS was generated. Then, we repeated the same operation
at a different location to generate a second CS. As explained in the previous section, switch-on and

Figure 3: Inverted contrast, intensity distribution of the output field (λ = 877.42 nm). (a) The holding beam
is on and the WB is blocked; (b) a 10µm incoherent focused WB (PWB = 53mW) targets a point into the
homogenous region; it induces the creation of one CS; (c) the WB is blocked again and the CS remains; (d)
The WB is displaced and switched-on again to generate a second CS; (e) we blocked the WB and the two
CS coexist; (f) after the switch off of the HB we come back to the initial situation (a) by restoring the HB.

-off of a CS with an incoherent WB cannot occur in the same parameter range. Thus, switch-off
for these two CS was obtained by removing the HB for a few milliseconds, which finally cycled
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the system back to the homogeneous situation. The full series, showing the successive incoherent
writing of two independent CS, is displayed in Fig. 3. Theory explains the trapping role of sample
roughness and impurities [6, 7]. In our case, the thermal gradient forces the presence of CS in the
center of the pumping region. When we chose a region on the sample where the number and the
strength of impurities were high enough to compensate for the thermal gradient, we were able to
obtain up to five cavity solitons (Fig. 4).

Figure 4: Inverted contrast, intensity distribution of the output field. (a) The HB is ON and the WB is
blocked (presence of three CS; (b) a 10 µm incoherent focused writing beam (PWB = 53mW) targets a point
into the homogenous region; (c) it induces the creation of a fourth CS; the WB is blocked again and the
fourth CS remains; (d) after having switched off the HB, we come back to the initial situation (a) with the
three CS by restoring the HB.

The positions of these CS are determined by those of the strongest impurities. In this case, CS
were spontaneously created by increasing the pump beam (PB) power. Indeed, we knew that CS
may be switched on by a WB as well as they could be induced by the noise present in the system.
Moreover, it was not possible to control all five CS within the same range of parameters. This was
due to the fact that they did not appear spontaneously for the same PB power. When we increased
the PB power, those that appeared previously were expelled from the bistable range within which
they are controllable.

In a subsequent experiment, we showed the ability to control a CS in the presence of three
others (Fig. 4). Up to four CS were obtained as we increased the PB power. After the first one
appeared, the second one did for a slightly higher PB power. This difference was sufficiently small
to allow the simultaneous control of these two CS as in Fig. 3. The third CS, though, appeared for
a PB power even higher, for which value the two first CS were not controllable anymore. Finally,
a fourth CS appeared for a PB power which again made the third CS lose its controllability. But
when we drove them back within their bistabilty range, they showed all the characteristics of a CS
and in particular the possiblity to be controlled using a WB.

From a prospective viewpoint, new strategies can be considered for optical information process-
ing with cavity solitons by the additional possibility to use writing beams free of phase control.
This mechanism also introduces the convenience to realize wavelength conversion. Finally, the
demonstration of the coexistence of up to five cavity solitons was performed, even though their
simultaneous control was not yet achieved. This is a first step in the use of sets of independently
controlled cavity solitons. An actual achievement requires the reduction of inhomogeneities and
thermal gradients in the system. This can be expected by the increase of the transverse size,
rejecting sources of non uniformities at the periphery of the system.
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Abstract— We characterize a scenario where localized structures in nonlinear optical cavities
display an oscillatory behavior which becomes unstable leading to an excitable regime. Ex-
citability emerges from spatial dependence since the system locally is not excitable. We show the
existence of different mechanisms leading to excitability depending on the profile of the pump
field.

Localized structures (LS) in dissipative optical cavities arise as a consequence of the interplay
between diffraction, nonlinearity, driving, and dissipation [1]. These structures, also known as
cavity solitons, are unique once the parameters of the system have been fixed. This fact makes
this structures potentially useful in optical storage and processing of information [2, 3]. LS may
develop a number of instabilities, for instance their amplitude can oscillate in time while remaining
static in space. Here we report on a novel regime of excitability associated to the existence of
localized structures in a nonlinear optical system [4, 5]. Excitability has been found in a variety
of systems [6], including optical systems [7], and is characterized by a nonlinear response under
applied external perturbation. Perturbations exceeding a certain threshold are able to elicit in the
system a full and well defined response. Furthermore after one perturbation the system cannot be
excited again within a refractory period of time. Excitability is behind excitation waves in heart
tissue and the existence of action potentials in neurons, and, so, may confer new computational
capabilities to optical systems beyond information storage.

In this paper we show the existence of different mechanisms leading to excitability depending on
the profile of the pump field. For a homogeneous pump the mechanism leading to excitable behavior
is a saddle-loop bifurcation through which an stable oscillating LS collides with an unstable LS [4].
For a system pumped by a localized Gaussian beam on top of homogeneous background the scenario
is richer and one finds two different mechanisms leading to excitability. One is based on a saddle-
loop bifurcation as above while the other takes place through a saddle-node in the invariant circle
(SNIC) bifurcation. This second mechanism has excitability threshold which can be much lower.

We consider a ring cavity filled with a nonlinear self-focusing Kerr medium pumped by an
external field. In the mean field approximation, the dynamics of the electric field inside the cavity
can be described by a single partial differential equation for the scaled slowly varying amplitude
E(~x, t) [8]

∂tE = −(1 + iθ)E + i∇2E + E0 + i |E|2 E, (1)

where E0 is the homogeneous driving field and θ is the cavity detuning. The homogeneous steady
state solution of Eq. (1) is implicitly given by Es = E0/(1 + i(θ − Is)), where Is = |Es|2. We use
the intra-cavity background intensity Is together with θ as convenient control parameters. The
homogeneous solution has a modulational instability (MI) at Is = 1.0 leading to the formation of
subcritical hexagonal patterns.

The existence and dynamical properties of localized structures in this system, the so called Kerr
cavity solitons (KCS), have been studied in [9] and references therein. Fig. 1 shows the region of
existence of KCS in the Is − θ parameter space. The KCS branch starts subcritically at the MI
point. The middle-branch KCS is unstable and it has only a single unstable mode. There is a
turning point (saddle-node) where an stable upper-branch KCS starts. The bifurcation diagram
as function of Is for fixed θ is shown in Fig. 1. A similar diagram can be obtained for fixed Is as
function of θ. Increasing Is or θ the upper-branch KCS undergoes a Hopf bifurcation resulting in
a periodically oscillating localized structure. The oscillation is such that it approaches the stable
manifold of the middle-branch KCS and then escapes along the unstable manifold. As the detuning
is increased the limit cycle goes closer and closer to the middle-branch KCS as illustrated in Fig. 2.
At a critical value θc a global bifurcation takes place: the cycle touches the middle-branch KCS and
becomes a homoclinic orbit [Fig. 2(c)]. This is an infinite-period bifurcation called saddle-loop
or homoclinic bifurcation. The saddle-loop has a characteristic scaling law that govern the period
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Figure 1: Left: (a) Phase diagram: Is vs. θ showing the different regimes. LS are stable in the shaded
region and oscillate in the dashed one. The solid line indicates the saddle-node bifurcation where the LS
are created, the dot-dashed the Hopf, and the dashed the saddle-loop where the oscillation is destroyed. (b)
Distance between the saddle-node and Hopf lines. Right: Bifurcation diagram of KCS for θ = 1.34. The
upper (middle) branch corresponds to stable (unstable) KCS. These branches are originated at a saddle-node
bifurcation. The upper branch becomes Hopf unstable for larger values of Is.

Figure 2: Left: LS maximum intensity as a function of time for increasing values of the detuning parameter
θ. From top to bottom θ = 1.3, 1.3047, 1.30478592, 1.304788. Is = 0.9. Right: Sketch of the phase space
for each parameter value. The thick line shows the trajectory of the LS in phase space.

Figure 3: (a) Period of the limit cycle T as a function of the detuning θ for Is = 0.9. The vertical dashed
line indicate the threshold of the saddle-loop bifurcation θc = 1.30478592. (b) Period T as a function of
ln(θc− θ). Crosses correspond to numerical simulations while the solid line has a slope 1/λ1 with λ1 = 0.177
obtained from the linear stability analysis of the middle-branch LS.
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Figure 4: Evolution of a sub-threshold (dotted line) and two above-threshold perturbations, one close to the
threshold (solid line) and one well above (dashed line). Top panel shows the time evolution of the maximum
intensity, while the 3D plots show the transverse profile at different times for the dashed trajectory.

T of the limit cycle as the bifurcation is approached: T ∼ − ln(θc − θ)/λ, where λ is the unstable
eigenvalue of the middle-branch KCS. We show that this scaling is verified in our system (Fig. 3).

Beyond the saddle-loop bifurcation the phase space shows a typical configuration presenting
excitability [Fig. 2(d)]: it has a globally attracting fixed point (homogeneous solution), but localized
disturbances (above the middle-branch KCS) can send the system on a long excursion in the phase
space before returning to the fixed point (Fig. 4). The peak grows to a large value until the losses
dominate the dynamics and stop the growth. Then decays exponentially until it disappears. A
remnant wave is emitted out of the center dissipating the remaining energy. The long excursion in
phase space is reminiscent of the coherence collapse phenomenon that arises in the 2D nonlinear
Schrödinger equation. The Hopf instability of KCS in this limit has been studied in [10]

All this scenario is organized by a co-dimension two Takens-Bogdanov bifurcation point. In the
limit of large detuning, the saddle-node, Hopf and saddle-loop bifurcation lines meet asymptotically,
at Is = 0 as shown in Fig. 1. It is known that the intersection of a saddle-node line with a Hopf line
is a Takens-Bogdanov (TB) codimension-2 bifurcation point [11]. The unfolding around a TB point
leads to a saddle-loop bifurcation line [11]. So, this unfolding fully explains the observed scenario,
where our formally infinite-dimensional system appears to be perfectly described by a dynamical
system in the plane.

We should emphasize that, in absence of spatial degrees of freedom, the system described by
Eq. (1) is not an excitable system. Excitability arises here as an emergent property linked to the
spatial degrees of freedom in the system. The mechanism for excitability is based on the dynamics
of the localized structure by itself.

We consider in the following the case in which the system is pumped by a field EI consisting
of a narrow Gaussian beam on top of homogeneous background E0: EI = E0 + H exp(−r2/r2

0)
where H =

√
(Is + Ish)[1 + (θ − Is − Ish)2]− E0. The control parameters are Is associated to the

background intensity, the detuning θ, and the new Ish associated to Gaussian beam. Now the
translational symmetry of the system (and also of its solutions) is broken, and the fundamental
solution, no longer homogeneous, exhibits a small bump (small when compared to the truly localized
structures), which is the system response to the Gaussian perturbation. The bifurcation diagram
for fixed Ish and θ is shown in Fig. 5.

The maximum of the fundamental solution increases as we increase Is until a saddle-node bi-
furcation is encountered. This bifurcation, which is in fact a saddle-node on the invariant circle
(SNIC) bifurcation is not present in the case of a homogeneous pump (cf. Fig. 1) for which the lower
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Is

Figure 5: Bifurcation diagram max(|E|2) vs Is for pump consisting of a Gaussian beam on top of a homo-
geneous background (Ish = 0.7, θ = 1.34). Solid lines represent stable solutions and dashed lines unstable
ones.

Figure 6: Left: Ls maximum intensity as a function of time for decreasing values of Ish. From top to bottom,
Ish = 0.545, 0.475, 0.4471, 0.435. Is = 0.8050, θ = 1.34. Right: sketch of the phase space for each parameter
value.
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Figure 7: Phase diagram Is vs. Ish for θ = 1.34.
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branch is stable until Is = 1. At the SNIC a middle branch unstable LS starts. As for homogeneous
pump, there is a turning point (associated to the left saddle-node) where an stable upper-branch LS
starts. Increasing Is the upper-branch LS undergoes a Hopf bifurcation resulting in a periodically
oscillating localized structure. As for homogeneous pump this oscillatory structure is destroyed
in a saddle-loop bifurcation leading to excitable behavior. The saddle-loop takes place at a value
of Is below the SNIC. The excitable regime is possible only while the fundamental solution exists
(Is between the saddle-loop and the SNIC). After the SNIC both the fundamental and the upper
branch LS are unstable, and a new, oscillatory, regime appears. For Is > 1 the background becomes
modulationally unstable leading to pattern formation. Fig. 6 shows the temporal evolution in the
new oscillatory regime. As Is is decreased the period of the oscillations becomes longer and it finally
diverges when reaching the SNIC. The scaling of the period of oscillation confirms a saddle-node
on the invariant circle bifurcation. A SNIC bifurcation induces excitable behavior for Is below the
critical value. This scenario is different from the previous one although the excitable regimes are
similar. Here the excitable threshold can be controlled by the intensity of the addressing Gaussian
beam that effectively approaches the fixed point and the saddle in the phase space.

Figure 7 shows the phase diagram as a function of Is and Ish with θ constant. Ish = 0 corresponds
to homogeneous pump. For small Is the system has only one fixed point which is the fundamental
solution (reg. I). Increasing Is the occurrence of a saddle-node bifurcation leads to a stable and
an unstable (saddle) branches of stationary LS solutions (reg. II). Further on, the stable branch
becomes unstable in a Andronov-Hopf bifurcation and a cycle (oscillating LS) is created (reg. III).
At this point a stable fixed point, a cycle and an unstable fixed point coexist in the system. If we
further increase Is the limit cycle approaches the saddle and collides in a saddle-loop bifurcation
(SL line). Beyond this saddle-loop the fundamental solution becomes excitable in two possible
ways (reg. IV). If the line indicated as SNIC is crossed, the fundamental solution (stable) and the
lower LS stationary solution (saddle) annihilate inside an invariant circle, leading to oscillatory LS
behavior (reg. V). Region IV is excitable in the sense that suitable perturbations to the fundamental
solution lead to long excursions in phase space, in two possible ways, depending on whether the
system is close to the SL or to the SNIC bifurcation lines.
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Abstract— We consider a Kerr optical resonator containing a left-handed and a traditional
right-handed material. This configuration allows for negative diffraction. We analyze the dy-
namical behavior of the system in this negative diffraction regime when the system has one, two
and three transverse dimensions. The 3D case corresponds to spatiotemporal dynamics. We
identify a modulational instability affecting the lower branch of the hysteresis cycle and observe
dissipative patterns and an up-switching process.

1. INTRODUCTION

Today, left-handed materials attract a lot of attention not only from the electromagnetics, but
also from the optics community. This is due to the fact that more and more left-handed materials
are fabricated at optical frequencies [1]. These materials have the interesting property that their
refractive index is negative [2]. Only a few works have considered nonlinearities in these materials.
Recent works addressed the problem of light propagation in Kerr type nonlinear left-handed mate-
rials [3, 4]. It has been shown that nonlinear propagation in left-handed materials can be described
by the nonlinear Schrödinger equation, with the difference that some of its coefficients have their
sign reversed. Due to the similarity between the propagation equations in left- and right-handed
materials, the evolution of an optical field in both materials is qualitatively identical. We propose
a system in which both right-handed and left-handed materials are combined. In this way, it is
possible to observe new physics, as will be reported below.

In order to enhance the nonlinear effects in our system, we use an optical resonator (see Fig. 1)
whose behavior can be described by a modified Lugiato-Lefever (LL) model [5, 6]. The resonator is
made of two layers containing a left-handed and a right-handed material. It is driven by a continuous
wave homogeneous input field at optical frequency ω. The LL-model reveals the existence of
homogeneous steady state solutions. Below, we address the stability of these solutions and their
relation with the number of transverse dimensions. The 1D and 2D cases correspond respectively to
dispersionless cavities with one and two spatial dimensions orthogonal to the propagation direction,
while the 3D case includes dispersion effects, leading to spatiotemporal dynamics (self-organized
light bullets).

LH RH

0  L

E  n E o t
E f

E b

z

isolato r

Figure 1: The setup: a driven ring resonator filled with left- (LHM) and right-handed (RHM) materials.

2. MODEL

We derived a mean-field model for this resonator based on the following three assumptions: (1) re-
flections at the interfaces of the layers can be neglected; (2) the dissipative Fresnel number is large;
(3) the cavity is shorter than the diffraction, dispersion and nonlinearity lengths. The first of these
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approximations needs some more explanation as such reflections and the associated counterpropa-
gating beam could alter the dynamics considerably. Having two independent material parameters
(ε and µ), the structure of the LHM can be tuned to have an impedance η =

√
ε/µ equal to that

of the RHM, i.e., the RHM and the LHM are impedance matched. Note that this, in general, does
not mean that the LHM will have equal but opposite index. In another possible realization, an
optical isolator can be used to inhibit the counterpropagating signal. A slow dimensionless time
scale T is introduced, where T = πt/ (Ftr), with tr the cavity roundtrip time and F its finesse. The
slow time evolution of the envelope A(x, y, τ, T ) is then governed by

∂A

∂T
= − (1 + i∆)A + E + iΓ|A|2A + i

[
D

(
∂2

∂x2
+

∂2

∂y2

)
+ β

∂2

∂τ2

]
A. (1)

The detuning ∆ is related to the linear phase accumulated by the light during one roundtrip,
Φ = π∆/F . The input field amplitude has been scaled by Ein = πE/F and the coefficient of
the nonlinear term describes the combined effect of the Kerr nonlinearities in both layers: Γ =
3F (γr lr + γlll) /π. A self-focusing nonlinearity (Γ > 0) is assumed in the remainder of this text.
Finally, the diffraction and dispersion coefficients are given by

D =
F

π

(
lr

2kr
+

ll
2kl

)
, β =

F

π
(βrlr + βlll) . (2)

The regime that we are interested in has a negative diffraction coefficient D. It is indeed possible
to engineer the strength of the diffraction coefficient due to the balance of positive diffraction in
the RHM and negative diffraction in the LHM. When ll > −lrkl/kr, it is even possible to change
the sign of D.

The homogeneous steady state (HSS) solutions As of Eq. (1) are E = [1 + i(∆ − Γ |As|2)]As

(Fig. 2). |As|2 as a function of |E|2 is single-valued for ∆ <
√

3 and multiple-valued for ∆ >
√

3.
We have performed the stability analysis of these HSS. With periodic boundaries, the deviation from
the steady state is taken proportional to exp (ik · r + λT ) with k = (kx, ky, kτ ) and r = (x, y, τ).
The threshold associated with modulational instability is |Ac| = 1/

√
Γ and Ec =

√
∆2 − 2∆ + 2.

At that bifurcation point, the HSS becomes unstable with respect to modes satisfying the relation,
D(k2

x + k2
y) + βk2

τ = 2−∆.

|A|2

|E |2

1
G

2D-
0

D2-3
3G

2D+
0

D2-3
3G

|E+|2 |E-|2|Ec|
2(0, 0)

Figure 2: Bistability of the optical resonators. Stable homogeneous steady state solution are plotted with a
full blue line, unstable solutions are plotted with a dashed red line.

3. RESULTS

When the driving field amplitude is in the unstable portion of the lower branch, an infinite number
of linearly unstable Fourier modes exist, which trigger the spontaneous evolution of the intracav-
ity field amplitude towards a spatially periodic distribution that occupies the whole cavity space
available in the transverse directions. We study the formation of such patterns by the numerical
simulation of Eq. (1). The initial condition consists of some small random noise added to the HSS
and periodic boundary conditions are assumed.

An example of a dissipative structure in the one-dimensional system is shown in Fig. 3. We
compare the wavelength given by the linear stability analysis (Λc = 3.14) with the wavelength
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Figure 3: Stable dissipative structure emerging in the one-dimensional case. The intensity is plotted. Pa-
rameters are ∆ = 10, ∆ = −2, Γ = 1 and E = 9.25.

of the stable dissipative structure obtained numerically (Λnum = 3.23). A very good agreement
between the two wavelengths is obtained.

t = 2 t = 50 t = 170 t = 185 t = 190 t = 195

Figure 4: Dynamics of the pattern formation in the two-dimensional case. The patterns change from the
initial state to stripes, hexagons and self-organized spots. The parameters are the same as those in Fig. 3.
Maxima are plain white and the integration mesh is 256× 256.

(a) (b)

(c) (d)

Figure 5: 3D structures observed in the resonator. Parameters are the same as in Fig. 3.

We perform similar simulations in a two-dimensional system using periodic boundary conditions.
The following typical sequence of patterns is obtained: hexagons, stripes, and self-organized spots.
This behavior is shown in Fig. 4, where we have plotted the real part of the intracavity field during
the spatiotemporal evolution. We have observed that the average intensity grows exponentially
during this process, which is clearly due to the amplification of unstable wavelengths, as can be
expected from the linear stability analysis. Finally, the field amplitude reaches the high HSS. In
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the range Ec < E < E−, the up-switching process dominates over the pattern forming process and
therefore leads to the truncation of the homogeneous hysteresis cycle.

Similar behavior occurs in three dimensions [7], as shown in Fig. 5.

4. CONCLUSION AND PERSPECTIVES

We analyzed the dynamical behavior of the intracavity field of an optical resonator designed to
have negative diffraction. We identified modulational instability appearing on the lower branch of
the bistability curve of the homogeneous steady-state solutions. The pattern forming process was
investigated numerically in one, two, and three transverse dimensions. In the 1D case, we found
stable dissipative patterns, whereas an up-switching process inhibits the formation of stable light
patterns in two and three dimensions. By tuning the diffraction coefficient to lower values, it is in
principle possible to make localized structures as small as we want.

The understanding of modulational instability is of high importance for the study of localized
structures (dissipative solitons), as it is well known that MI is a prerequisite for their formation.
Another perspective of this work is the extension to other kinds of nonlinearities, like quadratic
ones. Finally, we want to devise how the LL-model should be adapted when diffraction is very close
to zero. This will introduce a limit on the size of the patterns that can effectively be formed in our
setup.
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Stability of Dissipative Solitons as Solutions of Asymmetrical
Complex Cubic-quintic Ginzburg-Landau Equation
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Abstract— The existence and nonlinear dynamics of optical dissipative spatial solitons asym-
metrical with respect to transverse coordinates are studied. Steady state solutions of asym-
metrical complex cubic-quintic Ginzburg-Landau equation are computed using the variational
approach extended in order to treat asymmetrical input. Using established stability criterion a
domain of dissipative parameters for stable solitonic solutions is fixed. Analytical predictions are
confirmed by numerically simulated evolution of an asymmetrical input pulse towards a stable
and robust dissipative soliton.

There is a growing interest for optical solitons as form preserving self-trapped structures. Spatial
and spatiotemporal solitons are good candidates in all-optical signal processing since they are
self-guided in bulk media [1, 2]. Stable operation of laser systems, closely related to the issue of
dissipative soliton stability, is crucial for generating ultra-short pulses [3, 4].

In order to generate few-parameters family of two transverse dimensions solitons the diffraction
has to be compensated by self-focusing [5]. Taken into account that real systems are generally
dissipative, in order to conserve solitons an appropriate gain has to match linear and nonlinear
losses. Another prerequisite for practical applications is to consider evolution starting from input
asymmetrical with respect to transverse coordinates x and y [5]. Therefore, a corresponding equa-
tion, (2 + 1)-dimensional complex cubic-quintic Ginzburg-Landau equation (CQGLE) [6] has to
contain a Laplacian with respect to x and y describing beam diffraction

i
∂E

∂z
+

∂2E

∂x2
+

∂2E

∂y2
+ |E|2E + ν|E|4E = Q. (1)

E is the normalized complex envelope of the optical field. In order to prevent the wave collapse
the saturating nonlinearity is required. As a consequence, cubic and quintic nonlinearities have to
have opposite signs, i.e., parameter ν is negative. Dissipative terms are denoted by Q

Q = i

{
δoE + εo|E|2E + µo|E|4E + βo

(
∂2E

∂x2
+

∂2E

∂y2

)}
. (2)

The first term with parameter δo is linear loss. The cubic and quintic gain-loss terms contain
respectively parameters εo and µo. The last term accounts for the parabolic gain if βo > 0. The
generation of dissipative solitons demands as prerequisite a simultaneous balance of diffraction
with self-focusing as well as gain with loss. Therefore, for a given set of parameters the family of
solutions reduces to a fixed solution. There are no exact analytical solutions of CQGLE except
for particular sets of parameters [7]; one has to resort to computer simulations. In a recent paper
[8] we extended the variational approach to complex dissipative systems described by symmetrical
CQGLE. Based on this variational approach a general stability criterion for dissipative one-, two-,
and three-dimensional solitons is established.

In this paper we extend the variational approach to dissipative systems described by asymmet-
rical (2+1)-dimensional CQGLE (ACQGLE) (see Eq. (1)). The set of Euler-Lagrange equations is
solved in order to obtain steady state solutions. In order to study the stability of such solutions we
extended our stability criterion to asymmetrical conditions. Asymmetrical input pulses generated
in the proposed domain of dissipative parameters, evolve towards stable dissipative spatial solitons,
as numerical simulations of ACQGLE confirm.

In order to establish the variational approach for ACQGLE we construct the total Lagrangian
L = Lc + LQ of the system described by Eq. (1) containing both, a conservative part

Lc =
i

2
(E

∂E∗

∂z
−E∗∂E

∂z
) +

∣∣∣∣
∂E

∂x

∣∣∣∣
2

+
∣∣∣∣
∂E

∂y

∣∣∣∣
2

− |E|4
2

− ν|E|6
3

(3)
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and a dissipative one [8]

LQ = i

(
δo |E|2 +

εo|E|4
2

+
µo|E|6

3
− βo

(∣∣∣∣
∂E

∂x

∣∣∣∣
2

+
∣∣∣∣
∂E

∂y

∣∣∣∣
2
))

. (4)

Then, an asymmetrical trial function is proposed

E = A exp
[
− x2

2X2
− y2

2Y 2
+ i

(
Cx2 + Dy2 + Φ

)]
, (5)

given as a functional of amplitude A, spatial widths X and Y , wave front curvatures C and D, and
phase Φ. Following Kantorovitch, constant parameters of the Rayleigh-Ritz method are substituted
here by functions η=A, X, Y , C, D, Φ of an independent variable z [8]. Optimization of each of
these functions gives one of six Euler-Lagrange equations averaged, together with conservative
Lagrangian Lc =

∫ ∫
Lcdxdy, over transverse coordinates x and y

d

dz

(
∂Lc

∂η′

)
− ∂Lc

∂η
= 2<e

∫ ∫
dxdyQ

∂E∗

∂η
(6)

where <e denotes the real part [8].
Within variational approximation, to the partial differential ACQGLE corresponds a set of six

coupled first order differential equations (ODEs) resulting from the variation with respect to the
amplitude

dA

dz
= −δA +

3εA3

4
+

5µA5

9
− βA(

1
X2

+
1

Y 2
)− 2A(C + D) (7)

widths
dX

dz
= 4CX − εA2X

4
− 2µA4X

9
+

β

X
− 4βC2X3, (8)

dY

dz
= 4DY − εA2Y

4
− 2µA4Y

9
+

β

Y
− 4βD2Y 3, (9)

wave front curvatures
dC

dz
=

1
X4

− A2

X2
(
1
4

+
2νA2

9
)− 4C(C +

β

X2
), (10)

dD

dz
=

1
Y 4

− A2

Y 2
(
1
4

+
2νA2

9
)− 4D(D +

β

Y 2
), (11)

and phase
dΦ
dz

= 2β(C + D)− 1
X2

− 1
Y 2

+ A2(
3
4

+
5ν

9
A2). (12)

In order to have a stable pulse background, the linear dissipation term has to correspond to loss,
i.e., the parameter δo must be always negative [8]. All remaining dissipative parameters in Eqs.
(7-12) are divided by |δo| = δ: ε = εo/δ, µ = µo/δ, and β = βo/δ.

The exact steady state solutions are obtained from Eqs. (7–11) for derivatives of amplitude,
widths, and curvatures equal zero. The only possible steady state solutions are symmetrical with
equal widths X = Y and curvatures C = D. In the dissipative case the power P = A2XY is no
longer a constant [5, 8]. However, in steady state the power P = 9(2νA2 + 2.25)−1, the width
X = 3A−1(2νA2 + 2.25)−

1
2 , and the propagation constant Ω = dΦ

dz = A2(0.11A2 + 0.25) depend
only on the amplitude as in the conservative case [5]. Variationally obtained family of conservative
steady state solutions reduces to a fixed double solution for a given set of dissipative parameters.
Indeed, the steady state amplitude has two discrete values A+ and A−

A± = 1.125

√
(β − 2ε)±

√
(β − 2ε)2 + 7.11(3µ− 2βν)
(3µ− 2βν)

. (13)

The existence of a double solution (A− > A+) in the ε, µ-domain in Fig. 1, implies a cubic gain
ε > 0 and a quintic loss µ < 0. The striking difference with conservative systems is the nonzero wave
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front curvature C = 1.125A2[1.125(ε−β)+A2(µ−νβ)] [5]. The gain-loss balance together with the
compensation of diffraction by saturating nonlinearity can be realized only for nonzero curvature
fixed steady state solutions. This curvature is negative in the considered domain. Therefore,
the self-focusing is dominating the diffraction which would provoke raising of amplitude without
presence of loss and gain terms. As a consequence, a cross compensation appears involving together
self-focusing, loss and gain.

5 10 15 20 25 30 35
-70

-60

-50

-40

-30

-20

-10

β=35

ε

µ

α
4 =0

Figure 1: Domain of stable steady state solutions A−.

Only stable steady state solutions can be solitons. In order to check the stability of solutions
our stability criterion based on the method of Lyapunov’s exponents is extended [8]. Steady state
solutions are stable if and only if Hurwitz’s conditions on coefficients α1, α2, α3, α4, and α5 of equa-
tion having solutions with negative real part, are fulfilled. The stability criterion for variationally
obtained steady state solutions of (2+1)-dimensional ACQGLE is expressed as follows,

α1 =
(
εA2 − 0.44µA4 − 4

)
δ >

α3

α2
, (14)

α2 = −2νA6(0.025νA2 + 0.028) > 0, (15)

α3 = A4(0.125 + νA2)2((2ε− 0.198β)A2 − 1.58)δ > 0, (16)

α4 =
(
0.5 (ε + β) + 0.44 (µ + νβ) A2

)
δ > 0, (17)

and α5 = 0. As a consequence, only solution A− is stable in the domain between the parabola and
the line α4 = 0 in Fig. 1. Input pulse chosen in the stable domain is not yet a stable soliton since the
variationally obtained v-curve in Fig. 2, corresponding to the power P as a function of the parameter
ε, is only a good approximation of numerically obtained exact n-curve. Following Prigogin’s theory
of dissipative structures and self-organization the curve in Fig. 2 can be interpreted as a bifurcation
curve with the control parameter ε [9]. For illustration, for parameters δ = 0.001, µ = −70,
β = 35, and ε = 44.1, amplitudes A+ and A− are denoted respectively by a triangle in Fig. 2.
The triangle corresponding to A+ is on the lower unstable branch of the v-curve. The triangle
associated to A− is on the upper stable branch. If this solution is taken as the input in numerical
simulations it will evolve towards the stable dissipative soliton represented by the triangle on the
exact n-curve. However, the same final issue is obtained starting from an asymmetrical input
pulse with the set of dissipative parameters belonging to the stability domain. Detailed analysis of
numerical contributions of terms in ACQGLE confirmed the cross-compensation as the mechanism
of stabilization. Indeed, the self-focusing excess resulting from the sum of all real terms on the left
hand side of ACQGLE (Eq. (1)) is compensated by the real part of parabolic terms on the right
hand side (Eq. (2)). The cross-compensation is achieved by matching of all imaginary terms from
the right hand side with the imaginary part of diffraction term.

In conclusion, the asymmetrical (2+1)-dimensional CQGLE is considered using jointly numeri-
cal and analytical approach based on the extension of the variational method. Stability of obtained
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Figure 2: Upper stable and lower unstable branch of variational v curve and numerical n curve.

steady state solutions is established following extended stability criterion. The choice of asym-
metrical input pulses with dissipative parameters belonging to the stability domain fixed by this
criterion, insures generation of stable dissipative solitons. The possibility to control asymmetrical
dissipative pulses, which during the propagation become either spatial or spatiotemporal stable
dissipative solitons, opens the way for diverse practical applications concerning signal processing
and mode-locked laser systems.
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Improved Interpolation of Evanescent Plane Waves for Fast
Multipole Methods
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Abstract— One way to implement a low-frequency or broadband fast multipole method is to
use the spectral representation, or inhomogeneous plane-wave expansion, of the Green’s function.
To significantly improve the error-controllability of the method, we propose a new interpolation
and anterpolation scheme for the evanescent part.

The fast multipole method (FMM) can be used to accelerate the iterative solution of integral
equations in electromagnetics and acoustics. In particular, the multilevel fast multipole algorithm
(MLFMA) by Chew et al., is very efficient for solving large scale electromagnetic scattering prob-
lems [1]. However, the dynamic FMM and MLFMA are based on a plane-wave expansion of the
Green’s function that is not error-controllable in the sub-wavelength scale. To implement a sta-
ble FMM in the sub-wavelength scale, there is basically two different approaches: either based
multipole-series [2–4]; or based on a low-frequency stable inhomogeneous plane-wave expansion of
the Green’s function [5–8].

The spectral representation of the Green’s function,

G(r) =
eikr

4πr
=

ik

8π2

π∫

−π

∫

Γ

eik(θ,ϕ)·r sin θ dθ dϕ, z > 0,
Re θ

Im θ

Γp Γe

π
2

(1)

gives an inhomogeneous plane-wave expansion that is accurate at any frequency, but unfortunately,
the representation is direction dependent. The integration path Γ is split in two parts: a prop-
agating part Γp, corresponding to ordinary propagating plane waves; and an evanescent part Γe,
corresponding to evanescent plane waves (complex k). For the propagating part, we can embed the
direction dependency into the translation function and get excellent error controllability using an
FFT-based approach based on [9]. The evanescent part is, however, more problematic.

Using the substitution σ = −ik cos θ, we can express the evanescent part of (1) as

Ge(D + d) =

π∫

−π

∞∫

0

Te(σ, ϕ) eik(σ,ϕ)·d dσ dϕ, Te(σ, ϕ) =
1

8π2
eik(σ,ϕ)·D, (2)

where the wave vector is

k(σ, ϕ) =
√

σ2 + k2 (x̂ cosϕ + ŷ sinϕ) + iσẑ. (3)

Using a generalized Gaussian quadrature rule [7, 10] for the σ-integral and a trapezoidal rule for the
ϕ-integral, we can get up to 10 digits accuracy in (2). Unfortunately, a straightforward interpolation
in σ, as proposed in [7], is not as accurate.

For a scalar source q in a cube Q, the evanescent radiation-pattern is

F e
∞(σ, ϕ) =

∫

Q
e−ik(σ,ϕ)·r′ q(r′) dV ′. (4)

The sample points in σ are approximately scaled by a factor 2 between adjacent levels, and the
square root

√
σ2 + k2 in (3) makes the radiation patterns hard to interpolate accurately near σ = 0.

To overcome this problem, we exploit the properties of the spherical harmonics

Ynm(θ, ϕ) = cnm(sin θ)|m| U |m|
n (cos θ) eimϕ, (5)

where cnm is a constant and U
|m|
n is a polynomial of degree n − |m|. The spherical harmonic

Ynm(θ, ϕ) is a polynomial of degree n in cos θ if m is even, and Ynm(θ, ϕ)/ sin θ is a polynomial of
degree n− 1 in cos θ if m is odd.
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A propagating radiation pattern can be expanded using a series of spherical harmonics. Further-
more, the spherical harmonics extend to complex θ, and so we can also approximate an evanescent
radiation pattern using a truncated series of spherical harmonics as

F e
∞(σ, ϕ) ≈

N∑

m=−N

bm(σ) eimϕ =
N∑

m=−N

N∑

n=|m|
amn(1 + σ2/k2)|m|/2 U |m|

n (iσ/k) eimϕ. (6)

Here, bm(σ) is a polynomial of degree N in σ if m is even, while bm(σ)/
√

1 + σ2/k2 is a polynomial
of degree N − 1 in σ if m is odd.

As we use the samples of the radiation pattern to represent the outgoing field, the above suggests
the following interpolation procedure for the evanescent part:

• Use a discrete Fourier transform (DFT) in ϕ to get the samples bm(σj).

• Scale bm(σj) ← bm(σj)/
√

1 + σ2
j /k2 for all odd m.

• Interpolate in σ using ordinary Lagrangian interpolation to get the samples bm(σ̃j) for the
parent level.

• Scale back bm(σ̃j) ← bm(σ̃j)
√

1 + σ̃2
j /k2 for all odd m.

• Zero-pad if we need to interpolate in ϕ, and use an inverse DFT to get the samples of F e∞(σ, ϕ)
for the parent level.

As usual, the anterpolation procedure is a straightforward adjoint of the interpolation procedure.
In theory, this new interpolation procedure should be very accurate, provided that we use enough

sample points. In practise, the resulting interpolations are clearly more accurate than the previously
used ones [7], but not significantly slower.

As a benchmark, to verify the accuracy of the new interpolation scheme, we use the N -body
problem

Fm = F (rm) =
N∑

n=1
n 6=m

G(rm − rn) qn, for m = 1, . . . , N, (7)

with N = 10 000 and a 6-level MLFMA using the spectral representation of the Green’s function, as
in [7], both using the interpolation scheme of [7] and the new interpolation scheme presented here.
The points rn are randomly distributed on a sphere with a radius of one wavelength (λ) and the
scalar sources qn has random amplitude. The used levels have cube side-lengths between λ/2 and
λ/16, which is the most problematic region for the interpolation in σ. The results are summarized
in Table 1. The new interpolation scheme significantly improves the error controllability of the
translation procedures proposed in [7], so that we can obtain up to 8 digits accuracy in the scalar
Green’s function.

Table 1: Relative L∞-errors in Fm for the benchmark problem (7) for different target accuracies d0 and both
the old and new interpolation scheme.

d0 Old interp. New interp.

2 4.33× 10−3 4.11× 10−3

4 6.51× 10−5 1.57× 10−5

6 3.24× 10−5 5.17× 10−7

8 1.36× 10−5 7.72× 10−9
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Abstract— In this paper, the possibilities of finding out surface plasmons in negative-permittivity
metamaterial scatterers, using surface integral equations, are discussed. Electrostatic resonances
manifest themselves as very high values of the polarizability for a certain (negative) value of the
permittivity. Another way to locate the position of the resonances is to calculate the eigenvalues
of the source-free integral equation operator for the static potential on the surface of the particle.

1. INTRODUCTION

A dielectric sphere with relative permittivity εr behaves like an electric dipole when it is excited
by a long-wavelength electric field. The amplitude of this dipole moment is proportional to the
electric field and the coefficient of proportionality is the polarizability. In a form normalized by the
volume of the sphere and free-space permittivity, the polarizability in normalized form reads [1].

αn = 3
εr − 1
εr + 2

(1)

This expression reveals fascinating properties when we allow the relative permittivity εr to
take negative values (this is of interest within the study of metamaterials). Obviously, the case
εr = −2 leads us into a singularity. This infinity, known for metals, for example, in the high optical
or ultraviolet frequencies, carries several names: surface plasmon, Fröhlich mode, electrostatic
resonance.

Despite this singularity, the case of sphere (and also, by the way, ellipsoid, for which the polar-
izability can also be calculated in closed form) can be said to behave “reasonably” over the whole
range of real values for the relative permittivity. Namely, only one infinity appears and its position
and amplitude are well defined and connected to the axis ratios of the scatterer. However, when the
shape deviates from these canonical forms, very strange things seem to happen. In our experience,
all numerical and semianalytical efforts fail to reconstruct the whole range of the polarizability for
negative values, at least in all nontrivial cases that we have been studying. Several singularities
appear, some of which seem to be physical, but many perhaps numerical artifacts.

In this presentation, we will present our findings on these electrostatic resonances for negative-
permittivity materials. We use surface-integral equation with method of moments to solve the
polarizability for different shapes: in addition to sphere and ellipsoid, we study the shapes of cube
and semisphere for which the wedges and corners may be one source of difficulties in the solution
of the electrostatic potential. Another approach to locate the electrostatic resonances is to find
eigenvalues to the source-free integral equation for the surface charge distribution [2]. This method
gives the positions of the singularities directly in contrast to the straightforward evaluation of the
polarizability over the whole domain of negative values of permittivity. However, this calculation
returns a large set of eigenvalues, and it needs certain efforts to identify which of the eigenvalues
corresponds to a given multipole resonance. In the following, we will present results from our
calculations of the behavior of electrostatic resonances when the shape starts to deviate from the
perfect spherical form towards a cube. Also, the effect of a finite frequency on the resonances is
studied.

2. SURFACE INTEGRAL EQUATION FORMULATION

Let D be a homogeneous dielectric object in a homogeneous medium with a surface S and exterior
unit normal vector n. The exterior and interior of D are characterized with constant electromag-
netic parameters εl and µl = µ0, l = 1, 2, respectively. In addition, let Ep and Hp denote the
primary fields with sources in the exterior.
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In the electrostatic case (ω = 0) an integral equation for the unknown potential function φ on
the surface S reads [3]. (

(ε1 − ε2)K − ε1 + ε2

2
I
)

φ = −ε1 φp, (2)

where

(Kφ)(r) =
∫

S

∂G0(r, r′)
∂n′

φ(r′) dS′, (3)

I is the identity operator, G0 = 1/(4π|r − r′|) is the static Green’s function and φp is the scalar
potential of the primary electric field.

In the dynamic case (ω > 0) the integral equation system of the N-Müller formulation for the
unknown equivalent magnetic and electric surface current densities, M = −n×E and J = n×H,
reads [4].

([
n× (

ε1

η1
D1 − ε2

η2
D2) n× (ε1K1 − ε2K2)

n× (µ1K1 − µ2K2) n× (η2µ2D2 − η1µ1D1)

]

−1
2

[
(ε1 + ε2)I 0

0 (µ1 + µ2)I

]) [
M
J

]
=

[
ε1 n×Ep

−µ1 n×Hp

]
(4)

where

(KlF )(r) =
∫

S

∇Gl(r, r′)× F (r′) dS′, (5)

(DlF )(r) =
−1
ikl

∇
∫

S

Gl(r, r′)∇′s · F (r′) dS′ + ikl

∫

S

Gl(r, r′)F (r′) dS′, (6)

Gl = eikl|r−r′|/(4π|r − r′|) is the dynamic (free space) Green’s function of region Dl, ηl =
√

µl/εl

and kl = ω
√

εlµl, l = 1, 2.
As has been shown in [4] the N-Müller formulation remains stable even at very low frequen-

cies and thus can be used to study the behavior of electrostatic resonances as the frequency is
increased. In fact, at ω = 0, the N-Müller formulation decouples into two separate equations for
the electrostatics and magnetostatics cases

(
(ε1 − ε2)K0 − 1

2
(ε1 + ε2)I

)
M = ε1n1 ×Ep, (7)

(
(µ1 − µ2)K0 − 1

2
(µ1 + µ2)I

)
J = −µ1n1 ×Hp, (8)

where K0 is the following integral operator

(K0F )(r) = n×
∫

S

∇G0(r, r′)× F (r′) dS′. (9)

The above equations, (2) and (4), are discretized with the method of moments using Galerkin
method and linear continuous basis functions for the static potential and Rao–Wilton–Glisson
basis functions for the equivalent surface currents densities in the dynamic case. More details are
presented in [3] and [4].

3. EIGENVALUE PROBLEM

In the static case the resonances at negative values of ε2 can be found by studying the eigenvalues
of the integral operator of (2) [2]. By rewriting the equation as

(Iφ) + 2
ε1 − ε2

ε1 + ε2
(Kφ) = 0 (10)
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Figure 1: Triangular mesh on a sphere (left) and on a smooth cube with n = 2.1 (right).
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Figure 2: Absolute value of the electrostatic polarizability of a sphere (left) and a smooth cube with n = 2.1
(right) at zero frequency as a function of εr.
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Figure 3: Absolute value of the electrostatic polarizability of a sphere (left) and a smooth cube with n = 2.1
(right) as a function of εr at k0a = 0.01.
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this can be formulated as a generalized eigenvalue problem

Ax + λB x = 0 (11)

where
λ(ε2) = −2

ε1 − ε2

ε1 + ε2
. (12)

4. NUMERICAL RESULTS

We present numerical results for a sphere and a smoothened cube defined as

|x|n + |y|n + |z|n = an, n ≥ 2, (a > 0). (13)

The case n = 2 corresponds to a sphere and n = ∞ corresponds to a cube. Figure 1 displays the
triangular surface meshes of a sphere and a smoothened cube with n = 2.1.

Figures 2–3 show the (absolute value of the) normalized polarizability of a sphere and a smoothened
cube at zero frequency and at a frequency corresponding to k0a = 0.01 as a function of the relative
permittivity of the object. Here a is the radius of the sphere and k0 is the wave number in vacuum.
In the dynamic case the electrostatic normalized polarizability is calculated from the monostatic
radar cross section σ as [5].

|αn| =
√

4πσ

k2
0V

, (14)

where V is the volume of the object.

5. CONCLUSIONS

The results for the polarizability curves as function of the negative permittivity show clearly the
changes of the electrostatic resonance peak as the shape of the scatterer starts to deviate from
sphere, and also in the case when the frequency becomes finite and the situation is no longer
electrostatic. The main plasmon (εr = −2) begins to move into smaller values (εr < −2). But at
the same time new resonances appear at permittivity points −1−1/m, (m = 2, 3, 4, . . .), and these
values also start to float towards more negative values. An interesting observation is that although
the “smoothed cube” with n = 2.1 is a shape visually nearly identical to a sphere (Figure 1),
its resonance behavior is already much different. Furthermore, our preliminary studies about the
behavior of the static surface integral operator show that these resonances correspond exactly to
the positions of the eigenvalues of the source-free integral operator eigenproblem.
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Abstract— For the iterative solutions of the integral equation methods employing the multilevel
fast multipole algorithm (MLFMA), effective preconditioning techniques should be developed for
robustness and efficiency. Preconditioning techniques for such problems can be broadly classified
as fixed preconditioners that are generated from the sparse near-field matrix and variable ones
that can make use of MLFMA with the help of the flexible solvers. Among fixed preconditioners,
we show that an incomplete LU preconditioner depending on threshold (ILUT) is very successful
in sequential implementations, provided that pivoting is applied whenever the incomplete factors
become unstable. For parallel preconditioners, sparse approximate inverses (SAI) can be used;
however, they are not as successful as ILUT for the electric-field integral equation. For a remedy,
we employ variable preconditioning, and we iteratively solve the near-field system in each major
iteration. However, for very large systems, neither of these methods succeeds to reduce the
iteration counts as desired because of the thinning of the near-field matrices for increasing problem
sizes. Considering this fact, we develop a preconditioner using MLFMA, with which we solve an
approximate system. Respective advantages of these different preconditioners are demonstrated
on a variety of problems ranging in both geometry and size.

1. INTRODUCTION

In this paper, we consider fast iterative solutions of the integral-equation methods, which yield dense
n × n linear systems in the form of Z̄ · x = b. These methods are widely used to solve scattering
and radiation problems in computational electromagnetics (CEM) because of their applicability to
complex geometries and high accuracy. With the help of the multilevel fast multipole algorithm
(MLFMA) [1], iterative methods can be used with O(n log n) computational complexity provided
that iteration counts are limited with proper preconditioners. This important problem is addressed
successfully by only a few CEM researchers [2–4].

Two formulations of the integral equations are widely used for the radiation and scattering
problems. The electric-field integral equation (EFIE) is used for geometries involving open surfaces.
On the other hand, the combined-field integral equation (CFIE) is the appropriate formulation for
targets with closed surfaces since it is free from the internal resonance problem that EFIE may
suffer. Moreover, CFIE yields linear systems that are easier to solve iteratively compared to EFIE.

In each step, iterative methods require matrix-vector products with the coefficient matrix Z̄.
MLFMA provides this operation to the solver by computing the near-field entries exactly and the
far-field entries approximately but with controllable error. Hence, only the near-field part of the
coefficient matrix Z̄NF is stored and the interactions of the far-field entries are computed “on the
fly”. For this purpose, the computational domain is located in a cube, and then the cube is divided
recursively into smaller ones. This partitioning of the computational domain defines the levels
of MLFMA. The near-field part corresponds to the interactions of the smallest cubes with their
neighbors and their self-interactions.

In this paper, we present our work for preconditioning of the integral-equation methods. First,
we consider sequential implementations of MLFMA and concentrate on the incomplete LU (ILU)
preconditioners. We show that ILU preconditioners can be very successful, provided that pivoting
is applied in case of instability. Because of the difficulty of the parallelization of the ILU precondi-
tioners, we construct an efficient sparse approximate inverse (SAI) preconditioner for the parallel
implementations. For EFIE, SAI is not as successful as ILU in reducing the iteration counts; hence
we use it as a preconditioner for the solution of the near-field system. Then, the solution of the
near-field system is used as the preconditioner of the original system. For very large problems, on
the other hand, due to their increasing sparseness, the near-field matrices do not serve as good ap-
proximations to the dense system matrices. Therefore, we use an incomplete version of MLFMA to
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obtain a more powerful preconditioner. With these efforts, we are able to solve large-scale problems
using a 16-processor computer in moderate solution times.

2. INCOMPLETE LU PRECONDITIONING

During factorization of sparse matrices, sparsity is lost in general. However, by sacrificing some of
the nonzero elements of the exact LU factorization, incomplete LU (ILU) preconditioners can be
constructed. This idea is the most established preconditioning method with many freely available
implementations [9] and it has proven to be successful in the iterative solution of sparse linear
systems [6].

Consider an incomplete factorization of the near-field matrix, Z̄NF= L̄ · Ū. If we retain the
nonzero values of L̄ and Ū only at the nonzero positions of Z̄NF, we end up with the no-fill ILU
method, or ILU(0). For problems that are not far from being diagonally dominant, such as the ones
resulting from CFIE, this simple idea usually works well. On the other hand, since ILU(0) does
not consider the numerical values of the entries, it becomes ineffective in predicting the locations of
the largest entries for matrices that are far from being diagonally dominant and highly indefinite.

For such problems, a second class of ILU preconditioners is developed based on the principle of
dropping matrix elements depending on their magnitudes. Among such methods, ILUT (τ, p) [6]
drops matrix elements that are smaller than τ times the 2-norm of the current row and of all the
remaining entries at most p largest ones are kept. ILUT is known to yield more accurate and stable
factorizations compared to ILU(0) with the same amount of fill-in [7]. However, for some cases,
although the factorization terminates normally, the incomplete factors sometimes turn out to be
unstable. When the problem is related to the small pivots, this problem can be avoided using
partial pivoting as in the complete factorization case.

Table 1: ILU results for CFIE.

LU No PC  BJ ILU(0) 
Problem 

Number of 

unknowns Iter Iter Time Iter Time Iter Setup Time 

Sphere 132,003  29  49 1,103 32 684 29 23 665

Thin box 147,180 37  158 1,965 106 1,290 45 271 1,025

Wing 117,945  31  86 1,110 52 779 32 46 542

Flamme 78,030 63  229 2,138 115 1,096 66 43 694

Helicopter 183,546  42  253 7,338 106 3,081 44 145 1,739

Table 2: ILU results for EFIE.

LU Jacobi ILUTP 
Problem 

Number of 

unknowns Iter Iter Time Iter Setup Time 

Patch 137,792  53 833 16,209 81 661 2,167

Open cube 171,655 332 - - 376 2,243 9,833

Open prism 163,871 195 - - 253 996 6,883

Half sphere 116,596 93 1,052 25,947 110 1,353 3,579

We realize that ILU(0) and ILUT works very well for the CFIE and EFIE systems, respectively.
In Table 1 and Table 2, we show the number of iteration counts and solution times with GMRES
no-restart on a solver containing Opteron 244 processors. Zero initial guess is used and 10−6

residual error is aimed in maximum 1500 iterations. We compare the ILU preconditioners with the
following ones.
• LU: Denotes the exact solution of the near-field matrix, which is used as a benchmark pre-

conditioner. Due to its excessive computational requirements, LU is not a practical precondi-
tioner; it is presented merely for comparison of iteration numbers.

• Block-Jacobi (BJ): The blocks in this widely used preconditioner correspond to self-interactions
of the smallest clusters in MLFMA. Exact inverse of each small block is obtained by LU de-
composition. There are n such blocks with fixed sizes; hence, the cost of this preconditioner
is O(n).
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• Jacobi: Contains only the diagonal of the near-field matrix. In Table 2, this preconditioner
is included instead of BJ, since the latter performs poorer for EFIE.

From Table 1, we recognize that particularly for real-life problems, such as Flamme [8] and the
helicopter, ILU(0) decreases the iteration counts and the solution times significantly. Moreover,
the iteration counts turn out to be very close to that of LU, signaling the optimality of ILU(0). For
open geometries presented in Table 2, first we note that for EFIE systems, even with a robust solver,
either the numbers of iterations are very high or no convergence is seen at all. ILUTP refers to
ILUT preconditioner with pivoting, which is required for the robustness of ILUT. The parameters
of ILUTP are chosen so that the memory requirement does not exceed that of the near-field matrix.
From the table one can see that ILUTP reduces the iteration numbers by an order of magnitude
compared to Jacobi when the latter succeeds to converge.

3. SPARSE APPROXIMATE INVERSES FOR PARALLEL COMPUTING

The main disadvantage of the ILU preconditioners is the lack of parallelizability of the factoriza-
tion and the application phases. To overcome this limitation, SAI preconditioners are developed,
which are based on approximating the inverse of the matrix directly [3, 4]. For this purpose, an
approximate inverse M̄ ≈ (

Z̄NF
)−1 is explicitly constructed and stored. Then, application of the

preconditioner is carried out by a sparse matrix-vector multiplication, whose parallelization can be
performed efficiently.

The results in Table 3, obtained on a 16-processor parallel computer, indicate that SAI is much
more successful in reducing the iteration counts and solution times compared to BJ in closed
geometries. Even though total solution times are higher, only a small number of right-hand-side
(RHS) vectors suffice to compensate setup time of SAI. Hence, for multiple-illumination problems
involving real-life closed targets, SAI should be preferred over BJ.

Table 3: Comparison of parallel SAI and BJ.

CFIE BJ SAI 

Problem 
Number of 

unknowns 
Iter Setup 

Solution 

Time 

Total 

Time 
Iter Setup 

Solution 

Time 

Total 

Time 
RHS

Sphere 829,881  40 0.18 882 882 37 532 838 1,370 12

Thin box 147,180 104 0.14 352 352 63 304 218 522 3

Wing 117,945  53 0.05 98 98 38 192 73 264 8

Flamme 895,407  185 0.68 8,096 8,097 151 3,239 6,588 9,827 3

Helicopter 739,404  107 0.30 3,698 3,699 77 1,840 2,739 4,578 2

However, SAI preconditioners are not as successful as ILU preconditioners for EFIE. For this
purpose, we consider using the SAI preconditioner for the iterative solution of the near-field system,
and then the near-field solution is used as a preconditioner to the original system. For the iterative
near-field preconditioner, the preconditioning operation is not fixed. Hence, a flexible solver should
be used for the system matrix, allowing the preconditining operation change from iteration to
iteration. We use FGMRES [6] in our experiments. For the near-field system solution, we use
GMRES because of its ability to reduce the residual error quickly on the first iterations.

This scheme yields a forward-type preconditioner such as the ILU preconditioner. The difference
is that, in ILU preconditioning, the preconditioner is already in factorized form, i.e., M̄ = L̄ · Ū ≈
Z̄NF, and for a given vector y, the system M̄ · x = y is solved by using backward and forward
solves. On the other hand, for the preconditioning scheme described, which we call the iterative
near-field preconditioner, the preconditioner is the exact near-field matrix, i.e., M̄ = Z̄NF, but we
approximately solve the system M̄ · x = y by an iterative method.

In Table 4, we compare LU, SAI, and iterative near-field (NF/SAI) preconditioners. With
NF/SAI, we achieve very close iteration counts to that of LU. We note that, SAI-preconditioned
GMRES accelerates the convergence of the near-field system dramatically. We set the maximum
number of iterations to 5, and this suffices for an effective preconditioner.
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Table 4: Comparison of LU, SAI, and NF/SAI for EFIE. ‘MLE’ stands for ‘memory limitation is exceeded’.

EFIE LU SAI NF/SAI 

Problem 
Number of 

unknowns 
Iter 

SAI  

Setup 
Iter 

Solution 

Time 
Iter 

Solution 

Time 

137,792 53 52 91 336 59 253 
Patch 

719,000 MLE 214 190 4,091 141 3,369 

127,925 112 156 172 628 120 520 
Open prism 

409,514 MLE 336 389 4,601 209 3,476 

9,911 38 7 60 24 40 17 
Half sphere 

116,596 93 77 156 510 103 383 

Reflector antenna 356,439 MLE 952 125 878 71 646 

4. USING MLFMA FOR EFFECTIVE PRECONDITIONING

For problems involving large numbers of unknowns, near-field matrices become increasingly sparser
and, beyond some level, it becomes nearly impossible to achieve low iteration counts with the
preconditioners obtained from the near-field matrices. Therefore, for effective preconditioning of
very large problems, we need more information than that is provided by the near-field matrix.

Table 5: Comparison of incomplete MLFMA preconditioner with NF/SAI and SAI.

LU SAI  NF/SAI IMLFMA/SAI 
EFIE 

Iter Iter 

Problem 
Number of 

unknwns 

SAI  

setup Iter iter Solution

Time outer Inner 

Solution 

Time 
outer Inner 

Solution

Time 

137,792 52 53 91 336 59 176 253 14 134 172
Patch 

719,000 214 - 190 4,091 141 421 3,369 32 313 2,152

127,925 156 - 172 628 120 360 520 30 300 442
Open prism 

409,514 336 - 389 4,601 209 627 3,476 54 540 2,561

9,911 7 38 60 24 40 120 17 8 76 14
Half sphere 

116,596 77 93 156 510 103 309 383 21 208 307

Reflector 

Antenna 
356,439 952 - 125 878 71 213 646 17 165 478

Table 6: Comparison of incomplete MLFMA preconditioner with others for CFIE.

CFIE Block Jacobi SAI  IMLFMA/SAI 

Iter 
Problem 

Number of 

unknwns 

Setup 

 
Iter 

Solution 

Time 
Setup Iter

Solution 

Time Outer Inner 

Solution 

Time 

Thin box 147,180 0.14 104 352 304 63 218 11 103 120

Wing 117,945 0.05 53 98 191.536 38 73 8 49 62

Helicopter 739,404 0.30 107 3,698 1,840 77 2,739 13 118 1,161

Flamme 895,407 0.68 185 8,096 3,239 151 6,588 26 255 2,491

This information can only be provided by MLFMA in the form of matrix-vector products.
Following this idea, in each step of the iterative solver, we solve a nearby system using MLFMA. This
preconditioning scheme yields a nesting of the solvers. The inner solver is used for preconditioning
purpose, hence we need to solve only an approximate system. In order to perform the matrix-vector
multiplication faster, we lower the sampling densities of MLFMA compared to the high-accuracy
MLFMA. In this way, it is possible to reduce the cost of the preconditioning operation, and thereby
the total solution time significantly.

In Table 5 and Table 6, we present the total solution times of aforementioned parallel precondi-
tioners and the preconditioner obtained from approximate MLFMA, for some of the large problems
shown in Table 3 and Table 4. IMLFMA/SAI is the preconditioner obtained with an incomplete
MLFMA. As can be seen from the tables, using MLFMA for preconditioning purposes reduces the
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total solution time so significantly that even the solutions of large-scale problems can be obtained
in less than an hour.

5. CONCLUSION

In this work we show that, for the success of large-scale iterative solutions of integral equation
methods, the key is effective preconditioning. Even with systems resulting from CFIE, when the size
of the problem gets larger or the target geometry is complex as in real-life problems, preconditioning
is required to achieve solutions with less time. On the other hand, severely ill-conditioned EFIE
systems sometimes do not converge even with robust solvers such as the no-restart GMRES.

Our experiments with the sequential programs reveal that ILU preconditioners can be safely
applied to integral equation methods, provided that pivoting is applied to ILUT for EFIE systems.
A comparison with the exact solution of the near-field matrix shows the near optimality of them.
Furthermore, ILU is the most established preconditioning technique, whose implementations are
available in solver packages, such as PETSc [9]. Hence, we strongly recommend their use for
sequential problems.

For larger problems, on the other hand, one should resort to SAI preconditioners. Though SAI
works well up to certain problem sizes, more effective preconditioning strategies, such as the use
of iterative solution of the near-field system or the use of incomplete MLFMA for preconditioning
help to solve even larger systems with low-memory and solution-time requirements.
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The Edge Finite Element Method for Magnetic Fields Excited by
Artificial Source in Frequency Domain
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Abstract— In this paper, the total magnetic fields are decomposed into the magnetic fields
excited by the artificial source in vacuum space and the abnormal magnetic fields excited by
the inhomogeneous median or topography. The functional equation of abnormal magnetic fields
has been constructed. Because the electromagnetic problem is open, it is localized by boundary
integral method. Since the abnormal magnetic fields on the artificial boundary are weak, it
can be neglected and stiffness matrix becomes symmetric. The interpolation functions of the
abnormal magnetic fields have been constructed by edge finite element method. For simplifying
the calculation of functional integration, the local edge finite element space in the reference
coordinate that is equivalent to the edge finite element space in global coordinate has been
constructed.

1. INTRODUCTION

In the process of modeling the electromagnetic fields excited by the artificial source, the common
finite element method has many faults, for examples: introduction of the pseudo-solution and the
magnetic fields are not free-divergent [8]. The edge finite element method can overcome those diffi-
culties. In Ref. [7], Hassler Whitley introduced an approximate method to integrate the differential
equation on the manifold. This method is low order approximation. In 1980, J. C. Nedelec intro-
duced a new family of finite element in his paper [2]; this finite element is equivalent to the Whitney
element in low order. In 1986, he continued to develop the mixed finite elements on conforming in
H (div) and H (curl) respectively in paper [3].

In this paper, the magnetic fields is taken as working variable [4], the total magnetic fields are
decomposed into the fields excited by the artificial source in vacuum space and the abnormal fields
[1]. Then the functional equation of abnormal magnetic fields has been constructed. By using the
artificial boundary, the open electromagnetic problem is localized, then the functional integration is
carried out in finite domain. The stiffness becomes symmetric when the integration of the abnormal
magnetic fields in boundary integration is neglected. In order to keep the boundary conditions and
∇ ·H = 0 at every point of the given domain, the approximation of abnormal magnetic fields has
been constructed by the edge finite element method.

2. THE FUNCTIONAL EQUATION OF MAGNETIC FIELD

Let
1

Z(r)
= iωµ(σ(r) + iωε(r)) (1)

Then the magnetic fields satisfied the equation as below [1]:

∇× (Z(∇×H)) + H = Z∇× jf = Js (2)

By general variational principle, the functional equivalent with Equation (1) can be got as below:

Φ(H) =
∫∫∫

V

{
1
2

[Z (∇×H) · (∇×H)−H ·H] + Js ·H
}

dv (3)

The whole space is divided into two sub-domains Ω1 and Ω2 by the artificial boundary Γ. Because
the source is closed in finite domain Ω1 and in the domain Ω2 the magnetic fields satisfy the equation
as below:

∇× (Z(∇×H)) + H = 0 (4)
Then Equation (3) can be written as follows:

Φ(H) =
∫∫∫

Ω1

{
1
2
[Z(∇×H) · (∇×H)−H ·H] + Js ·H

}
dv

+
∫∫

Γ

1
2

[Z(∇×H)×H] · nds (5)
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The total magnetic fields are decomposed into magnetic fields excited by the artificial source in
vacuum and abnormal fields, namely:

H = Hf + Ha (6)

The Equation (6) is substituted into Equation (5). Because Hf doesn’t change for the same
source, the variation is only for the abnormal magnetic fields Ha, then items including combi-
nation of Hf and Js and the quadratic of Hf are neglected. Due to the boundary integration∫∫

Γ
1
2 [Z(∇×Ha)×Ha] · nds, the stiffness is not symmetric. But Ha is small, the integration can

be neglected, then equation can be given as below:

Φ(Ha) =
∫∫∫

Ω1

1
2
{Z(∇×Ha)·(∇×Ha)+2Z(∇×Ha)·(∇×Hf )−Ha ·Ha−2Ha ·Hf +2Js ·Ha} dv

+
∫∫

Γ

1
2
{Z [n×(∇×Hf )]·Ha+Z[n×(∇×Ha)]·Hf} ds (7)

In the global coordinate, by using tetrahedral element, the variational (7) can be wrote into discrete
formulas as below:

Φ(Ha) =
∑

i

(∫∫∫

Ωi

1
2
{
Zi

(∇×Hi
a

)·(∇×Hi
a

)
+2Zi

(∇×Hi
a

)·(∇×Hi
f

)−Hi
a ·Hi

a−2Hi
a ·Hi

f +2Ji
s ·Hi

a

}
dv

+Tc

∫∫

Γj

1
2
{
Zi

[
n×(∇×Hi

f )
]·Hi

a+Zi
[
n×(∇×Hi

a)
]·Hi

f

}
ds

)
(8)

where Tc is 1 if the element includes artificial boundary, and otherwise zero.

3. THE PRINCIPLES OF COORDINATE TRANSFORMING

It is difficult to calculate the variation (8) in the global coordinate. For every element, the standard
reference element can be constructed. The edge finite elements in the two coordinates are equivalent.
It is easy to analysis the element in reference. The old and new coordinates satisfy the transforming
relationship as below:

X = Tx + A (9)

Let
T1 = (T11, T12 T13)T , T2 = (T21, T22, T23)T , T3 = (T31, T32, T33),

the differential surface element satisfies the transforming relationship as below:

dS = Kds (10)

where
K =

√
(T1 ×T3)2 cos2 θ2 + (T1 ×T2)2 cos2 θ3 + (T2 ×T3)2 cos2 θ1

For tetrahedral element, its surfaces is plane, and then the normal direction of the given surface is
stable. n is the unit vector of direction, cos θ1 = (T2×T3)·n

|T2×T3| , and others can be obtained similarly.
For a given boundary element, K is constant.

The differential volume element satisfies the transforming relationship as follows:

dV = det(T )dv (11)

For equivalence of the two edge finite space, the fields must satisfy the transforming relationship
as below [5]:

U = T−tu (12)

It can be proven that the fields also satisfy the relationship as below [6]:

∇x ×U =
1

det(DXk

Dξ )
∇ξ × u (13)
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4. ELEMENT ANALYSIS

In the reference coordinate ,Φ(j)can be written as:

Φ(j) =
1
2

5∑

i=1

Ai (14)

where

A1 =
∫∫∫

Ωit

Zi(x)
det(T )

(∇x × hi
a) · (∇x × hi

a)dv

A2 = 2
∫∫∫

Ωi
t

Zi(x)
det(T )

(∇x × hi
a) · (∇x × hi

f )dv

A3 = −
∫∫∫

Ωi
t

det(T )(T−thi
a) · (T−thi

a)dv

A4 = −2
∫∫∫

Ξi
t

det(T )(T−thi
a) · (T−thi

f )dv

A5 = 2
∫∫∫

Ωi
t

det(T )(T−tji
s) · (T−thi

a)dv

A6 =
∫∫

Γ′i

Zi(x)Lmka
i
fktlmhi

alKds

A7 =
∫∫

Γ′i

Zi(x)Lmka
i
aktlmhi

flKds

T− = {tij} , a = ∇x × u, Lmk =
1

det(T )
εijktliTjmTjsn

′
s

The dumb index means sum for subscript.
The standard tetrahedral element is displayed in Figure 1, the number and the orientation of its

edge also are illustrated in Figure 1. The unit vector of the edge direction are shown as following
[5]:

t1 =

( 1
0
0

)
, t2 =

( 0
1
0

)
, t3 =

( 0
0
1

)
, t4 =




−√2
2
0√
2

2


 , t5 =




√
2

2
−√2

2
0


 , t6 =




0
−√2

2√
2

2




X

Y

Z

1
e

2
e

3
e

4
e

5
e

6
e

Figure 1: The standard tetrahedral element and orientation of edges.

By using the normalized basic vector as below:

θ1 =

(1− z − y
x
x

)
, θ2 =

(
y

1− z − x
y

)
, θ3 =

(
z
z

1− y − x

)
, θ4 =

(−z
0
x

)
, θ5 =

(
y
−x
0

)
, θ6 =

( 0
−z
y

)
,
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the vector in the standard tetrahedral element can be approximated with one order accuracy by
the following formula:

u = Liθi (15)
Substitute Equation (15) into Equation (14), the following formula can be obtained:

A1 = LjLkK
(1)
jk

K
(1)
jk =

∫∫∫

Kt

Zi(x)
det(T )

(∇× θj) · (∇× θk)dv (16)

A2 = 2LkZ
(1)
k

Z
(1)
k =

∫∫∫

Kt

Zi(x)
det(T )

(∇× θk) · (∇× hi
f )dv (17)

A3 = LjLkK
(2)
jk

K
(2)
jk = −

∫∫∫

Kt

T−tθj · T−tθkdv (18)

A4 = 2LkZ
(2)
k

Z
(2)
k = −

∫∫∫

Kt

T−tθk · T−thi
fdv (19)

A5 = 2LkZ
(3)
k

Z
(3)
k =

∫∫∫

Kt

T−tjis · Tθkdv (20)

A6 = LnZ(4)
n

Z(4)
n =

∫∫

Γt

Zi(x)Lmka
i
fktlmθnlKds (21)

A7 = LnZ(5)
n

Z(5)
n =

∫∫

Γt

Zi(x)Lmkanktlmhi
flKds

ank = (∇× θn)k (22)

Then
Φs = (KijLiLj + 2ZkLk) /2 (23)

where

Kij = K
(1)
ij + K

(2)
ij

Zk = Z
(1)
k + Z

(2)
k + Z

(3)
k + Tc

(
Z

(4)
k + Z

(5)
k

)
/2

By using variational method and Kij = Kji, the following equation can be got from Equation (23):

KijLj = Zi (24)

Let
K = (Kij) , L = (L1, L2, L3, L4, L5, L6)t, Z = (Z1, Z2, Z3, Z4, Z5, Z6)t,

the Equation (24) can be written into matrix form as below:

KL = Z (25)

5. CONCLUSION

The total magnetic fields are decomposed into the fields excited by the artificial source and the
abnormal magnetic fields excited by the inhomogeneous median or topography, then the functional
of the abnormal fields has been constructed. By using artificial boundary integral method, the open
electromagnetic problem is localized. When item related to the boundary integration of abnormal
fields on the artificial surface is neglected, the stiffness matrix becomes symmetric.
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The Distributions of Electromagnetic Fields Excited by Magnetic
Dipole on Ragged Surface

Baiyao Ruan and Zhifeng Xu
Guilin University of Technology, China

Abstract— In the electromagnetic surveying, the ragged topography usually affected those
results. When designing work plans and analyzing field data, the topography effect on electro-
magnetic signs must be carefully considered. In this paper, the pure terrain effect on electro-
magnetic signs excited by artificial magnetic dipole was studied by boundary element method.
By modeling results, the topography effects on electric and magnetic factors are different, but
compensated. When the artificial source located at the appropriate position over the surface, the
terrain effect on magnetic factors along the profile is almost the same.

1. INTRODUCTION

When carrying out electromagnetic surveying on ragged surface, for example, in electromagnetic
surveying on surface or airborne electromagnetic prospecting, the electromagnetic signs are dis-
torted by ragged terrain. In [1] and [2], Ruan put forward boundary element method to calculate
the electromagnetic fields on complex surface excited by artificial source.

In this paper, the regular method is introduced to calculate the singular integral in the surface
integral. By this method, the electromagnetic field distribution excited by artificial source along
given profile is apparently discovered.

2. ELECTROMAGNETIC FIELD BOUNDARY INTEGRAL EQUATION

Supposed that the region Ω is closed by the boundary Γ and occupied by the homogeneous and
isotropic media with conductivity σ and permittivity ε, permeability (µ) of medium is thought as
the vacuum permeability, the time factor of electromagnetic fields is eiωt, so the electromagnetic
field on the surface satisfied the boundary integral equation as follows [1, 2]:





H(p) +
∫
Γ{Hn∇(ϕ1 − ϕ2) + (n×H)×∇(ϕ1 − ϕ2)

+(n×E)[iωε(ϕ1 − ϕ2)− σϕ2]}dΓ = Hp(p)

E(p) + αEn(p)
(
1− ωp

4π

)
+

∫
Γ{En[∇(ϕ1 − ϕ2)− α∇ϕ2]

+(n×E)×∇(ϕ1 − ϕ2)− iωµ(n×H)(ϕ1 − ϕ2)}dΓ = Ep(p)

(1)

where Hn is normal component of magnetic fields and En is normal component of electric fields.
By solving this boundary integral equation, the response of ragged surface can be got.

It is difficult to directly solve Equation (1), to solve the Equation (1) by numerical method, the
surface is divided into M triangular elements, and the center in each triangular are taken as nodes,
then Equation (1) is transformed into linear equation set as below:

K ·H = S (2)

where H = (Hx1, Hy1, Hz1, Ex1, Ey1, Ez1, . . . , Hxm, Hym, Hzm, Exm, Eym, Ezm)T , S is vector
relative to artificial source. K is a factor matrix got by fundamental solution. It is proved that K
is a diagonally dominant matrix, so the Equation (2) can be solved by SSOR method.

3. SINGULAR INTEGRATION IN ELEMENT METHOD

When dealing the diagonal element in the factor matrix K, the singular integration are usually met
in the boundary method as below

Γ1 =
∫∫

∆

exp(−ikr)
r

ds Γ =
∫∫

∆
∇

(
exp(−ikr)

r

)
ds (3)

where the integral region has different shapes according to the elements. When taking the triangular
element, the center of the triangular element is the integral function singular point. According to
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the center of the element, the triangular element is divided into three singular elements, then those
integration are thought in those sub-triangular-elements.

Using coordinate transform, the local polar coordinate is related to every sub-triangular-element,
so the integration Γ1 can be written as below in the local polar coordinate:

Γ1 =
∫ θmax

0

1
−ik

(exp(−ikr(θ))− 1) dθ (4)

where the integration has no singularity.
In the global Descartes coordinate, supposed:

A = ∇
(

exp(−ikr)
r

)
(5)

So in the local polar coordinate, the components of A can be written as below:

Ai = f(r)ϕi(θ) (6)

where f(r) =
exp(−ikr)

r2
(−ikr − 1), ϕi(θ) = a1′i cos θ + a2′i sin θ

aij is factor related to coordinate transforming. Thus,

Γi =
∫ θmax

0
F (r(θ))ϕi(θ)dθ (7)

where
F (r(θ)) = Φ1(θ)− Φ2(θ) (8)

and Φ1(θ) = exp(−ikr(θ))− 1, Φ2(θ) =
∫ r(θ)
0

exp(−ikr)
r

dr.

The integral function in Φ2(θ) at the point r = 0 is not apparently definite. In order to get the
definite value, Φ2(θ) is regularized as below [3]:

Φ2(θ) =
∫ r(θ)

0

exp(−ikr)−H(1− r)
r

dr (9)

where H(x) =
{

1, x ≥ 0
0, x < 0 . Then the regularized Φ2(θ) can be apparently written as below:

Φ2(θ) = ln r(θ) +
∞∑

j=1

(−ikr(θ))j

j!j
(10)

Then

Γk =
∫ θmax

0
(exp(−ikr(θ))− 1)ϕk(θ)dθ −

∫ θmax

0
ϕk(θ) ln r(θ)dθ−

∞∑

j=1

(−ik)j

j!j

∫ θmax

0
ϕk(θ)rj(θ)dθ (11)

where every item of the above equation can be integrated by Gauss numerical method, the infinite
sum can be truncated according to the limitation of error. When |aj | < ε, the sum can be stopped,

where aj =
(−ik)j

j!j

∫ θmax

0
ϕk(θ)rj(θ)dθ, ε is special limitation of error.

4. RESULTS

In order to understand the redistribution of the electromagnetic fields due to the effect of the
topography, the boundary model is taken as Figure 1, it is V-shape inclined valley, the source
located at the point (0,−80), the resistivity of the earth median is 100 Ωm. The two factors related
to electromagnetic fields are defined as below:

η1 =
∣∣∣∣
Ht

Hf

∣∣∣∣ , η2 =
∣∣∣∣
Et

Ef

∣∣∣∣ (12)
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Figure 1: The profiles of the terrain along x and y direction.
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Figure 2: The distributions of electromagnetic factors excited by artificial source. (1) (a) The distribution
of magnetic factor along the profile on horizontal surface; (b) The distribution of electric factor along the
profile on horizontal surface. (2) (a) The distribution of magnetic factor along the profile on ragged surface;
(b) The distribution of electric factor along the profile on ragged surface. (3) (a) The distribution along the
profile on horizontal surface of magnetic factor excited by the source located at different position; (b) The
distribution along the profile on horizontal surface of electric factor excited by the source located at different
position.

where Et, Ht is the electromagnetic fields excited by the source above surface, Ef , Hf is the
electromagnetic fields excited by the same source in vacuum. Apparently, the two parameters are
related to energy density of electric and magnetic field respectively.

Figure 2 displays the electromagnetic factor distribution of the different topography along the
profile x = −16.7m, the electromagnetic factors are excited by artificial magnetic dipole. The
topographic profile x = −16.7 m of ragged surface is same with Figure 1(b).

The electromagnetic factor distribution excited by different periodical sources along the profile
in the horizontal surface shown in Figure 2(1). Because the magnetic dipole is symmetric, the
electromagnetic factor along the profile is symmetric. In case of the long period, the topographic
effect on electromagnetic factor is not big. When the period is short, the effect is strong. But the
effects on electric and magnetic factors is compensated. According to Figure 2(1), magnetic fields
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are stronger than the exciting magnetic fields, but electric fields are weaker than exciting electric
fields. By the view of energy transforming, the electric fields energy translates into magnetic energy.
It is related to that electric fields excite current in the conductive media and the current excites the
magnetic fields. In case of short period, the influence of dissipative media on the electromagnetic
fields is apparent. When the distance between the source and the recording point increases, the
electromagnetic factors always decrease.

Figure 2(2) illustrates the results of the relief surface. The compensation between electric and
magnetic factor is very apparent. Due to the non-symmetry of the surface, the electromagnetic
factors are already not symmetric. The electric factors in y < −80 m are bigger than in y > −80m,
which is very apparent. For magnetic factors, the factors in y < −80m are smaller than in
y > −80m,but that is not apparent.

Figure 2(3) shows the distribution of the electromagnetic factors excited by the source located
at the different position over the ragged surface. The period of exciting source is T = 0.01 s.
According to the figure, the electric factor variation related to source altitude is not large, but the
magnetic factors is. When the position of source is low, the magnetic factor variation along the
profile is large. When position is high, the variation is small.

5. CONCLUSION

According to those above results, the topographic influence on the electromagnetic fields excited by
the artificial magnetic dipole source is very big, and the effect on electric and magnetic is different,
but compensated. When the source locates at appropriate position over the surface, the variation
of the influence on magnetic factors along the given profile is almost the same.

REFERENCES

1. Ruan, B. and Y. Wang, “New topography inversion using EM field,” PIERS 2005, 79–83,
Hangzhou, China, August 2005.

2. Ruan, B. and Y. Wang, “A boundary element modeling method for the electromagnetic field by
artificial source in frequency domain with 3-D topography,” Chinese J. Geophys., (in Chinese),
Vol. 48, No. 5, 1197–1204, 2005.

3. Yu, D. H., Mathematic Theory in Natural Boundary Method, (in Chinese), Science Press,
Beijing, 1993.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1221

A 3D-2D AGILD EM Modeling and Inversion Imaging

J. Li1, G. Xie1, M. Oristaglio2, L. Xie1, and F. Xie1

1GL Geophysical Laboratory, USA
2Schlumberger-Doll Research, USA

Abstract— In this paper, we propose a 3D-2D Advanced Global Integral and Local Differen-
tial (AGILD) Electromagnetic (EM) modeling and inversion imaging algorithm in the cylindrical
coordinate system. Transmitting sources are excited in the center hole and the EM field datas
are received in many surrounded receiver holes. We use the 3D AGILD EM inversion and the
above data configuration to make the multiple holes’ image. Our algorithm is called as the 3D-2D
AGILD EM modeling and inversion imaging. This algorithm effectively reduces the computa-
tional cost of the full 3D nonlinear inversion and increases the resolution of the 2D inversion.
The multiple 2D cross holes’ inversion iteration are developed. 3D AGILD EM modeling method
reduces matrix solving cost and eliminates the error reflection on the artificial boundary. The
3D-2D AGILD EM inversion reduces the 3D inversion ill posed and the 3D full matrix solving
cost. Many synthetic data inversion tests show that the 3D-2D multiple cross holes inversion can
obtain high resolution image. Our 3D-2D AGILD EM modeling and inversion imaging method
will be useful for oil exploration, earthquake exploration, geophysical engineering, environment
characteristic monitoring, nondestructive testing, medical imaging, and material and nanometer
materials sciences and engineering.

1. INTRODUCTION

There have been several research papers on the electromagnetic modeling and inversion and its
application in the geophysics and other scientific and engineering fields. Habashy et al. proposed
‘Beyond the Born and Rytov Approximation’ in 1993 [1]. Habashy and Oristaglio proposed ‘Simul-
taneous Nonlinear Reconstruction of Two-dimension Permittivity and Conductivity’ in 1994 [2].
‘Some Uses (and abuses) of Reciprocity in Wave Field Inversion’ was also proposed by Oristaglio
and Habashy in 1996 [3]. Hohmann proposed ‘Three-dimensional Induced Polarization and Elec-
tromagnetic Modeling’ in 1975 [4]. We have proposed the Global Integral and Local Differential
(GILD) EM modeling and inversion method since 1997. These papers have been published in the
Geophysics [5], Physical D [6], SEG book, and PIERS conference proceedings [7–10]. In [5], we de-
tailedly described the GILD EM modeling and inversion method. We proposed the advanced GILD
modeling and inversion in PIERS 2005 in Hangzhou [7] and PIERS 2006 in Cambridge [8]. These
methods are sorted as AGILD methods. The Stochastic AGILD algorithm is called as SAGILD EM
modeling and inversion [9, 10]. According to the AGILD EM modeling and inversion, the 3D-2D
AGILD EM modeling and inversion method for the imaging of multiple cross holes is proposed in
this paper.

We consider the data site configuration in which the sources are in the center hole and the
receivers are in the surrounded holes, as shown in Figure 1. This data site configuration is useful
for oil geophysical exploration, environment engineering, and mine exploration. Similar data site is
available for the medical detection, material study and nondestructive testing. When a laser source
is excited in the center and micro and nanometer probes are in the surrounded sensors, we can
construct a nano-device to study nanometer materials. We call this data configuration as Center
Source and Multiple Receivers in the Surrounded site (CSMRS).

The general 3D EM inversion has high computational cost for the CSMRS configuration and the
2D and 2.5D EM inversion approaches can not interpret the spatial abnormality of 3D parameters
in the rotational direction. In this paper the 3D-2D AGILD EM modeling and inversion imaging
method can greatly reduce the computational cost, eliminate the error reflection on the artificial
boundary, and obtain reasonable resolution. Using cylindrical coordinate system, the strip magnetic
field differential integral equation in the boundary of cylindrical strip and center hole sub domain,
and the Galerkin magnetic field equation in the internal cylindrical domain are coupled to construct
3D AGILD EM modeling. By restricting the 3D modeling data and Green’s function into 2D
cylindrical sectors, the 3D into 2D restricting strip magnetic field differential integral equation in
the strip boundary cylindrical sector and the 3D into 2D restricting Galerkin magnetic field equation
in the internal cylindrical sector are coupled to construct the 3D-2D AGILD EM inversion. Three
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adjacent 2D section AGILD EM inversions are coupled to construct the 3D-2D AGILD EM inversion
iteration.

We use the 3D-2D AGILD EM inversion imaging method to make multiple holes’ images. The
synthetic data and field data interpreting tests show that the 3D-2D AGILD EM inversion has
reasonable resolution of 3D parameter in the radial, vertical and rotational direction and reduces
the computational cost.

The arrangement of this paper is as follows. Introduction has been described in Section 1.
The 3D AGILD EM modeling in cylindrical coordinate is described in Section 2. In Section 3, we
describe the 3D AGILD EM inversion. The 3D-2D AGILD multiple cross holes’ inversion and their
multiple cross holes data configuration are described in Section 4. The 3D-2D AGILD multiple
cross hole images are presented in Section 5. In Section 6, we describe the conclusion.

2. 3D AGILD EM FIELD MODELING

2.1. The 3D Strip Magnetic Field Differential Integral Equation

By substituting the field and coordinate transformation between the rectangle and cylindrical co-
ordinate system, we derive the 3D strip magnetic field differential integral equation [7] in the
cylindrical coordinate system as follows

H(ρ, θ, z) =Hb(ρ, θ, z)

+
∫

Ω

((σ + iωε)− (σb + iωεb))
(σ + iωε)

EM
b

(
ρ′, θ′, z′, ρ, θ, z

)
(∇×H)ρ′dρ′dθ′dz′

+
∫

∂Ω−

EM
b ×H · d~S −

∫

∂Ω−

1
(σ + iωε)

HM
b × (∇×H) · d~S,

(1)

where

∇×H = ∇×H
(
ρ′, θ′, z′

)
, (2)

∇×H(ρ, θ, z) =
1
ρ

∣∣∣∣∣∣∣

~ρ ρ~θ ~z
∂

∂ρ

∂

∂θ

∂

∂z
Hρ ρHθ Hz

∣∣∣∣∣∣∣
, (3)

E is the electric field, H is the magnetic field, EM
b and HM

b are 3 × 3 Green’s tensor function
excited by the magnetic dipole source. EM

b (r′, r) has integrative singular at r = r′, and r = (ρ, θ, z)
locates in the outside boundary of the strip or in the center with ρ = 0. The r′ locates in ∂Ω-, the
internal boundary of the strip, therefore, the 3D strip magnetic field differential integral equation
has no coordinate singular at the pole ρ′ = 0. It only has weak integrative singular kernel.

2.2. The 3D Magnetic Field Galerkin Equation

The 3D magnetic field Galerkin equation in the rectangular coordinate system is as follows

∫

Ωe

((
1

σ + iωε
∇×H(r)

)
(∇× φI(r)) + iωµH(r)φ(r)

)
dr =

∫

Ωe

S(r)φ(r)dr. (4)
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By substituting the field and coordinate cylindrical transformation formulas into the above Galerkin
equation (4), we have the 3D magnetic field Galerkin equation in the cylindrical coordinate [7, 8],

∫

Ω

1
σ + iωε

((
∂Hρ

∂z
− ∂Hz

∂ρ

)
∂φ

∂z
−

(
∂

∂ρ
ρHθ − ∂Hρ

∂θ

)
1
ρ2

∂φ

∂θ

)
ρdρdθdz

+ iω

∫

Ω

µHρφρdρdθdz = − iω

∫

Ω

µMρφρdρdθdz,

∫

Ω

1
σ + iωε

(
−

(
1
ρ

∂Hz

∂θ
− ∂Hθ

∂z

)
∂φ

∂z
+

(
∂

∂ρ
ρHθ − ∂Hρ

∂θ

)
1
ρ2

∂ρφ

∂ρ

)
ρdρdθdz

+ iω

∫

Ω

µHθφρdρdθdz = − iω

∫

Ω

µMθφρdρdθdz, (5)

∫

Ω

1
σ + iωε

((
1
ρ

∂Hz

∂θ
− ∂Hθ

∂z

)
1
ρ

∂φ

∂θ
− ∂φ

∂ρ

(
∂Hρ

∂z
− ∂Hz

∂ρ

))
ρdρdθdz

+ iω

∫

Ω

µHzφρdρdθdz = − iω

∫

Ω

µMzφρdρdθdz,

where φ is a trilinear basic test function.
2.3. 3D AGILD EM Field Modeling
The 3D cylindrical domain is divided into a set of cylindrical cube elements. Each element has 8
nodes (ρj , θj , zj), j = 1, 2, . . . , 8. The magnetic field differential integral equation (1) on the strip
boundary zone and the center cylindrical sub domains and the Galerkin equations in the internal
sub domains are coupled to construct the 3D AGILD EM field modeling [7, 8].

3. 3D AGILD EM INVERSION

3.1. The 3D Strip EM Parameter Variance Differential Integral Equation
The 3D magnetic field strip differential integral equation (1) in the cylindrical coordinate is the
second type of integral equation for the magnetic field. From equation (1), we can derive the 3D
strip EM parameter variance differential integral equation

δH(ρ, θ, z) =
∫

∂Ω−

δ(σ + iωε)
(σ + iωε)2

HM
b × (∇×H) · d~S

−
∫

Ω

δ(σ + iωε)
(σ + iωε)2

EM
b

(
ρ′, θ′, z′, ρ, θ, z

)
(∇×H)ρ′dρ′dθ′dz′, (6)

where δH is the data misfit. δσ is the conductivity variance, and δε is the dielectric variance.
Equation (6) is the first type of integral equation for the conductivity and dielectric variances and
is of the ill posed condition.
3.2. The 3D EM Parameter Variance Galerkin Equation
From the 3D magnetic field Galerkin equation (4), the 3D EM parameter variance Galerkin equation
can be derived as follows,

∫

Ωe

(
δ(σ + iωε)
(σ + iωε)2

∇×H(r)
)

(∇× φI(r))dr =

∫

Ωe

((
1

(σ + iωε)
∇× δH(r)

)
(∇× φI(r)) + iωµδH(r)φ(r)

)
dr, (7)

where δσ is the conductivity variance, δε is the dielectric variance, δH is the magnetic field variance,
and r = (ρ, θ, z). The weak ill posed variance Galerkin equation (7) is for the conductivity and
dielectric variances.
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3.3. 3D AGILD EM Inversion

The 3D strip EM parameter variance differential integral equation (6) on the boundary strip and
central cylindrical hole and the 3D EM parameter variance Galerkin equation on the internal
subdomains are coupled to construct the 3D AGILD EM inversion [7].

4. 3D-2D AGILD MULTIPLE CROSS HOLES INVERSION

4.1. The Multiple Cross Holes’ Data Configuration

In the geophysical exploration, oil exploration, and laser nanometer material detection, we describe
the multiple cross holes’ data configuration in the Figure 1 and Figure 2. The sources are excited
in the center hole and the receivers are placed in the surrounded holes to receive the EM data. The
receiver holes can be numbered. The sources and receivers data configuration is shown in Figure 2.
The data configuration generates multiple cross hole sections, as shown in Figure 1.

Figure 1: The multiple cross holes cylinder. Figure 2: Multiple cross holes data configuration.

4.2. 3D-2D AGILD Multiple Cross Holes Inversion

To reduce the computational time cost, we propose the 3D-2D AGILD multiple cross holes inversion
in this section. Because the transmitting sources are excited in the center cylindrical hole and data
are received in the surrounded holes, we restrictively map the 3D AGILD EM inversion onto the
2D AGILD EM inversion on the three adjoining section sub domains with θj−1, θj , θj+1. Let
AGI(δσ, δε;H, δH, θ) be the AGILD inverse operation for the increment of conductivity δσ and
dielectric δε, where the magnetic field H and its variance δH are given by previous iteration, and
θ denotes the cross hole section with space variable ρ and z. By induction, suppose the δσn and
δεn in the θj−1 cross hole section are obtained in this iteration, the δσn−1 and δεn−1 in the θj+1

cross hole section are obtained by the previous (n− 1)th iteration. To find the δσn and δεn in the
θj cross hole section in Figure 1, we solve the 3D-2D AGILD inversion

AGI (δσn, σεn; Hn−1, δHn−1, θj−1)
+AGI (δσn, σεn; Hn−1, δHn−1, θj)
+AGI (δσn−1, δεn−1; Hn−1, δHn−1, θj−1) = 0, (8)

5. THE 3D-2D AGILD MULTIPLE CROSS HOLES’ IMAGE

The cylindrical domain is divided into N cross holes sections. The 3D-2D AGILD EM inversion
is used to recover the electric conductivity, dielectric, and magnetic permeability. In the strip
boundary zone and center hole sub domain (Figure 1), we use collection Finite Element Method
(CFEM) to discrete the magnetic field and parameter variance differential integral equation. The
Galerkin FEM (GFEM) is used to discrete the Galerkin magnetic field and parameter variance
equation in the internal sub domains. The strip boundary zone, center hole zone, and internal
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discrete FEM equation are coupled to construct the 3D-2D AGILD discrete inversion equation,

AGI
(
δσh

n, δεh
n; Hh

n−1, δH
h
n−1, θj−1

)

+AGI
(
δσh

n, δεh
n; Hh

n−1, δH
h
n−1, θj

)

+AGI
(
δσh

n−1, δε
h
n−1; H

h
n−1, δH

h
n−1, θj−1

)
= 0, (9)

where δσh
n is the piecewise FEM discretization of the δσn in the nth iteration, the δεh

n, Hh
n−1, and

δHh
n−1 are the discretization of the δεn, Hn−1, and δHn−1, respectively.
There are only unknown conductivity variance δσh

n and δεh
n in the cross hole section θj to be

solved. There are 12 × 16, i. e., 172 elements in each cross hole section. The strip boundary zone
full matrix and internal sparse matrix are fastly solved by the AGILD algorithm [7, 8]. After a few
iteration steps of the 3D-2D AGILD inversion, we obtained reasonably high resolution cross hole
images. The resistivity image in the cross sections 1, 3, 5, and 7 is plotted in Figures 4, 6, 8, and
10, respectively. The synthetic model is plotted in the left graph, the 3D-2D AGILD cross holes’
image is plotted in the right graph. The magnetic field data in the cross sections 1, 3, 5, and 7 are
plotted in the Figures 3, 5, 7, and 9, respectively, the amplitude of the field is plotted in the left
graph, and the phase of the field is plotted in the right graph. The two frequencies are 9600Hz and
12000Hz. The regularizing parameter in this paper is 1.9835. For some field data, the regularizing
parameter will be larger than 2.

Figure 3: Magnetic field in the hole 1 which is ex-
cited by source 1, amplitude is in left, side phase is
in right side in Figures 3, 5, 7, and 9.

Figure 4: Resistivity imaging in cross section 1
by 3D-2D AGILD multiple holes’ image software,
model is in left, the cross hole image is in right.

Figure 5: Magnetic field in the hole 3. Figure 6: Resistivity imaging in cross section 3.
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Figure 7: Magnetic field in the hole 5. Figure 8: Resistivity imaging in cross section 5.

Figure 9: Magnetic field in the hole 7. Figure 10: Resistivity imaging in cross section 7.

6. CONCLUSION

Many synthetic model datas and some field datas are interpreted by the 3D-2D AGILD multiple
holes inversion. These images show that the 3D-3D AGILD multiple holes inversion method is fast,
stable and has reasonably high resolution. The resistivity images in Figures 4, 6, 8, and 10 have
obvious space variation in the θ direction, which shows the 3D-2D AGILD multiple inversion method
has high resolution in the 3D space. The 3D-2D parallel AGILD inversion algorithm validation and
the multiple cross holes imaging are performed by using 3D-2D AGILD software 32DAGILDINV
which is made by Lee Xie in GLGEO. The cross checking validation between the 3D-2D AGILD
inversion and GL modeling and inversion [11, 12] shows that 3D AGILD, 3D-2D AGILD, and GL EM
modeling and inversion softwares are useful for oil exploration, earthquake exploration, geophysical
engineering, environment characteristic monitoring, nondestructive testing, medical imaging, and
material and nanometer materials sciences and engineering.
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Application of CSAMT Method for Exploring Coal Mine in Fujian
Province, Southeastern China

Zhiguo An and Qingyun Di

Institute of Geology and Geophysics, Chinese Academy of Sciences, China

Abstract— The coal resource reserve in Fujian province is the third of nine provinces in South
China. In several decades, most areas with the distributing of uncovered and semi-covered coal
stratum have already been explored. Therefore the exploration work in future should mainly be
concealed coal stratum, i.e., under the red-bed, old stratum and volcanic. Because of the thick
vegetation, grave hypsography and high deepness prospect target, CSAMT method is used for
prospecting on eight prospecting lines in four representative coal stratums.

The coal stratum that can be excavated in this section is Lower Permian Series, Tungtzeyan
Formation. The thickness of this Formation is more than 680m. It is the medium coal-contain
section in the coal-forming environment, and is the major coal-containing section in Lower Per-
mian Series. The aim of this prospecting is to ascertain the upper and lower depth of the coal
stratum, and the prospecting target depth is 1200 m. For this target depth, frequency range be-
tween 9600 and 1 Hz is used to get good interpretation, the vertical distance R from transmitter
to the survey line is 8 km, the power supply current is 10A, and voltage is 600 V. Transmitter
and receiver time synchronization is controlled by GPS.

The difficulties of the CSAMT method in this project are terrain problems and serious static
problems. Therefore, in the data processing, major works has been done for terrain correction
and static correction, which can smooth inverted results for better interpretation.

After comparing the interpretation result of CSAMT data with the investigation result of engineer
geology, it is found that there is distinct difference in dielectric properties between coal stratum,
upper old stratum, red-bed and volcanic. The result shows that CSAMT method is helpful to
identify coal stratum under this geological condition.

1. INTRODUCTION

This paper deals with the Controlled Source Audio-frequency Magnetotelluric method (CSAMT)
applied to coal mine in the Fujian province, southeastern China. This is the very first time that
CSAMT has been used for precious energy sources exploration in Fujian province. Coal is significant
resource and material in China, so it plays a vital role in Chinese economic progress. With geological
exploration on coal mine for several decades, the distributing areas of the uncovered and semi-
covered coal stratum have already been detected and exploited. Nevertheless, according to the
geological theory and borehole data, there is still concealed coal stratum, such as, the coal stratum
under red-bed, old stratum and volcanic. Because of the thick vegetation, grave hypsography and
high deepness prospect target, the conventional geophysical methods, including electric sounding
and seismic methods, are not very useful for exploring coal in Fujian province.

Because of the considerable advantages of CSAMT sounding, consisting of great depth of de-
tection, excellent lateral resolution, flexible survey design, and little topographic effect, it has been
applied in Fujian area to understand more extended coal deposits. Based on the CSAMT sounding
data in this survey, a total of eight survey lines and eight cross-section profiles have been made in
four typical areas. According to the geological interpretation, the main factors governing the local-
ization of the mineral bodies are resistivity and rock contacts. Fortunately, the coal stratums that
can be excavated in this section belong to Lower Permian Series, Tungtzeyan Formation, whose
electric property shows low resistivity, and the thickness of this Formation is more than 680m, thus
there is obvious difference between coal stratum and its upper stratums, which satisfies the electric
foundation of carrying out CSAMT work in Fujian province. This field survey was carried out in
four areas shown in Figure 1.

2. PRINCIPLE OF THE CSAMT METHOD

Theoretically, the CSAMT method is used to receive the E-field and the orthogonal H-field which
are produced by the electromagnetic field. The electromagnetic field is induced by the alternating
current source, which is transmitted into the subsurface by grounded dipole. For calculating the
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Figure 1: CSAMT survey areas in Fujian province. The four CSAMT areas locate in the center and west of
Fujian province, and the blocks indicate four survey areas.

apparent resistivity, the Cagniard resistivity formula has been employed. Finally, the resistivity
layers of each study area will be obtained by means of matching the field apparent resistivity curve
with the model.

CSAMT measures the electromagnetic field that imparted to the earth by an electric dipole
source shown in Figure 2. The source consists of a 1 to 2 km long insulated wire, grounded removable
dipole at both ends that insert into the ground, a high-powered transmitter, and motor generator
set also. The frequency of the signal is varied in order to vary the penetration depth of survey (the

Figure 2: Geometry of CSAMT measurement.
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lower the frequency, the deeper the penetration). The measurements are made in an area that is 2
to 4 km away from the source, where the source field in far zone approximates a plane wave.

The CSAMT method, introduced by Goldstein (1971) and Goldstein and Strangway (1975),
is an electromagnetic sounding technique which measures resistivity variations in the ground. Its
deep penetration and high resolution make it an excellent tool for exploring resource and engineer
geological problems. It is also broadly applicable to exploration for base and strategic metals,
geothermal and petroleum resources, and a variety of long deep tunnel studies.

Figure 3: Horizontal dipole and coordinate geome-
try: θ: angle of AB and M point; o is the center of
AB, r is the distance of AB and M ; µ0: permeabil-
ity.

Figure 4: Data processing flow.

CSAMT measures the electric (E) and magnetic (H) components of the electromagnetic field.
The E-field is sensed as a voltage across a grounded wire, while the H-field is sensed as a voltage in
a high-gain magnetic antenna. Based on electromagnetic theory and Maxwell Equation, three com-
ponents of E and H could be calculated, and then the ratio of horizontal perpendicular components,
Ex and Hy, gives the Cagniard resistivity (Cagniard, 1953) of the ground with the coordination in
Figure 3.

Ex =
I ·AB · ρ1

2πr3
· (3 cos2 θ − 2

)
(1)

Ey =
3 · I ·AB · ρ1

4πr3
· sin 2θ (2)

Ez = (i− 1)
I ·AB · ρ1

2πr2
·
√

µ0ω

2ρ1
· cos θ (3)

Hx = −(1 + i)
3I ·AB

4πr3
·
√

2ρ1

µ0ω
· cos θ · sin θ (4)

Hy = (1 + i)
I ·AB

4πr3
·
√

2ρ1

µ0ω
· (3 cos2 θ − 2

)
(5)

Hz = i
3I ·AB · ρ1

2πµ0ωr4
· sin θ (6)

the ratio of Ex and Hy:

Ex

Hy
=

IABρ1

2πr3

(
3 cos2 θ − 2

)

(1 + i) IAB
4πr3

√
2ρ1

µ0ω
(3 cos2 θ − 2)

=
2ρ1

(1 + i)
√

2ρ1

µ0ω

(7)

in brief:

ρs =
1

µ0ω

∣∣∣∣
Ex

Hy

∣∣∣∣
2

, (8)

and then Cagniard resistivity
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ρs =
1
5f

|Ex|2
|Hy|2 (R in ohm-m)

Their phases yield another quantity known as phase difference or impedance phase:

P = Ephase −Hphase (P in milliradian),

The depth of CSAMT data is related to signal frequency f and to resistivity R:

D = 502×
√

R/f (D in meters)

CSAMT surveys generally take data in the range of 0.125 to 8192 Hz. Thus, in typical mining
environments, penetration down to 1 or 2 km is easily achievable. Lateral resolution is controlled by
the E-field dipole size, so CSAMT can use a very small electric field dipole to achieve high lateral
resolution while still getting deep penetration by using low frequencies.

It is worth noting that CSAMT measurements are made far from the source, in the far-filed
zone, so the sounding path is directed vertically into the ground, and penetration depends upon
ground resistivity and signal frequency, not on receiver-transmitter separation. Therefore, CSAMT
has inherently less topographic effect than traditional sounding methods.

3. DATA ACQUISITION AND PROCESSING

CSAMT is the abbreviation for controlled source audio-frequency magnetotellurics. The transmitter
can transmit the electromagnetic signals with frequency from 8192Hz to 0.125 Hz. The receiver at

(a)

(b)
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(c)

(d)

Figure 5: Comparison of before static correction and after static correction: (a) because of horizontal
heterogeneity, static shift was produced, (b) after static correction, the data of adjacent seven points were
coincident, (c) in the contour map, there was much strap anomaly for static correction, it could not be
interpreted correctly, (d) with adopting Hanning filter, the static correction has obviously been reduced,
which presented real underground structure.

the survey area will receive the electromagnetic signals, which are containing the subsurface geology
information. After completing static correction and terrain correction, the data can be inverted,
and then the result profiles for geology interpretation are plotted in Figure 4.

The instrument is V6A system made by Canada Phoenix Geophysics Ltd. Company. The
distance between two adjacent survey stations is 40 m. The frequency used is from 9600 to 1 Hz.
Because of exploration depth of 1500 m at this area, we adapt 4F30 automatic transmitting-receiving
frequency series. Before we make the CSAMT measurements, the calibration of box and coil should
be done for the coincidence and correction.

3.1. Static Correction

It is well known that one of the disadvantages of the CSAMT method is static shift, so under such
circumstances the calculated apparent resistivity must be corrected for static effect. As for CSAMT
method, just like other electromagnetic methods, static problem is usually common because the
horizontal heterogeneity near the surface may bring the static effect. There are several methods
to induce the static effect. To compensate for this effect, it is necessary to use some regularizing
algorithms, in simple cases, which is accomplished with low-pass filtering of the field data.
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The filtering used here is Hanning window filtering:

h(x) =
{

1
ω

(
1 + cos 2πx

ω

) |x| ≤ ω/2
0 |x| > ω/2|

where ω is the filtering window width. In practice, h(x) is dispersed to seven point filtering. Now
take actual data for example, as follows in Figure 5.

(a)

(b)

Figure 6: Comparison of normal stratum and coal stratum about electric and magnetic field: (a) the two
maps are CSAMT apparent resistivity and phase curves on normal stratum, respectively, (b) the two maps
are CSAMT apparent resistivity and phase curves on coal stratum.
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3.2. Terrain Correction
Two techniques are used to carry out topography correction. One is space correction about survey
points, and the other is 2-D topography correction with using forward modeling.

The horizontal distance of two electrodes is fixed in the engineering exploration. The slope dis-
tance between adjacent survey points will be not equal because of different slope angles. Therefore
in order to be processed and interpreted well, the original data of electric and magnetic field should
be corrected.
3.3. Analysis of Typical Curve
The resistivity curve should be analyzed before geological interpretation, and the electric difference
between normal stratum and coal stratum should be distinguished clearly as shown in Figure 6.
Figure 6(a) are the two maps of CSAMT apparent resistivity and phase curves on normal stratum,
respectively. The resistivity value is about 100 Ωm in high frequency. With frequency falling, the
resistivity value is gradually growing, and then the transition zone, where the resistivity values
have relatively small change, appears in about 200Hz. Finally the frequency smaller, the resistivity
bigger, the reisitivity-frequency curve is rising. The two points are on behalf of typically normal
stratum; Figure 6(b) are the two maps of CSAMT apparent resistivity and phase curves on coal
stratum. According to the resistivity-frequency curves, the resistivity values are still about 150 Ωm.
However, with the frequency falling, the resistivity value has not bigger change till 100 Hz. At this
point, the resistivity-frequency curve gradually begins to rise, and there is a summit in about 10 Hz,
eventually the resistivity values start to decrease. There may be a distinct electric interface, so the
conductive zone should be inferred. Based on the geological data and borehole information, the
inferred result has been confirmed. In Figure 6, the red-hollow round represents electric field, and
the blue triangle represents magnetic field.
3.4. Fitness Analysis
In order to give the reasonable geoelectric interpretation, the inverted result should be combined
with original resistivity-frequency data, and fitness curve should be given to confirm the rationality
of inverted result. So there are 22 frequency points listed in the Table 1. With the comparison of
original resistivity in Table1 and inverted data in Figure 7, the fitness difference is relatively small,
and the shape of inverted data is also similar to the shape of original data. Therefore we think that
the inverted data is correct and believable, which could be used to have geological interpretation.
In Figure 7, blue line expresses inverted data, and original data is respectively represented by
red-hollow round.

Table 1: Fitness of original data and inverted data.

frequency Ori-res Inv-res fitness frequency Ori-res Inv-res fitness

1.0 574.2 542.4 5.5% 128.0 288.6 278.7 3.4%

2.0 470.0 460.0 2.1% 189.5 218.4 214.3 1.9%

4.0 580.5 547.7 5.7% 256.0 184.0 181.5 1.4%

8.0 750.3 708.7 5.5% 369.2 152.2 150.3 1.2%

11.3 768.4 726.8 5.4% 512.0 149.6 146.2 2.3%

16.0 809.3 766.9 5.2% 724.5 138.4 135.0 2.5%

22.4 788.4 749.3 5.0% 1024.0 127.5 124.9 2.1%

32.0 686.2 655.8 4.4% 1440.0 144.5 140.5 2.8%

44.9 583.7 562.2 3.7% 2057.0 157.4 152.9 2.9%

64.0 454.3 443.4 2.4% 2880.0 162.8 158.5 2.7%

90.0 369.9 366.1 1.0% 4114.0 183.8 178.0 3.2%

4. RESULTS AND GEOLOGY EXPLORATION

We employed the inversion contour maps to display the qualitative results, which were three profile
maps shown in Figure 9, Figure 11 and Figure 14 to interpret quantitatively and estimate coal
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Figure 7: Curve comparison of original data and inverted data.

 

Figure 8: The trend of survey line 1.

stratum in the survey areas.
To assess the subsurface qualitatively, three apparent resistivity contour maps with selected

frequency respectively were drawn in Figure 9(a), Figure 11(a) and Figure 14(a). Figures 9(b),
11(b) and 14(b) depicted the final results along with the known geologic data also drawn to facilitate
comparisons.

Three profiles were selected from the inversion results of the CSAMT data, which were prepared

(a)
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(b)

Figure 9: Inverted contour map of line 1 and its geologic interpretation: (a) inverted counter map, (b)
geologic interpretation. Horizontal coordinate indicates sounding points’ position. Vertical coordinate depicts
elevation. The interpreted positions of layers and their resistivity values in Ωm are also shown in this figure.

Figure 10: The trend of survey line 2.

for interpretation of subsurface structure quantitatively, and to conform whether the difference
exists between coal stratum and three other stratum including rhyolite, red-bed and old stratum
or not, and whether the coal stratum exists in these stratums. The inversion profiles were shown
as follows:

4.1. Profile A
The 1.72 km long line selected, trending SE, was surveyed in CSAMT area one in Figure 8. To
interpret the inversion result and compare geologic data well, we took the following map selected
as an example in Figure 9. As for our goal, this was one of the relatively typical exploring coals
under volcanic rock. This kind of exploring coals under the volcanic rock was relatively typical in
Fujian province.

Based on geologic data, volcanic rock existed in this area, and there might be coal resource.
First of all, obviously, there was resistivity difference in the contour map shown in Figure 9(a).

That was to say, there was a clear resistivity interface and conductive zone covered by resistive
zone. Secondly, from the known geologic data map in Figure 9(b), an interface of rock properties
was clearly visible in the geologic interpretation map, and upper stratum was volcanic (γm), while
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covered one was potential coal (P1t ∼ P1w). Therefore, Figures 6 and 7 illustrated the results of
CSAMT sounding on this profile well.

(a)

(b)

Figure 11: Inverted contour map of line 2 and its geologic interpretation: (a) inverted counter map,
(b) geologic interpretation. Horizontal coordinate presents sounding points’ position. Vertical coordinate
expresses elevation. The interpreted positions of layers and their resistivity values in Ωm are also shown in
this figure.

4.2. Profile B
This 2.8 km-long SE-trending profile in Figure 10 was the key profile to explore coal and verify
the effect of CSAMT method as it ran through the outcrop of coal stratum in CSAMT area two.
Figure 11 showed the inverted section derived from CSAMT sounding data. As follows:

Part 1: from 0 m to 240 m, there were clear properties, surface with higher resistivity and deeper
rock with lower resistivity. Combined with outcrops and geologic data near the borehole, the lower
resistivity zone was inferred as coal stratum (P1t ∼ P1w).

Part 2 : from 240 m to 1200 m, resistivity properties: 200 m-thick higher-resistivity layer covered
conductive layer, whose resistvity was lower than 200 Ωm. The resistive zone near the surface was
interpreted as D3-C1l and γm. Their resistivity was above 1000 Ωm, however, there was obviously
lateral discontinuity. Based on contact relationship, the resistive zone was interpreted as remainder
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Figure 12: Comparison between inverted result and borehole information. The red line is the curve of inverted
resistivity and depth in borehole ZK2001. The curve displays the geoelectric trend of actual underground
components.

Figure 13: The trend of survey line 3.

cover, and the rock interface from 200 m to 240m has been deduced fault. And deeper conductive
zone was about 700m thick, approximately sloping to small point with 40◦ angle. In combination
with geologic data, the zone was inferred as coal stratum (P1t ∼ P1w). The resistivity of deeper
layer was getting clearly high, and was inferred as P1q. There was a borehole in about 900 m, our
inverted result in Figure 12 conformed the geology information very well.

Part 3: from 1200m to 2800 m, the main resistivity property as follows: upper middle-high layer
(about 1000 Ωm), central thick zone of middle-high resistivity (about 800 Ωm), and then deeper
stratum of lower resistivity. Near 1680 m point, there was clear low-resistivity strap, inferred as a
fault. Based on relative geologic data, the main stratum series was interpreted as upper stratum
J3, center D3-C1l, and deeper stratum may be local remainder coal with bigger depth.

4.3. Profile C

The 2.8 km-long line, also trending NE, was surveyed in CSAMT area 3 shown in Figure 13.
Figure 14 showed the results of CSAMT sounding on the profile. The inverted resistivity along the
line had several prominent features. Near 2240m point there was clear resistivity discontinuity,
inferred as a fault. The whole profile had strong resistive zone in the central depth, then the deeper
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the elevation, the lower the resistivity. The wide conductive zone was interpreted as coal stratum
(P1t ∼ P1w), the low-resistivity structure could represent that coal stratum had clear difference with
upper cover and confirmed availability of CSAMT method. However, the coal stratum interpreted
should be approved by drilling.

(a)

(b)

Figure 14: Inverted contour map of line 3 and its geologic interpretation: (a) inverted counter map, (b)
geologic interpretation. Horizontal coordinate indicates sounding points’ position. Vertical coordinate depicts
elevation .The interpreted positions of layers and their resistivity values in Ωm are also shown in this figure.

5. DISCUSSION AND CONCLUSION

The CSAMT method is a new technique for exploring resource. This method shows its unique
advantages, and higher efficiency than other traditional electric sounding methods in certain areas,
especially where other geophysical methods could not work efficiently. These places include the
areas with thick vegetation, grave hypsography and high-depth prospecting target, which can be
verified with the carried-out coal based on this research in Fujian.

On the results of the CSAMT soundings carried out in Fujian area, several low-resistivity anoma-
lies are discovered, but our attention on this area is relatively small, so the conductive zones can
not be connected together to the whole area.

The static correction and terrain correction are two types of difficulties for us in the course of
data processing. We are confronted with great challenge in application because of surface electric
discontinuity and complicated terrain. In processing some factors may be got over, but other
features has still not eliminated. Therefore multi-resolution would occur. With an awful terrain
like big cliff and deep valley, power lines and villages near the survey line, magnetic fields of part
curves seriously have been influenced, so that they make it difficult for interpreting.

The results presented in the paper do show the potential of CSAMT method to be more useful
for deep geologic mapping. Especially, it is useful for the detection of lateral boundaries, such as
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faults and fractures, where no detailed geological information is available, because not only the
bedrock geology is concealed by overburden, but also borehole surveys have not yet begun.
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Abstract— Breaking wave plays an important role in air-sea, wave-wave, wave-current, current-
current interaction. Wave breaking not only disturbs communication of sound chiefly because
of the transient noise of the air-entrained bubbles. A useful analytical method, Gabor trans-
formation, is applied due to its advantages over nonsymmetric and abrupt transition signals in
breaking events. Numbers of bubbles and size distribution in a specific wave condition is analyzed
in laboratory experiments.

1. INTRODUCTION

Protective structures like sea walls, breakwaters, submerged dikes are popularly deployed in nearshore
ocean engineering. Formation of propagating wave will deform due to the wind drafting force, to-
pography variation and release the accumulated wave energy. Breaking of water waves plays an
important factor in many ocean studies, such as air-sea interaction, remote sensing, wave dynamics,
and gas transfer to the atmosphere. Breaking wave always results in severe destructions no matter
if it happens on the wide open ocean or nearshore coast; vessels, mariners and creatures suffered
for that.

Distortion of a periodic wave starts to collapse when the front of wave crest is onset to break
beneath downstream, dubbed as an active phase [1]. The collapse wave front will entrain air volume
into the surface water layer in a very short time, say whitcapping process and which will produce
dense plumes of different sizes air bubbles. Breaking attracts more and more attentions with its
specifically characteristics. Various methods and techniques such as acoustic methods, photography
method [5, 7] and remote sensing method [4] are presented in order to detect bubble sizes at the
breaking region.

Bubble clouds are distributed underlying propagating waves, the mainly disturb source of the
underwater communication [2]. Estimation of the bubble size and numbers from the breaking event
is normally very hard to obtain. Stokes (1993) used the photographic method to obtain the bubble
size spectrum. As a result of fragmentation of turbulence, that dominates the production of larger
bubble distribution. In terms of acoustic, Minnaert (1933) proved the noise produced by bubbles
is related to the simple radial pulsation of bubbles and derived the resonance frequency of bubbles.
Friedlander (1995) derived a representation lead for those signals with behavior of nonsymmetric
and abrupt transitions, such as bubble emission noise. Application of Gabor coefficient is adapted
in this study and got satisfied results of the distribution of bubble size when wave propagates
through a rectangular submerged dike.

The resonant frequency of the bubble and the radius is expressed as

ω0 =
1

R0

√
3γP0

ρ
(1)

where P0 is the steady pressure at infinity, R0 is the equilibrium radius of a spherical bubble, γ is
the ratio of specific heat (1.4 for air) and ρ is the density of the host liquid.

2. EXPERIMENTAL SETUP AND WAVE CONDITION

All experiments are carried out in a glass-walled wave tank with the scale of 25m long, 0.6 m
wide and 0.5 m high. Wave generator used in experiments is of piston type and controlled by an
electromechanical hydraulic serve system. At the end of the tank is fitted with a beach which was
constructed by anechoic armor units, to minimize the wave reflections. A submerged rectangular
obstacle is mounted on the bottom of the tank and 12 m away from the paddle. The obstacle has
the same width as the tank with which has the length of being L = 0.15 m. Schematics of the
experiment is shown in Fig. 1, direction of wave propagation is from left to right and terminal at
and anechoic beach.
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Top View Side View

Figure 1: Schematics of the experiment.

The sound radiation from the entrained bubbles will be measured by the hydrophone mounted
after the submerged dike. The sampling frequency of the hydrophone is 100 KHz, comes with one
second recording time. A consistent water depth h = 15 cm, T = 1.0 sec, and the propagating wave
height H = 4 cm is adopted. Those measured signals will be first analyzed distribution on the
frequency and go through the Gabor transform before the final employed. In the Fig. 2, it shows
a series of results that measured and proceeded of the environmental noise. Fig. 2(a), it represents
signal recorded in one second and which is also full of small amplitude fluctuations. From the
frequency analysis can help to figure out the noise sources are composed by some frequency bands
(f > 30KHz, f < 500Hz). The filtered result is shown in Figs. 2(b), and 2(c) represents the result
in frequency and time domain that processed by the Gabor transform.

In the series results of Fig. 3, the short time existing and the pulse phenomenon of bubbles is
obviously showed in the time domain like Fig. 3(b) shows. Compare the result in Fig. 3(c), several
intense peaks occurred in the time domain, and via the work done by Gabor transform, distribution
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Fig. 2 Series results of environmental noise. (a) the original environmental noise. (b) noise after filtered out 

(a)
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(c)

Figure 2: Series results of environmental noise. (a) the original environmental noise, (b) noise after filtered
out high and low frequency ranges, (c) environmental noise in frequency and time domain.
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on the frequency domain is conspicuous. The trapped picture of the breaking wave process is shown
is Fig. 4, from the picture can chase down the quiescent phase [1] and dense plumes of bubbles
formed.
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Fig. 3 Results of the case under wave condition, T=1 sec, H=4 cm, and h=15 cm. (a) the original sound 

recorded in time domain for one second. (b) 

(a)

(b)

(c)

Figure 3: Results of the case under wave condition, T = 1 sec, H = 4 cm, and h = 15 cm. (a) the original
sound recorded in time domain for one second, (b) result of filtered out unwanted frequencies of (a), (c)
result in time and frequency domain.

 

Figure 4: Breaking process occurred in the wave condition, time period T = 1 sec, wave height H = 4 cm,
and water depth h = 15 cm.

According to the characteristics of bubble size and frequency, take 25 Hz division to the frequency
and 4 times of the averaged environmental energy intensity as a criterion level. Since that, the result
of numbers and frequency will be derived out over the whole frequency. Due to the relation between
frequency and the bubble radius, the histogram for averaged bubble numbers versus bubble radius
is deployed as Fig. 5 shows.
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Figure 5: Histogram result for averaged bubble numbers versus bubble radius of wave propagate a designed
submerged dike.

3. CONCLUSIONS

In this paper, an application of Gabor transform is deployed in estimating bubble distribution of
a breaking event. From the results showed in the figures, one can realize there exist and relation
between bubble size distributions and the wave height for propagating wave breaking over the under
water obstacle. Many possible reasons will result in the bubble size distribution; further studies
will follow up under different wave conditions. Bubble probability density for breaking events is
expected to be accomplished when the whole measurements are done.
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Abstract— In the paper, we discuss least-squares mixed finite element method for steady state
viscoelastic fluid flow. The approximate stress and velocity are respectively pk discontinuous and
pk+1 continuous. Existence and error estimates of the approximate solution were established.

1. INTRODUCTION

Lately, more and more attention have paid to least-squares mixed finite element method (see [1, 2]).
The least-squares mixed finite element method has provided an optimal error estimates for solving
many problems (see [3]). Bramble and Nitsche firstly used least-squares mixed finite element
method to solve Dirichlet problem (see [4]). Raviart, Thomas, Carey and oden developed this
method (see [5]). In this paper, we study the numerical analysis of the least-squares mixed finite
element approximation for viscoelastic fluid flow obeying an Oldroyd B constitutive equation (see
[6, 7]). At the same time, we discuss existence and error estimates of the approximate solution. The
approximate stress, velocity and pressure are respectively pk discontinuous, and pk+1 continuous
(see [8]).

The outline of this paper is as follows: we begin by describing a model of viscoelastic fluid flow
obeying an Oldroyd B type constitutive law in Section 1. In Section 2, we provide existence and
uniqueness of least-squares mixed finite element approximation solution for steady viscoelastic fluid
flow obeying an Oldroyd B type constitutive law. In Section 3, we give convergence analysis of
least-squares mixed finite element.

Consider the model of time-dependent viscoelastic fluid flow obeying an Oldroyd B type consti-
tutive law (see [6–8]):

λσt + σ + λ(u · ∇)σ + λgα(σ,∇u)− 2αd(u) = 0, in Ω× [0, T ] (1)
ut −∇ · σ − 2(1− α)∇ · d(u) +∇p = f, in Ω× [0, T ] (2)

∇ · u = 0, in Ω× [0, T ] (3)
u = 0, on Γ× [0, T ] (4)

If t = 0, then u = u0, σ = σ0. Here Ω ⊂ R2 is an open domain with boundary Γ, σ is the

symmetrical stress tensor, u is velocity vector, p is the pressure (scalar), d(u) =
1
2

(∇u +∇uT
)

is
the rate of strain tensor, λ ≥ 0 is Weissenberg constant, α is a third dimensionless, which may be
considered as the fraction of viscoelastic viscosity (α = 1 for Max Well’s model). For simplify, we
only consider the case of 0 < α < 1. ga: R4 ×R4 → R4 is a bilinear form:

ga (σ,∇u) = σω(u)− ω(u)σ − a(d(u)σ + σd(u))

+
1− a

2
(σ∇u +∇uT σ)− 1 + a

2
(∇uσ + σ∇uT ),

Here −1 < a < 1 and ω(u) =
1
2

(∇u−∇uT
)

is the vorticity tensor.

We use the standard Sobolev space Wm,p(Ω) with a norm ‖·‖m,p given by ‖φ‖p
m,p =

∑
|α|≤m ‖Dα

φ‖p
Lp(Ω). For n = 2, H2(Ω) = Wm,2(Ω) and ‖ · ‖m = ‖ · ‖m,2, ‖ · ‖ = ‖ · ‖0,2 (see [2]).
Definition 1 {Γh}h>0 be a quasi-uniform family of finite element triangular partitions of Ω and

any two neighbor units constitutes h2-approximation patallelogram, there exists an independent of
h constant C, such that |P1P2−P3P4| ≤ Ch2, then the partitions family be denoted strong uniform
triangular partitions [3].
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Definition 2 If projection operator Πh : H1(Ω)×H1(Ω) → Vh such that for any q ∈ H(div,Ω),
we have (∇ ·Πhq, wh) = (∇ · q, wh), ∀wh ∈ Wh, then Πh be denoted standard finite element pro-
jection operator in Wh (see [6]).

2. EXISTENCE AND UNIQUENESS OF MIXED FINITE ELEMENT APPROXIMATION
SOLUTION

For conveniently analysis the convergence property of approximation solution, we only consider
steady viscoelastic fluid flow obeying an Oldroyd B type constitutive law:

σ − 2αd(u) = 0, in Ω (5)
−∇ · σ = f, in Ω (6)
∇ · u = 0, in Ω (7)

u = 0, on Γ (8)

Let p = −σ, then the Equations (5)–(8) become:

p + 2αd(u) = 0, in Ω (9)
∇ · p− f = 0, in Ω (10)

∇ · u = 0, in Ω (11)
u = 0, on Γ (12)

We define the energy space as follow

V = {v ∈ H1(Ω); v = 0 on Γ, ∇ · v = 0 on Ω,

H(div; Ω) = {q ∈ (
L2(Ω)

)2 ; divq ∈ L2(Ω)}.
And the corresponding norm be

‖v‖1,Ω =
(‖v‖2

0,Ω + ‖∇v‖2
0,Ω

)1/2
,

‖q‖H(div;Ω) =
(‖q‖2

0,Ω + ‖divq‖2
0,Ω

)1/2
.

Now we define the least squares problem become: find (u, p) ∈ V ×H such that

J(u, p) = inf
v∈V,q∈H

J(v, q) (13)

where J(v, q) = (divq − f, divq − f)0,Ω + (q + 2αd(v), q + 2αd(v))0,Ω.
The corresponding variational formulation be: find (u, p) ∈ V ×H such that

a(u, p; v, q) = (f, divq)0,Ω, ∀v ∈ V, q ∈ H (14)

where a(u, p; v, q) = (divp, divq)0,Ω + (p + 2αd(u), q + 2αd(v))0,Ω.
Lemma 1 There exists a positive constant C such that

a(v, q; v, q) ≥ C
(‖v‖2

1,Ω + ‖q‖2
H

)
(15)

Proof According to the definition of a(v, q; v, q), one obtains

a(v, q; v, q) ≥ ‖divq‖2
0,Ω,

a(v, q; v, q) ≥ ‖q + 2αd(v)‖2
0,Ω.

So we have

a(v, q; v, q) = (divq, divq)0,Ω + (q + 2αd(v), q + 2αd(v))0,Ω

= (divq, divq)0,Ω + (q, q)0,Ω + 4α(divq, v)0,Ω + 4α2(d(v), d(v))0,Ω

≥ ‖divq‖2
0,Ω−4α‖divq‖0,Ω‖v‖0,Ω+‖v‖2

0,Ω + (q, q)0,Ω+4α2(d(v), d(v))0,Ω−‖v‖2
0,Ω

≥ (‖divq‖0,Ω − 2α‖v‖0,Ω)2 + (q, q)0,Ω + 4α2(d(v), d(v))0,Ω − ‖v‖2
0,Ω

≥ ‖q‖2
0,Ω,
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Connection those inequalities, we obtain

C‖∇v‖2
0,Ω ≤ C

(‖q + 2αd(v)‖2
0,Ω + ‖q‖2

0,Ω

) ≤ Ca(v, q; v, q).

By the Poincare inequality, we have ‖v‖2
0,Ω ≤ C‖∇v‖2

0,Ω ≤ a(v, q; v, q). The desired result then
follows.

Theorem 1 Assume that f ∈ L2(Ω), then the least-squares variational formulation (12) for
steady viscoelastic fluid flow obeying an Oldroyd B type constitutive law exists uniqueness solution
(u, p) ∈ V ×H.

Proof By lemma 2, then the bilinear form a(v, q; v, q) is coercive and continuous. According
to Lax-milgram Theorem, the desired result then follows.

3. CONVERGENCE ANALYSIS OF LEAST-SQUARES MIXED FINITE ELEMENT

Ω is supposed to be polygonal and equipped with uniform triangular partitions Γh, such that
Ω = {∪K, K ∈ Γh}. Let Pk(K) denotes the space of polynomials of degree less orequal k on K.
Vh, Hh be any the usual mixed finite element approximating subspaces of V, H (see [5]):

Vh = {v ∈ V ; v|K ∈ Pk(K), ∀K ∈ Γh},
Hh = {q ∈ H; q|K ∈ Pr(K), ∀K ∈ Γh}.

The corresponding least squares mixed finite element approximation formulation become: find
(uh, ph) ∈ Vh ×Hh such that

a (uh, ph; vh, qh) = (f, divqh)0,Ω, ∀vh ∈ Vh, qh ∈ Hh.

Connection the two variational formulation, we have a error equation

a (u− uh, p− ph; vh, qh) = 0, ∀vh ∈ Vh, qh ∈ Hh.

For simplify, we introduce some properties in Sobolev space (see [9])

‖u−Πhu‖0,Ω ≤ Chk+1‖u‖k+1,Ω (16)

‖u−Πhu‖1,Ω ≤ Chk‖u‖k+1,Ω (17)

‖p−Πhp‖0,Ω ≤ Chr+1‖p‖r+1,Ω (18)

Theorem 2 Assume that s = min(k, r), then

‖u− uh‖1,Ω + ‖p− ph‖H(div;Ω) ≤ Chs (‖u‖s+1,Ω + ‖p‖s+1,Ω) (19)

Proof By the coercive of the bilinear form a(u, p; v, q) and the error equation , one obtains

‖uh −Πhu‖2
1,Ω + ‖ph −Πhp‖2

H(div;Ω)

≤ Ca (uh −Πhu, ph −Πhp;uh −Πhu, ph −Πhp)
= Ca (u−Πhu, p−Πhp; uh −Πhu, ph −Πhp)
= (div (p−Πhp) , div (ph −Πhp))0,Ω+(p−Πhp + 2αd (u−Πhu) , ph−Πhp + 2αd (uh−Πhu))0,Ω

≤ C
[(‖div (p−Πhp) ‖2

0,Ω + ‖p−Πhp + 2αd (u−Πhu) ‖2
0,Ω

)1/2

+
(‖div (p−Πhp) ‖2

0,Ω + ‖ph −Πhp + 2αd (uh −Πhu) ‖2
0,Ω

)1/2
]

≤ C
(
‖u−Πhu‖2

1,Ω + ‖p−Πhp‖2
H(div;Ω)

)1/2
×

(
‖uh −Πhu‖2

1,Ω + ‖ph −Πhp‖2
H(div;Ω)

)1/2

≤ Chs
(‖u‖2

s+1,Ω + ‖p‖2
s+1,Ω

)1/2 ×
(
‖uh −Πhu‖2

1,Ω + ‖ph −Πhp‖2
H(div;Ω)

)1/2
,

So we have
‖uh −Πhu‖1,Ω + ‖ph −Πhp‖H(div;Ω) ≤ Chs (‖u‖s+1,Ω + ‖p‖s+1,Ω) .
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By triangle inequality, we obtain

‖u− uh‖1,Ω + ‖p− ph‖H(div;Ω)

≤ ‖u−Πhu‖1,Ω + ‖Πhu− uh‖1,Ω + ‖p−Πhp‖H(div;Ω) + ‖Πhp− ph‖H(div;Ω)

≤ Chs (‖u‖s+1,Ω + ‖p‖s+1,Ω) .

The desired result then follows.
Theorem 3 Assume that r = k + 1, then

‖u− uh‖0,Ω + ‖p− ph‖H(div;Ω) ≤ Chk (‖u‖k+1,Ω + ‖p‖k+2,Ω) (20)

Proof Firstly, we define a projection operator Sh : V → Vh such that

(Shu,∇ · vh) = (u,∇ · vh) , ∀vh ∈ Vh.

By the conclusion in [8], one obtains this posteriori estimate

‖v − Shv‖1,Ω ≤ Chk‖v‖k+1,Ω.

‖v − Shv‖0,Ω ≤ Chk+1‖v‖k+1,Ω.

By lemma 2 and the error equation, one obtains

C
(
‖uh − Shu‖2

1,Ω + ‖ph −Πhp‖2
H(div;Ω)

)

≤ a (uh − Shu, ph −Πhp; uh − Shu, ph −Πhp)
= a (u− Shu, p−Πhp; uh − Shu, ph −Πhp)
= (div (p−Πhp) , div (ph−Πhp))0,Ω + (p−Πhp + 2αd (u−Shu) , ph−Πhp + 2αd (uh − Shu))0,Ω

= (div (p−Πhp) , div (ph −Πhp))0,Ω + (p−Πhp, ph −Πhp)0,Ω

+2α (p−Πhp, d (uh−Shu))0,Ω+2α (d (u−Shu) , ph−Πhp)0,Ω+4α2 (d (u−Shu) , d (uh−Shu))0,Ω

By Cauchy-Schwarz inequality, we have

(div (p−Πhp) , div (ph −Πhp))0,Ω + (p−Πhp, ph −Πhp)0,Ω

≤ ‖div (p−Πhp) ‖0,Ω‖div (ph −Πhp) ‖0,Ω + ‖p−Πhp‖0,Ω‖ph −Πhp‖0,Ω

≤ Chk+1‖p‖k+2,Ω‖ph −Πhp‖H(div;Ω),

2α (p−Πhp, d (uh − Shu))0,Ω

≤ 2α‖p−Πhp‖0,Ω, ‖d (uh − Shu) ‖0,Ω

≤ Chk+1‖p‖k+2,Ω‖uh − Shu‖1,Ω,

2α (ph −Πhp, d (u− Shu))0,Ω

≤ 2α‖ph −Πhp‖0,Ω, ‖d (u− Shu) ‖0,Ω

≤ Chk‖u‖k+1,Ω‖ph −Πhu‖H(div;Ω),

4α2 (d (u− Shu) , 2αd (uh − Shu))0,Ω

≤ 4α2‖d (u− Shu) ‖0,Ω‖d (uh − Shu) ‖0,Ω

≤ C‖ (u− Shu) ‖1,Ω‖ (uh − Shu) ‖1,Ω

≤ Chk‖u‖k+1,Ω‖uh − Shu‖1,Ω.

So, we obtain

C
(
‖uh − Shu‖2

1,Ω + ‖ph −Πhp‖2
H(div;Ω)

)

≤ Chk+1
[‖p‖k+2,Ω

(‖ph −Πhp‖H(div;Ω) + ‖uh − Shu‖1,Ω

)]

+Chk
[‖u‖k+1,Ω

(‖ph −Πhp‖H(div;Ω) + ‖uh − Shu‖1,Ω

)]

≤ Chk (‖u‖k+1,Ω + ‖p‖k+2,Ω)
(‖ph −Πhp‖H(div;Ω) + ‖uh − Shu‖1,Ω

)
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Furthermore, we have

‖uh − Shu‖1,Ω + ‖ph −Πhp‖H(div;Ω) ≤ Chk (‖u‖k+1,Ω + ‖p‖k+2,Ω) .

By triangle inequality, we have

‖u− uh‖0,Ω + ‖p− ph‖H(div;Ω)

≤ ‖u− Shu‖1,Ω + ‖p−Πhp‖H(div;Ω) + ‖Shu− uh‖1,Ω + ‖Shp− ph‖H(div;Ω)

≤ Chk (‖u‖k+1,Ω + ‖p‖k+2,Ω) ,

The desired result then follows.
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Frequency Response of Tri-axial Induction Logging Tool

Jing Li, Xuesheng Yu, Lili Zhong, and Richard C. Liu
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4800 Calhoun Rd, Houston, TX, 77004, USA

Abstract— A multi-component transmitter-receiver configuration in tri-axial induction tool
can provide direct measurement to formation anisotropy. It is especially useful in deviated and
horizontal drilling. Tri-axial induction too is composed of three mutually orthogonal transmitter-
receiver coil pair oriented in three mutually perpendicular directions. The axis of the tool may
intercept a formation with a constant dip angle, a constant azimuthal angle and a constant
orientation angle. An algorithm and 1D code were developed based on rigorous analytic solution
for the tri-axial logging tool response in 1-D formation, which neglects the borehole, and mandrel.
Operating frequency plays an important part in the tool applications. In this paper, frequency
responses for different formation contrast are investigated.

1. INTRODUCTION

In order to determine parameters in anisotropic formation with dipping angle more accurately,
a tri-axial indirection tool configuration was developed. The tool is composed of three mutually
orthogonal transmitter-receiver configurations, which can offer all the necessary data for formation
resistivity measurements. Magnetic field generated by a magnetic dipole can be obtained by using
Hertz potentials [1, 2]. After solving the H-fields, there are only five non-zero elements, which are
Hxx, Hxz, Hyy, Hzx and Hzz. A 1D code based on this algorithm was developed, which neglect
the borehole, the mandrel and coil size and the actual coils are replaced by point magnetic dipoles.

Figure 1 shows schematically a tri-axial logging tool containing both three orthogonal transmit-
ter coils Mx′ , My′ , and Mz′ , and three orthogonal receiver coils Rx′ , Ry′ , and Rz′ , oriented in the
coordinate system x’, y’, z’ [1].
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Figure 1: An induction sonde containing three orthogonal
transmitter coils and three orthogonal receiver coils. α, β and γ
are dip angle and azimuthal angle of borehole and tool rotation
angle respectively.
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Figure 2: Formation 1.

2. FREQUENCY RESPONSE

In this paper we will study the frequency response of tri-axial induction tool in different contrast
formation models using the algorithm developed in [1]. The dipping angle is set to 60 degrees to
cover both horizontal and vertical anisotropy. The frequencies used in the simulations are 20 kHz,
40 kHz, 100 kHz, 500 kHz, 1 MHz and 2 MHz. The formation model analyzed in this simulation is
shown in Figure 2, with vertical resistivity of the second layer changes from 0.05 Ωm to 0.01Ωm.
The real and imaginary parts of non-zero H-field elements are plotted in Figure 3.
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Figure 3: Frequency responses for Formation 1.

3. CONCLUSIONS

1. From the simulation results, it is seen that tri-axial induction tool response is frequency
sensitive. The tool response begin to curve when the tool is entering into and out from the
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reservoir. Moreover, the curvature of the tool response increases with increasing frequency.

2. The tool response is also sensitive to formation contrast. The greater formation contrast, the
larger the tool response.

3. For sharper boundary response, higher frequency tool is preferred. However, the investigation
depth may be affected, even though this is not simulated in this study.

4. To obtain deeper penetration and higher resolution, a multi frequency logging tool should be
used.
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Simultaneous Measurement of Capillary Pressure and Dielectric
Constant in Porous Media
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Delft University of Technology, The Netherlands

Abstract— An experimental tool is presented with which the capillary pressure (Pc) and the
dielectric constant (ε) of a porous medium are measured simultaneously. The equipment is
designed to conduct measurements for the unconsolidated sand-distilled water-gas (CO2) system
for pressures up to 20 bar and constant temperature conditions. The bulk phase pressures of the
gas and the water are measured at the top and bottom of the sample holder and we define the Pc

as the averaged pressure difference. The sample holder is a parallel plate capacitor with stainless
steel plates, which also serve as support for the sample. The plates are kept separated by a
plastic ring. A precision component analyzer is connected to the sample holder and measures the
impedance as a function of frequency (f). The total impedance is directly related to the effective
value of the complex permittivity. The aim of this paper is to describe the details and the
calibration of the tool. The accuracy and the validity of both ε(Sw) and Pc(Sw) are determined
from reproducible data. Results are shown for a full capillary pressure cycle of drainage and
imbibition at f = 3 MHz.

1. INTRODUCTION

Both the capillary pressure and the electrical properties, e.g., the resistivity and the complex dielec-
tric constant, can be expressed as function of the water saturation (Sw). These properties are used
in subsurface flow engineering applications such as hydrocarbon production and soil remediation
techniques. The electrical and capillary characteristics are used to determine the connate water
saturation, resistivity logs, the height of the transition zone, monitoring of the remediation and to
assist in modeling purposes [1].

In literature, numerous examples can be found which describe the hysteresis in capillary pressure.
The term “capillary hysteresis” can be defined as the difference in capillary pressure value between
drainage (decreasing Sw) and imbibition (increasing Sw). Hysteresis depends on the saturation
history and can be ascribed to contact angle hysteresis [2], irreversible changes in pore-scale fluid
distributions [3] and the interfacial area [4].

Experimental studies have shown that pore scale mechanisms have direct influence on several
geophysical properties, such as the electrical resistivity and the dielectric constant [1, 5, 6]. In
practice electromagnetic techniques become very popular. Therefore it is important to understand
the relation of the dielectric properties with respect to the saturation history, the fluid saturation
and the phase distribution.

Knight and Nur [7] measured the dielectric constant of partially saturated sandstones in the
frequency range of 60 kHz to 4 MHz. They found that a coated water layer around the grains
is the predominant reason for the dielectric response. Pronounced hysteresis effects in electrical
resistivity are found by Longeron et al. [8] and Knight [9]. Both studies reported that the values
during drainage process were higher than for imbibition process. Nguyen et al., [6] have measured
the complex dielectric constant with the FDR technique for a water-wet sample during the drainage
and imbibition cycle and found dielectric hysteresis. At Sw < 0.6 the values of the permittivity for
the imbibition is lower than those for the drainage. The opposite is found for Sw > 0.6.

The impact on surface interactions is explained by Knight and Abad [9]. In this study they
concluded that the dielectric constant decreased when the sample altered from water-wet to oil-
wet. Similar results were obtained by Nguyen [10]. Combined measurements of capillary pressure
and the dielectric constant, as found in the work of Nguyen and Longeron, provide important
information to improve the interpretation of capillary hysteresis.

Here we present a new method, with which the capillary pressure (Pc) and the dielectric con-
stant (ε) of a porous medium are measured simultaneously. The capillary pressure is measured
under quasi-static conditions using the set-up discussed by Plug et al., [11]. The sample holder is
designed as a parallel plate capacitor, where the two stainless steel end-pieces act as electrodes.
The advantage of this technique is that the sample remains intact during the measurements and
the complex permittivity can be measured continuously as a function of the frequency. Calibration
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of the impedance tool is done using materials with known dielectric constants and the experimental
technique is validated with reproducible data.

2. EXPERIMENTAL SET-UP

2.1. The Capillary Pressure Tool

In this section we briefly describe the set-up that measures the capillary pressure as function of the
water saturation under quasi-static conditions. The equipment, presented by Plug et al., [11], is
based on the porous plate technique combined with the micro-pore membrane technique, discussed
by Jennings et al., [12] and Longeron et al., [13]. A schematic diagram of the set-up is shown in
Figure 1.

Figure 1: Schematic lay-out of the experimental set-up.

 

Figure 2: The sample-holder: 1. gas-inlet; 2. water-inlet; 3. stainless steel end piece 1; 4. stainless steel end
piece 2; 5. PEEK ring; 6. porous medium; 7. Perforated plates; 8. SIPERM plates; 9. concentric grooves;
10. Water-wet filter; 11. O-rings (2.1 mm); 12. O-rings (4 mm); 13. Stainless steel bolts.

Two syringe pumps (ISCO pump, 260D) are connected to the in- and outlet of the sample holder
(see Figure 2) and can be set to a constant injection rate (accuracy of 0.005ml/h) or a constant
pressure (accuracy ± 0.1 bar). The gas phase is injected (drainage) or produced (imbibition) at
the top of the sample holder and the water is collected or injected at the bottom using the second
(water) syringe pump. The gas pressure transducer (GPT) and the water pressure transducer
(WPT) record the single phase pressures (range 0-100 bar, accuracy ± 0.01 bar).
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The differential pressure between the gas and the water phase is measured by the pressure
difference transducer (PDT, 0–500mbar, accuracy ± 0.1mbar), which is placed at the middle of the
sample, such that no correction for gravity effects is required. To maintain a constant temperature
we cover the entire set-up with a Perspex box, sealed by polystyrene. We allow temperature
equilibration for at least two days to ensure that the total set up is at equal temperature.

The sample holder, see Figure 2, consists of a PEEK (Polyetheretherketone) ring which contains
the unconsolidated sand sample. The height, H, of the sample is 27 mm and the diameter, D, is
84mm. The grains are kept in place using a combination of plates at the top and bottom of the
sample. At the bottom, two porous plates (SIPERM R, Cr-Ni-Steel basis) with a diameter of,
Ds,1 = 90 mm and Ds,2 = 84mm respectively, a permeability of 2 × 10−12 m2 and a porosity of
0.32, support the sample and protect the hydrophilic membrane (0.1µm). Two stainless steel plates
(Dss,1 = 90 mm and Dss,2 = 84 mm) both with 32 single perforations (Dp = 5 mm) are used at the
top directly above the sample in combination with a nylon filter with a pore size of 210µm. To avoid
leakage of gas or water over the hydrophilic membrane, we seal the outer perimeter with a rubber
O-ring (thickness of 2.1mm). Concentric flow grooves in the end-pieces redistribute the injected
and produced phase over the total sample area to avoid preferential flow and fast breakthrough of
the injected phase.
2.2. The Impedance Tool
A precision component analyze (Precision Component Analyzer, 6640A) is connected to the sample
holder and measures the impedance as a function of frequency (f). The analyzer supplies an AC
potential difference of 990 mVac and the impedance and phase angle are measured. The total
impedance is directly related to the effective value of the effective complex dielectric constant (ε)
of the mixture of gas, water and grains. To measure correct values for the dielectric constant, the
PEEK ring must separate the electrodes. In our design, the electrodes are the two end pieces (3
and 4, Figure 2), including the support plates (7 and 8, Figure 2). The PEEK material is non-
conductive and the total sample holder will act as a parallel plate capacitor. As a result of this
configuration a parallel circuit is established for the sample inside the PEEK ring and the PEEK
ring itself. To keep the different parts of the sample holder together, 4 stainless steel bolts are used
at the top and bottom of the sample holder. The placement of the bolts is such that no short-circuit
for the electrical current occurs. To ensure total isolation of the sample holder, Teflon tubing are
used for the in- and outlet.

3. CALIBRATION OF IMPEDANCE TOOL

Different configurations of the sample holder are investigated to obtain the most accurate data for
the dielectric constant and capillary pressure. It appears that the type and combination of the
support plates, the presence and the number of the stainless steel bolts do not have an effect on
the measurements. The use of the stainless steel bolts, the bolt holes (in the PEEK ring and the
end-pieces) and the presence of electronic devices in the set-up, will introduce background noise.
To account for this, we obtain the capacitance of the PEEK ring, where the sample holder is filled
with air. Since ε of air is 1, we can derive the capacitance of the PEEK ring using

Z∗ =
1

iω (Csample + CPEEK RING)
(1)

where Z∗[Ω] is the complex impedance, iω is the complex frequency and C is the capacitance [F]
expressed as C = ε0εA/d. Eq. (1) and the value for CPEEK RING is used in all of the derivations of
the dielectric constant of the material inside the PEEK ring. Calibration is done at room temper-
ature using materials with known dielectric properties. Figure 3 shows the straight calibration line
(dashed line) and the values obtained for the different materials at f = 3 MHz. Good agreement is
found between the experimental results and the theoretical values and the maximum relative error
of 7% is measured for n-Butanol.

4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section we describe the validity of the experimental technique. Two different experiments
conducted for the CO2-sand-water system at 8 bar and 28◦C. We use an unconsolidated sand
sample with a grain-size fraction of 360 < D < 410µm and a porosity of 0.38. Reproducible
capillary pressure curves are obtained for both the drainage and imbibition process (see Figure 4).
High precision is obtained for the saturation range between 0.15 and 0.9. Due to a power failure at



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1257

A (Figure 4), the primary drainage data are missing near Sw = 0.9. Non-monotonic behavior of the
imbibition curve is observed at point B. These irregularities are attributed to summer temperatures
in the laboratory, exceeding the upper limit of the temperature control system. Capillary pressure
hysteresis is measured and is similar for both experiments.

 

Figure 3: Calibration line for different materials
obtained for the impedance tool for f = 3 MHz.

 

Figure 4: Drainage and imbibition capillary pres-
sure curves for the sand-CO2-water system. In this
case the capillary hysteresis is very pronounced.

The corresponding dielectric constants as function of the water saturation for the drainage and
imbibition experiments are presented in Figure 5 and Figure 6. As expected, the dielectric constant
decreases during drainage and increases for imbibition. Comparison of the two experiments shows
a small deviation, ε = ε± 0.5, in dielectric constant for both drainage and imbibition. We ascribe
these small differences to different sample packing.

 

Figure 5: The real part of the dielectric constant
as function of the water saturation during drainage
for f = 3 MHz.

 

Figure 6: The real part of the dielectric constant as
function of the water saturation during imbibition
for f = 3 MHz.

As can be seen from our experimental results, the data can be modeled using the CRIM model [9].
As input model we use εgas = 1 for gas, εwater = 77.5 for water and εgrains = 6.1 for the sample. For
the drainage results the CRIM estimates the experimental data over the entire saturation range
with an acceptable deviation. Figure 6 shows that the CRIM fits well for the experimental results
for the imbibition experiment 2 and underestimates the results of experiment 1. Comparison of
the dielectric constant for drainage and imbibition shows that dielectric hysteresis is measured. In
contrast to resistivity measurements [5] the imbibition values for the dielectric constant are higher
than the drainage values. The reasons of the dielectric hysteresis are found in the distribution of the
water and gas phase as well as the surface area [7]. For a better understanding of this phenomenon,
low frequency data must assist in the interpretation.

5. CONCLUSIONS

• The experimental tool has proven to measure adequate dielectric constants for different fluids
and materials.
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• We have developed an experimental tool with which reproducible data for both the capillary
pressure and the complex dielectric constant are measured.

• The dielectric values for drainage and imbibition are validated with CRIM, which indicates
the correct measurement of the water saturation.

• Hysteresis is found for both the capillary pressure and the dielectric constant.
• The imbibition dielectric values are higher than the drainage values.
• Low frequency data is necessary for a better interpretation of the dielectric measurements.
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Numerical Simulation for the Effective Conductivity of Composite
Medium in High Frequency

D. K. Yang, X. Y. Hu, S. Y. Zhang, and M. Dai

China University of Geosciences, China

Abstract— Because of the disunity of resolution and exploration range in applied geophysics,
the effective medium theory (EMT) should be developed to help us to understand the geological
microstructure. We extended the EMT to complex permittivity in high frequency, and calculated
the imaginary part of effective complex permittivity of composite as the effective conductivity
using Finite-Difference Time-Domain (FDTD) numerical method. The result we obtained is the
intrinsic property of the equivalent medium, which has explicit geological signification to satisfy
the requirement of interpretation.

1. INTRODUCTION

The electromagnetic (EM) method in applied geophysics can map the distribution and property of
geological object underground efficiently, but there are always some important parameters referring
to microstructure we cannot detect directly. For example, petroleum geologists have strong interest
in the porosity and saturation of oil-bearing rocks. Unfortunately, most geophysical methods do
not have enough resolution to study microscale anomaly, so balance between the exploring range
and investigating resolution become a problem.

Effective medium theory (EMT) is a good solution to simplify the composite problem to equiv-
alent homogeneous medium [3]. So researchers can concentrate on the relationship between het-
erogeneousness in microscale and effect in macroscale. Maxwell, Bruggeman, Rayleigh, Pauly and
Schwan all contributed their distinguished works on how to predict the effective electric properties
of composite exactly. Archie formula is a famous empirical mixing law in geophysics, by which the
stratum physical parameters can be inferred from resistivity data after inversion.

However, most researches paid attention to static or low frequency field (under 1MHz) consid-
ering conductivity or permittivity singly, and achievements of microwave mainly came from sample
test in laboratory. The propagation of HF EM wave is governed by Helmholtz Equation (H field
has the same format)

∇2E − γ2E = 0, (1)

where γ = jω
√

µε̃ is propagating constant, and complex permittivity ε̃ = ε − j σ
ω containing both

permittivity and conductivity characters the intrinsic electric properties of medium. Therefore, the
EMT of complex permittivity is needed.

But the complex permittivity is a frequency-dependent parameter without any geological infor-
mation; it also cannot satisfy the customary requirement of conductivity mapping by geophysicists.
We noticed that signal attenuation (skin depth) due to conductive medium is the main effect during
wave propagation, so it is rational to substitute the multi-phase mixture with homogeneous medium
having equivalent attenuation ability. There are two main factors causing EM energy decay in earth
medium: conductive loss and polarization loss. In our research, to meet the need of geological inter-
pretation, we aimed at calculating the imaginary part (multiplied by circular frequency) of effective
complex permittivity of the composite, which is defined as the effective conductivity in HF. This
effective conductivity σeff is the intrinsic property of hypothetical equivalent medium following
Ohm’s Law

J = σeff E (2)

and related only with conductive current by the transmission of electrons or ions in rocks.
In this paper, we adopt “black box” method applying numerical simulation to infer the medium

properties from surveyed EM field behavior (as output). Our approach avoided some impractical
preconditions in analytical modeling before, and would not be disturbed by irrelevant factors as
in sample test. We can also simulate the extreme case using difference gridding while Maxwell
Equation is still obeyed.
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2. MODELING

To be easily-computed and comparable, our research began with a simplified two-dimensional mix-
ing system abstracted from real-world rock background. We suppose that:

(1) There are two phases in the system, namely matrix and impurity; the grains of impurity are
embedded in the matrix randomly.

Although high frequency EM wave has very short wavelength, the geological heterogeneousness is
always much tinier than the exploring wavelength. For example, pore size in coarse grain sandstone
of Woodbine C, Kurten Oilfield, Southeastern Texas, is scaled in hundreds µm [4], and if we use EM
wave at frequency 1GHz, the wavelength will be several decimeters (general conductive ground) at
least. It is Rayleigh region according to radar theory. Because of such striking scaling contrast, we
do not need to care about the shape of impurity grain. So the simplest spherical scatter is chosen
to describe the heterogeneousness in rocks. Figure 1 shows grid simulation of random distribution
in disseminated sandstone. Also, the grain size and sorting grade are adjustable.

V
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d
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g
Horizontal  Gridding

Figure 1: Analog of two-phase mixture (The white spots are embedded scatters; the matrix medium is black;
the dotted area is about 10 cm2 divided into 340× 300 cells).

(2) What we simulated is a differential area dS of 2D EM field in the earth. It is small enough
to not take the spatial asymmetry of EM wave into account; therefore, the hypothesis of incident
plane wave can give good approximation. Farther, we think that the current density J and electric
intensity E are not strongly-varied in such a small area, so the effective conductivity of dS can be
obtained by average Ohm’s Law [5]

σeff =
〈J〉
〈E〉 , (3)

where 〈J〉 is average current density and 〈E〉 is average electric intensity in dS. In order to approach
better accuracy, the size of dS is restricted within limit of centimeters.

(3) The intrinsic properties of both materials in our system, including conductivity, dielectric
constant, magnetic permeability, magnetic conductivity, are evaluated beforehand. If they are
frequency-dependent or temperature/pressure-dependent, supposedly, there have been precorrec-
tion before computation. The geochemical interaction is also not considered. It means that we only
want to know how dose the media distribution and electric properties affect the effective conduc-

Table 1: Experimental parameters.

Parameters (Unit) Typical Values

Conductivity (S/m) 1, 10−1, 10−2, 10−3, 10−4

Relative Dielectric Constant 1, 5, 20, 80
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tivity. Some typical parameters were determined by near-surface petrophysics as shown in Table 1
[6].

3. NUMERICAL METHOD

Finite-Difference Time-Domain (FDTD) is a well-developed finite difference method operating in
time domain, by which we can obtain the numerical solution of Maxwell equation with good speed
and enough accuracy. And we feel very free to put arbitrarily-shaped impurity into the difference
grid.

In this research, we used centered difference with two-order accuracy and perfectly matched layer
(PML) absorbing boundary condition (Berenger, 1994). The wave was 2D TM mode concerning
three components (EZ , HX , and HY . The time series of sinusoidal EZ source was generated
by 1D FDTD, and added into the impurity area via connective boundary surrounding the white-
dotted rectangle in Figure 1. Totally, there were three boundaries from outside to inside: absorbing
boundary, connective boundary and target boundary.

The grid size dx (or dy) in our program is constantly 10−4 m to give enough fitting to the grain
size in rocks, especially sedimentary rocks. We designed an even gridding system of 300×300 size
following staggered cell style (Yee, 1966). The impurity distribution was realized by designating
different electric parameters at the gridding nods randomly. According to Courant’s condition
and general geological background, we conservatively chose dt = 1.67× 10−13 s as time separation
between two iterations. The iteration would not stop until the field intensity in each nod become
stable.

Repeated computations and averaging is helpful to improve the final accuracy.
All computation has done on the platform of Mathworks MatLab 7.0, by which we were able to

monitor the frame movie of wave propagation while running.

4. VALIDITY TEST

We tested a set of data from real world, and compare the computational result with traditional
formulaic solution to verify the validity of our numerical method.

The Tengger Desert in Northeastern China is famed for silver sand having very small grain
diameter. A sand-air mixing sample from there was measured in wave-guide at frequency 33.5 GHz.
The lab investigation showed the complex relative permittivity of that sample was 5.43 − j0.074,
and volume fraction of air was 0.08 [9].

Because of the EM wavelength forty times greater than the pore size in the sample, it is reason-
able to refer this composite problem in dynamic EM field to Bruggeman’s formula [10]

f1
ε1 − εeff

ε1 + 2εeff
+ f2

ε2 − εeff

ε2 + 2εeff
= 0 (4)

where f1, f2, ε1, ε2 are volume fractions and complex permittivities of matrix and impurity respec-
tively, and εeff is the effective complex permittivity. After substituting variables: f1 = 0.92, f2 =
0.08, ε1 = 5.43−j0.074, ε2 = 1 (pure air) into Bruggeman’s formula, we obtained 4.947−j0.0654 as
the effective complex permittivity of sand-air composite, so the effective conductivity of analytical
solution was 0.122 S/m.

We also ran our program with the same parameters above, and then got a group of simulating
results by five repeating computations as listed in Table 2. Statistic analysis demonstrated that
the RMS was in allowable tolerance; therefore the arithmetical average value was accepted. The
numerical solution showed good agreement to analytical solution within the error of 0.24%.

Table 2: Five simulations of sand-air composite and the statistic analysis (Unit: S/m).

Simu. 1 Simu. 2 Simu. 3 Simu. 4 Simu. 5 Average RMS

0.126 0.121 0.123 0.125 0.123 0.124 0.17%

More numerical tests have proved that the initial amplitude of incident wave and gridding
number did not impact the final result significantly.
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5. COMPUTATIONAL RESULTS

Several groups of results from numerical experiments are summarized in Table 3.

Table 3: Simulation results.

Freq. Matr. Cond. Matr. Perm. Impu. Cond. Impu. Perm. Volume Ratio Eff. Cond.

108 Hz 0.0001 S/m 1 0.001 S/m 1 80/20 0.00028 S/m

108 Hz 0.0001 S/m 1 1 S/m 1 20/80 0.7968 S/m

108 Hz 0.0001 S/m 1 0.001 S/m 1 60/40 0.00046 S/m

109 Hz 0.0596 S/m 5.43 0 1 90/10 0.0536 S/m

109 Hz 0.01 S/m 5.0 1 S/m 80 85/15 0.1679 S/m

109 Hz 0.0596 S/m 5.43 0 1 40/60 0.0238 S/m

109 Hz 0.1 S/m 1 1 S/m 1 80/20 0.2804 S/m

1010 Hz 0.0001 S/m 1 1 S/m 1 60/40 0.3956 S/m

1010 Hz 0.0001 S/m 1 1 S/m 10 60/40 0.4010 S/m

6. DISCUSSION & CONCLUSION

(1) The EMT can be studied by FDTD methods, but the numerical simulation is too time-
consuming. We have to suffer much more iterations if the wavelength is much greater than the
heterogeneousness size. So we are looking forward to the advance of computational electromagnet-
ics.

(2) Although our program agreed Bruggeman’s formula well, we had batter conclude after all
band verification in further work. If possible, laboratory experiment or real rock test must be
carried out.

(3) In conductivity contrasted two-phase medium, there will be a “dominant” phase having
much greater conductivity relatively. The effective conductivity is controlled by the conductivity
and volume fraction of the dominant phase.

(4) If the conductivities of two phases are close, the effective conductivity is contributed by both
phases with their volume fractions as weighting. In this case, the difference of permittivity should
be seriously concerned, if any.

(5) The grain size of impurity doesn’t affect effective conductivity apparently, but we have
observed slight decrease of effective conductivity with the grain growth. Absolutely, the simulating
accuracy becomes worse when the grain size is larger.
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Stitching a Reference Plane Split Using Routing Layer Traces to
Improve I/O Bus Signal Integrity

Helen K. Pan and Christopher Y. Pan
Intel Corporation, Hillsboro, OR, USA

Abstract— While on-board interconnects are operating at much higher frequencies, the cost
of the overall computing system has been decreasing. Computer manufacturers are therefore
continuously looking for ways to lower the production cost. In a mobile computing system, where
size is a main constraint and expensive high layer count printed circuit board (PCB) technology
has been used to control routing congestion, using cheaper technologies with a smaller number
of routing layers is an attractive mean of controlling manufacturing cost. On the other hand,
routing on a severely size-constrained mobile platform with a smaller number of routing layers can
inadvertently expose wide high speed digital interfaces to non-ideal conditions such as reference
plane gaps produced by various power and ground islands. Multi-GHz operation of these high
speed signals also means that the traditional mitigation method of adding bypass capacitors
across the reference gaps is becoming ineffective. In this paper, we propose to use stitching patch
underneath the splitting power and ground plane that can be used in conjunction with bypass
capacitors to mitigate the effect of these reference plane gaps on signal quality, as well as system
EMI and ESD.

1. INTRODUCTION

In the past few decades, microprocessor operating frequency has increased from a few megahertz to
multi gigahertz. Board-level high speed digital interfaces, such as system bus, system memory, and
system I/O, that carry information between microprocessor, memory controller, I/O controller, and
other components, however, have been operating at a lower frequency. This is in part because trans-
mission line and other higher order electromagnetic effects can dominate board-level interconnect
designs due to electrically significant interconnect sizes. Yet, due to the ever increasing demand
for more bandwidth, operating frequencies of these board-level high speed interfaces have also been
doubling in roughly two-year cycles. Parallel high speed interfaces such as Front-Side Bus (FSB)
and Double Data Rate-III (DDR-3) SDRAM, for example, are fast approaching 1GT/s, where
significant frequency content can extend well into multi-GHz. In the mean time, PCI Express-like
serial differential high speed interfaces, already operating at speeds over 1 GT/s, are designed into
new cross-chip interconnects such as the Direct Media Interface (DMI). Routing a system with such
a large number of high speed digital buses while insuring signal integrity, EMI compatibility, and
ESD susceptibility, is a challenge.

The power and ground planes are generally used as reference planes for high speed I/O buses. As
the number of power supply rails increased dramatically in desktop and mobile systems, multiple
power planes on a real estate constraint platform often forces high speed interfaces to cross different
reference planes. It is a known fact that when high speed transmission lines cross a reference plan
split, cross coupling and radiated emission are greatly increased [1–5]. Increased cross coupling
leads to greater-than-expected signal quality degradation, and on critical interfaces, have been
known to cause signaling failures. Added radiated emission, on the other hand, may lead to system
Electromagnetic Interference (EMI) failure. We have known cases of such EMI failures such as
when DDR2 signals crossed a reference plane split and coupling large amounts of common mode
noise to nearby LVDS signals, which in turn lead to platform EMI failure.

In most cases when reference plane crossing is unavoidable, discrete decoupling capacitors are
used to reduce its impact to signal integrity, as show in Figure 1. However, discrete decoupling
capacitors have finite parasitic inductance, making them less effectiveness at high frequencies.
Typical on-board decoupling capacitors have a resonance frequency on the order of a few hundreds
Mega Hertz (MHz). On the other hand, however, typical high speed interfaces have frequency
contents greater than 1 GHz. Discrete capacitors also add to board cost.

In this paper, we “stitch” a reference plane split below with a conductor patch on the second
routing layer, and use the parasitic capacitance between the patch and the second reference plane
to reduce the effect of reference plane crossing.
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Top View: 
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Reference plane split 

Decoupling Capacitor 

Via 

Microstrip routing 
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Figure 1: Decoupling capacitors are used to reduce the effect of crossing a reference plane split.

2. REFERENCE PLANE DISCONTINUITY STUDY

We studied the microstrip line performance due to the reference plan gap based on the typical
microstrip geometries on computer mother board as shown in Figure 2. All microstrip transmission
line study in this paper is based on the geometries descript in Figure 2 with 5000mil length.

Microstrip Typical value 

Er1 4 

Er2 3.4 

D1 4 mil 

D2 1 mil 

T 2 mil 

W 5 mil Power/Gnd Plane 

Er1 

Er2 Pitch 

W 

D2

D1

T

Figure 2: Typical microstrip transmission line geometry for computer mother board.

Interconnects over a split power/ground plane are evaluated using 3D EM simulator HFSS.
Based on the HFSS simulation, we observed the E-field discontinuity when the reference plane has
slot or complete gap as shown in Figure 3. The splitting reference plane effects to interconnect
transmission performance were plotted in Figure 4 with various gap widthes comparing with ideal
transmission line.

  

Figure 3: E-field distribution plot for reference plane slot (left) and complete split (right).

From the Figure 4, we observed that the gaps in reference planes cause discontinuities on mi-
crostrip lines to increase transmission loss as frequency goes up. Splitting reference plane causes
more severe transmission line performance degradation comparing with slot opening in reference
plane. As the width of the slot/split increase, the trace transmission loss increase further.

3. MITIGATION METHOD FOR SPLITTING REFERENCE PLANE

Our approach to solve splitting reference planes is to stitch a conductor patch on the second routing
layer below the reference plane split, as show in Figure 5. Here we use vias to connect the patch
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Figure 4: Microstrip line transmission coefficient with different split gap width 4, 12, 20, 60, 100mil for
150mil long slot gap on reference plane (left) and complete reference plane split (right).
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Figure 5: A patch on the routing layer below the reference plane is used to reduce the effect of reference
plane split.
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Figure 6: Input reflection coefficient comparison of perfect T-line, T-line with split ground (20 mil gap) and
patch (40 mil wide and center via) with split ground T-line.
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to one reference plane and use parasitic capacitance between the patch and the second reference
plane to reduce the effect of reference plane crossing. Using the parasitic capacitance between two
parallel plates (patch and the second reference plane) allows a continuous return path beneath
the high speed I/O signal that must cross the reference plane split. The transmission loss plot in
Figure 6 is shown the conducting patch beneath the splitting reference plane reduce reference plane
split effects by ∼3 dB. Compare to the prior art of using discrete decoupling capacitors to provide
a return path, this approach is much more effective at high frequencies and is more cost effective.

The main advantage of using a conductor patch on the routing layer below the reference plane to
reduce the effect of reference plane split is its effectiveness at high frequencies. Past its self resonance
frequency, a discrete decoupling capacitor is no long effective. Given most of the high speed I/O
signals have significant frequency content in Giga-Hertz range, using decoupling capacitors is not
an effective mean to reduce the impact of reference plane splits. The conductor patch, on the other
hand, is effective for frequencies up to 100 GHz. The BOM cost is also reduced because discrete
components are not needed.

4. CONCLUSION

Impact of reference plane split to transmission line performance was presented in this paper. A
stitching conducting patch beneath splitting power/ground plane to reduce the reference plane split
discontinuities effect was proposed. Based on the HFSS simulation results, we observed stitching
conducting patch effectively reduce the reference plan split effects.
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Signal Waveform Distortion on Terminatorless Transmission Line of
UART-CSMA/CD Control Network
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Abstract— Regarding a control network for a building air-conditioning system, signal wave-
forms on the transmission lines without terminators were calculated and compared with experi-
ments. The calculation predicated the severe distortion in the signal waveform due to line end
reflections in the cases of improper line connections such as loops or long branches.

1. INTRODUCTION

Cost is one of the most important factors in control networks for building facilities such as aircondi-
tioning or lighting systems. As the total length of a control network is very long such as a thousand
meters, reducing installation cost is strongly demanded. We have proposed a low-cost media access
control method UART-CSMA/CD (Carrier Sense Multiple Access with Collision Detection using
Universal Asynchronous Receiver Transmitter) which enables to omit terminators for impedance
matching on the transmission line [1]. However, the affection of signal reflections has been studied
only in the case of a point-to-point connection using a lossless transmission line model [2].

In this research, we use our new model for waveform calculations assuming lossy transmission
line and complex line connections. The calculation results have been verified by comparing with
the experimental results. Our new model predicts the level of the returning reflection signal for a
variety of terminatorless line connections. In the case of an improper connection such as a loop
connection, our calculation and experiment indicate a wide distortion region in the front part of
one bit pulse resulting in wrong bit sampling. We confirmed that our calculation is useful for prior
evaluation of actual line connections in the building.

2. UART-CSMA/CD CONTROL NETWORK

Figure 1 shows the concept of a control network for air-conditioning facility. In a typical building
airconditioning system, there are hundreds of controllers distributed throughout the building. Fig. 2
shows the structure of an UART-CSMA/CD controller connected to the transmission line. The
total line length often reaches as long as approximately 1000 m. Therefore, not only the costs of
each controller but also cost of network installation should be decreased.

Distributed

Air-Conditioners

Control Network

Line

Office

Building

Figure 1: Air-conditioner control network. Figure 2: UART-CSMA/CD controller.

Since this network has to be installed in the most inexpensive way, any network wiring devices
such as line terminators are not allowed to be used. It is well known that impedance mismatching
at the terminal points adversely affects on the signal waveform in the case of a significantly long
line.
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As shown in Fig. 1, the routes of transmission lines in the building are very complicated including
many branches, stubs, and very long lines. Therefore, it is extremely important to predict signal
waveform distortions on the terminatorless lines in the particular case of the building before the
construction of the control network.

3. SIGNAL TRANSMISSION WAVEFORMS

3.1. Calculation Model
In this research, we use a mathematical model for a lossy transmission line. The fundamental
differential equations of signal voltage v(x, t) and current i(x, t) for a distributed constant circuit
are




−∂v(x, t)

∂x
= L0

∂i(x, t)
∂t

+ R0i(x, t)

−∂i(x, t)
∂x

= C0
∂v(x, t)

∂t
+ G0v(x, t)

(1)

where L0, R0, C0, and G0, are first order circuit parameters of the transmission line. Since it
is extremely difficult to obtain an analytical solution in cases of complex line connections that
make the boundary conditions very complicated, we have made a discrete model in which each line
consists a number of small segments with lumped circuit parameters. Therefore, the differential
equations (1) were converted to the difference equations for a segment of the transmission line as
shown in Fig. 3. Using Kirchihoff’s law, the difference equations for a segment are expressed as
follows,





∆v = −L0∆x
di(t)
dt

−R0∆xi(t)

∆i = −C0∆x
dv(t)
dt

−G0∆xv(t)
(2)

By giving boundary conditions, initial conditions, and a source voltage function, the difference
equations were solved using the numerical calculation algorithm. Since the bit rate of our signal is
very low such as 19.2 or 9.6 kbps, the length of one segment of the model is set as 50 m, that is, the
number of segments is 20 in the case of full line length.

Figure 3 shows an example of a complex connection of the transmission lines that consist of
many segments. The example is called a loop connection. Although the Fig. 3 shows only an
example of a loop connection, our model can support a variety of connection topologies such as
basic point-to-point, long branch, and short stub connections.

3.2. Numerical Calculations and Observations
We have compared signal waveforms calculated using the above-mentioned model with those ob-
served by experiments. The bit rate has been chosen as RBIT = 19.6Kbps, that is, the bit width
is WBIT = 52µs. The source voltage is an alternating pulse series of E1 = ±3.0V, the source
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Figure 3: Example of calculation model for improper line connection.
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Table 1: Measured cable parameters.
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impedance is Z1 = 28Ω, and the receiving impedance Z2 = 12 KΩ, where those are of an RS-485
driver/receiver IC. The type of the cable was a polyvinyl chloride (PVC) twisted cable with 2 mm2

(AWG14) wires. The values of cable parameters have been measured as shown in Table 1. As
the characteristic impedance of the cable is Z0 = 69 Ω and the receiving impedance of the RS-485
receiver is Z2 = 12KΩ, severe impedance mismatching will take place at the end if any terminator
is not connected.

Figure 4 shows the calculation and observation of the signal waveforms for the case of a basic
point-to-point connection without terminators. At the sending point, x = 0m, a typical kink shape
is seen on the rising part of every bit pulse due to returning reflection signal form the far end. The
reflection signal level ratio at the sending point was LRo = V1o/V2o = 2.0 by the observation and
LRc = V1c/V2c = 2.2 by the calculation. The shape of the signal waveforms by the calculations are
similar to those observed on the actual transmission line. At the receiving point, x = 1000 m, the
waveform shape of the calculation is less similar to that of the observation than the case of the
sending point. However, the calculated waveform correctly indicates a feature of the reflection in
the case that the receiving impedance Z2 is very large as compared to the cable impedance Z0.

(a) Observation (b) Calculation

(c) Observation (d) Calculation

V2o

x = 0m

Sending Point

V2c

2V
20  micro s

 1 bit

V1c
V1o

x = 1000m

Receiving Point 2V
20  micro s

Figure 4: Signal waveforms for the transmission line of 1000 m.

4. COMPLEX LINE CONNECTIONS

We calculated the signal waveforms in many cases of transmission line connections such as extremely
long point-to-point, long branch, short stub, and loop connections, which might appear in the
actual installations. Our model indicates that the most severe distortion occurs in the case of loop
connections.

Figure 5 shows signal waveforms by observation and calculation in the case of a loop connection.
In this case, the sending point and receiving point are connected by two lines consequently the lines
form a loop connection as shown in Fig. 3. It was assumed that the length of one line is 1000 m
and that of the other line is 2000 m. Since there are two returning reflected signal traveling for
different periods, the rising part of the waveform at the sending point is heavily distorted. The
signal level of the distorted region was V2o = 0.4 V in the case of observation and V2c = 0.6V in
the case of calculation. Since the UART reads the signal level at the middle of the bit width as
shown in small circles in the Fig. 5(b), there is a possibility for the UART to read the signal level in
the distorted region. Our calculation successfully predicts the possibility of misjudge of the digital
value “0” or “1” in the case of such unstable samplings. Although this is a simple case of packet
sending by one controller, the voltage level sampling will be extremely difficult in the case of packet
collision because the waveforms of the superimposed bit signals that will suffered form the more
severe distortions.

Figure 6 shows the relationship between the signal waveforms discussed above and our previously
proposed communication protocol UART-CSMA/CD. Fig. 7 shows the logical performance of our
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(a) Observation (b) Calculation

x = 0m

Sending Point

V2o = 0.4V
V2c = 0.6V

2V
20  micro s

1 bit

Figure 5: Signal waveforms at sending point for 1000 m/2000 m loop connection.

protocol for the bit rate of 9.6 kbps, that is, the throughput versus the offered communication load
evaluated by computer simulations and experiments. In the case of simulation, it was assumed the
signal on the transmission line is perfect and never contains any distortion in the waveform. In the
region of light offered load, the simulation and experiment show the same characteristics. However,
in the region of extremely heavy offered load where packet collisions occur intensively, there are
differences between simulation and experiment data. There is a possibility that the difference might
be related to the signal waveform distortions due to impedance mismatching on the terminatorless
transmission line.

Signal on Transmission Line

Digital Signal Processing

Protocol Logical Processing

(UART-CSMA/CD)

Figure 6: Relation between signal waveform and logical protocol.

Difference
between
Simulation
data and
Experiment
data

Figure 7: Communication Performance of UART-CSMA/CD.

5. CONCLUSIONS

In this paper, we have shown that our calculation model of lossy transmission line is effective to
predict waveform distortions by reflections in the cases of a variety of line connection topologies.
We confirmed that our calculation is useful for prior evaluation of actual line connections in the
building. In future, we will study the relationship between the waveform distortions and the collision
detection failures.
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Abstract— Meander line antennas with planar coupled parasitic meander elements have been
proposed in order to increase the antenna input resistances for RFID tags. The input impedances,
current distributions and the bandwidths have been investigated by using the method of moment.
At the second resonant frequency in the UHF band, the current flow along the higher current
concentration on each element were in the same direction and higher input resistance were ob-
tained.

1. INTRODUCTION

Radio frequency identification (RFID) technology using UHF bands is rapidly developing for various
applications and small tag antennas are required for the purpose of reducing the tag sizes [1, 2].
An RFID tag consists of an antenna and an IC chip. Since passive RFID tags get all the energy
needed to operate from the electromagnetic wave transmitted by readers, proper impedance match
between the antenna and the IC is very important. The antenna should be directly matched to the
IC without adding any external matching networks because of lower cost and easier fabrication. In
the UHF band, especially below 1 GHz, meander line antennas are very attractive to reduce tag
sizes [3]. However, the input resistance of a small meander line antenna is too low and it is difficult
to achieve direct impedance match.

We have proposed meander line antennas with planar coupled parasitic meander elements in or-
der to increase the antenna input resistance [4]. In this paper, the relation between input impedance
and current distribution is investigated by using the method of moment. The bandwidth is pre-
sented for modified meander configurations.

2. CONFIGURATION OF A MEANDER LINE ANTENNA WITH A PARASITIC
MEANDER ELEMENT

The antenna configuration is shown in Fig. 1. A parasitic meander element is placed close to
a driven element so that the each narrower meander section should be inserted into the meander
section of the driven element. This planar coupled configuration is convenient to RFID tags because
the total occupied area is small. The antenna input resistance and the resonant frequencies vary
with the width w2 and the spacing w3.

w2 

w3 
w1 w1

w0

L0 
x 

y 

z 

Figure 1: A meander line antenna with a parasitic meander element.

3. INPUT IMPEDANCE AND CURRENT DISTRIBUTION

The length and width of the total antenna were chosen to be w0 = 67 mm and L0 = 18.5 mm,
respectively. This length L0 is about 0.2λ at 915 MHz. The line width of each element was set to
be 0.5 mm. Each element is assumed to be lossless and the input impedance was calculated with
the method of moment. The input impedance is plotted on the Smith chart as shown in Fig. 2
where w1 = 0.5mm and w2 = w3 = 0.2mm.
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Figure 2: Input impedance for 0.1 to 1GHz.

The first resonant frequency fs1 was obtained at 475MHz but the radiation resistance was 0. As
shown in Fig. 3(a), the current distribution in the driven element is similar to the parasitic element
but the directions of the current flows are opposite each other. This antiparallel current flow shows
the transmission line mode with no radiation [5].

 

(a)  

(b)  

High Low 

Figure 3: Current distributions at fs1 and fs2. (a) fs1 = 475 MHz, (b) fs2 = 929MHz

At the second resonant frequency of fs2 = 929 MHz, the current concentrates on the parasitic
element at the left side and on the driven element at the right side as shown in Fig. 3(b). Since
the current flows along high current concentration denoted by longer arrows in Fig. 3(b) are in
the same direction, the efficient radiation is achieved. The current density is relatively low at feed
point. Therefore, the input resistance of 55Ω which is five times as large as the input resistance
of a conventional meander line antenna without parasitic elements, is realized with this antenna
configuration.

4. BANDWIDTH FOR MODIFIED ANTENNA CONFIGURATION

The antenna configuration is modified so that the feed point should be positioned on the center
of the driven element as shown in Fig. 4. The width and spacing was chosen to be w2 = 2.5mm
and w3 = 0.5mm, respectively. Since the constant input resistance is obtained around the second
resonant frequency for this antenna configuration, the proper impedance matching is obtained with
ease. The equivalent input circuit of an IC chip for RFID is represented with the combination of
resistance and capacitance [6]. When the input impedance of an IC chip is assumed to be 65-j150,
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the reflection coefficient S11 is shown in Fig. 5. The bandwidth defined with |S11| < 9.45 dB, that
is VSWR< 2, was 18 MHz. Since the input impedance of an IC chip has capacitive component,
the antenna must operate at the higher frequency than the second resonant frequency. Therefore,
the antenna configuration should be modified to achieve the moderate change in input reactance
around the frequency where the inductive reactance of the antenna input impedance is conjugate
matched to the capacitive reactance of the IC.

x

y

w3w2

L0

w0

Figure 4: Modified antenna configuration.

Figure 5: |S11| for the modified antenna configuration.

5. CONCLUSIONS

The input impedance and current distribution have been investigated for meander line antennas
with planar coupled parasitic meander elements. The large input resistance has been obtained at the
second resonant frequency. The bandwidth has been presented for modified meander configurations.
The antenna configuration will be optimized to obtain the wider bandwidth in future.
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Abstract— This paper describes the conceptual design of a low cost airborne Synthetic Aper-
ture Radar (SAR) capable to obtain high-resolution image. The proposed system is an X-band,
single polarization, high bandwidth linear FM radar and high resolution airborne SAR system.
The system can be used as monitoring and management of earth resources such as paddy field,
oil palm plantation and soil surface. First of all, the high level design will be discussed and
detail design parameters are presented. It followed by radar electronics design, which outlined
the detail in radar transmitter and receiver.

1. INTRODUCTION

Radar has long been used for military and non-military purposes in a wide variety of applications
such as imaging, guidance, remote sensing and global positioning [6]. Development of radar as a
tool for ship and aircraft detection was started during 1920s. The first imaging radar, developed
during World War II, used the B-Scan, which produced an image in a rectangular format. In the
1950s, the Side Looking Airborne Radar (SLAR) was developed. Scanning had been achieved with
the SLAR by fixed beam pointed to the side with aircraft’s motion moving the beam across the
land.

However, the image formed by SLAR is poor in azimuth resolution. For SLAR the smaller the
azimuth beamwidth, the finer the azimuth resolution. In order to obtain high-resolution image one
has to resort either to an impractically long antenna or to employ wavelengths so short that the
radar must contend with severe attenuation in the atmosphere. In airborne application particularly
the antenna size and weight are restricted. Another way of achieving better resolution from radar
is signal processing. Synthetic Aperture Radar (SAR) is a technique which uses signal processing
to improve the resolution beyond the limitation of physical antenna aperture [8]. In SAR, forward
motion of actual antenna is used to ‘synthesise’ a very long antenna. SAR allows the possibility of
using longer wavelengths and still achieving good resolution with antenna structures of reasonable
size.

There are many applications or potential applications such as biomass estimation, crops moni-
toring, vegetation cover mapping, mineral exploration, ice dynamics modelling, forest fire, oil spill
and biological water monitoring. Some of these have not yet been adequately explored because
lower cost electronics are just beginning to make SAR technology economical for smaller scale uses.
This paper describes the conceptual design and the proposed X-band airborne SAR system.

2. DESIGN CONSIDERATION

The primary goal of this project is to develop a low cost airborne X-band SAR system capable to
illuminate a small size terrain and construct the high-resolution image of scanned area. High-level
system design and subsystem level requirements have been carefully considered. High-level design
consideration include:
2.1. Operating Frequency and Polarization
For remote sensing applications, frequency range from 1 to 30 GHz is normally used. In the 1–
10GHz range, the transmissivity through air approaches 100%. Thus, a SAR operating in this
frequency range is always able to image the earth’s surface independent of the cloud cover or
precipitation. Our system is designed to operate at X-band (9.6 GHz or 3 cm wavelength), which is
within the allowable spectrum (9.5G–9.8 GHz) defined by International Telecommunication Union
(ITU) for Earth Exploration Satellite System (EESS) [4].

The size of an X-band antenna is considerably small and suitable to be used in airborne platform.
In this frequency band, incident wave tends to be reflected by the surface layer. Potential application
of X-band SAR included high-resolution land imaging, and ocean observation. In our design, single
polarisation will be ultilized. The VV polarization is chosen because it is more suitable for remote
sensing of earth terrain. Change detection and simple classification can be done by VV polarization.
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2.2. Modulation and Mode of Operation

Modern radar uses Linear Frequency Modulation (LFM) waveform or Chirp to increase range reso-
lution when long pulses are required to get reasonable signal to noise ratio (S/N). The same average
transmitting power as in a pulse system can be achieved with lower peak amplitude. The LFM
configuration is employed in this project since it gives better sensitivity without sacrificing range
resolution and ease of implementation. The lower peak power allows for the use of commercially
available microwave components that have moderate peak power handling capability.

Stripmap is standard mode of SAR operation, widely used by airborne SAR sensors where a
strip (swath) to the side of the aircraft is imaged. The radar antenna pattern is oriented towards
the ground, orthogonal to the flight track and to one side of aircraft. As the aircraft moves, a swath
is mapped out on the ground by antenna footprint. In our design, stripmap mode will be used.

2.3. Resolution and Swath Width

Typical resolution of airborne SAR range from 1 m to 20m [1]. It depends mostly on the applica-
tion requirements. Since our main objective is to establish high-resolution airborne SAR system,
resolution of 1 × 1m for both range and azimuth direction is chosen. A swath width of 1Km is
used in our design for small terrain coverage.

2.4. Operation Platform and Antenna

A small aircraft flying at low altitude will be used in the design in order to achieve the low cost
SAR design. The SAR system should support true ground speed at 100m/s and operating altitude
about 1000 m. Typical airborne SAR antenna has the gain of 17 dB to 28 dB. The 25 dBi gain
microstrip patch antenna will be used in this system design.

2.5. Range of Incident Angle

From the open literatures, the incident angle from 0◦–80◦ is utilised by present airborne SARs.
The backscattering coefficient of nature targets such as soil, grass and vegetable are maintained
almost constant over the incident angle of 40◦ to 60◦ [6, 7]. Base on the swath width requirement
and operating altitude, 50◦ incident angle with 24◦ elevation angle is chosen in our SAR system.

2.6. Dynamic Range of Backscattering Coefficient σ◦

The required system sensitivity is determined based on the various categories of earth terrain to
be mapped such as man made target, ocean, sea-ice, forest, natural vegetation and agriculture,
geological targets, mountain, land and sea boundary. From the open literatures, the typical value
of σ◦ falls in the range of +20 dB to −40 dB [3, 5]. For vegetation the typical value of σ◦ vary from
+0 dB to −20 dB. In our system, a dynamic range of 50 dB is targeted from +20dB to −30 dB in
order to facilitate the measurement of various types of earth terrain.

3. DESIGN PARAMETER

In this Section, the calculation associated with the design and hardware implementation of airborne
SAR system is presented. The analysis of data rate and data volume are also illustrated. Fig. 1
shows a sketch of the operating condition.

H=1000 m
Rfar =

2130 m

Rnear =

1269 m

24°

50°

1099m

Figure 1: Operating condition of airborne SAR system.

This X-band SAR system is proposed to operate at 9.6 GHz. The LFM waveform with bandwidth
of 200 MHz is selected in our design. The theoretical range resolution of this system is 0.75m.
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Assuming a 0.8 m length of antenna will be used in this system, the theoretical azimuth resolution
of 0.4 m can be achieved.

The upper limit of Pulse Repetition Frequency (PRF) is attained from a consideration of the
maximum mapping range and the fact that the return pulse from this range should come within
the interpulse period [2]. In order to adequately sample the Doppler bandwidth, the radar must be
pulse with a PRF greater or equal to this bandwidth. Combination of lower and upper limit, and
assuming antenna length of 0.8 m is used, a medium PRF of 1000 Hz is chosen.

Since the radar system is planned to operate at altitude of 1000m, the first return from the target
will be at 8.46µs. Therefore the transmitted pulse-width is pre-selected as 8µs. Assuming a S/N
of 10 dB is sufficient for mapping of earth terrain, for the lowest value of backscattering coefficient,
σo = −30 dB and the system losses is assume as 6 dB, the minimum average power required to
be transmitted will be 0.208 watt. Thus the peak power requirement is 26 watts. Therefore a
high power amplifier that has a 1-dB compression level larger than 26 watts (+44 dBm) can be
employed.

System design and performance can be impacted by limitation on data rate and data volume.
The impacts of limitation include smaller swath, fewer receiver channels, reduce range resolution,
fewer bits per sample and reduce pulse duration. Refer to Fig. 1, the far range and near range is
1269m and 2130 m respectively and the swath width of 1099 m can be obtained. The time delay
for far range and near range can be calculated, there are 8.46µs and 14.2µs respectively.

The Nyquist Criterion states that in order to construct a band-limited signal from its samples,
the signal must be sampled at least twice the highest frequency. In practice, the signal is over-
sampled at a rate higher than the Nyquist by 25% in order to account for non-ideal filter behaviour.
In our design, sampling rate of 500 MHz is chosen. In order to capture all the data during the flight
mission for geometry given in Fig. 1, the Data Acquisition Unit (DAU) needs to start range sampling
at time of return from near-range of swath and stop sampling at end of return from edge of swath.

Assuming the aircraft flies at the constant height of 1000m, the data window is given by time of
flight far range minus time of flight near range plus pulse duration, and is equal to 13.74µs. Thus
the data rate for single ADC channel (assuming 8 bits per sample) will be 54.96 M bits/second.
Therefore the total data rate can be calculated by multiplying the data rate for single channel with
the number of receive channels which is equal to 6.87M byte/second. Assuming an image length of
100 km will be taken for each flight mission, the data volume required for each data take is about
6.87GB.

Antenna
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LNA

IF Section

High Speed ADC

Timing Circuit

Chirp mode gate
AWG

Data Storage/Processor

Frequency

Generator

100MHz

200MHz

9.6GHz

100MHz
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AGC

9GHz

500MHz

500MHz

GPS/INS

Radar Electronics

Data Acquisition
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Figure 2: Proposed block diagram of X-band SAR system.
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The data rate of at least 6.87 M bytes per second is required to record all the information
captured during the data window. In addition, the data storage of more than 6.87G bytes are
needed for recording an image length of 100 km. Thus for a flight time of one hour, the storage
required for raw data storage is 24.73G bytes.

4. PROPOSED AIRBORNE X-BAND SAR

The proposed block diagram of the X-band SAR system is shown in Fig. 2. The system is based on
a superheterodyne design. It consists of a microstrip antenna, a radar electronics subsystem and a
data acquisition system.

The microwave source is generated from an ovenized Stable Local Oscillator (STALO). The
frequency plan of this X-band SAR is shown in Fig. 3. The entire reference signal phase-locked to
100MHz STALO to preserve the coherency of received signal. An arbitrary waveform generator
(AWG) is used to generate the required LFM chirp signal. The timing circuit provides the control
signal to switch the chirp mode gate so that the chirp pulse width is properly control. The output of
the chirp mode gate is routed to a solid-state high power amplifier with 40 dB gain. The amplified
signal is then radiated through the antenna via a circulator. The transmitted waveform is centered
at 9.6GHz with 200 MHz bandwidth. The first stage of the receiver is a low noise amplifier (LNA)
and followed by a band-pass filter.

High Isolation

Amplifier

100Mhz

STALO

×2

×2

×9 ×10

100Mhz

200Mhz

500Mhz

9Ghz

9.6Ghz

Figure 3: X-Band SAR frequency plan.

The first down-converter mixer is used to convert the received signal to an intermediate frequency
(IF) centered at 600MHz. This IF signal is filtered and amplified by Auto-Gain Control (AGC)
Amplifier before feed into second mixer. The signal from second mixer will be routed to IF section
which consists of IF filter and amplifier. The X-band SAR system is proposed to employ a PC-
based digital signal processing system for data acquisition. It consists of a high-speed 8-bits 500MHz
analogue-to-digital converter (ADC). The ADC is capable of converting the down-converted SAR
echoes into digital signals and stores them into high-density digital disk for future processing.

5. CONCLUSIONS

The conceptual design of a low cost X-band airborne SAR system has been presented. This airborne
SAR system can be used as a tool for monitoring and management of earth resources. This low cost
system can be achieved by using simple RF subsystem, commercial component for chirp generation,
PC based data acquisition and processing system.
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A Real-time Hybrid Correlator for Synthetic Aperture Radar Signal
Processing
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Abstract— Synthetic Aperture Radar (SAR) image formation is based on a coherent processing
approach to build a long azimuth synthetic aperture. Due to the curvature and the range vari-
ance of the azimuth modulation, SAR image formation is inherently a two dimensional process.
Two key elements in designing a digital SAR processor are the processing speed and memory
requirements. For real-time SAR processing, the high computational requirements cannot be
provided by a sequential processor system. In this paper, a new real-time SAR processor based
on sub-aperture processing approach is presented. This scheme, called the Real-Time Hybrid
Correlator (RTHC), achieves range correlation in frequency domain, followed by azimuth corre-
lation in time domain. The proposed RTHC is a computationally efficient scheme without the
need of corner-turn memory. Due to its distributed architecture, dedicated parallel processors
can be employed for real-time processing.

1. INTRODUCTION

In essence, the processing of SAR data is a two-dimensional space-variant convolution. Two key
elements in designing a digital SAR processor are the processing speed and memory requirements.
For ground processing where the recorded SAR data are processed after the flight, these two
requirements can easily be met by today’s computer technology. However, for real-time SAR
processing, the high computational requirements cannot be provided by a sequential processor
system. It is therefore mandatory to partition the SAR algorithm into independent sub-tasks to run
on multiple processors. In addition, for real-time SAR processing, it is necessary to efficiently access
the memory array in both the range and azimuth domains. This requires transpose operation that is
commonly known as corner turn operation. The corner turn is a potential source of problems even
for solid-state memory since transpose operations on large arrays are inefficient in many memory
architectures that rely on fast DRAMs.

Depending on the nature of the processing, SAR architecture can be categorized into three types:
time domain, frequency domain, and hybrid domain architectures. Time domain architecture is
based on the correlation or the convolution integral for range and azimuth compressions. Time
domain convolution is computational intensive since its implementation involves multiply, add, and
shift operations. However, the repetitive nature of the correlation algorithm is best suited in the
implementation of high-speed computer chips. The range correlation is usually done before the
azimuth correlation. This architecture requires a large memory to store all the compressed range
lines before the azimuth compression can begin.

In the frequency domain architecture, Fast Fourier Transform (FFT) techniques are employed
to perform range and azimuth compressions. For a large data length, this can save the computation
time since the convolution is now reduced to only multiply operations. However, a large memory
is required to store the intermediate data before and after Fourier transformation. The hybrid
domain architecture uses both time and frequency domain processing. Generally, this architecture
is more flexible and the order in which the range and azimuth compressions are done give rise to
different performances.

Figure 1 depicts the basic elements in a typical SAR processor. The analog-to-digital converter
(A/D converter) in the first stage digitizes the SAR echoes received by the radar as it moves
along the flight track. The raw SAR data are complex values that can be recorded in one of the
following two formats. If the received signal has been heterodyned to baseband, then each sample
is a complex pair designated as I and Q channels (in-phase and quadrature-phase). If the receiver
output spectrum is on a carrier offset from DC, then only one A/D converter is required and the
data samples are real valued in offset video format. The net number of data is the same for the
two configurations.

Since the range and azimuth time scales are so different, the range and azimuth domains are
usually treated separately during processing. The range correlator compressed the spread energy in
the range direction with a reference signal, which is an exact replica of the transmitted signal. An
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Figure 1: Basic elements of a SAR processor.

important parameter for determining the sidelobe level and resolution of the range-compressed data
is the window applied to the range reference function. Typical windows used include the Hamming,
Kaiser and Bessel weighting functions. The output of the range-compressed data is typically stored
in a corner-turn memory (CTM). The CTM derives its name from the fact that the in-coming data
is placed in the memory by columns and the out-going data is read out by rows before feeding it
to the azimuth correlator.

Most of the SAR processors have the option of decimating the data in azimuth by pre-filtering
around the Doppler centroid prior to azimuth correlator. This is desirable since the azimuth
bandwidth of the in-coming data is usually much higher than what is needed to achieve the required
azimuth resolution. The azimuth correlator is similar to the range correlator except that it uses
a different reference function to compress the spread in the azimuth direction. Finally, the timing
controller serves as an overall coordinator of all the processing and memory operations.

2. PROPOSED RTHC ARCHITECTURE

As discussed in previous section, SAR image formation can be viewed as the process of compressing
a return signal by correlating it with a reference point target response. Correlator implementation
is affected by a number of factors including complexity of the reference function, processing-time
requirements, and availability of radar and signal-processing hardware. No single image formation
technique is appropriate for all applications.

The implementation scheme proposed here is designed for real-time SAR operation with in-
tegrated autofocus capability. This scheme, called the Real-Time Hybrid Correlator (RTHC),
achieves range correlation in frequency domain, followed by azimuth correlation in time domain.
Its implementation scheme is illustrated in Figure 2.

Table 1: Summary of processing requirements for RTHC Scheme.

Process
Computational Load (FLOPS)
(1 complex multiply = 6 flops,

1 complex add = 2 flops)

Memory Requirement
(samples)

Range
correlation

10Nr log2 Nr + 6Nr

(FFT/IFFT: 1 complex multiply,
2 complex adds;

Mixing: 1 complex multiply)

6Nr real
(2Nr input buffer,

2Nrreference function,
2Nr output buffer)

Azimuth
pre-filter

4Nr

(FIR: 1 complex-real multiply,
1 complex add)

2Nr real
(2Nr input/output buffer)

Azimuth
correlation

6N2
sub per sub-aperture

(Nsub complex multiply)

4Nr + 2KrNsyn real
(2Nr input buffer,

Kr × 2Nsyn reference function,
2Nr output buffer)

Square-law
detector

4Nr (2 real multiplies,
1 real add, 1 real divide)

2Nr real
(2Nr input/output buffer)
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Figure 2: Proposed RTHC implementation scheme.

The A/D converter converts the input data into digital samples and filters out the unwanted
signals. Each sample is read into the memory as an Nr × 1 row vectors. The real-to-complex
converter combines the I-Q samples into complex data of size 2Nr. Range correlation is carried out
in frequency domain by first performing FFT, followed by complex multiplication with a reference
function, and finally performing inverse-FFT. The range reference function is basically the replica
of linear FM pulse. In terms of processing complexity, this operation requires

10× Nr

2
log2 Nr

︸ ︷︷ ︸
FFT

+ 6Nr︸︷︷︸
mixing

+ 10× Nr

2
log2 Nr

︸ ︷︷ ︸
IFFT

= 10Nr log2 Nr + 6Nrflops

where flops is floating point operations per second.
A pre-summer filter is employed to reduce the azimuth bandwidth and hence the incoming data

rate. The output of the range-compressed data is stored in a temporary memory of size 2Nr.
The implementation of this hybrid approach to divide the processing into separate one-dimensional
range and azimuth processing sequences is based on the assumption that the range migration of a
point target is less than a resolution cell.

The conventional azimuth processing requires waiting for Nsyn azimuth samples (that comprises
of a full synthetic length) before the azimuth correlation is carried out. This process usually
involves large memory storage (at least Nr × Nsyn). In the RTHC implementation, however,
the azimuth correlation employs a time domain convolution against an azimuth reference. This
process is performed by sliding the input data over the referenced function and accumulating
the product of the overlapping points. For short reference function where Nsub = Nsyn/Ka, the
required complexity is 6Nsub flops, as compared to (10 log Nsyn + 6) flops in the frequency domain
compression technique. Thus, the time domain convolution is more efficient in the case of sub-
aperture processing. Moreover, this scheme does not require storing large amount of data for
azimuth processing.
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3. CONCLUSION

Table 1 presents the summary of the processing requirements for the major components of the
RTHC. In principle, the proposed RTHC implementation scheme has the followings advantages:

1. It is computationally efficient and well-suited for real-time processing
2. All the processes are one-dimensional, which greatly reduces the complexity of the actual

hardware design
3. Due to its distributed architecture, dedicated parallel processors can be employed for various

processes
4. It does not require corner turn memory
5. Autofocus algorithms that are based on sub-aperture approach can be easily integrated within

the basic structure of RTHC [2]
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Abstract— In recent years, RFID systems have received much attention in security, logistics
and medical fields. However, most of these systems are used at in-door and the RF tags are
passive tags that are controlled by reader. We consider to use active RFID system of very
weak UHF electromagnetic waves at out-door. In this paper, we describe the characteristics of
electromagnetic wave propagation by RF tags using FD-TD method. In transmit and receive
points of the weak electromagnetic wave, receive characteristics are influenced by the established
environment. We consider the road models as this environment. RF tags are carried by the
human on the road, and the readers are installed on the electric pole and connected to the cable
network. As out-door models, we consider road models of three types, the straight road, the
T-type road and the cross road.

1. INTRODUCTION

The reader of active RFID system receives periodic weak electromagnetic wave pulses of UHF carrier
band from multiple tags and recognizes multiple tags. We considered to build human identification
system for elementary school students by active RFID using UHF band. In transmitting and
receiving points of the weak electromagnetic wave, receive characteristics are influenced by the
established environment. We consider the road models as this environment. RF tags are carried by
the human on the road, and the readers are installed on the electric pole and connected to the cable
network. Therefore, understanding of out-door propagation characteristics of RFID is necessary
to develop high performance antenna of reader. In this paper, FD-TD method is applied to show
the propagation characteristics of RFID tags. The radiation field generated at tag locations on the
road, which leads to weak intensity of electric fields at the position of reader are investigated [1–3].

2. E-M ANALYSIS OF RF PROPAGATION IN RFID SYSTEM

Electro-magnetic fields of RF propagation in RFID system of many radiation sources of RF tags
can be studied by Maxwell equations and boundary conditions. For RFID system, we consider
electromagnetic waves radiated at m current sources of positions rs and radiation time at ts.

∇×E (r, t) = −∂H (r, t)
∂t

(1)

∇×H (r, t) = −∂E (r, t)
∂t

+
m∑

s=1

Js (r, t) (2)

where, position vector is r = xi + yj, and Js are source currents corresponding to RF tags of each
user at r = rs. The source currents of Equation (2) are represented by the following equations for
spatial and temporal functions.

Js (r, t) = J (r− rs, t− ts) = J (r− rs) f0 (t− ts) (3)
J (r− rs) = J0δ (r− rs) (4)

f0 (t− ts) = cos 2πf0 (t− ts) e−α(t−ts)2 (5)

The signal wave f0 (t) for source current of Equation (3) and wave packet pulse of (5) is represented
in Figure 1, where f0 is carrier frequency and signal wave envelop is Gaussian at radiation time ts.
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Figure 1: The transmit signal wave of tag.

3. NUMERICAL ANALYSIS OF PROPAGATION BY FD-TD METHOD

In this paper, propagation characteristics are investigated by numerical computation method of
FDTD. Electromagnetic fields of RFID system for complicated environment as urban status con-
taining many houses, trees and cars on the roads, can not be easily studied by analytic methods.
The analysis models for several types of roads are shown in Figures 2(a)–(c). These models are
consisting of the straight road (a), the T-type road (b) and the cross road (c). The parameters of
the straight road are length L and width W , and the parameters of the T-type and cross roads
are horizontal length L1 and width W1 and vertical length L2 and width W2. In Figure 2 , the
points A,B and C indicate the positions of receiving reader antennas and the point Ts indicates the
position of one tag. Ni and Nj are number of divisions in x and y direction. The walls of the road
are considered to be perfect conducting plane or concrete.
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Figure 2: Analysis Models for FD-TD method. (a) straight road model, (b) T-type road model, (c) cross
road model.

The FD-TD method is formulated by discretization of Maxwell equations, if we define space
coordinates and time parameters as x = ∆si, y = ∆sj, t = ∆tn in Equations (1) and (2), as
follows.

H
n+ 1

2
x

(
i, j +

1
2

)
= H

n− 1
2

x

(
i, j +

1
2

)
− C1 {En

z (i, j + 1)− En
z (i, j)} (6)
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where,

C1 =
∆t

∆sµ (i, j)
C2 =

1−∆tσ (i, j) /2ε (i, j)
1+∆tσ(i, j)/2ε (i, j)

C3 =
∆t/ε (i, j)

1+∆tσ (i, j) /2ε (i, j)
C4 =

∆t/∆sε (i, j)
1+∆tσ (i, j) /2ε (i, j)

i, j indicate the position in x-y plane, and n is number of time steps. ∆s = ∆x = ∆y is space
increment, and ∆t is time increment. For stability of the FD-TD solution, ∆s and ∆t should satisfy
the condition, ∆t ≤ ∆s/

√
2c. c is propagation velocity in the free space. σ (i, j) and ε (i, j) are

conductivity and dielectric constant of air space and road wall at the coordinate (i, j),respectively.
Js is equivalence source and corresponds to a transmitting antenna of tag. (is, js) is the position

coordinates of tag source current that represent by Ts in Figure 2.

4. CONCLUSIONS

For the optimum design of RFID system, we analyzed the characteristics of electromagnetic wave
propagation in out-door active RFID system consisting of multiple tags and reader using FD-TD
method. In this paper, we formulated FD-TD method for electromagnetic fields radiated from
source current of RFID Tag. We study computer simulation using the above FD-TD formulation,
and make clear the characteristics of propagation. As a next step, we perform field experiments
using actual tags and compact reader in out-door and compare numerical results with the exper-
imental results. These results yield basic foundation for the design of RFID system, and system
design of resolving collision problems for multiple pulses.
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Abstract— We provide an overview of the direct temporal domain approach for designing
optical filters for ultrafast photonic signal processing applications. We discuss different filter
designs, including lattice-form Mach-Zehnder interferometers and two-dimensional ring resonator
arrays, to perform pulse repetition rate multiplication and arbitrary optical waveform generation.
Simulation and experimental results are presented.

1. INTRODUCTION

Techniques for the generation, control, and manipulation of optical pulses attract considerable
interest for numerous applications and have become increasingly important in many scientific areas.
Of specific interest are techniques for pulse repetition rate multiplication (PRRM), which are used
to obtain ulrafast optical pulse trains from a lower repetition rate input pulse train, as well as for
arbitrary optical waveform generation (AOWG). Traditional pulse shaping methods are based on
frequency domain processing (i.e., spectral filtering) in which we specifically manipulate the different
spectral components of the input pulse in amplitude and/or phase. However, the relationship
between the input pulse spectrum and the target temporal waveform is not always straightforward,
especially for phase-only filtering processes. In this paper, we present an overview of our recently
developed direct temporal domain approach for designing optical filters to achieve PRRM and
AOWG.

2. THEORY

The use of spectrally-periodic (SP) amplitude and/or phase filters for performing PRRM is well
known and there have been several demonstrations of generating ultrahigh repetition rate pulse
bursts or trains [1]. The principle of PRRM using SP amplitude filters is based on mode-selection
theory: a uniform input pulse train with a repetition rate R will have a series of modes in the fre-
quency domain which are also periodic with the same spacing R (based on simple Fourier relations).
If the amplitude of an SP filter that is used to process the input train has a (larger) mode spacing
equal to a multiple of R, then the output will have the same increased mode spacing, thereby
increasing the repetition rate of the output train (the output train is otherwise uniform). More
generally, based on spectral analysis, it is not always straightforward to see how the amplitudes of
the individual pulses in the newly generated output pulse train can be controlled and modulated,
especially when using phase-only filtering approaches, to achieve envelope shaping or AOWG.

Recently, we have proposed the direct temporal domain approach as a means for designing SP
filters to perform PRRM with arbitrary envelope shaping [2]. In particular, when the free spectral
range (FSR) of the SP filter satisfies certain conditions with respect to the new (output) repetition
rate, not only is PRRM achieved, we can also specify the amplitudes of the output pulses (within
the original period). The only requirement is that the input pulses are sufficiently “short”. The
principle is based on the double convolution of the input signal and the filter impulse response and
requires a spectrally-periodic filter, as shown below in Eq. (1) [1]:

a2(t) = a0(t)⊗
∞∑

n=−∞

∞∑

n′=−∞
h0(n′TFSR)δ(t− nT − n′TFSR) (1)

where a0(t) is the complex envelope of an individual input pulse, T = 1/R with R being the input
repetition rate, a2(t) is the output signal, TFSR is the unit delay of the SP filter and is given by the
inverse of the FSR, and h0(t) is the filter impulse response. Eq. (1) shows that the output signal
is periodic with a new repetition rate which is determined by the original pulse repetition period
T and the filter unit delay TFSR. For applications where only the intensity of the output signal
is of importance, we can ignore the phase response of the SP filter. In this case, Eq. (1) shows
that we can control the amplitudes of the pulses in the output train by controlling the impulse
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response of the filter at the discrete instants t = nTFSR. The required impulse response is obtained
by optimizing the filter parameters.

Figure 1(a) illustrates the principle of performing PRRM using the SP filter. The same approach
can also be used to perform AOWG as follows. When an input pulse train comprising “broader”
pulses is launched into an SP filter, PRRM still takes place, but there will now be an interference
among the output pulses. By optimizing h0(t), the amplitude and phase of each individual output
pulse in the multiplied train can be manipulated, thereby forming a specified waveform (which
repeats at the input repetition rate). This process is illustrated in Fig. 1(b). Note that with this
approach, traditional frequency domain processing is not used (no attention is paid to the frequency
response of the SP filter). In either of the above cases, the key is to find an SP filter which can
simultaneously perform PRRM and manipulate the amplitude and/or phase of each individual
output pulse.

SP filter

ho(t)

PRRM with arbitrary 

envelope shaping 

SP filter

ho(t)

waveform 

generation

(a) (b)

Figure 1: Schematic of using the direct temporal domain approach for photonic signal processing and pulse
shaping: (a) PRRM with arbitrary envelope shaping from an input pulse train with narrow pulse widths;
(b) waveform generation from an input pulse train with a wide pulse width.

3. SIMULATION RESULTS

Two possible filters which can be used are lattice-form Mach-Zehnder interferometers (LF-MZIs) [3]
and two-dimensional ring resonator arrays (2D RRAs) [4]. Both have attracted considerable interest
for their applications in dispersion compensation and signal processing. The LF-MZI is a finite
impulse response filter which does not incorporate any feedback loops and performs both amplitude
and phase filtering, see Fig. 2(a). It comprises m MZIs where κm is the coupling coefficient of the
mth directional coupler, ∆L is the length difference of the two arms in an MZI, and the FSR is
given by FSR = c0/ne∆L where ne is the effective index of the waveguide medium. Φm is the
relative phase shift added to each MZI stage. Fig. 2(b) shows a typical configuration of an M ×N
2D RRA, where M represents the number of rings in the vertical direction and N represents the
number in the horizontal direction. Details of the individual ring elements, which incorporate a
directional coupler with splitting ratio κ and a phase shifter with an additional phase shift φ, are
also shown. In our simulations, we assume that the rings are identical in size and are coupled in
the vertical direction only. While there is no coupling between the rings in the horizontal direction,
the signals propagate in the horizontal direction through the two waveguide buses that are placed
at the top and the bottom of the RRA. The responses of both filtering devices can be calculated
by using suitable transfer matrices [5, 6].
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Figure 2: Schematic of (a) LF-MZI and (b) 2D RRA.

As a first example, we consider the use of a LF-MZI for generating an output pulse train
at 80GHz with a triangular envelope from a 10GHz train of sech2 pulses. We choose a filter
FSR = 80/3GHz to demonstrate the power of the direct temporal domain approach, namely that
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unlike conventional spectral filtering, we do not require the filter FSR to correspond to the output
repetition rate. The number of MZI stages is 7. The results are shown in Fig. 3. Indeed, we are
able to obtain PRRM and multi-level amplitudes in the output profile.
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Figure 3: Generation of an 80GHz pulse train with a triangular profile from a 10GHz pulse train using
LF-MZIs.

Next, we show how the 2D RRAs can be used to perform PRRM with binary code profiles. We
design the RRAs to generate a pair of 40 GHz pulse trains with binary code profiles ‘1101’ at output
1 and ‘1010’ at output 2 from a uniform 10GHz input pulse train comprising 1 ps sech2 pulses. We
consider a 3 × 3 RRA where the FSR is equal to 40 GHz and the waveguide loss is 1 dB/cm. We
optimize the through-amplitude coefficient t =

√
1− κ and phase shifts ϕ. The results are shown in

Fig. 4(a). Note that a pair of 40 GHz pulse trains with binary codes ‘1101’ and ‘1010’ are produced
simultaneously at outputs 1 and 2.

Finally, we demonstrate AOWG using a 2D RRA. We consider a 5 × 5 RRA with an FSR of
160GHz. A 10 GHz train of sech2 pulses with 8 ps FWHM is launched at input 1. We optimize
the filter parameters to transform each input pulse into either (1) a square waveform with 5 ps
rise and fall times, and a 40 ps flat-top or (2) a triangular waveform with 30 ps rise and fall times.
The generated waveforms are shown in Fig. 4(b) and are well matched to their targets. This
demonstrates the power of the direct temporal domain approach for designing SP filters to perform
AOWG.

Output 1: ‘1101’ Output 2: ‘1010 ’ Square Triangle

(a)
(b)

Figure 4: (a) Simultaneous generation of 40 GHz pulse trains with binary code profiles from a 3 × 3 RRA.
(b) AOWG using a 5× 5 RRA.

4. EXPERIMENTAL RESULTS

To demonstrate experimentally the temporal domain approach, we have designed and fabricated
LF-MZIs on silica-based planar lightwave circuits (PLCs) [7]. In particular, we design the LF-MZIs
to perform 10GHz to 40 GHz PRRM with binary code profiles. The device consists of 4 MZI stages
and each stage has a pair of asymmetrical arms. The filter FSR is 40 GHz. We use a large bending
radius (R = 8mm) to minimize bending losses in the design. There are 5 couplers (κ0-κ4) and 4
phase shifters (ϕ1-ϕ4). A single 3 dB MMI coupler design is used for all 5 couplers in the device,
which greatly reduces the complexity of the design and increases the stability and tolerance to
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fabrication errors. The phase shifts provided by the shifters are optimized for the desired output
code profile. The waveguide core is made of Ge-doped SiO2 with a dimension of 3.5 × 3.5µm2

and is produced by plasma enhanced chemical vapor deposition using silane (SiH4), nitrous oxide
(N2O) and germane (GeH4) as precursors. The top cladding is a 12µm borophosphosilicate glass
(BPSG) with dopants introduced by using diborane (B2H6) and phosphine (PH3), respectively.
The waveguides are defined using refractive ion etching.

Figure 5 summarizes the results for generating binary codes ‘1011’ and ‘1101’. The output
repetition rate is ≈ 39 GHz, which is 4 times that of the original repetition rate. The four pulses
within the original repetition period exhibit the desired binary code patterns although there are
some intensity variations among the ‘1’ bits which arise from imperfections in the device fabrica-
tion. Fig. 5(d) shows the simulated output pulse train for ‘1011’ using parameters based on the
experimental conditions: the waveguide loss = 0.8 dB/cm, the input train at 9.733 GHz comprises
3 ps Gaussian pulses, and the output signal is convolved with the 16 ps impulse response time of the
detection system. The simulated output pulse train is in very good agreement with the measure-
ments (note that the background in the measured output is due to unfiltered amplified spontaneous
emission from the amplifiers used in the experiments).
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Figure 5: Measured (a) input pulse train from the mode-locked laser; (b) output binary code pattern “1011”;
(c) output binary code pattern “1101”; (d) simulated output signal. The device geometry is also shown.

5. CONCLUSION

In summary, we have provided an overview of the direct temporal domain approach for PRRM and
AOWG. We have provided simulations to demonstrate the principle using two very different types
of filter structures: LF-MZI and 2D RRAs. We have also experimentally demonstrated the use of
LF-MZIs for performing PRRM with binary code profiles. The use of tunable PLCs will allow for
reconfigurable operation, thereby enhancing the capabilities even further.
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Abstract— Crosstalk due to optical fiber nonlinearities is an important parameter to be con-
sidered to determine the performance of WDM based CATV optical networks. In this paper
we present the results of our investigation on the crosstalk due to stimulated Raman scattering
and cross phase modulation. Due to the limited bandwidth availability for the upstream data
communication in the CATV network, WDM technology is widely employed. We considered
different WDM configurations of CATV network and investigated, both numerically and experi-
mentally, the effect of these nonlinear effects with respect to optical power, wavelength spacing,
transmission distance and carrier frequency.

1. INTRODUCTION

Wavelength division multiplexing (WDM) technology has been given wide attention in the broad-
band optical networks in order to utilize the enormous bandwidth of the optical fiber. However,
when several optical signals are multiplexed, there arise coupling and crosstalk between the mul-
tiplexed signals due to different fiber nonlinear effects, and these phenomena limit the ultimate
WDM network performance [1–3]. Typical wavelength band used in these networks is between
1310 nm and 1550nm. Subcarrier multiplexed optical systems have traditionally been used for
cable television (CATV) distribution, and system operators have deployed video narrow casting
systems to serve different analog contents to different subscribers. More recently, in the access
networks, systems are upgraded to handle two-way communication of voice, data and analog video
overlay through WDM as in the case of Passive Optical Network (PON) system. WDM techniques
have also been employed to effectively use the limited upstream bandwidth of 5 MHz-55 MHz in the
CATV data communications systems. The optical nodes serving the subscribers are segmented and
each node is assigned an unique CWDM wavelength. The multiplexed CWDM signal is then trans-
mitted back to the head-end. The dominant fiber nonlinearities are stimulated Raman scattering
(SRS) and cross phase modulation (XPM). The crosstalk effects in such system are investigated.

2. THEORETICAL BACKGROUND

SRS in WDM systems is due to nonlinear coupling effect through Raman gain and thus the modu-
lated optical signal causes modulation of all other co-propagating signals. XPM effect arises from
the nonlinear refractive index of the fiber material, and thus the power of the modulated channel
induces small change in the refractive index and in turn phase modulation of all other wavelength
channels. In a dual wavelength WDM system, the SRS and XPM induced crosstalk can be investi-
gated by studying the effect of a modulated signal on a CW signal. The interacting signal in this
case is described by the following equations.

∂PCW (z, t)
∂z

+
1

vCW

∂PCW (z, t)
∂t

= −αCW PCW (z, t) +
(

gR

K Aeff

)
PMOD(z, t)PCW (z, t) (1)

∂PMOD(z, t)
∂z

+
1

vMOD

∂PMOD(z, t)
∂t

= −αMODPMOD(z, t)−
(

gR

K Aeff

)
PMOD(z, t)PCW (z, t) (2)

Here, the subscripts CW and MOD refers to CW and modulated signal respectively, v is the group
velocity, α is the propagation loss, P is the optical power, gR is the Raman gain coefficient, Aeff

is the effective fiber core area. For copropagating signals, the optical power of the CW signal can
be derived as,

PCW (z) = PCW (0)e−αz

[
1+

KgRPMODLeff

Aeff
+

KgRPMODm

Aeff
·
√

1+e−2αz−2e−αz cos(Ωφ12z)√
α2+(φ12Ωz)2

]
(3)
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The first and second terms within the bracket correspond to the amplification and the third term
corresponds to the modulation transfer. Eq. (3) is used to calculate the crosstalk due to SRS.
Similar derivation will be presented for the case of XPM induced crosstalk.

Downstream Data 

λ1=1490nm   à 

Downstream Video 

λ2=1550nm    à 

Upstream Data 

ß λ3=1310nm 

 |ß  20km Single Mode Fiber  à| 

Figure 1: Typical CATV network using WDM system.

3. NUMERICAL CALCULATIONS AND EXPERIMENTS

Figure 1 is a typical CATV network used in the CATV network. Fig. 2 shows the Raman amplifica-
tion of optical signal due to strong pump. The pump signal of 1450 nm induces Raman amplification
on a copropagating signal (tunable wavelength signal in the range of 1300 nm–1600 nm is used in this
experiment). Though the peak amplification is at 100 nm on the higher side of pump wavelength,
amplification can be observed over a bandwidth of 1450 nm–1600 nm.
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Figure 2: Signal amplification due to SRS.

We investigated a dual wavelength WDM optical system with transmission distance of 20 km,
where 1490 nm and 1550 nm are used for the downstream data and analog video transmission. The
data signal of wavelength at 1490 nm will act as the pump wave, and when modulated, optical wave
of this wavelength induces crosstalk on the video channel.

We experimentally measured the crosstalk levels at 1550 nm video channel by modulating
1490 nm data channel with the frequency range between 70 to 770 MHz, which is typically used
for CATV video distribution. We compared the measured data with the theoretical prediction and
find good agreement between the results. Different wavelength spacing used in the CATV network,
20 nm and 0.8 nm wavelength spacing for CWDM and DWDM systems respectively. Crosstalk
effects are investigated against the system parameters such as RF frequency bandwidth, optical
wavelength spacing, transmission distance and transmission direction.

The SRS and XPM induced crosstalks were observed to affect the low frequency and high
frequency RF channels respectively, and the total crosstalk will be the sum of these individual
crosstalk mechanisms.

4. CONCLUSIONS

In this paper, we presented the results of our investigation on the crosstalk mechanism and the effect
of crosstalk on the system performance in the context of WDM systems employed in the CATV
network. Different system architectures are considered for the present investigation and against
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system parameters such as RF frequency bandwidth, optical wavelength spacing, transmission
distance and transmission direction.
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Abstract— Optical label processing has been expected to increase the throughput of packet
routing in photonic networks. We have studied label recognition using collinear acoustooptic
(AO) devices, where the label is encoded in time and spectral domains. In the label recognition
system in time domain, time gating devices were required to improve the recognition charac-
teristics. In this report, we investigate a label recognition system for optical codes encoded in
time and spectral domains where time gating function is not required. We discuss the recogni-
tion characteristics using numerical analysis. The proposed system will be useful to increase the
number of distinguishable codes and to improve the flexibility of routing control in the networks.

1. INTRODUCTION

Routing processing of optical packets will be a bottleneck in large-capacity photonic networks. Label
routing system has been expected to improve the processing of optical packets. A variety of label
processing methods have been proposed to use effectively the potential of optical signal processing.
[1, 2] The authors have studied on collinear acoustooptic (AO) devices [3, 4] and applications to
optical label recognition [5, 6]. Since the AO devices can handle wavelength-division-multiplexed
(WDM) optical signals, code recognition for optical codes encoded in spectral domain can be
realized with a simple processing system. However, encoding in spectral domain limits the WDM
number for optical packets. So, we consider combination of encoding in spectral domain and in
time domain. Previously proposed systems for recognition in time domain required time gating to
generate output signal. In this report, we propose a system that does not require time gating.

2. STRUCTURE OF OPTICAL LABEL RECOGNITION PROCESSOR

The proposed processor consists of optical power divider, optical delay lines, parallel array of
collinear AO switches, photodetectors and an electric multiplier as shown in Fig. 1. Optical label
is encoded in time and spectral domains. The optical code m consists of a pulse train of Nt pulses,
Cm = (cm

1 , cm
2 , . . . , cm

Nt
). Each pulse is wavelength multiplexed with Nλ components as given by

cm
i = (cm

i1, c
m
i2, . . . , c

m
Nλ

)t, (i = 1, . . . , Nt). Thus, the optical code m is represented as

Cm =




cm
11 cm

21 . . . cm
Nt1

cm
12 cm

22 . . . cm
Nt2

...
...

. . .
...

cm
1Nλ

cm
2Nλ

. . . cm
NtNλ


 (1)

We consider On-Off-Keying, OOK, orthogonal codes for each WDM encoded pulse. The number
of codes represented by a single WDM pulse is about Nλ. For pulse trains of Nt pulses, the total
number of codes is (Nλ)Nt .

When an optical pulse train representing label Cm is incident, the pulse train is divided into
Nt pulse trains, denoted by Cm

l , (l = 1, . . . , Nt) with the optical power divider. The lth pulse train
Cm

l is delayed with an amount of (Nt − l)∆tp through the delay line, and incident into the lth
AO switch, where frequency-multiplexed surface acoustic waves (SAWs) representing a code ck

l are
propagated along the interaction region. The outputs from the parallel AO switches are balanced-
detected with PDs. The electric pulse trains are multiplied with the multiplier, generating the
matched pulse signal.
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Figure 1: Architecture of label recognition processor.

It is noted that the SAWs are not required to change during the label recognition for code Ck.
Therefore, even if it takes a few µs for SAWs to propagate over the interaction region, high-speed
code recognition can be performed by using short optical pulses. The electrical processing is used
only for multiplication, high-speed processing will be expected.

3. PRINCIPLE OF CODE RECOGNITION

The electric field of optical incident pulses representing code Cm is written as

Em(t) = E0

Nt∑

l=1

Nλ∑

i=1

cm
li gin,0(t− (l − 1)∆tp) exp [jωi(t− (l − 1)∆tp)] (2)

where gin,0(t) denotes the envelope of a single pulse, and ωi is the angular frequency corresponding
to the wavelength λi.

The incident pulse train is equally divided into Nt pulse trains and delayed with the delay lines.
The incident pulses into the l′th AO switch is given by

Em
l′ (t) =

E0√
Nt

Em(t− (Nt − l′)∆tp)

=
E0√
Nt

Nt∑

l=1

Nλ∑

i=1

cm
li gin,0(t− (Nt − l′ + l − 1)∆tp)

× exp
{
j
[
ωi(t− (Nt − l′ + l − 1)∆tp)− βi(Nt − l′)∆tp − c/Ni

]}
(3)

where c is the optical velocity in free space. βi and Ni are the propagation constant and its effective
index of optical guided waves at wavelength λi in the optical waveguides.

The code to be recognized in this system is supposed to be Ck. Then the SAW strain in the
l′th AO switch is written as

Sk
l′(t, z) =

Nλ∑

i=1

ck
il′s0 cos (Ωit−Kiz) (4)

where s0 is the strain component that contributes to the collinear AO switching. Ωi and Ki are the
angular frequency and the propagation constant of SAW propagated in z direction. The electric
field of the optical output from the switched port of the AO switch is given by

Em
out1,l′,k(t)=

E0√
Nt

Nt∑

l=1

Nλ∑

i=1

cm
li ck

il′gout,0(t− (Nt − l′ + l − 1)∆tp − lSW Ni/c)

×exp
{
j{(ωi−Ωi)

[
t−(Nt−l′+l−1)∆tp−lSW Ni/c

]−(βi−Ki)
[
lSW+(Nt−l′)∆tpc/Ni

]}
(5)

where gout,0(t) denotes the envelope of the switched single pulse. lSW is the interaction length of
the collinear AO switches. It is noted that the optical frequency of the switched pulse is shifted by
an amount of the SAW frequency. The unswitched fields from the other output ports are written
as



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1299

Em
out2,l′,k(t) =

E0√
Nt

Nt∑

l=1

Nλ∑

i=1

cm
li

[
c̄k
il′gin,0

(
t− (Nt − l′ + l − 1)∆tp − lSW Ni/c

)

+ ck
il′g

res
out,0

(
t− (Nt − l′ + l − 1)∆tp − lSW Ni/c

)]

× exp
{
j
{
ωi

[
t−(Nt−l′+l−1)∆tp−lSW Ni/c

]−βi

[
lSW +(Nt−l′)∆tpc/Ni

]}}
(6)

where c̄k
il′ = 1 − ck

il′ , and the pulse shape gres
out,0(t) corresponds to the unswitched output due to

incomplete switching.
By converting these optical outputs with PDs, the photo current is given by

Im
out1,l′,k(t) =

I0

|E0|2 |E
m
out1,l′,k|2

' I0

Nt

Nt∑

l=1

Nλ∑

i=1

(
cm
li ck

il′

)2
g2
out,0

(
t− (

Nt − l′ + l − 1
)
∆tp − lSW Ni/c

)
(7)

and
Im
out2,l′,k(t) =

I0

|E0|2 |E
m
out2,l′,k|2

' I0

Nt

Nt∑

l=1

Nλ∑

i=1

[(
cm
li c̄k

il′

)2
g2
in,0

(
t− (

Nt − l′ + l − 1
)
∆tp − lSW Ni/c

)

+
(
cm
li ck

il′

)2
gres
out,0

(
t− (Nt − l′ + l − 1)∆tp − lSW Ni/c

)]
(8)

Here, we assume the collinear AO switching is ideal, that is, the output pulse envelopes are
approximated as

gout ,0 ' gin,0, gres
out ,0 ' 0 (9)

By subtracting Eq. (8) from (7), we obtain the balanced output as
Im
l′,k(t) = Im

out1,l′,k(t)− Im
out2,l′,k(t)

' I0

Nt

Nt∑

l=1

Nλ∑

i=1

[(
cm
li ck

il′

)2
−

(
cm
li c̄k

il′

)2
]

g2
in,0

(
t− (

Nt − l′ + l − 1
)
∆tp − lSW Ni/c

)
(10)

Here, we assume the wavelength dispersion of the waveguides can be ignored. By assuming
Ni ' N1, we have

Im
l′,k(t) '

I0

Nt

Nt∑

l=1

{
Nλ∑

i=1

[(
cm
li ck

il′

)2
−

(
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li c̄k

il′

)2
]}

g2
in,0

(
t− (
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)
∆tp − lSW N1/c

)
(11)

Multiplication of Nt pulse trains results in

Iout =
Nt∏

l′=1

Im
l′k (12)

Since the delayed pulse trains are multiplied, only the pulse at l′ = l remains in the multiplied
output as

Iout '
Nt∏

l′=1

I0

Nt

{
Nλ∑

i=1

[(
cm
l′ic

k
il′

)2
−

(
cm
l′ic̄

k
il′

)2
]}

g2
in,0 (t− (Nt − 1) ∆tp − lSW N1/c)

=

{
Nt∏
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Nλ∑
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[(
cm
l′ic

k
il′

)2
−

(
cm
l′ic̄

k
il′

)2
]}[

I0

Nt
g2
in,0 (t− (Nt − 1)∆tp − lSW N1/c)

]Nt

(13)

4. CODE RECOGNITION IN CASE OF IDEAL SWITCHING

We consider each pulse of the pulse train is wavelength multiplexed with OOK orthogonal codes.
As the orthogonal codes, we employ codes generated from a Hadamard matrix by deleting row and
column having all zeros [6]. For example, the codes in case of Nλ = 3 are given by

cm
i = {a1, a2, a3} =

{[ 1
0
1

]
,

[ 0
1
1

]
,

[ 1
1
0

]}
(14)
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In these codes, the number of codes represented by a single WDM pulse is equal to the number of
WDM, Nλ. Since the pulse train consists of Nt pulses, the total number of codes encoded in time
and spectral domains Ncode is given by

Ncode = NNt

λ (15)
The value Iout,code corresponding to the parenthesis { · } in Eq. (13) has non-zero value only when
the codes are matched, that is m = k, resulting in

Iout,code =
{

[(Nλ + 1)/2]Nt (m = k)
0 (m 6= k) (16)

where (Nλ + 1)/2 is equal to the number of wavelength components in each pulse.

5. EVALUATION OF CODE RECOGNITION CONSIDERING AO SWITCHING
CHARACTERISTICS

Next, we evaluate the code recognition characteristics by considering wavelength selectivity of the
collinear AO switches. As a numerical example, we assume a bandwidth limited optical pulse train
with pulse period 12 ps, pulse width 5.9 ps, bandwidth 160GHz and Nt = 3. The interaction length
of collinear AO switch is assumed to be lSW = 16mm.
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Figure 2: Electric fields of optical pulse trains incident at 3rd AO switch at wavelength λ1. (a) Optical code
Cm = (a1, a1, a1), (b) Optical code Cm = (a1,a2, a3).
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Figure 3: Output current from multiplier. (a) Optical code Cm = (a1, a1, a1), (b) Optical code Cm =
(a1, a2, a3).

Optical incident pulses Em
1 (t) at wavelength λ1 are shown for the cases of Cm = (a1, a1, a1)

and Cm = (a1, a2, a3) in Fig. 2.
We assume the SAWs in collinear AO switches are set for recognizing codes Ck = (a1, a1, a1).

The optical output is evaluated for the cases of optical inputs Cm = (a1, a1, a1) and Cm =
(a1, a2, a3).

Time shifted pulse trains are obtained from the parallel AO switches and multiplication of these
pulses results in the output as shown in Fig. 3. The output power for all the optical codes are
calculated as shown in Fig. 4. It is found that only the matched code results in large output. Fig. 5
shows the outputs corresponding to the matched code and minimum value of unmatched output,
that is, the maximum absolute value, for all the codes. It is concluded that all the codes can be
distinguished.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 1301

-2

0

2

4

6

8

10

12

1
 1

 1
1

 1
 2

1
 1

 3

1
 2

 1
1

 2
 2

1
 2

 3
1

 3
 1

1
 3

 2
1

 3
 3

2
 1

 1

2
 1

 2
2

 1
 3

2
 2

 1

2
 2

 2
2

 2
 3

2
 3

 1
2

 3
 2

2
 3

 3
3

 1
 1

3
 1

 2

3
 1

 3
3

 2
 1

3
 2

 2
3

 2
 3

Optical Code (c 1 c 2 c 3)

O
u

tp
u

t 
In

te
n

s
it

y
SAW Code (a1 a1 a

lSW=16mm

-2

0

2

4

6

8

10

12

1
 1

 1

1
 1

 2

1
 1

 3

1
 2

 1

1
 2

 2

1
 2

 3

1
 3

 1

1
 3

 2

1
 3

 3

2
 1

 1

2
 1

 2

2
 1

 3

2
 2

 1

2
 2

 2

2
 2

 3

2
 3

 1

2
 3

 2

2
 3

 3

3
 1

 1

3
 1

 2

3
 1

 3

3
 2

 1

3
 2

 2

Optical Code (c 1 c 2 c 3)

O
u

tp
u

t 
In

te
n

s
it
y

SAW Code (a1 a2 a

lSW=16mm

(a) (b)

3)1)

Figure 4: Output power from multiplier for all optical codes. (a) SAW code Ck = (a1, a1, a1), (b) SAW
code CK = (a1,a2,a3).
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Figure 5: Maximum and minimum value of output from multiplier for all SAW codes.

6. CONCLUSION

Optical code recognition system consisting of collinear AO switch array was investigated. By using
electrical multiplication, a simple processing which does not require time gating is performed. The
code recognition characteristics were evaluated for the case of ideal switching and that of actual
AO switching having wavelength selectivity. In future plan, the total system for routing will be
discussed. We also consider experimental verification of the proposed code recognition.
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Spatial Filtering Characteristics of Transmitted and Scattered
Nano-meter Electromagnetic Waves and X-rays in Bio-medical

Media by Waveguide-type Grids
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Abstract— Medical image diagnosis and computer aided diagnosis are modern important med-
ical techniques developed with computer technology. Particularly, medical image diagnosis using
X-rays is very important technical tools for physiological examination of human body. Image
responses of X-ray transmitted projection include X-ray scattering characteristics that disturb
X-ray transmission properties through biological structures concerned with X-ray absorption ef-
fects due to biological characteristics consisting of atomic structure. In this paper, technical
methods of spatial filtering for X-ray scattering superposed on transmitted and attenuated waves
are discussed to improve image diagnosis. Statistical theory of X-ray is described for X-ray prop-
agation, attenuation and scattering in random inhomogeneous biological media. Spatial filtering
characteristics of grid structure are shown for exact image X-ray projection excluding scattering
effects through physiological media. Spatial filtering characteristics for off-axial scattering X-rays
are discussed by mode propagation properties with large attenuation for higher order modes in
waveguide-type grids.

1. INTRODUCTION

Medical image diagnosis and computer aided diagnosis are very important medical techniques using
X-ray. X-ray, that is, nano-meter electromagnetic wave is important physical tool for medical diag-
nosis and recently automatic image diagnosis using X-ray with computers is rapidly developed [1].
However, in image processing for medical diagnosis, based on photo-electric absorption, interactions
between electrons and photons of X-ray, Thomson scatterings and Compton scatterings, physio-
logical and physical phenomena of X-rays in biomedical media are not so much studied [2–5]. The
spatial characteristic in the received X-ray image is determined by the intensity of transmitted and
attenuated X-ray waves superposed with scattered waves. The characteristics of transmitted waves
depend on both the absorption and scattering characteristics. Therefore, for the identification
characteristics of biomedical media by X-ray transmission, signal to noise ratio of primitive X-ray
diagnosis without scattering filtering is not so high. Although the use of the X-ray grid is efficient to
remove the scattering wave from the transmitting wave, the grid has not been studied sufficiently.
Also, by using spatial grid filter and the characteristic investigation of scattering, absorption, dis-
persion and spectroscopy properly, it may be possible to find more accurate new method of X-ray
image diagnosis. In this paper, in order to find excellent computer aided diagnosis system based
on the electromagnetic wave characteristics, primarily, the scattering filter characteristics of X-ray
beam using the grid consisting of lossy waveguide arrays are studied. Based on this analysis, the
optimum scattering wave filter may be found.

Statistical theory of X-ray propagation in random media consisting of biological tissues is dis-
cussed by integral equations with Green’s function, using correlation functions of random media.
Scattering characteristics of incident Gaussian beam in random physiological media consisting of
biological materials such as proteins are discussed. Electromagnetic filtering properties by X-ray
waveguides with lossy wall for off-axial scattered fields are discussed using impedance characteristics
of waveguides consisting of lossy metal walls.

2. ELECTROMAGNETIC X-RAY SCATTERING FIELD IN BIOLOGICAL RANDOM
MEDIA

In the human biological body region, using Maxwell’s equations X-ray transmitted and scattered
waves through biomedical media as random media are studied by statistical theory of electromag-
netic waves. X-rays, nanometer electromagnetic waves are incident on random media (I) (0 ≤ z ≤ `)
from left side in Fig. 2. Incident X-ray has y-direction linearly polarization E = φ(x, z)iy. Biological
random media of region (I) have dielectric constants as

εt = ε + ε∆η(rt) (1)
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Figure 1: Computer aided diagnosis and scatter-
ing X-ray filtering system.

Figure 2: X-ray scattering and X-ray grid arrays.

where ∆η is random function and ε = ε′ − jε′′. Here, transverse vector of 2 dimensional space
is rt = xix + ziz, and we consider two dimensional scattering fields. The field function E(x, z)
concerned with electric field of y polarization satisfies the following wave equations, using k2 =
ω2εµ = (kr − jki)2

∇2
xyE(rt) + k2E(rt) = −ω2ε∆ηE(rt) (2)

Incident Gaussian X-ray of Einc = Einc(rt)iy is written as

Einc(rt) = iy
A√

1− jς
e−jk(z+z0)e

− x2

x2
0(1−jς) (3)

where beam parameters are ς = 2(z+z0)
kx2

0
, beam waist is z = −z0, and beam spot size is x0.

Green’s function G(rt, r′t) for free space, is satisfying the following wave equation ∇2
t G + k2G =

−δ(rt − r′t)

G(rt, r′t) = − j

4
H

(2)
0

(
k|rt − r′t|

)
(4)

Applying Green’s formula in random biological media (I) for total field Etotl = Escatt + Einc, using
Green’s function G, we have when Γ = GI, using unit dyad I,

Etotl = Einc − j

4

∫

SI

dS′
(
ω2ε∆η

)
Etotl(r′t)H

(2)
0

(
k|rt − r′t|

)
(5)

Etotl = Einc +
∫

k2∆ηΓ
(
rt, r′t

) ·E(r′t)dS′

From Maxwell’s equation, magnetic field is derived as, Hinc = j
ωµ∇×Einc

Htotl = Hinc − 1
jωµ

∫
k2∆η∇× Γ ·EdS′ (6)

when E = Eiy, H = 1
jωµ iy ×∇Ey, we have 1

−jωµ∇× Γ = 1
jωµ(iy ×∇G)iy

Based on the fundamental Equations (5) and (6) in the previous section, we calculate the
scattered field by iterative method in this section. Employing the representation of functional
analysis, we can solve the integral Equations (5) and (6) in operator forms. If we define vectors
E0 and E in functional space for the vectors Einc and E, and integral operator KE for the integral∫

k2∆ηΓ · dS′, we obtain the field as follows:

E = (I−KE)−1 E0 = E0 + KEE0 + KEKEE0 + · · · (7)

Using the similar definition for the magnetic field and Eq. (6), we have

H = H0 + KHE = H0 + KHE0 + KHKEE0 + KHKEKEE0 + · · · (8)
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The optical intensity, I, which is the most important quantity in the optical range, i.e., the mean
intensity of the energy flow in the harmonic electromagnetic field is given by the real part of the
complex Poynting vector S = 1

2E×H∗.

I = ReS =
1
2
Re (E×H∗) (9)

The conjugate of the vector H is indicated by the sign H∗.
Consequently, the optical intensity as shown as

I =
1
2
Re {(E0×H∗

0) + E0×(KHE0)
∗ + (KEE0)×H∗

0 + KEE0×(KHE0)
∗

+(KEKEE0)×H∗ + E0×(KHKEE0)
∗ + · · ·} (10)

The first term of the right hand side in Eq. (10) means the optical intensity of the incident wave.
The succeeding terms show the light scattering. Particularly, the terms containing multiple K ′

s
such as (KHKEE0)∗ and (KEKEE0) imply the multiple scattering due to inhomogeneities.

First order scattered fields corresponding to KEE0 in Eq. (7) and KHE0 in Eq. (8) are

Escatt = − j

4
k2

∫
∆η(r′t)H

(2)
0

(
k|rt − r′t|

)
Einc(r′t)iydS′,

Hscatt = − j

4
k3

ωµ

∫
∆η(r′t)H

(2)
0

(
k|rt − r′t|

) (
n(r′)×Einc(r′t)

)
iydS′ (11)

The second order scattered fields corresponding to KEKEE0, and KHKEE0 are

Escatt=
(
− j

4
k2

)2

iy

∫∫
∆η(r′′t )∆η(r′t)H

(2)
0

(
k|r′t − r′′t |

)
H

(2)
0

(
k|rt − r′t|

)
Einc(r′′t )dS′dS′′

Hscatt=
(
− j

4
k3

ωµ

)(
− j

4
k2

)∫∫
∆η(r′t)H

(2)
0

(
k|rt−r′t|

)(
n(r′)×iy

)
∆η(r′′t )H

(2)
0

(
k|r′t−r′′t |

)
Einc(r′′t )dS′dS′′ (12)

In case the distance |rt − r′t| of the observation point from the biological random media is large
compared with the wavelength, i.e., k|rt − r′t| À 1, the Greens dyadic Γ can be asymptotically
evaluated,

Γ = GI =

√
2

πk|rt − r′t|
e−j(k|rt−r′t|−π

4 ) (13)

The unit vector n′ are directed from the point in the random media toward the point of observation
and given by n′ = n(r′t) = (rt − r′t)/|rt − r′t|. With the help of Eq. (13), the integral operation KE

of KEE0 in Eq. (11) is described as asymptotic fields,

KEE0 ≈ −
(

j

4

)∫
k2∆η

√
2

πk|rt − r′t|
e−j(k|rt−r′t|−π

4 ) (Einciy) dS′ (14)

Similarly, the integral operation KH of KHE0 is given by

KHE0 ≈ −k

ωµ
k2

(
j

4

)∫
∆η

√
2

πk|rt − r′t|
e−j(k|rt−r′t|−π

4 )
(
n′ ×Einciy

)
dS′ (15)

Hence, the dominant term of the scattered field intensity in the inhomogeneous medium,
1
2Re(KEE0 × (KHE0)∗), can be written as

1
2
Re (KEE0 × (KHE0)

∗) =
k

ωµ

(
k2

4

)2 2
πk

Re
∫∫

e−jkr|rt−r′t|+jkr|rt−r′′t |√|rt − r′t||rt − r′′t |
e−ki|rt−r′t|e−ki|rt−r′′t |∆η(r′t)∆η∗(r′′t )n

′′E′
incE

′′
incdS′dS′′ (16)

where we define E′0 = E0(r′t), E′′0 = E0(r′′t ) and n′′ = n(rt, r′′t ) = (rt, r′′t )/|rt, r′′|. These equations
are the fundamental formulae for the scattered field. In the next section the statistical properties
of these equations are discussed.
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3. STATISTICAL PROPERTIES OF SCATTERED FIELD IN BIOLOGICAL RANDOM
MEDIA

The scattered field intensity of the incident wave E0 due to inhomogeneities ∆η in the medium is
obtained from Eq. (10). If the statistical average 〈∆η〉 of fluctuations in random media is equal to
zero, the first order terms 〈E0×(KHE0)∗〉 and 〈(KEE0)×H∗

0〉 in Eq. (10) vanish, when the symbol
〈〉 indicates an ensemble average.

In the case of stationary fluctuations ∆η(r′)∆η(r′′) and the isotropic case, we can introduce the
correlation function by the definition

〈
∆η

(
r′t

)
∆η

(
r′′t

)〉
= Bη

(
r′t − r′′t

)

Consequently, from Eq. (10) the statistical average of the total field is expressed as

〈I〉 = I0 +
1
2
Re 〈{KEE0×(KHE0)

∗ + E0×(KHKEE0)
∗ + (KEKEE0)×H∗

0 + · · ·}〉+ · · · (17)

where I0 = 1
2Re(E0×H∗

0) is the intensity of the incident wave and the other term indicates the
scattering intensity. For weakly fluctuated medium the second order term 〈KEE0×(KHE0)∗〉 pro-
vides the dominant contribution to the total scattering and higher order terms of the multiple
scattering concerned with higher order correlations of the inhomogeneities can be neglected. The
multiple scattering, that must be considered in strongly fluctuated medium contributes to the total
scattering. In this paper we study the dominant term of the X-ray scattering, which leads to the
following total intensity 〈I〉

〈I〉 ≈ I0 +
1
2
Re 〈KEE0×(KHE0)

∗〉 (18)

If the observation point is far from the sample, the condition |rt − r′t| À ρt = |r′t − r′′t | is satisfied.
It is then convenient to use a Taylor expansion of n′′ − n′ in the terms of the distance ρt = r′t − r′′t
vector between two different points r′t and r′′t in the sample. In this case we can write approximately
the scattered field in Eq. (16) as follows:

〈Is〉≈ k

ωµ

(
k2

4

)2 2
πk

Re
∫∫

e−jkr|rt−r′t|+jkr|rt−r′′t |√|rt′ − r′t||rt − r′′t |
e−ki|rt−r′t|e−ki|rt−r′′t |Bη

(
r′t, r

′′
t′
)
n′′E′

incE
′′∗
incdS′dS′′

(19)
This gives the scattered field derived, with the help of the Green’s dyadic, for the autocorrelation
function Bη (r′t, r′′t′) of random inhomogeneities and an arbitrary incident wave Einc.

The incident X-ray beam of Eq. (3) is the Gaussian TEM00 mode. TEM00 mode decays rapidly
with increasing the transverse distance from the beam center. If beam has a beam width x0 and a
plane phase front at the beam waist z = −z0, and is linearly polarized in the transverse direction
of iy, the field at any given point can be written in coordinates (x, z) as

Einc(r) = iy
A√

1− j 2(z+z0)
kr0

e−jk(z+z0)exp


− j2x2(z + z0)

kx4
0

{
1 + 4(z+z0)2

(kx2
0)

2

}

exp


− r2

x2
0

{
1 + 4(z+z0)2

(kx2
0)

2

}

 (20)

The first exponential factor describes the phase of a plane wave and the second exponential factor
is responsible for phase front curvature. The last exponential factor determines the intensity in the
transverse direction.

Taylor expansions as |rt − r′′t | = |rt − r′t|+ n′ · ρt +
1

(2|rt − r′t|)
{
ρ2

t − (ρt · n′)2
}

+ · · · ,
r
′′2
t = r

′2
t +ρt ·iz(2r′t−ρ)·i′t−2r′t ·ρt+ρ2

t , n′=n0+{n0(n0 ·r′t)−r′t}/|r| and ρt = r′t − r′′t , n(o) = n0.
We have scattered field intensities in random media, from Eq. (19) as

〈Is〉 ∼= k

ωµ

(
k2

4

)2 2
πk

Re
∫∫

ejkr(n′−iz)·ρt

|rt − r′t|
e−ki(n′−iz)·ρt

Bη(ρ)n′A2g
(
ki|rt − r′t|

)
e−2ki(z′+z0) e

− 2x′2
x2
0(1+ς20)

{
1 + ς2

0

}1/2
f

(
ρt, r′t

)
d2r′d2ρt (21)
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where wave attenuation factor along propagation axis is g(ki|rt − r′t|) = e−2ki|rt−r′t|, inside random
media of rt, g = 1, outside, and

ς0 = 2z0/kx2
0 · f(ρt) = exp

[−{
ρ2

t−2r′t ·ρt+ρt ·iz
(
2r′t−ρt

)·iz
}

/x2
0

{
1+j

(
2z0/

(
kx2

0

))}]
,

and
(
1−n′ · iz

)
=

(
1−(

z−z′
)
/|rt|

)−(
z−z′

) (
rr′ cos(θ−θ′)+zz′

)
/|rt|3+

(
z−z′

) (
r′2+z′2

)
/2|rt|3+· · ·

When the correlation function is Bη(ρt) = ∆η2e−ρ2/ρ2
0 , where parameters ∆η2 and ρ0 give the

variances and correlation lengths of fluctuations,
∫

Bη(ρt)ejkr(n′−iz)·ρtd2ρt = ∆η2ρ2
0πe

−k2
rρ2

0

“
1−n′·iz

2

”
(22)

From Equations (21), (22), when ρ0 < x0, length of random media Z`, we have X-ray scattering
intensity in lossy random media for the cylindrical coordinate (r, θ), assuming g(ki|rt − r′t|) =
e−2ki|Z`−Z′| in random media of 0 ≤ z ≤ z`,

〈Is〉 = ir
k

ωµ

(
k2

4

)2 √2π

4
A2∆η2x0ρ

2
0

`

|r|e
−k2

rρ2
0 sin2θ

2

= ir
k

ωµ

√
2π

16
∆η2A2k3x0ρ

2
0

1
|r|e

−k2
rρ2

0 sin2θ

2 e−2ki(z`+z0)z` (23)

4. ELECTROMAGNETIC CHARACTERISTICS IN LOSSY GRID WAVEGUIDES

Electromagnetic characteristics of X-ray and nano-meter electromagnetic waves in lossy waveguide
arrays consisting of grid structures are expressed by mode expansions of lossy modes. In the
region (II) of grid arrays in Fig. 3, propagation spaces are zg1 ≤ z ≤ zg2, −a/2 + s(a + d) ≤ x ≤

Figure 3: Waveguide type grid structure for scattering filtering.

a/2+s(a+d), s = −m, −(m−1), · · · , −1, 0, 1, · · · , m−1, m and lossy metal materials for X-rays
are zg1 ≤ z ≤ zg2, a/2 + s(a + d) ≤ x ≤ a/2 + d + s(a + d).

When for the TE mode systems,

ψn = A0 cos
nπ

a

(
x +

a

2

)
(24)

for, −a/2 + s(a + d) ≤ x ≤ a/2 + s(a + d), 0
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for a/2+s(a+d) ≤ x ≤ a/2+d+s(a+d), A0 =
√

2/a(nπ/a)−1, and hn = nπ/a, fields in waveguide
are

Hz =
∑

Bnh2
nψn(x)ejωt−γnz

Ey = jωµiz ×
∞∑

n=1

Bn∇tψnejωt−γnz = jωµ
∞∑

n=1

Bn

(
−nπ

a

)
A0 sin

nπ

a

(
x +

a

2

)
ejωt−γnz

Hx = −
∞∑

n=1

Bnγn∇tψnejωt−γnz = −
∞∑

n=1

Bnγn

(
−nπ

a

)
A0 sin

nπ

a

(
x +

a

2

)
ejωt−γnz (25)

X-ray intensity can be expressed as mode expansions

P =
1
2
Re

∫
iz ·Et ×H∗

t dS (26)

In case of lossy waveguide walls of conductivity σ, impedance boundary condition is n × E =
1
2δµω(1 + j)H, δ =

√
2/ωµσ, propagation constant βn = β

(r)
n − jβ

(i)
n are derived as perturbations

from waveguide modes for perfect conductivity, when Rs =
√

ωµ
2σ , ς =

√
µ
ε ,

β(r)
n =

√
k2 −

(nπ

a

)2
, β(i)

n =
Rs

ςa

2k (hn/k)2√
k2 − h2

n

(27)

Hence, we have

γn = jβ(r)
n + β(i)

n , P =
1
2
ωµ

∞∑

n=1

|Bn|2β(r)
n e−β

(i)
n z (28)

Using large attenuation constants of higher modes, spatial filtering of incident off-axis scattered
fields can be estimated.

5. SCATTERED FIELD FILTERING BY GRID WAVEGUIDES

When scattered fields in random media expressed by Eqs. (11) and (12) are incident to grid waveg-
uides, off-axis scattered fields with large scattering angles excite higher modes in grid waveguides
and attenuate rapidly in grid waveguides with lossy walls. Spatial filtering corresponding to higher
mode attenuation in lossy grid waveguides can be evaluated by mode coefficients in the sth grid
waveguides.

Incident waves at the input of the grid waveguide are described by mode coefficients as, from
Eq. (5), at surface S

(s)
g1 of the sth grid waveguides.

B(s)
n = B(s),(inc)

n + B(s),(scatt)
n , B(s),(inc)

n =
1

Cn

∫

S
(s)
g1

[
Einc(r′′′t )

]
sin

nπ

a

(
x′′′s +

a

2

)
dS′′′

B(s),(scatt)
n =

1
Cn

∫

S
(s)
g1

[
− j

4
k2

∫
∆η(r′t)H

(2)
0

(
k|r′′′ − r′t|

)
Einc(r′t)dS′

]
sin

nπ

a

(
x′′′s

a

2

)
dS′′′ (29)

where Cn = jωµ
(−nπ

a

)
A0

a
2 , surface S

(s)
g1 is z = zg1, −a/2+s(a+d) ≤ x ≤ a/2+s(a+d),

x′′′s = x′′′+s(a+d).
Mode power characteristics are shown as statistical coefficients as, from Eq. (28),

〈|B(s)
n |2〉 = |B(s),(inc)

n |2 + |B(s),(scatt)
n |2 (30)
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where

|B(s),(scatt)
n |2 =

1
|Cn|2

A2

√
1 + ς2

e−2ki(z`+z0)e
− 2x2

s
x2
0(1+ς2)

[ a

nπ
(1− (−1)n)

]2
(31)

〈
|B(s),(scatt)

n |2
〉

=
1

|Cn|2
∫∫

S
(s)
g1

∫∫ 〈
Escatt(r′′′, r′t)E

∗
scatt

(
rIV , r′′t

) 〉
dS′dS′′

sin
nπ

a

(
x′′′s +

a

2

)
sin

nπ

a

(
xIV

s +
a

2

)
dS′′′dSIV

=
1

|Cn|2 2
√

µ

ε

k

ωµ

√
2π

16
∆η2A2k3x0ρ

2
0

1
|r|e

−k2ρ2
0 sin2θs

2 e−2ki(z`+z0)z`|g(n, θ)|2 (32)

Here

tan θs =
xs

|r| , g (n, θs) =





nπ/a

(nπ/a)2 − k2 sin2 θs
when

nπ

a
6= k sin θs

a/2
nπ

a
= k sin θs

From Eqs. (27), (28) and (32), it is found that off-axis scattered fields of scattering angle θs excite
higher n modes as k sin θs

∼=nπ/a with large attenuations as β
(i)
n ∝h2

n=(nπ/a)2. Lossy grid waveguide
array may keep only transmitted waves with absorption effects due to atomic level energy structures
of biological tissues, by filtering of scattered X-ray waves. Hence, lossy grid waveguides are very
useful X-ray elements to improve X-ray image resolution for medical image processings.

6. CONCLUSION

The electromagnetic scattering and transmitted characteristics through X-ray grids are shown for
medical image processing and computer aided diagnosis. X-ray grids have the spatial filter charac-
teristics necessary to improve signal processing of the receiving characteristics in X-ray diagnosis.
Based on this theory, the identification method of bio-medical image using transmitting and ab-
sorption characteristics of X-ray in medical media may be improved, and also it may be possible to
utilize the scattering and spectroscopic characteristics effective for developing more accurate X-ray
image diagnosis.
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