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Abstract— The coupling region of the CRLH/RH TL coupler, which is composed of a com-
posite right/left-handed transmission line (CRLH TL) with lumped-elements and a conventional
right-handed transmission line (RH TL), is explicitly decided. Detailed formulas are given to
define the frequency band edge of the coupling region. ADS S-parameter simulations are demon-
strated to confirm our theoretical results.

1. INTRODUCTION

Over the last years, left-handed materials based on transmission line approach have become very
popular due to their potential application in microwave community. This approach to realize
metamaterials was first introduced at approximately the same time by three different groups [1–3].
Caloz and Itoh have referred to this type of left-handed materials as composite right-/left-handed
transmission lines (CRLH TL). Recently, CRLH TL have led to the development of several new
component and devices, such as a leaky-wave backward antennas [4], phase-shifting lines [5] and
couplers [6–8].

The asymmetric CRLH/RH TL coupler was first introduced and studied in [7] and [8]. It was
composed of a conventional right-handed transmission line (RH TL) and a composite right/left-
handed transmission line (CRLH TL), which was realized by loading a conventional microstrip
line with series capacitors and shunt inductors. The coupler showed superior performance such as
broad bandwidth and tight coupling characteristics. The interesting features of such asymmetric
CRLH/RH TL coupler were discussed using coupled-mode theory based on traveling waves. In Ref
[9], it was shown that the formation of a stop-band and the excitation of complex modes occurred in
the case of coupling between a forward wave and a backward-wave mode for a range of frequencies
around the tuning frequency. Moreover, Ref [10] showed that by adjusting the spacing between the
RH TL and CRLH TL, backward coupling operates in the left-handed region. In this paper the
coupling region of the asymmetric CRLH/RH TL coupler is intensively studied. The conditions
for tight coupling are presented and detailed formulas are given to define the edges of the coupling
region.
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Figure 1: Circuit model for a unit cell of the CRLH TL, LL and CL are loaded lumped-elements.

2. CHARACTERISTICS OF A CRLH TL

A CRLH TL has been theoretically investigated in [4] and [6]. It can be implemented by loading a
conventional transmission line with lumped element series capacitors (CL) and shunt inductors (LL)
as depicted in Fig. 1. In this structure, the loading elements represent the left-handed attributes
and the interconnecting transmission provides the right-handed contribution. Fig. 2 shows the
dispersion diagram of the CRLH TL, which illustrates that it has a left-handed region and a right-
handed region. The left-handed region has double-negative parameters, where both the permittivity
and permeability are negative. Meanwhile, the right-handed region behaves as a conventional
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transmission line with both positive permittivity and permeability. It is also shown that a CRLH
TL whose series and shunt resonant frequencies are not equal (fse 6= fsh) displays a stopband.
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Figure 2: Dispersion diagram of the CRLH TL.

For a CRLH TL, the cutoff frequency of the left-handed region is given by

fc =
1

4π
√

LLCL
(1)

and the effective permittivity and permeability are given by the following approximate expressions

ε = ε(ω) =
1
p

(
CR − 1

ω2LLd

)
(2)

µ = µ(ω) = p

(
LR − 1

ω2CLd

)
(3)

where, p is the structural constant, LR (H/m) and CR (F/m) are the distributed series induc-
tance and shunt capacitance of the interconnecting transmission line. CL (F) and LL (H) are the
parameter of lumped elements. The parameter d is the length of unit-cell.

From Eq. (2), it can be shown that for µ < 0, the frequency satisfies

f <
1

2π
√

LRCLd
= fse (4)

Similarly, from Eq. (3), it can be shown that for ε < 0, the frequency satisfies

f <
1

2π
√

LLCRd
= fsh (5)

Therefore, the left-handed passband where µ < 0 and ε < 0, is given by fc < f < min(fse, fsh).

3. DISCUSSION ABOUT THE COUPLING REGION

3.1. ENG CRLH TL/RH Coupler
A twenty-unit CRLH TL with circuit model in Fig. 1 is designed. The width of the transmission
line is 2.945mm with FR-4 substrate of εr = 4.75, of which the distributed series inductance LR

and shunt capacitance CR equal to 319.72 nH/m and 127.89 pF/m respectively. The loading series
capacitors are CL = 5.1 pF and shunt inductors LL = 4.7 nH. The unit cell dimension is d = 7 mm.
The cutoff frequency defined by Eq. (1) is fc = 0.51GHz. The series and shunt resonant frequencies
defined by Eqs. (4) and (5) can be obtained as fse = 1.49GHz and fsh = 2.45GHz. Therefore, the
left-handed passband of this CRLH TL is fc < f < fse. We refer this CRLH TL as ENG CRLH
TL for the stopband of this CRLH TL is epsilon-negative.
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Figure 3: Circuit model for a CRLH/RH TL coupler, LL and CL are loaded lumped-elements.

When a conventional right-handed transmission line of the same length and width is near this
CRLH TL, coupling will occur between the two lines. Then, the two lines constitute a CRLH
TL/RH TL coupler with circuit model in Fig. 3. In fact, the coupling occurs only between the con-
ventional transmission line and the part of interconnecting transmission line in the CRLH TL, but
not between the transmission line and lumped elements in CRLH TL. As a result, the distributed
series inductance LR and shunt capacitance CR of the interconnecting transmission line will be
modified correspondingly, which will then lead to the changes of fse and fsh. However, the cutoff
frequency fc keeps constant because coupling won’t change the values of CL and LL. When the
space between the two lines is 0.2 mm, the distributed series inductance and shunt capacitance will
change to C ′

R = 141.8 pF/m and L′R = 260.0 nH/m [11]. Then, the edges of the stopband become
f ′se = 1.62 GHz and f ′sh = 2.33GHz. Therefore, the left-handed region becomes fc < f < f ′se.

Figure 4 shows the change of the through coupling parameters S21 for the CRLH TL when the
RH TL is put nearer and nearer. No coupling occurs if the original spacing between the two lines is
infinity. The edges of the stopband are shown to be 1.49 GHz and 2.45 GHz. During the decreasing
of the spacing, the bandgap edges move to 1.65 GHz and 2.4 GHz which confirm our theoretical
prediction. What’s more, a new gap appears on S21 during decreasing of the spacing between the
two lines. This gap appears because of the coupling, so this frequency band corresponds to the
coupling region. It demonstrates coupling region is just in the left-handed region of the CRLH TL.
Therefore, the coupling region must satisfy fc < f < f ′se.
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Figure 4: S21 of the ENG CRLH TL when the spac-
ing between the lines is changing from 0.2 mm to
infinity large.
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Figure 5: Relative premittivity εrL and permeability
µrL of the ENG CRLH TL and relative premittivity
εrR and permeability µrR of the RH TL.

Figure 5 shows the µrL and εrL of the CRLH TL and the negative µrR and εrR of the RH TL.
The effective permeability µrL and permittivity εrL of the CRLH TL are defined by Eqs. (2) and
(3). However, µrR and εrL of the RH TL are constant and equals to 1.00 and 3.56 respectively.
It can be seen that −µrR = µrL (i.e., µ̄ = 0) at fµ̄=0 = 1.06GHz, and −εrR = εrL (i. e., ε̄ = 0)
at fε̄=0 = 1.74 GHz. The frequency band with ε̄ · µ̄ < 0. Therefore, the Coupling occurs at the
frequency band where the average permittivity and permeability satisfy ε̄ · µ̄ < 0. Therefore, the
coupling region must satisfy fµ̄=0 < f < fε̄=0 for ENG CRLH TL/RH TL coupler.

For an asymmetric ENG CRLH/RH TL coupler, the coupling region satisfies ε̄ · µ̄ < 0 and
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µrL < 0, εrL < 0 at the same time, therefore, the coupling region is fµ̄=0 = 1.06GHz < f <
f ′se = 1.62GHz. Fig. 6 shows that coupling region is from 1.05GHz to 1.65 GHz and confirms our
theoretical prediction.

3.2. MNG CRLH TL/RH TL Coupler

If the stopband of the CRLH TL is mu-negative, the stopband is f ′sh < f < f ′se and the left-handed
region is fc < f < f ′sh. For an asymmetric MNG CRLH TL/RH TL coupler, the coupling region
satisfy fε̄=0 < f < f ′sh.

Another MNG CRLH TL is designed. The width of the interconnecting transmission line is still
2.945mm. The length of the unit is 7 mm, The loading series capacitors are CL = 1 pF and shunt
inductors LL = 4.7 nH. The gap edges are derived to be fse = 3.36GHz and fsh = 2.45GHz. The
cutoff frequency is fc = 1.16GHz.
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Figure 6: Simulating S-parameters for the
CRLH/RH TL coupler.
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Figure 7: S21 of the MNG CRLH TL when the spac-
ing between the lines is changing from 0.2mm to
infinity large.
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Figure 8: Relative premittivity εrL and permeability
µrL of the MNG CRLH TL and relative premittivity
εrR and permeability µrR of the RH TL.
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Figure 9: Simulating S-parameters for the MNG
CRLH/RHTL coupler.

As same as the case of ENG, when a conventional right-handed transmission line is near this
CRLH TL, coupling will influence the edges of the bandgap. As we have mentioned above, the dis-
tributed series inductance and shunt capacitance of the CRLH TL will change to C ′

R = 141.8 pF/m
and L′R = 260.0 nH/m when the spacing between the two lines is 0.2mm. Therefore, the gap edges
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become

f ′se =
1

2π
√

L′RCLd
= 3.67 GHz

f ′sh =
1

2π
√

C ′
RLLd

= 2.33 GHz

Figure 7 shows fse moves to 3.73GHz and fsh moves to 2.25GHz. In this case, the left-handed
passband is fc < f < f ′sh for MNG CRLH TL.

The permeability µrL and permittivity εrL of the CRLH TL and the negative µrR and εrR of the
RH TL are shown in Fig. 8. It can be seen that −εrR = εrL at fε̄=0 = 1.67GHz and −µrR = µrL

at fµ̄=0 = 2.38GHz.
The coupling S-parameter of a MNG CRLH TL/RH TL coupler when the space is 0.2 mm is

demonstrated in Fig. 9. It shows the coupling region from 1.67 GHz to 2.25GHz, satisfies fε̄=0 <
f < f ′sh.

4. CONCLUSION

The coupling region of the CRLH/RH TL coupler is studied. The coupling region of the CRLH/RH
TL coupler satisfy ε̄ · µ̄ < 0 and µrL < 0 and εrL < 0 at the same time. When the coupling occurs
between an ENG CRLH TL and a RH TL, the lower edge of the coupling region defined by
µrL + µrR = 0. The higher edge of the coupling region is f ′se. The stop band of the CRLH TL
becomes f ′se < f < f ′sh. When the coupling occurs between a MNG CRLH TL and a RH TL, the
lower edge of the coupling region defined by εrL + εrR = 0. The higher edge of the coupling region
is f ′sh. The stop band of the CRLH TL becomes f ′sh < f < f ′se.
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Abstract— We experimentally investigate the focusing properties of a triangular two-dimensional
photonic crystals of which all the cylinders are coated. The relationship between the location
of object and image point is analyzed. It’s demonstrated that at a certain frequency with rela-
tive refractive index of −1, the position of image point obey the geometric-optics analysis and
non-near-field imaging can be achieved.

1. INTRODUCTION

Recently a lot of interest has been focused on negative refraction of electromagnetic (EM) wave in
the left-hand-materials (LHMs) [1–3] or photonic crystals (PCs) [4–14]. A promising application
is that a parallel-sided slab made of NIR materials can focus electromagnetic (EM) waves just like
a lens [1]. This flat lens possesses some advantages over conventional lenses. For example, it can
partly overcome the diffraction limit and achieve subwavelength resolution [6–8].

Negative refraction in the PCs can be analyzed by the equifrequency surface (EFS) of the band
structures [4–13]. The dispersion properties of the PC are determined by the structure and various
parameters of the system such as dielectric constant, size of the scatterers and so on. Due to the
anisotropy of the dispersion in 2D PC, the images in many cases only appear in near-field region,
and the image distance has little dependence on the source distance [7–9]. Recently, non-near-field
images, which obey fairly well the image distance relationship characteristic of an n = −1 material,
have been theoretically obtained in 2D PCs [11–14]. In this paper, we experimentally investigate
negative refraction of a triangular two-dimensional photonic crystals consisting of coated cylinders.
The relationship of the location of object and image point is analyzed at a certain frequency with
relative refractive index of −1.

2. MEASUREMENT OF REFRACTIVE ANGLE

The sample used in our experiments consists of a number of coated cylinders immersed in a Sty-
rofoam template. The coated cylinders have metallic cores coated with a dielectric coating, which
has been investigated theoretically in Ref. 13. The radii of metallic core and coated cylinder are
0.25a and 0.45a, respectively, where a (= 12mm) is the lattice constant. The dielectric constant
of dielectric coating is 7.0. We use copper as the metallic core. In the experiments, we only con-
sider the transverse magnetic (TM) modes (S wave), where the electric field is kept parallel to the
extension axis of the metallic rods.

The refraction experiments are performed in a semicircular cavity. Figure 1 shows the exper-
imental setup. The wedge shaped samples with different wedge angles are used. When incident
wave impinges on the wedge interface the refraction wave travels either on the right side (positive
refraction) or the left side (negative refraction) of the surface normal. To detect the refraction
beam, a dipole antenna is mounted on a goniometer that can be rotated around the outer edge of
the semicircular cavity. By examining the variation of the refraction angle θ with the incident angle
θ0, we can obtain the refractive index. It’s found that at 12.7 GHz θ0 is linearly proportional to
θ0 in the whole angle region. We can conclude that at this frequency the relative refractive index
is −1. The direction of the refracted wave inside the PC can be estimated from the EFS. Our
experimental result agrees well with the theoretical estimation.

3. MEASUMENT OF IMAGE DISTANCE

We examine a series of slab samples with different thickness. A 400mm wide and 75 mm thick
slab sample are taken as the first example. A monochromatic point source radiating a frequency
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Figure 1: Setup to measure the refraction angle. A wedge shaped sample is put in the parallel aluminum
plate.

of 12.7 GHz is placed at a distance 37mm from the left surface of the slab. Its noticed that the
image is formed at a distance about half thickness of slab from the right surface slab. When the
115mm thick sample is taken the point source is also placed at the distances of half thickness of the
samples from the slab. We find that the image-slab distance (image distance or V ) is still equal to
the object-slab distance (object distance or U), which means that the summation of them is about
the thickness of the slab (L).

The above results are for the cases in which the point sources are placed at a distances of half
thickness of the samples. We further change the position of source and examine the relationship
between the object distance and the image distance. The experiments were carried out for three
different source distances, namely 32, 58 and 83 mm. Figure 2 shows the experiment and simulation
results for the same sample under different source distance. It can be seen that the image distance
varies with the object distance, and our further data analysis shows the summation of image- and
object distance keeps the same. The imaging obeys fairly well the formula U + V = L.
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Figure 2: Intensity distribution along the light propagation direction and across the source for the same
sample under different source distance. The distances of point source are 32 mm (solid lines), 58 mm (short
dots lines) and 82mm (dash lines), respectively. The experimental results are corresponding represented by
triangles, dots and circles, respectively.

4. CONCLUSIONS

In conclusion, we experimentally investigate the imaging property of PCs that consist of the coated
cylinders with the triangular lattice. This PC can act as an isotropic effective metamedium with
relative refractive index n = −1. It’s demonstrated that the image distance plus the object distance
is equal to the thickness of PC slab. The location of image point follows the well-known wave-beam
negative refraction law.
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Abstract— Relativistic energy loss and photon emission in the interaction of a left-hand sphere
with an external electron beam are studied based on the classical electrodynamics. Comparing
the energy loss spectra and the photon emission of the left-hand sphere with the right-hand
one, we find that they can exhibit some new features. The features are directly related to the
unusual properties of the left-handed materials. That is to say, our results show that some
unusual properties of the left-hand material can be explored by scanning transmission electron
microscopy (STEM).

1. INTRODUCTION

Scanning transmission electron microscopy (STEM) has proved to be a powerful technique for
determining different microstructures of nanometer scale [1]. The interaction between the electron
and the microstructures gives rise to the emission and excitation of the radiation. Thus, the electron
energy loss spectroscopy in the STEM is also a useful tool to investigate both surface and bulk
excitations of the samples [2–9]. In the last decades a remarkable progress has been made on this
subject [2–9]. Various geometrical objects have been investigated and many interesting results have
been obtained [2–9]. However, the above investigations all focus on the dielectric or metal systems.

Recently, left-handed materials (LHMs) have attracted a great deal of attention from both the
theoretical and experimental sides [10–13]. These materials are characterized by simultaneous neg-
ative permittivity and permeability. Properties of such materials were analyzed theoretically by
Veselago over 30 years ago [10], but only recently they were demonstrated experimentally [11].
As was shown by Vesselago, the left-handed materials possess a number of unusual electromag-
netic effects including negative refraction, inverse Snell’s law, reversed Doppler shift, and reversed
Cerenkov radiation [10, 12, 13]. New surface polarized modes around left-handed slab, cylinder and
sphere have also been demonstrated theoretically [14, 15]. Then, whether these unusual properties
and new surface modes can be explored by the STEM? The investigation on such a problem is the
center issue of the present paper.

2. THEORY

We consider a fast electron moving along a straight-line trajectory with constant velocity v and
passing near a homogeneous sphere located in vacuum. The relative permittivity ε1(ω) and the
relative permeability µ1(ω) are given by [11, 14, 15]

ε1(ω) = 1− ω2
p

ω(ω + iγ)
(1)

and

µ1(ω) = 1− Fω2

ω2 − ω2
0 + iωΓ

, (2)

where ωp is plasma frequency, γ and Γ are the respective electric and magnetic loss terms. ω0 is
the magnetic resonance frequency.

Such a electron approaching the sphere may engender collective excitations which act back upon
the electron, which leads to the energy loss of the moving electron. The energy loss can be related
to the force exerted by the induced electric field Eind acting on it as

∆Eloss =
∫

dt~v · ~Eind (~rt, t) =
∫ ∞

0
ωdωΓloss(ω), (3)
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where
Γloss(ω) =

1
πω

∫
dtRe

{
e−iωt~v · ~Eind (~rt, ω)

}
(4)

is the so-called loss probability, which can be divided into the contributions of magnetic and electric
modes,

Γloss = ΓM,loss + ΓE,loss. (5)

Here

ΓM,loss(ω) =
∞∑

l=1

l∑

m=−1

mv

πω2
Km

(
ωb

vγ

)
× Re

{(
A+

lm

)∗
eimϕ0+iωz0/vi−lψM,ind

lm

}
(6)

and

ΓE,loss(ω) =
∞∑

l=1

l∑

m=−l

c

2πω2γ
Km

(
ωb

vγ

)
× Re

{
B∗

lmeimϕ0+iωz0/vi−lψE,ind
lm

}
. (7)

where ψM,ind
lm and ψE,ind

lm represent the induced scattered fields, which can be expressed as

ψM,ind
lm = tMl ψM,ext

lm (8)

and
ψE,ind

lm = tEl ψE,ext
lm . (9)

Here tMl and tEl are the scattering-matrix elements [9]. ψM,ext
lm and ψE,ext

lm can be obtained from the
bare electric field produced by the moving electron in vacuum as

ψM,ext
lm =

−4πi1−lkv

c2

mA+
lm

l(l + 1)
Km

(
ωb

vγ

)
e−imϕ0−iωz0/v (10)

and

ψE,ext
lm =

−2πi1−lk

cγ

Blm

l(l + 1)
Km

(
ωb

vγ

)
e−imϕ0−iωz0/v. (11)

where

Blm = A+
l,m+1

√
(l + m + 1)(l −m)−A+

l,m−1

√
(l −m + 1)(l + m), (12)

A±lm =
1

βl+1

l∑

j=m

C lm,±
j

γj
, (13)

C lm,±
j =

(±i)l−jαlm(2l + 1)!!
2j(l − j)![(j −m)/2]![(j + m)/2]!

I lm
j,l−j (14)

and

I lm
i1,i2 = (−1)m

∫ 1

−1
dµ

(
1− µ2

)i1/2
µi2Pm

l (µ). (15)

The coupling of the electron with radiation modes of the sphere gives rise to radiation emission

∆Erad =
c

4π

∫
dt

∫
dΩr2

[
~E (~r, t)× ~H (~r, t)

]
· ~r, (16)

where ~r points to the surface of the large sphere and the integral over the time has been included.
Expressing the fields in terms of their frequency components, one finds

∆Erad =
∫ ∞

0
ωdω

∫
dΩΓrad(ω,Ω), (17)

where

Γrad(ω,Ω) =
r2

4π2k
Re

{[
~E(ω)× ~H(−ω)

]
· ~r

}
(18)
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is the probability of emitting a photon of energy ω per unit energy range and unit solid angle
around the direction Ωr. In the ~r → ∞ limit, only the induced fields contribute to the radiation.
Integrating over angles, one finds

Γrad(ω) =
1
cω

∞∑

l=1

l∑

m=−l

K2
m

(
ωb

vγ

) [
CM

lm

∣∣tMl
∣∣2 + CE

lm

∣∣tEl
∣∣2

]
. (19)

3. NUMERICAL RESULTS AND DISCUSSION

In this section, we present numerical results for the spectroscopy of the relativistic energy loss
and the photon emission of the left-handed sphere based on Eqs. (5) and (19). In the numerical
calculations, we use the value ωp = 10GHz for the plasma frequency, and ω0 = 4GHz for the
magnetic resonance frequency [14]. For the damping parameters, the values γ = 0.03ωp and γ =
0.03ω0 are assumed and F = 0.56 [14]. From these parameters, we find that the sphere is left-handed
(negative n) between 4 and 6GHZ.

In order to understand well the properties of the relativistic energy loss (Γloss) and induced
photon emission (Γrad) in the interaction of the left-handed sphere with an external electron beam,
we first consider the case of the dielectric dispersion (µ = 1 and permittivity given by Eq. (1)).
Dotted lines in Figs. 1(a) and (b) represent such a case with the sphere radius ωpa/c = 4 and
ωpa/c = 12, respectively. Here b = a and v/c = 0.9 are taken. In general, the loss probability
is related to the different combinations of electron velocity, impact parameters, sphere radius and
dielectric functions. These relations have been disclosed in the previous investigations [1–9]. Our
results are agreement with them. However, the situations can be changed when both the dielectric
and the magnetic dispersions are considered. Solid lines in Fig. 1 describes such a case. It is clearly
seen that new exciting mode (marked by arrow in Fig. 1(a)) appears around 4.7 GHZ (in negative
n region). For small particle size, the loss spectroscopy of the left-handed sphere is similar to that
of the right-handed one except these new exciting modes. With the increase of the particle size,
the differences appear. At ωpa/c = 12 (Fig. 1(b)), large difference can be observed. The loss of
the left-handed sphere is smaller than that of the right-handed one due to the properties of the
left-handed material which leads to “invisible” or “transparent” to an outside observer. These
indicate that the STEM can disclose the unusual properties of the left-hand material.
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Figure 1: Energy-loss spectra as a function of energy range ω for electrons passing near a sphere with radius
ωpa/c = 4 (a) and ωpa/c = 12 (b). Solid lines correspond to the left-handed case and dotted lines to
right-handed one.

Analogous to the energy loss, the radiation emission has also been calculated. The corresponding
results are plotted in Figs. 2(a) and (b). Radiation emission Γrad is always smaller than Γloss due
to the presence of the absorption. It is interesting that some exciting modes that are present in
the loss probability are nearly absent in the photon emission probability indicating the different
character of the different modes.
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Figure 2: Radiation emission probability as a function of energy range ω for electrons passing near a sphere
with radius ωpa/c = 4 (a) and ωpa/c = 12 (b). Solid lines correspond to the left-handed case and dotted
lines to right-handed one.
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Abstract— Statistical and computational techniques for revealing the internal structure that
underlies the set of random correlated data exists in a great variety at present; and target
decomposition theorems, either in the coherent or incoherent formulation, are well established. In
spite of this fact a rather innovative and new concept is presented in this contribution. In turn the
Principal Component Analysis (PCA) is considered to possibly add value to existing approaches,
and it allows for an interpretation of polarimetric synthetic aperture radar measurements using
variables obtained via linear transformation. Starting with the Sinclair backscatter matrix S
which will be further transformed into the so called target feature vector by stacking column
elements of S and generating the covariance matrices averaged over a certain pixel array, we
show, how the Sinclair backscatter matrix is decomposed into the sum of a maximum of four
2×2 elementary point scatter matrices which are weighted by the principal components, whereas
the variances of these components agree with the eigenvalues of the covariance matrix. This
mathematical development defines a decomposition which expresses scattering mechanism from
distributed targets in terms of scattering matrices via an incoherent step.

1. INTRODUCTION

In radar and optical polarimetry there exists essentially two different methods to characterize
polarimetric scattering properties of plane electromagnetic waves scattered by randomly distributed
targets using second order multivariate statistics [1–3]. The first is the Kennaugh matrix which
is used for finding solutions for maximal and minimal power transfer between transmitting and
receiving antennas. The second is the covariance matrix of which the analysis is used for entropy
and variance considerations and for the generation of uncorrelated random variables.

The basic problem of principal component analysis [4, 5, 8] is how to find a suitable representation
of multivariate data in order to make the essential structure more visible and to identify any distinct
feature. The main purpose of PCA is to convert a set of possibly correlated random variables into
new uncorrelated variables.

In radar polarimetry and interferometry, the principal component analysis is known as target
decomposition theory, and relevant contributions are due to [1, 2, 6, 9–13] and many others. Only
covariance matrices rather than correlation matrices are used. Considerable emphasis is paid to
the interpretation of the coefficients and the eigenvectors of the covariance matrix. Confusion still
prevails with respect to the correct interpretation of the principal components (the new uncorre-
lated orthonormal random variables) and the only superficially related concepts of the classical
Sinclair/Kennaugh and the Jones/Mueller matrices. The principal component analysis (PCA) re-
lies on two basic requirements of a random vector: (i) to find linear functions of the components of
the random vector having maximum variance in subsequent steps; and (ii) that these new random
variables should be orthonormal and uncorrelated. These requirements imply that the first few
components carry most of the total variation of the original random vector and are representative
for multivariate random processes.

2. PRINCIPLE COMPONENT ANALYSIS (PCA)

With principal component analysis one tries to find new variables which are uncorrelated but not
necessary independent. As a starting point the scattering matrix represented by the 2×2 S-matrix
is considered, describing completely the polarization transforming properties of a target at a single
frequency in the reference direction.

S(t) =
(

SHH(t) SHV (t)
SV H(t) SV V (t)

)
(1)
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The indices of the matrix elements represent the transmit and receive polarization of the plane
electromagnetic wave and t stands for time or ensemble values. The vec operator [7] is used to
arrive at the target feature vector k given by

k4(t) = vecS(t) =




SHH(t)
SV H(t)
SHV (t)
SV V (t)


 (2)

where the “vec” operator can be considered as a simple stacking of the columns of the scattering
matrix S(t). This target feature vector is used to calculate the 4× 4 covariance matrix explicitly
according to

C4 =< k4(t)k
†
4(t) > . (3)

where the dagger symbol represents complex conjugation and transposition (Hermition conjugate)
and the angle brackets denote the averaging of the outer product of k4(t).

Being Hermitian positive semidefinite, the covariance matrix C4 can be unitarily diagonalized
by a unitary matrix with non-negative eigenvalues.

U−1C4U = Λ ≡ diag[λ1, λ2, λ3, λ4] with U = [x̂1, x̂2, x̂3, x̂4]. (4)

λi (i = 1, . . . , 4) are denoting the eigenvalues of the covariance matrix, and xi (i = 1, . . . , 4) are
the eigenvectors, respectively. Now we introduce the new target feature vector Z(t) by a linear
transformation

Z(t) =




z1

z2

z3

z4


 = U †k(t) =




x†1k(t)
x†2k(t)
x†3k(t)
x†4k(t)


 or k(t) = U · Z(t) (5)

The components zi (i = 1, . . . , 4) are called the principal components (the new uncorrelated or-
thonormal random variables). They are uncorrelated new random variables and their variances
are equal to the corresponding eigenvalues of C4. Furthermore the spectral decomposition of the
Covariance matrix is given by

C4 = UΛU † =
4∑

i=1

λixix
†
i =

4∑

i=1

λiC4,i (6)

where C4i are 4×4 covariance matrices of point targets with rank 1. The reverse vec operator may
be applied to x i and the results can be interpreted as 2× 2 elementary deterministic point targets
Si with span(Si) = 1.

xi = vecSi =




xi,1

xi,2

xi,3

xi,4


 ⇔ Si =

[
xi,1 xi,3

xi,2 xi,4

]
(i = 1, . . . , 4) (7)

and hence using the relation k(t) = UZ(t)

S(t) =
[
Sxx Sxy

Syx Syy

]
=

4∑

i=1

zi(t)
[
xi1 xi3

xi2 xi4

]
=

4∑

i=1

zi(t)Si (8)

This is an expansion of the scattering matrix into four uncorrelated point targets formed by
the loading vectors or loading matrices with random coefficients zi(t). For reciprocal targets, the
matrix S(t) is symmetric; then the elementary point target matrices Si(t) are also symmetric, i.e.,
xi2 = xi3 for all i.

The basic targets are orthonormal in the sense that

(vecSi)†vecSj = x†ixj =
4∑

k=1

x∗ikxjk =
4∑

k=1

|xik|2δij = δij (9)

for all i, j = 1, . . . , 4.
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3. APPLICATION OF PCA TO POLARIMETRIC SAR DATA

Calculations have been carried out following the mathematical developments presented in the pre-
vious chapter. A polarimetric SAR data set (L-band) was used and Fig. 1 shows a RGB-image of
the testsite Oberpfaffenhofen, Germany. The different channels of the image are red for HH-, green
for HV-, and blue color for VV-polarization. The window size for the applied averaging of the
covariance matrix was chosen 5×5 pixels. At the end of the calculations the result is the extension
of the scattering matrix into the sum of four matrices (cf. right hand side of (8)). These matrices
represent the product of the principal components zi(t) with the elementary point scatter matrix
and the elements of these matrices were used for visualization of the results.

4. RESULTS

The image which is presented in Fig. 2 refers to the results that were obtained by the ICA. It was
chosen to concentrate on the results of the principal components with the highest variance. One
matrix of the four possible matrices has been used in order to generate the images.

In Fig. 2, the RGB image (R = z4x41, G = z4x44, B = z4x42 = z4x43) for the elements of
the matrices obtained from the principal component with the highest variance multiplied with
the corresponding point scatter matrix is presented. It has been observed that the RGB image
in Fig. 2 has differences in comparison with the original data in Fig. 1. Grassland for instance
appears brighter in the RGB image of Fig. 2 and has a better contrast to neighbouring regions.
For a comparison see the lower right of Figs. 1 and 2, respectively.

Figure 1: RGB image of the original data. Figure 2: RGB image (R = z4x41, G = z4x44,
B = z4x42 = z4x43).

5. CONCLUSIONS

Having a series of coherent observations given by the scattering matrix S(t) the principal component
analysis provides a link to the incoherent method of interpretation (covariance matrix analysis) and
furthermore an equivalent coherent representation containing a maximum of 4 possible uncorrelated
features. The target description can be formed using zi values and Si point scatter matrices. The
proposed technique is one of a variety of statistical and computational techniques to reveal the
internal structure that underlies the set of random correlated data. Further work has to be devoted
to elaborate a quantitative analysis and comparison to existing methods. Moreover a statistical
analysis of the calculated quantities is necessary.
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Abstract— This contribution is concerned with the mathematical formulation and theoretical
background of the Gers̆gorin theory in the context of Radar Polarimetry. Named after its founder
Semian A. Gers̆gorin the Gers̆gorin theorem basically states that there are certain regions in the
complex plane that can be derived from any n × n complex matrix by rather simple arithmetic
operations. These regions are containing more information, specifically its eigenvalues lying
within or at the boundaries of circles, where the radii are obtained by the deleted absolute row
and/or column sums of the respective n× n complex matrices.

1. INTRODUCTION

We consider strict radar backscattering (the monostatic case), characterized by the random Sinclair
matrix S(t) in the common linear {x, y}-basis

S(t) =
[
Sxx(t) Sxy(t)
Syx(t) Syy(t)

]
, (1)

In the case of reciprocal backscattering the Sinclair matrix is symmetric Sxy = Syx for a deter-
minitstic or point target and Sxy(t) = Syx(t) for any instant of time or space for a reciprocal
random target. A change of the orthonormal polarization basis induces a unitary consimilarity
transformation for S(t).

S(t) → S′(t) = UT S(t)U, (2)

This implies that the Sinclair matrix S(t) due to its symmetry can be condiagonalized for any instant
of time by unitary consimilarity with the unitary matrix U(t). This follows from Takagi’s theorem.
There is, however, a unique unitary matrix only for point targets with a delta-type probability
density function. We consider the backscatter case and omit the subscript. The standard target
feature vector in the general case are given by

~k4(t) = vecS(t) =




Sxx(t)
Syx(t)
Sxy(t)
Syy(t)


 (3)

The corresponding covariance matrices are given by

C4 =< ~k(t)~k†4 > (4)

The covariance matrices are Hermitian positive semidefinite and can be diagonalized by general
unitary similarity transformations with a certain 4× 4 unitary matrix V

V −1C4V = Λ4 =




λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4


 ,

C4 = V Λ4V
−1 with 0 ≤ λ4 ≤ λ3 ≤ λ2 ≤ λ1.

(5)

With V = [x̂1, x̂2, x̂3, x̂4] we obtain the eigenvalue/eigenvector equations

C4x̂i = λix̂i with < x̂i, x̂j >= x̂†i x̂j = λiδij

(i = 1, 2, 3, 4).
(6)

All the eigenvectors can be multiplied by arbitrary phase factors x̂i → exp(jφi)x̂i. If all four
eigenvalues are different there are four one-dimensional C4 invariant subspaces: Span (x̂i), i =
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1, . . . , 4. The total number of invariant subspaces (including the zero subspace and the entire space
C4) is 24 = 8. These subspaces assume a particularly simple form if the unitary similarity to the
diagonal form Λ4 is used. Then

x̂i = êi → Λ4êi = λ iêi (i = 1, . . . , 4). (7)

For backscattering, the space C4 containing the general vectors ~k4(t) is restricted to the subspace
C4

s spanned by the vectors ~k
(s)
4 (t) with Sxy(t) = Syx(t). For the covariance matrix this can be

expressed in the form

C4
s = PC4 = ImP with P =




1 0 0 0
0 1/2 1/2 0
0 1/2 1/2 0
0 0 0 1


 , (8)

where P is a projector P 2 = P . The projector P can be expressed in the following way:

P = B+B with B =




1 0 0 0
0 1/

√
2 1/

√
2 0

0 0 0 1


 and B+ = BT =




1 0 0
0 1/

√
2 0

0 1/
√

2 0
0 0 1


 . (9)

B is a 3 × 4 matrix and hence has no inverse in the ordinary sense, The matrix B+ is the
so-called Moore-Penrose inverse of B and is characterized as the solution of the following equations

BB+B = B and B+BB+ = B+. (10)

Note that BB+ = I3, the 3× 3 unit matrix.
The operator B is a transformation from C4 → Im P with the properties

ImB =
{

ImP if ~x ∈ ImP
0 if ~x ∈ KerP

. (11)

From the general bi-static scattering matrix C4 we obtain for strict backscattering the singular
matrix

C4b =




< |Sxx(t)|2 > < Sxx(t)S∗xy(t) > < Sxx(t)S∗xy(t) > < Sxx(t)S∗yy(t) >
< Sxy(t)S∗xx(t) > < |Sxy(t)|2 > < |Sxy(t)|2 > < Sxy(t)S∗yy(t) >
< Sxy(t)S∗xx(t) > < |Sxy(t)|2 > < |Sxy(t)|2 > < Sxy(t)S∗yy(t) >
< Syy(t)S∗xx(t) > < Syy(t)S∗xy(t) > < Syy(t)S∗xy(t) > < |Syy(t)|2 >


 . (12)

This matrix can be decomposed as

C4,b = ReC4,b + j Im C4,b (13)

ReC4b =




< |Sxx(t)|2 > Re< Sxx(t)S∗xy(t) > Re< Sxx(t)S∗xy(t) > Re< Sxx(t)S∗yy(t) >
Re< Sxx(t)S∗xy(t) > < |Sxy(t)|2 > < |Sxy(t)|2 > Re< Sxy(t)S∗yy(t) >
Re< Sxx(t)S∗xy(t) > < |Sxy(t)|2 > < |Sxy(t)|2 > Re< Sxy(t)S∗yy(t) >
Re< Sxx(t)S∗yy(t) > Re< Sxy(t)S∗yy(t) > Re< Sxy(t)S∗yy(t) > < |Syy(t)|2 >




(14)

ImC4b =




0 Im<Sxx(t)S∗xy(t)> Im<Sxx(t)S∗xy(t)> Im<Sxx(t)S∗yy(t)>
−Im<Sxx(t)S∗xy(t)> 0 0 Im<Sxy(t)S∗yy(t)>
−Im<Sxx(t)S∗xy(t)> 0 0 Im<Sxy(t)S∗yy(t)>
−Im<Sxx(t)S∗yy(t)> −Im<Sxy(t)S∗yy(t)> −Im<Sxy(t)S∗yy(t)> 0




(15)
ReC4,b is symmetric and ImC4,b skew-symmetric.

This matrix operator acts in the restricted space C4
s which is invariant with respect to the

projector P . Hence we can write

C4b = PC4bP = B+BC4bB
+B =: B+C3B

with C3 = BC4bB
+ (16)
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or explicitly

C3 =




< |Sxx(t)|2 >
√

2 < Sxx(t)S∗xy(t) > < Sxx(t)S∗yy(t) >√
2 < Sxy(t)S∗xx(t) > 2 < |Sxy(t)|2 >

√
2 < Sxy(t)S∗yy(t) >

< Syy(t)S∗xx(t) >
√

2 < Syy(t)S∗xy(t) > < |Syy(t)|2 >


 . (17)

Being a similarity transformation the matrices C4b and C̃4b have the same eigenvalues and the
matrix C̃4b h is also Hermitian positive semidefinite. Deflation can be performed in any basis of the
target feature vector.

The 3× 3 covariance matrix C3 can thus be generated directly from the feature vector

~k3(t) = B~k3,b(t) =




Sxx(t)√
2So(t)
Syy(t)


 with So(t) = Sxy(t) = Syx(t). (18)

by the standard definition

C3 =< B~k4,b(t)~k
†
4,b(t)B

T >=< ~k3(t)~k
†
3(t) > . (19)

The unitary matrix UT ⊗ UT has the form

W † = (U ⊗ U)T = UT ⊗ UT =




u11u11 u11u21 u21u11 u21u21

u11u12 u11u22 u21u12 u21u22

u12u11 u12u21 u22u11 u22u21

u12u12 u12u22 u22u12 u22u22


 (20)

and if applied to a vector

~x =




a
b
b
c


 ∈ C4

s = PC4 = ImP ⇒ ~x′ = W †~x = UT ⊗ UT~x =




a′
b′
b′
c′


 ∈ C4

s , (21)

This in particular applies to the standard target feature vector ~k4,b, i.e., the subspace C4
s is invariant

under the unitary transformation UT ⊗ UT .
In general the unitary transformations that diagonalize the covariance matrices are not of the

form of a polarimetric basis transformation, i.e., in general

U(CS) 6= (U(S)⊗ U(S))T and U(CJ) 6= (U(CJ)⊗ U∗(CJ))T . (22)

In the following we refer to some results contained in Horn and Johnson [1] and Varga [2]

2. GERS̆GORIN THEOREM

Let [aij ] ∈ Mn, and

R′
i(A) ≡

n∑

j=1
j 6=i

|aij |, 1 ≤ i ≤ n (23)

denote the deleted absolute row sums of A. Then all the eigenvalues of A are located in the union
of n discs

Un
i=1{z ∈ C : |z − aii| ≤ R′

i(A)} ≡ G(A). (24)
Furthermore, if a union of k of these n forms a connected region that is disjoint from all the
remaining n− k discs then there are precisely k eigenvalues of A in this region.

The region G(A) if often called the Gers̆gorin region (for rows) of A; the individual discs in G(A)
are called Gers̆gorin discs, and the boundaries of these discs are called Gers̆gorin circles. Since the
matrices A and AT have the same eigenvalues, one can obtain a Gers̆gorin disc theorem for columns
by applying the Gers̆gorin disc theorem to AT to obtain a region that contains the eigenvalues of
A and is specified in terms of deleted absolute column sums

C ′
j(A) ≡

n∑

i=1
i6=j

|aij |, 1 ≤ j ≤ n. (25)
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3. CONCLUSIONS

The Gers̆gorin disc theorem is presented and adopted to the covariance matrices used in radar
polarimetry, where the theorem shows potential to allow for target identification and classification
which has to be further investigated in a follow up contribition.
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Abstract— This paper investigates the relationship between C-Band backscatter measurement
on the physical structure of rice fields and its growth stages. The study is based on a ground-
based scatterometer experiment conducted on rice fields at Sungai Burung site in Malaysia for
the year 2005 growing season. Seven C-band scatterometer acquisitions at full polarization,
namely Horizontal-Horizontal, Horizontal Vertical, Vertical-Horizontal, Vertical-Vertical polar-
ization with incidence angle from 0◦ to 60◦, were measured. At the same time, ground truth data
for an entire rice growing season were obtained at 12-day intervals from September to December
2005. The dates were chosen so as to coincide with RADARSAT-1 image acquisitions. The paper
describes the experiment and investigates the radar sensitivity to the physical structures of rice
at different polarization and incident angles for different rice growth stages. Based on the result,
a close agreement of backscattering coefficient between the scatterometer and RADARSAT-1 was
obtained.

1. INTRODUCTION

Recently, the need for the management of the food supply makes crops growth monitoring an
important field in remote sensing. Among the major crop types in the world, rice constitutes the
basic food for billions of people in Asia, as well as Europe and America [1]. In spite of its important
as a world of food resources, studies on its microwave backscattering characteristic have been rather
limited in the past years.

Three noticeable investigations on radar backscatter from rice crops can be found in literature.
T. Le Toan in France conducted an experiment using a airborne X-Band Synthetic Aperture Radar
(SAR), VARAN-S, Operate in HH and VV at 55◦–60◦ [2] and T. Kurosu conducted an experiment
on entire life cycles of rice (VV at 23◦) using ERS-1 C-band SAR [3, 4]. Kim SooBum conducted
a measurement over the whole period of rice growth in Korea using X-band ground based scat-
terometer [5]. In general the radar backscattering coefficient ∂◦ varies with respect to different
plant height different microwave remote sensing system. The difference may have been due to the
difference in the frequencies and the incident angles, but the difference in [3, 4] were not complete
enough to make detailed comparison of the temporal variation of ∂◦ with [4].

Since rice is grown mainly on watered fields in Malaysia through direct sowing into the soil,
its radar response will be rather homogenous. One of the motivations of this study is to examine
the temporal behavior of the radar backscatter from rice crops during the whole growth period at
C-Band. As a result, comparison of radar backscattering coefficient with RADARSAT-1 obtained
a close agreement to each other.

The paper is outlined as follows. Section 2 describes the ground based scatterometer specification
and ground truth measurement procedure. Section 3 presents the RADARSAT-1 backscattering
coefficient acquisition schedules. The backscattering coefficient from Ground based scatterometer
and RADARSAT-1 is used to predict and analyze rice growth stages and the discussion is presented
in section 4. In Section 5, we summarize and conclude this paper.

2. PROCEDURE AND GROUND TRUTHS

A C-band scatterometer system named C-band polarimetric scatteromter (C-SCATT) was de-
signed, with a center frequency of 6 GHz and is installed on a mobile telescopic tuck platform. This
is inexpensive FM-CW radar that is efficiently constructed from a combination of commercially
available components and in-house fabricated circuitry. A dual polarized parabola antenna permits
the system to conduct full polarization of HH, HV, VH and VV measurement. An antenna posi-
tioning system is designed and installed to control the incident angle from 0–70◦. The system has
full polarimetric capability for determining the complete backscattering matrix of a natural target.
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Table 1: The system specification of C-SCATT.

System Parameter Specification

System Configuration

Operating Frequency 6GHz (C band)

Operating wavelength 5 cm

Sweep Bandwidth 400 MHz

Modulation Frequency 60Hz

Polarization HH, HV, VH, VV

Polarization Isolation 35 dB

Antenna Gain 35 dB

Antenna 3 dB Bandwidth 3◦

Best Possible Range Resolution 0.375 m

Platform Boom Truck

Platform Height 25 m (vertical)

Measurement Capability

Transmit Power 10 dBm

Received Power −15 dBm to −92 dBm

∂◦Dynamic range +20 dB to −40 dB

Measurement Range 20 to 100 m

Incident Angle Coverage θ 0◦ to 70◦

Minimum signal to noise ratio SNR 10 dB

Effective range resolution ∼1.8 m at θ = 45◦

4.5m at θ = 60◦

It will be used to conduct in-situ backscatter measurements on Earth terrain, such as vegetation
fields, forests, and soil surfaces [6]. Table 1 gives the system specification of C-SCATT.

In this studies, measurement were made at HH, VV, HV and VH polarizations and the incidence
angles of 0◦ to 60◦. The test site covers rice fields at Sungai Burung, Selangor, on the outskirts
of Kuala Lumpur, Malaysia, with the size of approximate 50 m by 100 m for each plot of the field.
The duration of whole cycle of the rice growth takes about 100 days. After sowing, the field is
covered by water for land preparation for the next planting season. There are no distinct row and
column effects because the farmers practice random broadcasting method. About 2 weeks later,
the tillering stage starts and lasts for about one month. In this stage, the plants grow additional
stems. Next phase is the reproductive stage where the panicles are formed and the plants flower. It
takes about a month later for the vertical growth of the rice crop to stop and the leaves bend more
horizontally. Finally, the ripening stage occurs when the moisture content of the plants decreases
and the color of the plants changes from green to yellow. The supply of water is stopped about
two weeks before harvesting. This growth cycle repeats starting with the land preparation of the
rice fields.

3. RADARSAT-1 BACKSCATTERING COEFFICIENT ACQUISITION

The RADARSAT satellite operates at a frequency of 5.3GHz and uses HH (radar with horizontally
polarized transmission and horizontally polarized reception) polarized waves. RADARSAT works
in different modes, each with a different image resolution. Fine Mode 2 is chosen for this research,
and the satellite is at an angle of about 40◦ from the earth’s surface (normally called ‘inclination
angle’) when the images are captured. The images obtained have a resolution of approximately
7.6m. The satellite passes by the same exact spot every 24 days, so the images were obtained on
4 separate occasions with 24 day intervals; 15 September, 09 October, 02 November 2005 and 26
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November 2005, which coincided with 4 field trips.

4. EXPERIMENTAL RESULT

Figure 1 shows the angular response of ∂◦ on selected days of crop growth. The general angular
trend shows typical volume scattering dominants behaviors. In general, rice field has dominant
vertical structure, which will produce strong scattering of the VV backscatter compared to the HH
backscatter in the tillering and reproductive stages. On the other hand, during the maturation
period, HH backscatter will be comparable to VV. Hence, multi-polarization and multi-angular
data will definitely bring additional information for rice growth monitoring throughout the season.

(a) (b)

(c) (d)

Figure 1: Angular response of ∂◦ on selected days: (a) 30 days, (b) 54 days, (c) 78 days, and (d) 102 days
of seed broadcasting.

Figure 2 shows the relationship of rice growth stages between radar backscattering using C-
SCATT and RADARSAT-1. The solid line dashed line indicates the radar backscattering coefficient
∂◦ from C-SCATT and RADARSAT-1 respectively. During the ground truth measurement period,
three rice growth stages can be observed. It is shown that the peak value of ∂◦ for first planting
schedule falls on the 09 October 2005, while peak value of ∂◦ for second planting schedule and third
planting schedule reach on the 02 November 2005 and 26 November 2005, respectively. Based on the
result, a close agreement of backscattering coefficient between the scatterometer and RADARSAT-1
is obtained.

5. SUMMARY AND CONCLUSION REMARKS

The radar backscattering characteristic of multi-temporal rice crop has been investigated using
two different remote sensing systems, namely ground based scatterometer and RADARSAT-1.
The measurement has been carried out at C band, with full polarization and at incident angle of
0◦–60◦. The complete monostatic angular behaviors and the multi-polarization data at C-band
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Figure 2: Comparison of rice growth stages using C-SCATT and RADARSAT-1.

throughout the growth stages of rice field are demonstrated successfully. These experiment results
are expected to be helpful in better understanding the backscattering behavior of rice field, and
therefore in monitoring in rice field using operational SAR systems.
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Abstract— This paper presents the development of Synthetic Aperture Radar (SAR) image
classifier based on the hybrid method of “Entropy Decomposition and Support Vector Machine”
(EDSVM) for agricultural crop type classification. The Support Vector Machine (SVM) is suc-
cessfully applied to the key parameters extracted from Entropy Decomposition to obtain good
image classifications. In this paper, this novel classifier has been applied on a multi-crop region
of Flevoland, Netherlands with multi-polarization data for crop type classification. Validation
of the classifiers has been carried out by comparing the classified image obtained from EDSVM
classifier and SVM. The EDSVM classifier demonstrates the advantages of the valuable decom-
posed parameters and statistical machine learning theory in performing better results compared
with the SVM classifier. The final outcome of this research clearly indicates that EDSVM has
the ability in improving the classification accuracy for agricultural crop type classification.

1. INTRODUCTION

Over the past few years, research in image processing for images acquired by polarimetric synthetic
aperture radar (SAR) systems has raised much interest in the remote sensing community. Com-
pared to conventional SAR systems, more detailed information on the target is expected from fully
polarimetric SAR system. Using such a system, the characterization and classification of crop type
may be significantly improved.

The potential of SAR in discriminating among different agricultural crop type has been demon-
strated in several studies [1–3]. Previously, Van Zyl [4] proposed an unsupervised classification to
classify terrain types by identifying the scattering process as odd bounce, even bounce or diffuse
scattering. The ocean surface and flat ground basically have the characteristics of Bragg scattering
(odd bounce) while the city blocks, buildings, and hard targets have the characteristics of double
bounce scattering (even bounce) and forest and heavy vegetation have the characteristics of volume
scattering (diffuse scattering). It is interesting to find that this classification algorithm provides
information for terrain type identification. For a refined classification into more classes, Cloude and
Pottier [5] proposed an unsupervised classification algorithm based on their target decomposition
theory that utilized two parameters: the entropy, H, and alpha, α. The entropy, H measures the
randomness of scattering mechanisms, and the angle α characterizes the scattering mechanism.
However, the main disadvantage of this algorithm is the arbitrary location of decision boundaries
in the H − α feature space [6]. To surmount this insufficiency, we propose a combined method of
Entropy Decomposition and an advance machine learning method based on Support Vector Ma-
chine (EDSVM) to perform the agricultural crop type classification. This method offers an efficient
classification with unique properties of SVM in providing the optimal discrimination between the
agricultural crop type.

The paper is divided into five sections. Section II presents the background on the proposed
technique for the agricultural crop type classification. In this section, the basic concept of the
Entropy Decomposition and Support Vector Machine are discussed. Section III briefly describes
the site used for the classification. The results and accuracy assessment with the comparisons
between SVM and EDSVM are discussed in Section IV. In Section V, we conclude this paper with
the discussion on future work.

2. PROPOSED TECHNIQUE

EDSVM is a method that combines Entropy Decomposition (ED) and Support Vector Machine
(SVM). In ED, the most important parameter obtained from the output of radar systems is the
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3 × 3 coherency matrix [T ]. The coherency matrix [T ] is obtained from an ensemble of scattering
matrix samples [Si] by forming the Pauli scattering vectors [7].

[Si] =
[
SHH SHV

SV H SV V

]
→ k =

1√
2
[SHH + SV V SHH − SV V 2SHV ]. (1)

Averaging the outer product of them over the given samples yields

[T ]=〈k k+〉=



〈|SHH +SV V |2〉 〈(SHH +SV V )(SHH−SV V )∗〉 2〈(SHH +SV V )S∗HV 〉
〈(SHH−SV V )(SHH +SV V )∗〉 〈|SHH−SV V |2〉 2〈(SHH−SV V )S∗HV 〉

2〈(SHH +SV V )∗SHV 〉 2〈(SHH−SV V )∗SHV 〉 4〈|SHV |2〉




(2)
where k+ refers to the conjugate transpose of k and (Si)∗ is the conjugate element of (Si). The
coherency matrix [T ] is Hermitian positive semi-definite, therefore it can always be digitalized by
a unitary similarity transformation of the form

[T ] = [U ][Λ][U ]−1 (3)

where [U ]−1 represents the inverse matrix of [U ] and

[Λ] =

[
λ1 0 0
0 λ2 0
0 0 λ3

]
, (4)

[U ] = [u1 u2 u3], (5)

[ui] = [cosαi cosαi sinβie
jδi sinαi sinβie

jγi ]. (6)

The angle α characterizes the scattering mechanisms as it indicates surface scattering when
α = 0◦, volume scattering when α = 45◦ and multiple scattering when α = 90◦, respectively [8]. In
order to obtain the averaged scattering mechanisms from surface scattering to multiple scattering,
the average alpha is defined as

α = P1α1 + P2α2 + P3α3, (7)

Pi =
λi

3∑
k=1

λk

(8)

where Pi are the probabilities obtained from the eigen values of [T ]. The angle β is twice the
polarization orientation angle. The angle δ is the phase difference between decomposed (SHH+SV V )
and (SHH−SV V ) terms and the angle γ is the phase difference between the decomposed (SHH+SV V )
and SHV terms [9]. To introduce the degree of statistical disorder of each target, the entropy H is
defined in the Von Neumann sense from the logarithmic sum of eigen values of [T ] as

H = −
3∑

i=1

Pi log3(Pi). (9)

However, the main disadvantage of the entropy decomposition is that the location of the decision
boundary is arbitrary [6]. Thus, to overcome this problem, we propose a combined method of
Entropy Decomposition and an advance machine learning method based on Support Vector Machine
(EDSVM).

The SVM algorithm is a machine learning technique based on statistical theory [10] that can
be used for classification purposes. The aim of Support Vector Machine classifier is to find an
ideal separating hyperplane in a higher dimensional feature space. For a given training sample
belonging to two different classes, SVM derives a hyperplane, which is at a maximum distance from
the closest points belonging to both the classes. To find the optimal separating hyperplane, assume
that the two classes to be distinguished are linearly separable, and denote the input spaceXwith
input vectors, ~x and the training set Tr = {(x1, y1), . . . , (xN , yN )}, where xi ∈ X and yi ∈ Y ,
Y = {1,−1}. In practice, it will often be the case where the data cannot be separated linearly
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by means of a hyperplane. One of the basic ideas behind SVM is to have a mapping Φ from the
original input space X into a high-dimensional feature space F .

The SVM method solves for

min ||w||2 (10)

with

yi(〈Φ(~xi), w〉+ b) ≥ 1 for i = 1, . . . , N (11)

where ~w is a vector perpendicular to the hyperplane while b determines the displacement of the
hyperplane along the normal vector ~w [11]. To solve the constrained minimization problem, the
Lagrangian dual problem method is introduced as

maximize W (l) =
N∑

i=1

li − 1
2i

N∑

i,j=1

liljyiyj〈Φ(~xi), Φ(~xj)〉 (12)

subject to li ≥ 0, i = 1, . . . N, and
m∑

i=1

liyi = 0 (13)

with Langrange multipliers li ≥ 0. After solving this dual problem, the decision function imple-
mented by the classifier for any test vectors x is expressed by

f(x) = sgn

(
N∑

i=1

liyi〈Φ(~x), Φ~xi)〉+ b

)
. (14)

3. SITE DESCRIPTION

The JPL L band polarimetric SAR image of Flevoland (Netherlands) is used for the crop classi-
fication purpose. The sample image was downloaded from ESA’s Earth Observation and it was
originally processed with 4-look average in Stokes matrix with pixel size of 12 m. The L-band multi-
polarized image for the study area was taken on 30 May 1990 with 1024 samples and 750 lines.
Figure 1 blue. The topography is almost perfectly flat, and the general altitude is three meters
below sea level. This site is composed of various crop plantations, bare soil, forest and waterbody.
Eight crop classes are identified, comprising stem bean, potato, lucerne, wheat, beet, rape seed,
peas and grass.

Figure 1: Flevoland study area HH assigned in red, HV assigned in green and V V assigned in blue.

4. RESULTS AND DISCUSSION

Using multi-polarization polarimetric AIRSAR data of Flevoland, the overall accuracy of the afore-
mentioned classification techniques for selected testing areas as presented in [12] with different
window size are shown in Figure 2. The optimum window size is 9 and the accuracy of 76.28% for
SVM classifier and 98.39% for the proposed EDSVM classifier, respectively.

From these results, the classified images with the optimum window size for SVM and EDSVM
are shown in Figure 3(a) and Figure 3(b), respectively.
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Figure 2: Accuracy Assessment for the study area of Flevoland.
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Figure 3: Classification Techniques (a) SVM (b) EDSVM.

5. CONCLUSION

The project is aimed to investigate the hybrid method of EDSVM in the classification of agricultural
crop type using the multi-polarized AIRSAR image. The potential of the proposed classifier has
been demonstrated and it has shown a desirable result compared to SVM classifier. Our future
work shall extend this to multi-frequency and multi-temporal data.

REFERENCES

1. Ulaby, F. T., R. K. Moore, and A. K. Fung, Microwave Remote Sensing:Active and Passive,
Norwood, MA, Artech House, 1986.

2. Bouman, B. A. M. and D. H. Hoekman, “Multi-temporal multi-frequency radar measurements
of agricultural crops during the agriscatt-88 campaign in the netherlands,” Int. J. Remote
Sens., Vol. 14, 1595–1614, 1993.

3. T. N. Tran, R. Wehrens, D. H. Hoekman, and L. M. C. Buydens, “Initialization of markov
random field clustering of large remote sensing images,” IEEE Trans. Geosci. RemoteSensing,
Vol. 43, No. 8, 1912–1919, 2005.



40 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

4. Van Zyl, J. J., “Unsupervised classification of scattering behavior using radar polarimetry
data,” IEEE Trans. Geosci. Remote Sensing, Vol. 27, No. 1, 36–45, Jan. 1989.

5. Cloude, S. R. and E. Pottier, “An entropy based classification scheme for land applications of
polarimetric SAR,” IEEE Trans. Geosci. Remote Sensing, Vol. 35, No.1, 68–78, Jan. 1997.

6. Yahia, M. and Z. Belhadj “Unsupervised classification of polarimetric sar images using neu-
ral networks,” IEEE International Conference Information and Communication Technologies
2004, 335–337, 2004.

7. Lee, J. S., M. R. Grunes, and R. Kwok, “Classification of multi-look polarimetric SAR imagery
based on complex wishart distribution,” Int. J. Remote Sensing, Vol. 15, No. 11, 2299–2311,
1994.

8. Cloude, S. R. and E. Pottier, “A review of target decomposition theorems in radar polarimetry,”
IEEE Trans. Geoscience. Remote Sensing, Vol. 34, No. 2, 498–518, 1996.

9. Lee, J. S., M. R. Grunes, and T. L. Ainsworth, “Unsupervised classification using polarimetric
decomposition and the complex wishart distribution,” IEEE Transactions Geoscience. And
Remote Sensing, Vol. 37, No. 5, 2249–2259, 1999.

10. Vapnik, V., “The nature of statistical learning theory,” Springer Verlag, 1999.
11. Schökopf, B. and A. J. Smola, Learning With Kernels, The MIT Press, Cambridge, Mas-

sachusetts, London, England., 2002.
12. Pottier, E., J. S. Lee, and L. Ferro-Famil, “Advanced concepts in polarimetric sar image anal-

ysis: a tutorial review,” EuSAR 2006 Tutorial, EuSAR 2006 Conference, Dresden, Germany,
May 2006.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 41

Iteration Based Polarimetric SAR Image Classification
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Abstract— In this paper, an iteration method is proposed for supervised polarimetric syn-
thetic aperture radar (SAR) image classification. In this iterative approach, the optimization of
polarimetric contrast enhancement (OPCE) is employed for enlarging the distance between the
mean values of two kinds of targets and the Fisher method is employed for reducing the variances
of two distributions. Using the proposed approach, polarimetric SAR image can be classified
only after a few iterations. For comparison, the authors also use the maximum likelihood (ML)
classifier for classification, based on the complex Wishart distribution. The classification results
of a NASA/JPL AIRSAR L-band image over San Francisco demonstrate the effectiveness of the
proposed approach.

1. INTRODUCTION

Classification of Earth terrain is one important application of polarimetric synthetic aperture radar
(SAR) remote sensing. Many methods have been employed for classification of polarimetric SAR
data, based on the maximum likelihood (ML) [1], artificial neural network (NN) [2, 3], support vec-
tor machines (SVMs) [4], or other approaches [5–15, 19]. Among these methods, the ML classifier [1]
can be employed for obtaining accurate classification results, but it is based on the assumption of
the complex Wishart distribution of the covariance matrix. If the covariance matrix of the po-
larimetric SAR data does not conform to the Wishart distribution, one may obtain unsatisfactory
classification results. It is hence important to propose a new approach to classification which is
independent of any assumption of a statistical distribution. More recently, the authors proposed
a method for polarimetric SAR image classification [19], based on the generalized optimization of
polarimetric contrast enhancement (GOPCE) [17]. However, only the distance between the func-
tion mean values of two kinds of targets were considered in the method [19], the variances of the
function distributions of two kinds of targets were not considered.

In this paper, an iteration method is proposed for supervised polarimetric SAR image classifi-
cation, based on the optimization of polarimetric contrast enhancement (OPCE) and the Fisher
method. In this iterative approach, the OPCE is employed for enlarging the distance between the
mean values of two kinds of targets and the Fisher method is employed for reducing the variances
of two distributions. Using the proposed approach, polarimetric SAR image can be classified only
after a few iterations. For comparison, the maximum likelihood classification is also used. The
classification results of a NASA/JPL AIRSAR L-band image over San Francisco demonstrate the
effectiveness of the proposed approach.

2. OPCE AND FISHER’S METHOD

2.1. OPCE
Let TA and TB denote two kinds of targets, and let

[
K̄ (TA)

]
and

[
K̄ (TB)

]
be the average

Kennaugh matrices of TA and TB , respectively. For the OPCE, we need to find the optimal
polarization states g and h such that the power ratio of the two kinds of targets is maximal:

maximize
ht

[
K̄ (TA)

]
g

ht
[
K̄ (TB)

]
g

, (1)

subject to : g2
1 + g2

2 + g2
3 = 1

h2
1 + h2

2 + h2
3 = 1.

Using an iteration method [18], the optimal polarization states gm and hm are easily obtained.
2.2. Fisher’s Method
For a kind of targets, any parameter, such as the received power, the polarization entropy, has a
distribution.The OPCE can be used to enlarge the distance between the mean values of two kinds
of targets. To classify two kinds of targets, however, we not only need to enlarge the distance
between two mean values, but also need to reduce the two variances of both kinds of targets. On
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the other hand, for different targets, the entropy and the similarity parameters should be different.
For this reason, we consider the following expression:

FP =

[
3∑

i=1

xiri

]
× ht

m [K]gm, (2)

where r1 and r2 are similarity parameters defined in [16], respectively. r3 = H denotes the polar-
ization entropy. Now we apply the Fisher method for obtaining the unknown coefficients xi by the
following optimization:

minimize
Var(FP(KA)) + Var(FP(KB))

[mean(FP(KA))−mean(FP(KB))]2
, (3)

where FP is defined by (2). Please note that (2) is linear for variables xi. (3) is hence a Rayleigh
ratio and xi can easily be obtained by solving an eigenvalue equation.

3. PROPOSED APPROACH

Based on the OPCE and the Fisher method, we propose a supervised classification method. The
basic idea of the method is to divide the mixed targets of two classes into three parts: two parts
have been classified clearly, belonging to two different classes; and the other part is still mixed, it
will also be re-divided into three parts by the OPCE and the Fisher method in the next iteration.
The proposed classification scheme consists of the following steps:
Step 1 Obtaining some results from the training sites

(1.1) After selecting the training sites of a polarimetric SAR image, denote all the classes as C1,
C2, . . . , Ck by the order of the average span of every class, where the average span of Cj is
less than that of Cj+1.

(1.2) For two neighbor classes (denoted as Cj and Cj+1) of training sites, remove all the pixels
which their spans are larger than the average span of Cj+1 or less than the average span of
Cj . Denoting the remainders as C1

j and C1
j+1, and letting the remainders be the TA and TB

in (2, 3), respectively, then obtain the optimal coefficients and optimal polarizations, denoted
as x1

m (j), g1
m (j) and h1

m (j).
(1.3) Calculating FP by Eq. (2), remove all the pixels for which their FPs are larger than the average

FP of C1
j+1 or less than the average FP of C1

j . Denoting the remainders as C2
j and C2

j+1 and
letting the remainders be the TA and TB in (1, 3), respectively, then obtain the optimal
coefficients and optimal polarizations, denoted as x2

m(j), g2
m(j) and h2

m(j), respectively.
(1.4) Repeat Step 1.3 until the number of the final remainders is less than one percent of the total

number of Cj and Cj+1. Denote the optimal coefficients and optimal polarizations of the final
OPCE as xn

m(j), gn
m(j) and hn

m(j), respectively. In addition, denote the final remainders as
Cn+1

j and Cn+1
j+1 .

Step 2 Classification of a polarimetric SAR image

(2.1) An arbitrary pixel of a polarimetric SAR image is divided into one of three classes, i.e., C1 (if
the span is less than the average span of the first training site), Ck (if the span is larger than
the average span of the k-th training site), and a mixed class of Cj and Cj+1.

(2.2) If a pixel is classified to the mixed class of Cj and Cj+1, then calculate FP by Eq. (2) by
using x1

m(j), g1
m(j) and h1

m(j). If the corresponding FP is larger than the average FP of
C1

j+1 (defined by Step 1.2), than the pixel is classified to Cj+1; if the corresponding FP is
less than the average FP of C1

j (defined by Step 1.2), then the pixel is classified to Cj . If the
pixel is not classified to Cj , neither it is to Cj+1, then repeat the above processing by using
xi

m(j), gi
m(j) and hi

m(j), i = 2, 3, . . . , n. If the pixel is not classified to Cj or Cj+1 after n
times, then divide the pixel to Cj or Cj+1 by using the distance between the corresponding
FP associated with xn

m(j), gn
m(j) and hn

m(j) and the average FP of Cn+1
j or Cn+1

j+1 .

A Note: For some special case, if the span distribution of one kind of targets has a very large vari-
ance, it may be necessary to classify not only two neighbor kinds of targets, but also arbitrary two
kinds of targets. Then we decide what class a pixel belongs to according to weighted classification
results.
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 Urban Tree Area Grass Area Sea area

Span image of San Francisco.Figure 1. Classification results by ML.Figure 2. Classification results by the Figure 3.
proposed method.

Table 1: Classification results by ML and the proposed method.

(a)                                           (b)   

Proposed 

Method 

Sea 

area 

Quasi- 

natural 

surface  

s area 

Urban 

area 

Sea area 0.997 0.003 0 0 

Quasi- 

natural 

surface 

0.001 0.987 0.011 0 

Woods 

area 

0 0.017 0.974 0.008 

Urban 

area 

0 0.007 0.084 0.909 

ML Sea 

area 

Quasi- 

natural 

surface  

Wood

s area 

Urban 

area 

Sea area 0.944 0.056 0 0 

Quasi- 

natural 

surface 

0.001 0.964 0.034 0.001 

Woods 

area 

0 0.002 0.994 0.004 

Urban 

area 

0 0.001 0.160 0.839 

Wood

4. CLASSIFICATION RESULTS AND CONCLUSION

The NASA/JPL AIRSAR L-band data of San Francisco is used to illustrate the effectiveness
of the proposed approach to classification. Fig. 1 shows the span image. Fig. 2 illustrates the
classification results by using the proposed approach. Table 1(a) shows the classification accuracy
by the proposed method. For comparison, we also use the maximum likelihood classifier based
on the complex Wishart distribution for the polarimetric covariance matrix, the corresponding
classification results and classification accuracy are shown in Fig. 3 and Table 1(b), respectively.
From Table 1(a) and (b), we conclude that the classification accuracy (on average) by the proposed
method is a little better than that by the maximum likelihood classifier. Please note that any
assumption on probability distribution is not necessary in the proposed approach, whereas the ML
is based on the assumption of the complex Wishart distribution for the polarimetric covariance
matrix.
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Abstract— A new method for coherence enhancement is proposed based on the mathematical
model on the relationship between the amplitude and the phase of the complex signals. An
optimal projection direction of scattering vectors is derived for maximizing the amplitudes of the
master and slave complex images. The experimental results demonstrate the effectiveness of the
proposed approach.

1. INTRODUCTION

Since each scattering cell of the polarimetric interferometric SAR (PolInSAR) data has two scatter-
ing matrixes or scattering vectors corresponding to the master and the slave antennas, coherence
enhancement between the master and slave images becomes possible. In recent years, several
algorithms have been proposed, such as the optimal vector interferometry in [1], the coherent de-
compositions method in [2] and so on. In this paper, a quite different method is proposed, based
on the optimization of the amplitudes of the complex signals. For each pixel, an optimal projec-
tion direction is obtained for the master and slave scattering vectors. The coherence between two
projections is enhanced remarkable and the interferometric phase is improved obviously.

2. THE OPTIMAL PROJECTION DIRECTION MODEL

In the single channel interformetry, e.g., HH, the master and slave images are denoted as M and S,
respectively. The coherence between them is defined as:

q = |〈S∗MSS〉| /
√〈

S∗MSM

〉 〈
S∗SSS

〉
(1)

where 〈.〉 represents the neighborhood average, SM and SS are signals in M and S, ∗ denotes complex
conjugate. In the complex images, the amplitudes of the signals vary with the terrain. For some
pixels, the amplitudes of the received signals are very weak. In this case, the phases are unreliable.
For example, if there are two signals S1 = 0.00001 and S2 = −0.00001, both of them are very close
to zero, i.e., |S1| ≈ |S2| ≈ 0. However, the difference between the phases is π. In addition, weak
signals imply in general that the corresponding SNR is low. So the phases of very weak signals are
not reliable.

In SAR interferometry, the interferometric phase is defined as the difference between the master
and slave phases. If any one of two phases is unreliable, the interferometric phase is unreliable.
Therefore, we hope that both the master and slave amplitudes would be as large as possible.

For polarimetric SAR interferometry the master and slave scattering vectors of each pixel are
denoted as:

ki = [Si, HH + Si, VV, Si, HH − Si, VV, 2Si, HV]T /
√

2, i = M, S (2)

where T means transpose.
In order to enhance the reliability (coherence) of the interferometric phase, a projection direction

(a unitary vector w) should be derived. We define the projections as µM = wHkM and µS = wHkS,
then we hope that both the amplitudes of µM and µS are as large as possible synchronously. So
the optimal projection direction model is given as follows:

max
w

(
min

(|wHkM|, |wHkS|
))

s.t. ‖w‖ = 1 (3)

where H means complex conjugate transpose.



46 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

3. THE SOLUTION OF THE MODEL

In order to obtain the analytic solution of the above problem, we transform it into an equivalent
problem as follows:

max
w

(a, b)

s.t.a = max
w
|wHkM|2, |wHkM|2 ≤ |wHkS|2

b = max
w
|wHkS|2, |wHkM|2 ≥ |wHkS|2

‖w‖ = 1 (4)

From the quadratic programming theory, the solution has two following situations.
In the first situation, the non-restricted maximum of |wHkM|2 and |wHkS|2 are both not located

in the restricted range. At this time, a and b must be located on the boundary. So when w is the
optimal projection direction, the both projections must have the same amplitudes:

|wH
1 kM| = |wH

1 kS| (5)

In this situation, an eigen-decomposition method can be used to obtain the analytic solution.
From (5), it can be derived that wH(kMkH

M − kSk
H
S )w = 0. If kM = ckS (c is an arbitrary

complex number except zero), it can be contained in the second situation. If kM 6= ckS, the matrix
kMkH

M− kSk
H
S has three eigenvalues λ1 > 0, λ2 < 0, λ3 = 0 and the corresponding eigenvecters are

v1, v2, v3, respectively. We finally obtain:

w1 =
αv1 + v2

‖αv1 + v2‖ , α =
√
−λ2

λ1

‖v2‖2
2

‖v1‖2
2

exp
{−j arg

(
vH

1 kMkH
Mv2

)}
(6)

In the second situation, the non-restricted maximum of |wHkM|2 or |wHkS|2 is located in the
restricted range. So the optimal w has the same direction as kM or kS which has a less amplitude:

w2 =
{

kM/‖kM‖, if ‖kM‖ ≤ ‖kS‖
kS/‖kS‖, if ‖kM‖ > ‖kS‖ (7)

For each pixel, both the situations are considered. Comparing the values of the objective function
in different situations, we can make a decision.

 

(a) HH channel

  

(b) Polarimetric fusion

Figure 1: The minimal amplitude of the master and slave images of HH channel and polarimetric fusion.
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4. EXPERIMENTAL RESULT

The experimental data used are L-band scattering matrix single-look complex image pairs of the
Tien Shan test site acquired by the SIR-C/X-SAR radar system on Oct. 8 and 9, 1994.

In Fig. 1, most of the terrain is hilly country. In the shadow, the coherence may be low. The
minimal amplitude of the pair of images in HH channel is shown in Fig. 1(a). The average is 0.3250.
After the coherence enhancement, the average of the fused image increases to 0.5414 and the image
is shown in Fig. 1(b).

The coherence maps of HH channel and the fused images are shown in Fig. 2. The value is
obviously larger after fusion. The mean coherence increases from 0.7632 to 0.8868. The enhanced
coherence is much better than the one of HH channel. So the corresponding interferometric phase
map becomes better after fusion, which is shown in Fig. 3. The residue number reduces from 94923
to 22528.

   

(a) HH channel

    

(b) Polarimetric fusion

Figure 2: The coherence of HH channel and Polarimetric fusion.

     

(a) HH channel

      

(b) Polarimetric fusion

Figure 3: The interferometric phase of HH channel and Polarimetric fusion.

5. CONCLUSION

Considering the infection of the signal amplitude to the phase, a novel polarimetric fusion method
has been proposed to enhance the coherence. After projecting the two scattering vectors to the
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same optimal direction, the less amplitude of a pair of projections is maximized. So the reliability
(coherence) of the interferometric phase is enhanced effectively and the phase noise is reduced
obviously. This will be helpful for phase unwrapping and DEM generation.
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Abstract— This paper discusses the polarimetric calibration of Advanced Land Observing
Satellite (ALOS) Phased Array L-band Synthetic Aperture (PALSAR). PALSAR is the first
spaceborne L-band polarimetric synthetic aperture radar. Since the spaceborne SAR at low
frequencies is affected by Faraday rotation effect which rotates the polarization plane of radar
signal in the ionosphere, the scattering matrix which consists of the four polarimetric data (HH,
HV, VH and VV) is distorted. Thus, in addition to the estimation of channel imbalance and
cross-talk, to estimate Faraday rotation angle and to remove the contribution of Faraday rotation
in the scattering matrix are an important problem in the polarimetric calibration of PALSAR.
In this paper, we examine the polarimetric calibration of PALSAR. Freeman method is used to
estimate the polarimetric calibration parameters including Faraday rotation angle.

1. INTRODUCTION

Advanced Land Observing Satellite (ALOS) was launched on January 24, 2006. ALOS has the three
sensors which are the Panchromatic Remote-sensing Instrument for Stereo Mapping (PRISM) for
digital elevation mapping, the Advanced Visible and Near Infrared Radiometer type 2 (AVNIR-2)
for precise land coverage observation and the Phased Array type L-band Synthetic Aperture Radar
(PALSAR) for day-and-night and all weather land observation. PALSAR has a unique observation
capability in these three sensors and is the first spaceborne L-band polarimetric SAR. PLASAR data
is expected to be used for many applications such as agriculture, forestry, ocean, natural disasters,
etc. However, since the measured polarimetric data include the distortions, which are caused by
the transmitting and receiving hardware [1], during polarimetric channels, the accuracy of inversion
and classification algorithm depends on the polarimetric calibration. Moreover, Faraday rotation
influences the measured polarimetric data. Since the radar wave travels through the ionosphere,
its polarization plane is rotated. This mean that the cross-polarized echoes occur from trihedral
and sphere targets which generate only the like-polarized echoes in theory. Faraday rotation effect
is related to the solar activity which follows a cycle of approximately 11 years and the one-way
maximum Faraday rotation angle at L-band is expected to be 5 40 degrees [2]. Fortunately, the
next minimum solar activity is expected around 2007. However, it is important to investigate the
influence of Faraday rotation on measurements of the polarimetric scattering matrix by PALSAR.
Freeman introduced a method to calibrate polarimetric SAR data subject to Faraday rotation [3].
We estimate the channel imbalances and Faraday rotation angles based on his method and show
some calibration results.

2. POLARIMETRIC CALIBRATION MODEL

The polarimetric measurements made by POLSAR can be modelled as follows [1]:

M = A exp (jφ)RST + n (1)

where A and φ are residual amplitude and phase calibration factors, and M and S are measured
and true scattering matrices. It is assumed that the HV and VH backscatters are reciprocal
(SHV = SV H). R and T are matrices representing the distortions on receiving and transmitting
systems, and are expressed as,

R =
(

1 δ1

δ2 f1

)
and T =

(
1 δ3

δ3 f2

)
(2)

where the diagonal terms f1 and f2 are channel imbalance, and off diagonal terms δ are cross-talk.
n is system noise. In calibrating the polarimetric data acquired from PALSAR, Faraday rotation
becomes significant problem due to spaceborne L-band SAR system. If Faraday rotation influences
the SAR signal, equation (1) is modefied as [3],

M = A exp(jφ)RFSFT + n, F =
(

cosΩ sinΩ
− sinΩ cos Ω

)
(3)
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Table 1: Characteristics of used data.

No. Site
Observation

date

Descending/

Ascending

Off-nadir

angle[deg.]

1 Tomakomai, Japan May 19, 2006 D 21.5

2 Alaska, USA April 27, 2006 A 21.5

3 Alaska, USA May 31, 2006 A 21.5

4 Alaska, USA May 31, 2006 D 21.5

5 Alaska, USA June 12, 2006 A 21.5

6 Alaska, USA June 16, 2006 D 21.5

where F is the Faraday rotation matrix and Ω is the one-way Faraday rotation angle. Faraday
rotation means the rotation of polarization plane as the radar signal travels through the ionized
atmosphere. The contribution of Faraday rotation to true scattering matrix is written as follows:

MHH = SHH cos2 Ω− SV V sin2 Ω, MHV = SHV + (SHH + SV V ) sin Ω cos Ω
MV H = SHV − (SHH + SV V ) sin Ω cosΩ, MV V = SV V cos2 Ω− SHH sin2 Ω (4)

It can be seen that SHH and SV V appear in other polarization components. The approximated
one-way Faraday rotation angle is given by [2]

Ω =
k

f2
×B cosψ sec θ0 × TEC [radians] (5)

where k is a constant of value 2.365×104, B is the magnetic flux density, f is the frequency, and ψ
and θ0 are angle between earth’s magnetic field and radar wave, and incident angle, respectively.
TEC is the total electron content and depends on time of day, season, solar activity, geographical
location, etc.

In this paper, Freeman method is used to evaluate the polarimetric calibration parameters and
one-way Faraday rotation angle. His method is applied to the natural distributed areas which
satisfy the azimuthal symmetry. This property means that the co- and cross-polarized responses
are uncorrelated as < SHH · S∗HV >=< SHV · S∗V V >= 0 where < · > is an ensemble averaging
processing. Then, the channel imbalance ratio (f1/f2) can be estimated from these areas. Moreover,
if a trihedral corner reflector, which has the polarimetric characteristics SHH = SV V , is deployed
in calibration site, the channel imbalances f1 and f2 can be calculated from the ratio of trihedral
corner reflector echoes between HH and VV (f1f2) and the channel imbalance ratio (f1/f2). On
the other hand, Freeman method assumes that a SAR system can be built with negligible levels
of cross-talk (−30 dB). Then the cross-talk removal can not be considered in his method. Faraday
rotation angle is derived as follows:

Ω = −1
4
Arg (Z12Z

∗
21) ,

[
Z11 Z12

Z21 Z22

]
=

[
1 j
j 1

] [
MHH MHV

MV H MV V

] [
1 j
j 1

]
(6)

where M is the element of measured scattering matrix as Eq. (3). Therefore, the polarimetric
calibration parameters such as channel imbalance and Faraday rotation angle can be given by
Freeman method.

3. PALSAR POLARIMETRIC CALIBRATION RESULTS

In calibration phase, PALSAR observes many calibration sites where the corner reflectors are
deployed and radiometric and polarimetric calibrations and data quality check are examined using
these data. The calibration sites are distributed in the world. In order to evaluate the polarimetric
calibration parameters and the one-way Faraday rotation angle, we used Tomakomai data, Japan
and Alaska data, USA. The observation date, off-nadir angle, descending path and ascending path
are listed in Table 1.

The typical latitude and Longitude of Tomakomai and Alaska sites are as follows:

Tomakomai : N42◦44′18.28′′, E141◦31′26.18′′
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Table 2: Summary of Farafay rotation angle and TEC.

No. Site
Absolute Faraday

rotation angle [deg.]

TEC

[TECU]

1
Tomakomai,

Japan
1.77 10.8

2 Alaska, USA 0.09 6.0

3 Alaska, USA 0.95 8.5

4 Alaska, USA 2.93 11.5

5 Alaska, USA 2.12 8.8

6 Alaska, USA 2.14 9.1

Alaska : N63◦48′00′′, W145◦48′10.8′′.

Alaska is located in high latitudes as compared with Tomakomai. Fig. 1 shows the time variation
of TEC in Tomakomai and Alaska on May 19, 2006. These data are acquired from the ionosphere
products in AIUB anonymous ftp server site (ftp://ftp.unibe.ch/aiub/CODE/). The time spacing
of these data is 2 hours. The peak of TEC appears around midday in local time of each area.
It is expected that the descending path data is mainly influenced by Faraday rotation. It seems
that TEC of Tomakomai is higher than that of Alaska slightly due to their latitudes. Moreover,
these two sites include the area where the azimuth symmetry is satisfied and the trihedral corner
reflector is deployed. We evaluated the channel imbalances f1 and f2, and the one-way Faraday
rotation angle by Freeman method. Fig. 2 shows the amplitude and phase of f1 and f2. f1 is
not close to 1.0 and is smaller than f2. This means that H channel does not balance with V
channel on receiving system. The dispersion of f1 and f2 was seen to be less than ±0.04 (peak
to peak) in amplitude and ±2 degrees in phase. These results indicate that the radar system is
stable regardless of observation region, off-nadir angle, descending and ascending paths. Absolute
Faraday rotation angle and TEC are shown in Table 2. TEC values are derived by the interpolation
of the ionosphere products. Since there are not sufficient number of data, Faraday rotation angle
can be related to the magnitude of TEC in the case of Alaska data. When TEC became 11.5 TECU
in descending path of May 31, 2006, Faraday rotation angle 2.96 degrees. When TEC became 6.0
TECU in ascending path of April 27, 2006, the angle was estimated to be 0.09 degrees.

 4

 5

 6

 7

 8

 9

 10

 11

 12

 0  5  10  15  20  25

Time (UTC)

T
E

C
 v

a
lu

e
 [

T
E

C
U

]

Figure 1: Time variation of TEC (red: Tomakomai, blue: Alaska).

Finally, we introduce some polarimetric analysis results before and after the polarimetric cali-
bration. We use two analysis techniques such as the polarimetric signature and the entropy-alpha
technique. The polarimetric signature is a way for visualising the target’s scattering properties.
For each of the possible incident polarizations, the strength of the backscatter can be computed
for the same polarization on transmitting and receiving (Co-pol) and for orthogonal polarization
on transmitting and receiving (X-pol). The polarimetric entropy and alpha can be obtained by
eigenvalues and eigenvectors of a coherency matrix which is made from the scattering matrix. The
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Figure 2: Amplitude and Phase of channel imbalances f1 and f2. (a) f1 and (b) f2.

polarimetric entropy shows randomness of scattering medium, and alpha represents average scat-
tering mechanism. A target used for polarimetric analysis is a trihedral corner reflector. Fig. 3
indicates the measured co-polarized polarimetric signature of the trihedral corner reflector which
was deployed in Tomakomai calibration site before and after the polarimetric calibration. It is
confirmed that the distortion appears in un-calibrated data, while it is seen that the polarimetric
signature of calibrated data is close to that of ideal target. On the other hand, entropy-alpha tech-
nique is applied to the same trihedral corner reflector. The entropy and alpha of the ideal trihedral
corner reflector become zero. An area including CR echo is used for this evaluation. These averaged
parameters of measured data before and after the polarimetric calibration are as follows:
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Figure 3: Co-polarized polarimetric signature of measured corner reflector before and after polarimetric
calibration, (a) before calibration, (b) after calibration.
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After : H = 0.13, α = 3.32[deg.]

Therefore, these results show that the calibrated data has the expected polarimetric character-
istic.

4. CONCLUSIONS

We examined the polarimetric calibration of ALOS PALSAR. In order to estimate the polarimetric
calibration parameters, we used Freeman calibration method, because PALSAR data is affected by
Faraday rotation and his method can derive this rotation angle. The analysis data were Tomakomai
and Alaska calibration sites. Alaska is located in high latitude area as compared with Tomakomai.
The channel imbalance f1 and f2 became stable with respect to amplitude and phase. Faraday
rotation angle fluctuated between 2.93 and 0.09 with the change of TEC in the case of Alaska.
However, it seems that this angle is very small.
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Abstract— The Array Scanning Method (ASM) is employed to analyze the excitation of 1D-
periodic microstrip lines by a nonperiodic source. It should be noted that the nonperiodic nature
of the source precludes the direct application of Floquet’s theorem. However, a combination of
the ASM with the Method of Moments allows for the computation of the current density launched
on the line. Some results are presented showing the current excited by a delta-gap voltage source
at frequencies corresponding to passband as well as to stopband regimes of the periodic microstrip
line.

Planar printed structures with periodicity along one or two dimensions (1D- or 2D-periodic
structures, respectively) are of great interest in their application to the design of passive microwave
circuit components such as filters, EBG’s, and leaky-wave antennas with scanning capabilities.
Most of the previous studies devoted to these structures have been restricted to the computation
of the propagation characteristics of their modal solutions (Bloch waves or Floquet modes) to find,
for example, the different frequency passbands and stopbands and the radiative regimes.

This work proposes an efficient approach to deal with the excitation of 1D-periodic microstrip
lines by a single nonperiodic source. The presence of a nonperiodic source breaks the periodicity of
the problem, thus causing the usual techniques based on the direct application of Floquet’s theorem
not to be applicable. This fact notably increases the degree of difficulty of the problem under
consideration with respect to the modal analysis of the periodic structure that is being excited. As
it will be explained, the formulation presented here to overcome this difficulty relies on the fact that
the current excited by the nonperiodic source can be expressed as a continuous superposition of
Floquet-periodic functions that are solutions to auxiliary Floquet-periodic problems. For simplicity,
a simple canonic structure will be considered, which consists of a uniform microstrip line periodically
loaded with gaps (or, equivalently, an infinite 1D array of rectangular metallic patches) and excited
by a delta-gap voltage source. In order to solve the above-mentioned auxiliary problems, the method
of moments is employed.

Our goal is the computation of the current excited on a periodic microstrip line when it is
excited by a delta-gap voltage source. Specifically, the structure under study (see Fig. 1) is an
array of identical and perfectly conducting rectangular patches that extends indefinitely along the
ẑ direction; namely, a 1D-periodic structure whose unit cell has length p. The patches are printed
on a lossless isotropic dielectric substrate of thickness h. This structure is excited by a delta-gap

y
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h substrate

ground plane
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d

Vg
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Vg

w

p

z

patches
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Figure 1: Top and side views of the structure under analysis.
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voltage source of finite length δ centered on one of the patches, which in the following will be
referred to as the central patch. This excitation can be modelled as an impressed electric field in
the gap region, namely

E(x, z) = Eg(z)ẑ, Eg(z) = −Vgrect
(z

δ

)
. (1)

It is important to note that the presence of this impressed field causes the problem to be nonpe-
riodic, thus preventing the direct application of the usual techniques based on Floquet’s theorem.
Nevertheless, the gap field can be expressed in terms of the following integral:

Eg(z) =
p

2π

∫ π/p

−π/p
E∞

g (z; kz)dkz, (2)

where

E∞
g (z; kz) =

∞∑
n=−∞

Eg(z − np)e−jkznp. (3)

Note that E∞
g (z; kz) is a Floquet-periodic function of z with period p, i.e., a function such that

E∞
g (z + p; kz) = e−jkzpE∞

g (z; kz). Thus, the problem defined by the excitation of the periodic
structure depicted in Fig. 1 by an impressed field of the form E∞

g (z; kz) turns into a Floquet-
periodic problem that can be readily solved by applying Floquet’s theorem. Once this auxiliary
Floquet-periodic problem is solved, the solution to the original nonperiodic problem can be found
by superposition making use of (2). This technique, in which the original problem is decomposed
into a continuous superposition of periodic problems, is known in the literature as Array Scanning
Method [1, 2].

Let us consider a field of the form (3) impressed on the periodic array of patches depicted in
Fig. 1. As the patches are perfect conductors, the tangential electric field on their surface must
equal the impressed field. Hence, the following integral equation must be satisfied on the surface
of all the patches:

ŷ ×E[J∞] = E∞
g x̂, (4)

where J∞ is the surface current density on the patches. In order to apply the method of moments
to equation (4), the current density is next expanded into a linear combination of basis functions.
For simplicity, only the longitudinal component of the current density will be considered, as well
as only one basis function for its dependence on the x coordinate. Although the integral equation
(4) must be enforced on all the patches, it is sufficient to enforce it on one single patch due to the
Floquet-periodic nature of the problem.

Next, the integral equation is solved on the central patch by applying the method of moments
in a Galerkin formulation. Taking now into account that the original nonperiodic excitation was
written as a combination of Floquet-periodic impressed fields by means of the linear transformation
in (2), after applying the superposition principle, the current density excited by the delta-gap source
on the periodic microstrip line can be finally computed as

J(x, z) =
p

2π

∫ π/p

−π/p
J∞(x, z; kz)dkz (5)

Next, some results obtained by using the proposed formulation are shown. Fig. 2 shows the
amplitude of the current excited by the delta-gap source on the periodic microstrip line in Fig. 1 at
13GHz (see the caption for the details of the structure). This value of frequency is located within
a passband region since the periodic microstrip line has one real bound mode (BM) above cutoff,
whose fundamental spatial harmonic wavenumber is kBM

z = 1.63k0. Far enough from the central
patch, the current on the line is accounted for basically by the bound-mode current, since it will
be the only non-attenuating component of the current.

Figure 3 shows the current excited on the same periodic microstrip line at 15 GHz. Unlike
the passband case above, this value of the frequency is located within the first stopband of the
periodic microstrip line. The wavenumbers of the spatial harmonics that constitute the BM are
now complex (all of them having the same imaginary part) and lie on the boundary of the Brillouin
zones. Specifically, the wavenumber of the fundamental harmonic is kBM

z = π/p − j0.87k0. As a
consequence, the BM fields and current decay exponentially in z. It is interesting to note that in
this case the BM fields do not carry power but they are a purely reactive standing wave.
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Figure 2: Amplitude of the current excited by a delta-gap voltage source of length δ = 0.1mm on a periodic
microstrip line as in Fig. 1 with p = 4mm, L = 3.8 mm, w = 0.6 mm, h = 0.767 mm, and ε = 10.2ε0. The
frequency is 13 GHz.
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Figure 3: Amplitude of the current excited on the same periodic microstrip line of Fig. 2. The frequency is
now 15 GHz.
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Abstract— The authors have developed an algorithm for the determination of accurate closed-
form expressions of Green’s functions for multilayered media. The algorithm is based on the
fitting of the spectral domain Green’s functions in terms of an asymptotic term plus a ratio of
two polynomials. The fitting is carried out via the method of total least squares, which is a
non-iterative method demanding very few computational resources. The resulting closed-form
expressions for the Green’s functions consist of a quasistatic term plus a sum of cylindrical waves.
The quasistatic term provides the near-field behavior and the cylindrical waves provide the farfield
behavior. As a consequence of this, the closed-form expressions are very accurate irrespective of
the distance between the source point and the observation point.

The application of the method of moments (MoM) to the solution of mixed potential integral
equations (MPIE) has proven to be an efficient numerical tool for the analysis of planar circuits and
antennas [1]. In fact, several commercial software products that are currently used in the design
of planar structures (such as “Ansoft Ensemble”, “Zeland IE3D”, and “Agilent Momentum”) are
based on the solution of MPIE by means of the MoM. In order to solve the MPIE arising from
the analysis of planar structures, it is necessary to calculate the Green’s functions (GF) for the
scalar and vector potentials in multilayered media. These GF can be determined via numerical
computation of infinite integrals that are commonly known as Sommerfeld integrals (SI). However,
the highly-oscillatory nature of the integrands involved makes the numerical computation of SI
cumbersome and time consuming [1].

Some researches have developed specific techniques that make it possible to accelerate the nu-
merical computation of SI [2, 3]. Unfortunately, these techniques have the drawback that they have
to be repeatedly used every time the distance between the source and observation points changes.
One technique for the computation of multilayered media GFs that has received much attention
in the last fifteen years is the discrete complex image method (DCIM) [4]. This technique makes
it possible to obtain closed-form expressions of the GFs without requiring numerical integration.
However, the closed-form expressions have been recently found to produce unpredictable errors in
the far-field computation of the GFs [5]. Although it is possible to raise the threshold value of
the distance between source and observation points that marks the onset of numerical errors, this
is achieved at the expense of a considerable CPU time consumption [5]. The sensitivity of the
DCIM to far-field numerical errors seems to decrease when a surface waves term is included in the
closed-form expression of the GFs [4, 6]. Unfortunately, the surface-waves term contains poles of
the spectral domain GFs as well as residues of the spectral domain GFs at these poles, and the
accurate determination of both the poles and the residues requires time-consuming algorithms [6].

Very recently, the rational function fitting method (RFFM) has been proposed as an alternative
technique to DCIM for the determination of closed-form expressions of multilayered media GFs
[7]. In the new technique the GFs are expressed in terms of a quasistatic term plus a linear com-
bination of cylindrical waves. The amplitudes and propagation constants of the cylindrical waves
are obtained in the spectral domain by means of a vector fitting algorithm, which is an iterative
algorithm. The main drawback of the RFFM is that the closed-form expressions for the GFs in-
troduce unacceptable errors in the near-field [7]. These errors are caused by the Hankel functions
representing the cylindrical waves, and in particular, by the non-physical near-field singularities
present in these Hankel functions. In this paper, we present a revised version of the RFFM which
substantially improves the original approach published in [7]. In one hand, the determination of
the amplitudes and propagation constant of the cylindrical waves is carried out via the method of
total least squares (TLS), which is a non-iterative algorithm with CPU time and memory require-
ments that are substantially smaller than those required by the vector fitting algorithm. On the
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other hand, in the new version of the RFFM the effect of the cylindrical waves singularities on the
closed-form expression of the GFs is mathematically suppressed, and these closed-form expressions
do not lead any more to near-field numerical errors.

Let (x′, y′, z′) be the coordinates of an infinitesimal dipole source embedded in a multilayered
medium, and let (x, y, z) be the coordinates of an observation point placed in that multilayered
medium. If we restrict ourselves to formulation C of Michalski and Zheng for MPIE [8], the GF
for the scalar potential as well as the elements of the dyadic GF for the vector potential can all be
obtained by means of SI of the type

Sn{G̃(kρ)} =
1
2π

∫ ∞

0(SIP)
Jn(kρρ)kn+1

ρ G̃(kρ)dkρ (n = 0, 1) (1)

where ρ =
√

(x− x′)2 + (y − y′)2, Jn(•) is the Bessel function of order n, G̃(kρ) stands for the
spectral counterpart of any of the aforementioned GF, and SIP is an integration path in the first
quadrant of the complex kρ plane that detours around the poles and branch points of G̃(kρ) [1]. For
an arbitrary multilayered medium, the functions G̃(kρ) can be obtained by means of the algorithms
shown in the Appendix II of [8].

By analogy with the theory presented in [7], in this work the functions G̃(kρ) are approximated
by expressions of the type

G̃(kρ) ≈ G̃as(kρ) +
M∑

i=1

ai

k2
ρ − p2

i

(2)

In Eq. (2), G̃as(kρ) stands for the asymptotic behavior of G̃(kρ) for large kρ. This term is
responsible for the near-field behavior of the spatial domain GF Sn{G̃(kρ). Concerning the finite
pole-residue series of Eq. (2), its spatial domain couterpart is a linear combination of cylindrical
waves [7].

When (2) is introduced in (1), the following equations are obtained

S0{G̃(kρ)} ≈ S0{G̃as(kρ)} − j

4

M∑

i=1

aiH
(2)
0 (piρ) (3)

S1{G̃(kρ)} ≈ S1{G̃as(kρ)} − j

4

M∑

i=1

aipiH
(2)
1 (piρ) (4)

where H
(2)
n (•) are Hankel functions of second kind and order n.

As commented in [7], the Eqs. (3) and (4) lead to closed-form expressions of multilayered media
GF provided the integrals S0{G̃as(kρ) and S1{G̃as(kρ) can be computed analytically. Therefore,
with a view to obtaining closed-form expressions of the GF, the spatial domain counterpart of
G̃as(kρ) must be analytical. Also, in order to ensure the accuracy of the approximation of Eq. (2),
the functions G̃as(kρ) must be chosen in such a way that they do not introduce singularities which
are not present in G̃(kρ) (please note that this latter condition is not satisfied by the functions
G̃as(kρ) defined in [7]). In the current work, the aformentioned constraints on G̃as(kρ) have all been
fulfilled by expressing G̃as(kρ) in terms of the functions defined in Table 1 of [9].

Once the functions G̃as(kρ) are chosen, the coefficients ai and pi(i = 1, . . . , M) must be obtained
in such a way that the approximation of Eq. (2) is as accurate as possible. In this paper, the choice
of ai and pi has been optimized by means of the method of TLS [10]. For that purpose, Eq. (2) has
been rearranged so as to express the finite pole-residue series as a ratio of two polynomials. Then,
the resulting expression has been sampled at a set of N > 2M values of kρ(kρ = kρ, j ; j = 1, . . . , N),
which has led to an overdetermined linear system of equations for the coefficients of the polynomials.
The system of equations has been solved by means of the method of TLS, and then, the coefficients
ai and pi have been subsequently determined in terms of the coefficients of the polynomials. One
advantage arising from the application of the method of TLS is that the method gives an estimate
for M (the number of terms retained in the pole-residue series) from the number of nonzero singular
values obtained in the singular value decomposition [10]. Since the functions G̃(kρ) may have poles
in the real axis of the complex kρ plane, the samples kρ, j (j = 1, . . . , N) have been taken along a
path placed in the first quadrant of the kρ plane [4].
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It should be pointed out that the Hankel functions of Eqs. (3) and (4) have singularities as
ρ → 0 (in fact, H

(2)
0 (piρ) ∝ ln ρ and H

(2)
1 (piρ) ∝ ρ−1 as ρ → 0), but these singularities are

not necessarily shared by S0{G̃(kρ)} and S1{G̃(kρ)}. These non-physical singularities introduced
by the Hankel functions prevent the approximations of (3) and (4) from giving accurate values of
S0{G̃(kρ)} and S1{G̃(kρ)} as ρ → 0 (which is recognized in [7]). In order to avoid this problem,
we have carried out an expansion of the approximations of (3) and (4) for low ρ, and we have set
to zero the coefficients multiplying the singular terms. As a result of this, we have obtained new
equations for the coefficients ai and pi, and these new equations have been incorporated to the
system of linear equations that is solved via the method of TLS. By doing this, the coefficients ai

and pi are calculated in a way that intentionally avoids the non-physical singularities of Hankel
functions as ρ → 0 in (3) and (4).

The results obtained with the approximations of Eqs. (2), (3) and (4) have been compared
with accurate values of G̃(kρ) and Sn{G̃(kρ)} (n = 0, 1) (in the case of Sn{G̃(kρ)} (n = 0, 1),
these accurate values have been obtained by means of brute force numerical integration of SI).
Excellent agreement has been found with both the spectral domain approximations and the spatial
domain approximations. In the case of the spatial domain approximations, the near-field behavior
of Sn{G̃(kρ)} has been found to be dominated by Sn{G̃as(kρ)} since the elimination of Hankel
functions singularities prevent the Hankel functions from influencing the values of Sn{G̃(kρ)} as
ρ → 0. The far-field behavior of Sn{G̃(kρ)} has been found to be dominated by the cylindrical
waves for which |Im(pi)| <<< 1. This latter result agrees with the discussion following Table 1
of [7].
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Coupling of Microstrip Lines Exciting the Magnetostatic Surface
Waves

Jae-Hyun Lee
Chungnam National University, Korea

Abstract— The coupling of microstrip lines which excite the magnetostatic surface waves is
analyzed. The asymmetric excitation of microstrip line and the nonreciprocal propagation char-
acteristic of the magnetostatic surface waves are considered. For the fast numerical calculation,
the Jacobi polynomial is used as the basis function to satisfy the edge condition.

1. INTRODUCTION

In order to use a magnetostatic surface wave (MSSW) in the delay line or for signal processing at the
microwaves, one needs the characterization of the excitation methods. Microstrip line excitation
of the MSSW in the multilayer structure including a ferrite film was calculated approximately
by assuming that the current distribution is uniform in the cross-section and has no variation
in the transmission direction [1]. Then, the full-wave spectral domain method analysis of the
MSSW excited by the microstrip was shown to be numerically possible to account for the complex
propagation constant along the transmission direction of the lossless microstrip line [2, 3]. It shows
that the current distribution on the microstrip line is asymmetric in the cross-section and the
propagation constant is complex which is understood as the power coupled to the radiation of
the MSSW. In those analyses, surface current densities on the microstrip line may be expanded
by Chebyshev polynomials multiplied by a factor that satisfies the microstrip line edge conditions
asymptotically and is equal to the microstrip line with a dielectric substrate.

However, the size of the matrix to calculate the unknown coefficients of Chebyshev polynomials
is large, for example, 11×11, in order to obtain the converging solution and so the computational
time is great. In the microstrip line with a dielectric substrate, accurate solutions result even if
an extremely small size matrix, for example, 2×2, is used. This is because qualitative natures
such as the edge condition of the surface current distribution can be incorporated in the choice
of basis functions. That is one of the features of the spectral domain method. Much better
convergence can be obtained from a small size matrix if we choose a few basis functions which
represent physical characteristics of the charge distributions on the strips. So we should choose
basis functions representing the asymmetric current distribution on the microstrip line.

In this paper, the edge condition is derived using the Mexiner’s method and the Jacobi polyno-
mial may be used as the basis function to satisfy the derived edge conditions. The effects of the
nonreciprocal propagation of magnetostatic surface wave.

2. FULL-WAVE FORMULATION

The structure is shown in Fig. 1. A ferrite film is sandwiched between conductors covered with two
dielectric layers, and an infinitely long microstrip excites this structure. Each layer is homogeneous
and lossless. The magnetization direction of the ferrite coincides with the transmission direction of
the microstrip and is taken as the z-axis and the cross-section is taken as the x-y plane.

Since this structure is open and symmetric along the z and x axes, the field solutions may
be assumed to have exp[−j(kzz + kxx)] dependences, where kz and kx are wave numbers to be
determined along the z and the x axes, respectively. One may represent the field and the current
as a superposition of these exponential eigenfunctions in the open domain, i.e., the Fourier integral
with respect to x, as

E(x, y, z) = e−jkzz 1
2π

∫ ∞

−∞
Ẽ(kx; y)e−jkxx dkx (1)

where E is the field and Ẽ(kx; y) is the modal amplitude corresponding to kx.
Taking their integrand from the Fourier integrals, one obtains

[
Ẽz(kx)
Ẽx(kx)

]
=

[
G̃zz(kx, kz) G̃zx(kx, kz)
G̃xz(kx, kz) G̃xx(kx, kz)

] [
J̃z(kx)
J̃x(kx)

]
(2)
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Figure 1: Geometry of a microstrip exciting a ferrite
film.

Figure 2: Normalized modal amplitude of the sur-
face current versus frequency for the full-wave cal-
culation in the +x direction (open triangles) and
the −x direction (closed triangles), and the mag-
netostatic approximation with the uniform current
distribution (circles).

where G̃ij(kx, kz), i = x, z and j = x, z are the Fourier transformed components of the dyadic
Green’s functions, Gij(x, z), with respect to x in the plane of y = h1 + h2 and exp(−jkzz)
dependences are suppressed.

Surface current densities in the microstrip may be expanded by polynomials satisfying the
microstrip edge conditions for the fast numerical calculation. The singularities of the microstrip line
edge on the ferrite substrate may be calculated using the Mexiner’s method [4, 5]. The calculated
field behavior is

Jz (x) ∝ ρ−ξ (3)

where

ξ =
1
2
± j

1
2π

ln
[
(µ− κ + 1)
(µ + κ + 1)

(µ + κ)
(µ− κ)

]
. (4)

From the consideration that the current distribution at the left edge is different from that at
the right edge, the surface current distributions, Ji(x, z), i = z, x, can be expanded in terms of the
Jocobi polynomials, P

(ζ,η)
n (x).

Ji (x, z) = e−jkzz
Ni∑

n=0

CinJin (x) (5)

Jzn(x) =





(
1− x

L

)ζ (
1 + x

L

)η
P

(ζ,η)
n

(
x
L

) |x| < L

0 |x| > L
(6)

Substituting the modal (Fourier) amplitudes of the surface current densities, J̃in(kx), with un-
known coefficients Cin into Equation (2), one obtains two equations for Ẽi, i = x, z. One may
satisfy the boundary condition in the microstrip by taking an inner product of Ẽi(kx) and J̃∗im(kx)
as

∫ ∞

−∞
J̃∗im(kx)Ẽ(kx) dkx =

∑

j

Nj∑

m=0

Cjn

∫ ∞

−∞
J̃∗im(kx)G̃ij(kx, kz)J̃jn(kx) dkx (7)

where j equals x and z and the asterisk denotes the complex conjugate.
Since the tangential electric fields are zero in the conducting microstrip and the surface current

densities are zero outside the microstrip, the left-hand side of Equation (7) becomes zero everywhere
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in the plane y = h1 +h2 due to the Parseval’s theorem. For nontrivial solutions of Cin, the values of
kz may be obtained numerically by forcing the determinant of these simultaneous integral equations
to be zero. With the values of kz, Cin may be obtained by solving the homogeneous simultaneous
Equation (7), which gives the surface current densities in Equations (5)–(6).

For full-wave calculation, a microstrip excitation of the three-layer structure covered by conduc-
tors, shown in Fig. 1, is chosen with heights of layers, h1 = 250 cm, h2 = 6.3µm, and h3 = 250µm,
relative dielectric constants, ε1 = 1 and ε2 = ε3 = 10, microstrip halfwidth, L = 25µm, inter-
nal magnetic bias field for ferrite, H0 = 740Oe, saturation magnetization, 4πMs = 1700 Oe, and
gyromagnetic ratio, γ = 2.8MHz/Oe.

Numerical calculations of the surface current densities in the microstrip are found for the expan-
sion of Jx and Jz by the Jacobi polynomials, respectively, to ensure numerical accuracy. Calculated
current distributions across the microstrip (Jz versus x) are asymmetric [3] and their asymmetry
is reduced for the lower-frequency excitation.

From the calculated current distributions, one may obtain its modal amplitudes exciting the
magnetic surface wave, as shown in Fig. 2, by taking the Fourier transform of the current distri-
bution and picking the spatial frequency key corresponding to either +x or −x propagation for a
given temporal frequency. Fig. 2 shows that the excitation amplitude for the +x direction is larger
than the −x direction, while the uniform current distribution yields almost the same excitation
amplitude values between the +x and −x directions. The difference in the excitation amplitudes
between the +x and −x directions increases as the frequency increases.

Pointing vectors and their integration over the radiating surfaces give the radiating power and
its direction carried by the magnetic surface waves. Fig. 3 shows that the magnitude of the power
peaks at 3.86GHz, its direction is −112.5◦ from the z-axis toward the −x axis, and it is about
10 dB larger than that of the +x direction. The directions of the real power flow are distributed
in a sector about 30 degrees closer to the x axis and, as the frequency increases, approach the ±x
direction. The magnetostatic assumptions give the direction of power flow along the x axis, which
is different from the full-wave analysis.

(a) (b)

Figure 3: Radiated power carried by the magnetic surface wave (a) Its magnitude and (b) its direction. Plus
and minus angles are defined from the +z axis toward the plus and minus x axes, respectively.

3. CONCLUSION

The edge condition of a microstrip line having ferrite film in the frequency range where magneto-
static surface waves are excited is derived using the Mexiner’s method. It corresponds with the
calculated variation of the surface current distribution. The Jacobi polynomial is chosen as the
basis function to satisfy the obtained edge condition. Because the Jacobi polynomial may give the
different conditions for each edge, that is an appropriate current basis function. Thus the current
basis function having the Jacobi polynomial may be expected to give fast convergence of numerical
solution.
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Analyses of Multimode Forming Process in a Microwave-heating
Cavity
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Abstract— A definition of electromagnetic mode, based on its propagation direction and the
distance from the cavity axis with cutting angle θB and caustic radius Rc, is given and used to
describe multimode forming process in a circular cylindrical cavity for explaining its effect on
the quality of field homogeneity. And the effect of polygonal cylindrical cavity as well as the
properties, size and shape of the material sample processed in the cavity on multimode forming
process is also discussed.

1. INTRODUCTION

Microwave heating of materials has been developing for over 40 years. The researches related to low
processing temperature have led to the emergence of a lot of industrial facilities with microwave
power sources at frequencies ≤ 2.45GHz [1]. Many systems for microwave heating have been
developed to improve the homogeneity of microwave field and temperature distribution, enhance
the interaction efficiency of wave with materials, and pursue the industrial applications. The
experimental methods vary from the coaxial lines and waveguide techniques used for decimeter
wavelength to open quasi-optical cavities and interferometers exploited in millimeter wave range.
The experimental activities [2–7] have been extended to microwave-assisted chemical synthesis,
the surface processing of some specialized materials, and the sintering of structural and functional
ceramics, composites, semiconductor materials, and even some conductive materials. A lot of the
research results [2, 3] have shown good industrial perspective of microwave processing of materials
from a technical viewpoint.

In the early days, the researches were mainly done in a singe mode resonant cavity made of
rectangular waveguide at the frequency of 2.45 GHz or 915MHz. Usually, Q factor of this cavity is
high, which results in that microwave energy concentrates on a small area, so the field around the
heated sample is not uniform. Although the rotation and moving of the sample can appropriately
improve the heating homogeneity with time average, the method can only used for the experimental
study of small size samples. To improve the heating homogeneity in a larger area for satisfying the
requirement of industrial applications, scientists enhance the cavity size. For a specific operating
frequency, the increase of the cavity size means that more modes can exist in the cavity. So
mode stirrer and some special geometrical transition structures have been used to excite these
modes in the cavity through changing the wave vector direction of input microwave to promote
the generation of different modes. To get sufficient homogeneity of the field and temperature
distribution within samples in a multimode cavity, Patterson et al. [8] demand the characteristic
size of the oven of about 12 meter if a frequency of 2.45 GHz is used. This is not only a too large
size for manufacture, but also needs too high power for keeping enough microwave power density
to heat the samples. So too large and complicated microwave system becomes a barrier for most
industrial application. With the development of high power gyrotron, millimeter wave radiation
has been utilized to improve the homogeneity of the field and temperature distribution inside the
heated samples. Because the wavelength of millimeter wave is very short, the same homogeneity
of the field and temperature distribution can be realized in a much smaller cavity, compared with
that at the frequency of 2.45 GHz. In addition, the rotation and moving of the samples can also be
used in the multimode cavity for further improving the homogeneity of the field and temperature
distribution inside the heated samples with time average.

Based on above-mentioned description, increasing frequency, enlarging cavity size, rotating and
moving the samples, and exciting multimode in the cavity can all improve the homogeneity of the
field and temperature distribution. Except for the rotation and moving of the samples, the other
three kinds of methods are mutually correlative. The increase of frequency is dependent on the
state of production and research of microwave power source. The enlargement of cavity size is
determined by mechanical technology. The multimode excitation is affected by the frequency of
microwave source, the size and structure of heating cavity, the design of mode stirrer, the wave
vector direction of input wave beam, and so on. So the excitation of multimode is much more
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important than the other two kinds of methods for improving the homogeneity. One knows that,
the higher the frequency, the more modes there are in a size-specified cavity, and the larger the
size of a cavity, the more modes there are in the cavity for a specified frequency. Obviously,
the effects of the design of heating cavity and mode stirrer as well as the wave vector direction
of input wave on the multimode generation are very complicated and important from the point of
technical development. In this paper, we will discuss how above-mentioned factors affect multimode
generation in detail from structure design of cavity and mode stirrer, methods of mode excitation,
and variation of operating frequency in order to better understand multimode forming process.

2. A DEFINITION OF ELECTROMAGNETIC MODE

In order to guide microwave along specific direction or way or excite them in a specific chamber,
scientists have designed waveguide and cavity. For the waveguide and cavity with metal wall
boundaries, only there are some special electromagnetic field structures. Each field structure can
satisfy the boundary condition and all these field structures constitute an orthogonality series, which
means that each field structure can exists in the waveguide or cavity either singly or superposition
with any other mode at same time. Each field structure possesses specific propagation or resonance
characteristics in waveguide or cavity respectively. This field structure is called as ‘mode’. When
one hopes that microwave do not distorted after it propagates through a waveguide or can be
excited as a monochromatic wave in a cavity, he will design the structure and electric parameters
of the system to assure single mode operation. If one wishes that microwave field could distribute
as evenly as possible in microwave materials processing system, he will design the structure and
electric parameters of the system to excite modes as many as possible and change every mode’s
amplitude and the power density absorbed by the materials for lowering the effect of the operating
mode of microwave source on the heating homogeneity. Our discussion will be concentrated on
the multimode excitation to improve the homogeneity of field and temperature distribution for
microwave heating in this paper.

In a microwave heating system with metallic boundaries, multimode operation means a charac-
teristic size of the heating cavity much bigger than the wavelength of the microwave source, and
we can think that the excited modes propagate in the cavity according to geometrical optical ray
[9]. The initial TE or TM mode is represented as superpositions of plane waves by decomposition
of the Bessel function in a cylindrical cavity, each propagating at the Brillouin angle θB relative to
the cavity axis:

θB = arctan(Xmn/kza) (1)

where Xmn is root of Bessel function (or derivative), kz =
√(

ω
c

)2 − (
Xmn

a

)2
is axial wave number,

a is radius of the cavity. Although θB shows the cutting angle of propagating direction of a ray with
cavity axis according to geometrical optics, the minimum distance from the ray to the axis of the
cavity can be changed, which means it is difficult to only use θB for determining the propagation
status of a mode. The requirement of a zero azimuthal electric field at the cavity wall defines the
relative phase of these plane waves. In the geometrical optical limit, the transverse location of a
plane wavefront can be defined based on that at a particular point of interest the ray direction must
coincide with the direction of Poynting vector of the original TE- or TM -mode field distribution.
If the point of interest is located at the cavity wall the ray has the distance [10]

Rc =
m

Xmn
a (2)

from the cavity axis. Hence, if all plane waves are represented by geometrical optical rays, they
form a caustic at the radius Rc. So, in the geometrical optical limit, the propagation status of a
mode can be determined by Brillouin angle θB and caustic with formulae (1) and (2). [11] Fig. 1
shows a geometrical description of the rays propagating in a multimode cylindrical cavity.

Formulae (1) and (2) show the relation of a mode with its propagating direction. In this paper,
we use the formulae (1) and (2) as a definition of ‘mode’ for better understanding the multimode
forming process in microwave heating cavity. If one knows Brillouin angle θB and caustic radius
Rc of a ray in a cylindrical heating cavity, he can determine what mode forms the ray, Vice versa.
Based on the formulae (1) and (2), we can not only conveniently study the propagation of a mode in
a multimode cavity, but also utilize them to excite the expected modes by designing the propagation
direction of a wave beam. Both (1) and (2) are two very important formulae for studying multimode
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Figure 1: Geometrical description of the ray propa-
gating in a multimode cylindrical cavity.

Figure 2: Schematic of multimode excitation by de-
formation of input waveguide.

excitation to obtain the homogeneity of field and temperature distribution in a microwave heating
cavity.

3. MULTIMODE FORMING PROCESS

Multimode Formation is a very important process for improving the homogeneity of electromag-
netic field and temperature distribution in a microwave-heating cavity. Only appropriate excitation
and controlling for expected modes’ amplitude and phase can satisfy the requirements of the homo-
geneity of the system for microwave heating. There are many methods for multimode generation,
which can take place under the process of the coupling and excitation of modes. For example,
the tapering transition and bending of input waveguide, the change of the propagation direction
for wave beam and the dispersion caused by the nonlinear interaction of microwaves with heated
material. In this section, we will discuss the multimode forming process in detail based on the
above-mentioned three methods.

3.1. Multimode Excitation through Deformation of Input Waveguide

When microwave propagates in a crossed-section-changed or -bent waveguide, different modes will
couple each other. This kind of coupling obeys by the generalized telegraphist’s equation:

dAmn

dz
= −iβmnAmn +

∑

m′

∑

n′

Am′n′K
m′n′
mn (3)

where the Amn and Am′n′ are the amplitudes of the various modes, βmn is the propagation constant
of the mode having amplitude Amn, and Km′n′

mn is the coupling coefficient between the mn and m′n′
mode, and the sum over m′n′ excludes mn.

According to (3), if one hopes that the azimuthal mode number is not changed in the process of
wave coupling, pure radial variations of waveguide can be used for realizing this mode conversion.
However, if one hopes to change the azimuthal mode number, waveguide’s bending (or a curvature
variation) is required. Usually, conversion component directly connects to the microwave source and
load in this kind of conversion process, reflection is a main problem affecting the steady operation of
the system. In order to avoid that energy from microwave source faces too strong reflection before
transmitting into the heating cavity, the variation of waveguide crossed section or curvature should
be tapering. But the tapering transition is not sufficient to obtain a uniform field and temperature
distribution, and mode stirring is also a key technology for solving the homogeneity problem in
this system. However, appropriate reflection may cause variation of the operating frequency of the
source in a small range when a mode stirrer has been used in the heating cavity, which will also
promote the more multimode generation and the improvement of field homogeneity. The realization
of this method must depend on the base of the enough reflection for multimode generation, the
decrement of heating conversion efficiency because of the reflection and the steady operation of
the system. And it is difficult to alleviate the effect of field concentrations in the center with this
method. Fig. 2 is a schematic of the possible structure for this heating cavity.
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3.2. Multimode Formation through Changing the Propagation Direction of Wave Beam
3.2.1. Modes Excited with a Gauss Wave Beam
A more effective method for improving field homogeneity and relieving the effect of the reflection
from the interaction system is to use a Gauss wave beam as input microwave energy. If a Gauss
wave beam is input to a multimode cylindrical heating cavity, as shown in Fig. 3, the excited modes
in the cavity by the beam can be determined according to θB and Rc based on formulae (1) and
(2). At first, we consider a simple situation, in which the ray OB in the wave beam center is in
the same plane with a plane including the cavity axis. So the ray OB, those rays parallel to OB
and also included in the plane will excite the same circular electric (or magnetic) mode, supposed
as the TE0n (or TM0n). The rays not parallel to OB and also included in the plane will excite the
TE0m (or TM0m, m > n) modes for BA area and the TE0k (or TM0k, k < n) modes for BC area
respectively. We can think that the rays not included in this plane all lay in a series of the planes
parallel to it, which means that the TEpn (or TMpn), TEpm (or TMpm m > n) and TEpk (or TMpk

k < n) modes (p does not equal to zero and is different for the different planes) will be excited in
the cavity. In addition, if the wave beam does not consist of a series of discrete rays, the excited
modes will include EH or HE modes even some other modes, which may not be described with
exact mathematic form. However, the existence of these modes can well be understood through
(1) and (2) from a physical point of view. For a specific cavity structure, the number, amplitude
and phase of the modes excited by a Gauss wave beam is only dependent on the cutting angle θB

and caustic radius Rc of the rays relative to the cavity axis. If input wave beam does not intersect
with the cavity axis, the number of the excited modes in the cavity can be same, but some different
kinds of modes will be excited, which will affect the field distribution homogeneity in the cavity. In
principle, that input wave beam does not intersect with the cavity axis can excite more high order
modes, which makes field distribution more uniform by relieving the field concentrations in center.
Although the above-mentioned description has shown that a Gauss wave beam can excite a lot of
modes in the multimode cavity, it is not sure that the field distribution in the cavity is enough
homogeneity for materials processing because much more energy may only be stored in few modes.

O

A    B       C

θ B

Figure 3: Model for multimode excitation with a
Gauss wave beam.

Figure 4: A schematic of polygonal applicator.

3.2.2. Effect of Mode Stirrer
In order to further improve the field distribution homogeneity, mode-stirring technology is utilized
to excite more modes through changing the propagation direction of wave beam. Usually, mode
stirrer (similar to Fig. 2), installed on the top of the cavity, is similar to a fan and can rotate in 3D
space. The effects of mode stirrer on field homogeneity are mainly from two aspects. Firstly, the
direction and special shape of its blades as well as its rotation in 3D space will change the reflection
direction of the rays of wave beam and may increase the reflection times in the cavity, which excites
more modes and may cause time-averaged homogeneity in the cavity. Secondly, periodical motion
of the stirrer causes a time-averaged homogeneity of electromagnetic field.

One can design the shape, direction and rotating way of the blades to enlarge or reduce the
cutting angle θB and caustic radius Rc of a ray relative to the cavity axis through the reflection of
the ray on the blades. After the reflection of the ray, the decrease of θB means that a mode with
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lower radial wave number is excited, and the decrease of Rc means a mode with lower azimuthal
wave number is generated. The increment of θB and Rc will promote the generation of higher
order modes with different radial and azimuthal wave number respectively. If θB or Rc of the ray
decreases, the time spacing reflected again by the mode stirrer on the ray shortens, which makes it
may have more opportunities for exciting other modes so that more uniform field distribution can
be formed in the cavity. If θB or Rc of the ray increases, the time spacing reflected again by the
mode stirrer on the ray will become longer, so the reflection times of the ray on the cavity wall will
rises, which may also improve field distribution homogeneity in the cavity by random superposition
of phases and amplitudes of the field for the mode. In order to avoid that electromagnetic energy
is mainly included few modes, one should excite various different modes in the cavity as many as
possible. However, the excitation of high order modes is not as easy as the excitation of lower
order modes for a specific ray through a mode stirrer. For example, in a cylindrical cavity (Fig. 3),
only when the cutting angle of bottom or top cover with cavity axis is changed to deviate 90◦,
the ray with θB can excite the other mode after it is reflected on the cover. If a mode stirrer
is installed on the top of the cavity (Fig. 2), it is difficult to form a cutting angle of larger than
90◦ between the inner side of the blade of the mode stirrer and the cavity axis even if the stirrer
can rotate in 3D space, which may cause field concentrations in the center (near the cavity axis).
Although one can do some holes on the blades and design the special shape of the blades and
the spacing between two neighboring blades, which makes that diffraction can happens, to try to
excite the higher order modes in the cavity, it is difficult to describe the forming process of the
modes based on mathematics and physics because of too complex structure of the stirrer, and the
improvement for field homogeneity is insufficient for satisfying industrial quality requirements of
field homogeneity [11].
3.2.3. Effect of the Cavity Structure Variation
In order to avoid field concentrations in the center, one of effective methods is to make the input
angle of the ray of wave beam on the cavity wall become larger, which can make the reflection times
of the ray increase and higher order modes excited. However, not every way enlarging the input
angle can all improve field homogeneity well because the homogeneity is the result of superposition
for the amplitudes and phases of all modes in the cavity. Changing the boundary of the cavity from
circular cylindrical surface to polygonal cylindrical one can enlarge the input angle of the ray when
the wave beam is input by hitting an edge of the polygonal applicator (Fig. 4), which shows a new
opportunity for further improving the quality of the field homogeneity. Because of too complex
boundary condition for this new applicator structure, precise knowledge of cavity properties and
design studies have to be obtained by 3D numerical field calculation. Although it is not easy to
define the cutting angle θB and caustic radius Rc of a mode in the polygonal cylindrical cavity
according to the formulae (1) and (2), the cutting angle θB and the distance between a ray and
cavity axis (similar to caustic radius) Rc can still be used to describe concept of ‘mode’ for input
wave beam. A simulation code MiRa [11] had been developed at Forschungszentrum Karlsruhe
for studying how to improve field homogeneity in a microwave heating system through designing
cavity configuration. As a quantitative measure for the quality of the field within a given volume,
the design parameter ∆d in the code was defined as

∆d =
σ| ~E|2

〈| ~E|2〉
(4)

where σ| ~E|2 is the standard deviation of the electric energy density in the given volume, 〈| ~E|2〉 is
the spatial averaged energy density in a considered area. So improving the quality of the field
homogeneity at a high field level can be realized by a decreasing value of ∆d from the design of an
appropriate applicator configuration.

Figure 5 shows the numerical simulation results on the field quality of polygonal applicator design
study for a) beam hitting the bare surface and b) beam hitting an edge based on MiRa code. It
can be seen that, if the beam is hitting the wall of the applicator at the first reflection, the best
quality of field homogeneity can be reached for the applicator configuration of “circular cylindrical
geometry +stirrer”. However, if the beam is hitting an edge of a polygonal applicator at the first
reflection, except pentagonal applicator, the qualities of field homogeneity are all better than those
of that beam hits the wall of the applicators at the first reflection. A significant minimum for ∆d

can be detected for a hexagonal shape. The experimental results performed at Forschungszentrum
Karlsruhe are in good agreement with the simulations based on MiRa code [11].
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Figure 5: Results on the polagonal design study.

3.3. Effect of Interaction Process of Materials with Wave Beam on Multimode Formation
During the heating process of material samples, the physical, chemical and mechanical properties
of the sample may change. So the absorption and reflection of the samples on microwaves will
continuously vary because of the nonlinear interaction of microwaves with them, which may change
the amplitude, phase and direction of reflected wave, excite new modes and affect the quality of
field homogeneity. Usually, the larger the variation of the properties of the sample in the heating
process, the larger the effect of the interaction process on the excited modes in the cavity. Because
different materials have different nonlinear interaction process with wave beam, the quality of field
homogeneity in a specific multimode cavity will depend on what material is processed in it. The
reflection from the sample is dependent on the dielectric, conductive and loss properties of the
sample as well as its shape and size in the heating process. The phase constant and the attenuation
coefficient of a plane wave in the sample can be expressed as [12]:

β = ω
√

µε′
{

1
2

[√
1 +

(ε′′ + σ/ω)2

ε′2
+ 1

]}1/2

(5)

α = ω
√

µε′
{

1
2

[√
1 +

(ε′′ + σ/ω)2

ε′2
− 1

]}1/2

(6)

Both (4) and (5) show the relation of the phase constant and the attenuation coefficient with
angular frequency ω, permeability µ, electric conductivity σ, and real ε′ and image ε′′ of complex
permittivity. It is very clear from (4) and (5) that the propagation and attenuation of the plane
wave in the sample are dependent on its electric and magnetic properties as well as microwave source
frequency. When the heated sample is nonconductive material, the effect of it on the quality of
field homogeneity in the heating process are dependent on the variation of the relative permittivity
and loss tangent of the sample. However, for a perfect conductor as heated sample, the skin depth
1/α is zero, microwave can only propagate on the surface of the sample and no loss of microwave
energy happens inside the sample, which causes the change of the structures and distributions of
mode fields in the heating system. In addition, The shrinkage of sample size and the variation of
its shape in the heating process will cause the changes of reflection directions of the ray on the
sample at different time, which makes that different modes are excited to affect the quality of field
homogeneity. It can be seen that the quality of field homogeneity in a microwave-heating cavity is
the result of a complicated combination, which includes how the properties, size and shape of the
heated materials as well as their variations, the structure design of heating cavity and mode stirrer,
and the input way of microwave mutually affect the mode excitations and the reflection process of
wave.

4. SUMMARY

In this paper, a definition of electromagnetic mode based on Brillouin angle θB and caustic radius
Rc has been proposed and applied to analyze the multimode forming process and the effect of it
on field homogeneity in microwave-heating cavity. The analyses show that a Gauss wave beam
can excite a lot of modes in the multimode cavity and the deviation of the beam related to the
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cavity axis can alleviate the field concentrations in center, but microwave energy may only be stored
in few modes. Mode-stirring technology can well solve the problem through designing the shape,
direction, rotating way and periodical motion of the stirrer to change propagation direction and
increase reflection times of the rays for exciting more modes and causing time-averaged homogeneity
of field in the cavity. However, there exists difficulty to design the shape and rotating way of the
mode stirrer for changing the modes to higher order modes than those formed by the wave beam
at the first reflection, which may cause field concentration in center. Changing the configuration
of the cavity from circular cylindrical surface to polygonal cylindrical one can enlarge the input
angle of the ray when the wave beam is input by hitting an edge of the polygonal applicator,
which provides an opportunity to excite higher order modes for alleviating field concentration in
center. The simulations with MiRa code developed at FZK have shown that the best quality of
field homogeneity can be reached for a hexagonal shape cavity, which is in good agreement with
experimental results. In addition, the multimode formation is also affected by the properties,
size and shape of the heated materials as well as their variations in the heating process. The
homogeneity of field and temperature distributions is determined by combination of the properties
and structure of the heated materials as well as their variations, the structure design of heating
cavity and mode stirrer, with the input way of microwave.
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Abstract— The nature of active magnetic bearings has many advantages over the conven-
tional bearing, as its operation is energy efficient and potentially leads to cleaner and noise-free
environment. However, the successful operation of an active magnetic bearing system requires a
complex real-time control system, because of its unstable characteristics, as well as its nature of
being a multi-input and multi-output system. This paper presents design and implementation of
a continuous time model predictive control algorithm (CMPC) to an active magnetic bearing sys-
tem (AMB). In this application, the plant continuous time model is identified from experimental
data using prediction error method. The control performance of this algorithm is studied using
an experimental AMB laboratory system. A host-target development environment of real-time
digital control system with hardware in the loop (HIL) is implemented and demonstrated by
controlling a nonlinear, open-loop unstable, and multivariable magnetic levitation device.

1. INTRODUCTION

This paper proposes a continuous time model predictive control scheme for an active magnetic
bearing system. The AMB, an alternative to the conventional mechanical bearings, is an emerging
technology with potential for application to a variety of products such as turbomolecular vacum
pumps, flywheel energy storage systems and other high speed rotating machinery. Active magnetic
bearing (AMB) systems have been widely applied due to their unique advantages such as: non-
contact, the lubricant-free operation, high rotational speed, and the controllability of the bearing
characteristics [1–3].

Firstly, the AMB rotor system always requires feedback control for stable levitation of the
rotor. Therefore, the control system plays a central role in achieving high performance of the
system. Secondly, the magnetic bearing system is strongly nonlinear due to electromagnetic forces,
state and control constraints, and electrical characteristics of the power-supply actuator unit [4].

To apply active control to the AMB system, it is necessary to construct a high performance, real-
time feedback controller to stabilize and control the suspended rotor. The control design problem
is usually quite complicated. This has received much attention in recent years [5].

In this paper, we explore the model predictive control (MPC) algorithms in the application to
AMB systems. Model predictive control has many advantages. It can handle constraints explicitly,
can handle multivariable problems in a natural way and is model based design in the sense that it
uses an explicit internal model to generate predictions of future plant behaviour [6]. However, most
of the MPC techniques have focused on discrete time systems. The corresponding continuous time
counterpart has received relatively little attention in the development. The continuous-time model
predictive control scheme using orthonormal functions (Laguerre functions in our case) developed
in [7] is computationally effective and easy to tune to achieve desirable closed-loop performance.
These advantages are demonstrated in this application.

Due to fast dynamics of the AMB systems, the application of real-time control is always a
challenging task. With the development of today’s PC/DSP-based technology, advanced control
methods are more often used in applied AMB control algorithms. In our application, the host-
target real-time environment with the combination of real time workshop (RTW) and xPC target
is implemented to develop and control an experimental AMB laboratory system [8, 9].

2. SYSTEM DESCRIPTION

2.1. MBC 500 Magnetic Bearing System

Figure 1 shows the configuration of the MBC 500 magnetic bearing system. The MBC 500 magnetic
bearing system includes a stainless steel shaft or rotor, four magnetic bearing actuators with eight
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Figure 1: Configuration of MBC 500 magnetic
bearing system.

‘horseshoe’ electromagnets to levitate the rotor. Hall
effect displacement sensors are placed just outside the
electromagnets at the end of the rotor. The electromag-
nets are driven by four current amplifiers which can be
actuated by four internal or external controllers. The
system has four-degree of freedom with two degrees of
freedom at each end of the rotor. These two degrees of
freedom are translation (x1 and x2) in the horizontal
direction perpendicular to the z axis and translation
(y1 and y2) in the vertical direction.

There are four on-board analogue controllers pro-
vided for the MBC 500 magnetic bearing which levitate
the bearing when connected in the feedback. On the
front panel there are four switches for disconnecting each of the controllers so that any one or all
of them can be replaced by the external controller [10].

The radial dynamics of the magnetic bearing system constitute a 4 input-4 output MIMO plant
with motion in the x-z and y-z planes. The coupling of the motion in the two planes for the open
loop plant is due to gyroscopic cross coupling and cross coupling effects from the bearings. In
this paper, we assume that these effects be small. Therefore it is reasonable to control the entire
system via two subsystems in different plane independently. In this paper, two axes in y-z plane are
controlled by on-board controllers and two axes in x-z plane are controlled by a 2 input-2 output
continuous time model predictive controller as proposed in this paper.

2.2. Host-target Real-time Control System Architecture

The hardware and software tools used in the development, implementation and testing of the digital
control algorithm are discussed in this section. The overall host-target real-time control system
architecture is shown in Figure 2, which is similar to the structure discussed in [11].
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Figure 2: Host-target real-time control system architecture.

The host-target real-time environment is implemented using MathWorks tools. MATLAB is
the basic “engine” with add-on components called toolboxes. SIMULINK is a MATLAB add-on
that provides a graphical user interface for model development and system simulation. The RTW
toolbox is capable of generating real time code for SIMULINK models. The xPC Target toolbox
allows access to input/output data directly from a compatible data acquisition card and generates,
compiles, and creates real-time executable code for SIMULINK models without the user having to
write some low-level code. The real-time code is downloaded to the target computer to control a
system in a HIL environment. The Watcom C compiler is used for generating C code.

The target computer is booted using an xPC boot floppy that loads the xPC target real-time
kernel. Subsequently, the generated executable real-time code is downloaded to the target PC
via the Ethernet. The I/O board and the PCI-6024E card by National Instruments provide the
interface between the target computer and the HIL system.
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2.3. Implementation

Target

Magnetic Bearing
Host

Figure 3: Experimental setup.

Experimental setup using host-target real
time control system architecture to control the
MBC 500 magnetic bearing system is shown in
Figure 3. SIMULINK block diagram for xPC
target to control the plant is shown in Fig-
ure 4. PCI-6024E and PCI-6024E1 are I/O
blocks for National Instruments PCI-6024E
I/O board with A/D channels and D/A chan-
nels. The plant outputs are sampled via ana-
log input (A/D) channels and the control sig-
nals are generated via analog output (D/A)
channels to control the plant. The Embed-
ded MATLAB Function1 block receives the
control changes and the plant outputs from
which the observed states are generated. The
Embedded MATLAB Function block imple-
ments the CMPC algorithm. The Embedded
MATLAB Function2 block and the Embedded
MATLAB Function3 block generate the reference inputs. The signal generator block and the signal
generator1 block generate the disturbance inputs.
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Figure 4: Simulink block diagram for magnetic bearing control system.

3. CONTINUOUS TIME MODEL PREDICTIVE CONTROL

This section provides a brief discussion of the continuous time model predictive control [7] used
in this paper. The approach uses orthonormal functions to describe the trajectory of the control
variable, and a multivariable state space model is used in the design.

With respect to a set of real functions li(t), i = 1, 2, . . ., that is orthogonal and complete over
the interval (0, ∞), it is known that an arbitrary function f(t) is expressed in terms of a series
expansion as

f(t) =
∞∑

i=1

ξili(t) (1)

where ξi, i = 1, 2, . . ., are the coefficients.
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Specifically, we let L(t) = [l1(t)l2(t) . . . lN (t)]T, where li(t)’s are Laguerre functions defined as

l1(t) =
√

2p× e−pt

l2(t) =
√

2p(−2pt + 1)e−pt

... =
...

li(t) =
√

2p[(−1)i−1 (2p)i−1

(i− 1)!
ti−1 + (−1)i (i− 1)(2p)i−2

(i− 2)!
ti−2

+(−1)i−1 (i− 1)(i− 2)(2p)i−3

2!(i− 3)!
ti−3 + · · ·+ 1]e−pt

where the parameter p is positive and often called scaling factor for Laguerre functions and L(0) =√
2p [1 1 · · · 1]T. Then we can describe the derivative of the control signal using Laguerre

functions based series expansion as

u̇(t) =
N∑

i=1

ξili(t) = L(t)Tη (2)

where N is the number of terms used and η = [ξ1 ξ2 · · · ξN ]T is the vector of coefficients.
Suppose that the plant to be controlled is an r input - q output multivariable system having a

state space model
Ẋm(t) = AmXm(t) + Bmu(t)
y(t) = CmXm(t)

}
(3)

where Xm(t) is the state vector of dimension n.
Let us now define an auxiliary variable

Z(t) = Ẋm(t) (4)

We then write an augmented state space description of the system (3) as

Ẋ(t) = AX(t) + Bu̇(t)
y(t) = CX(t)

}
(5)

where X(t) =
[
Z(t)T y(t)T

]T, A =
[
Am 0
Cm 0

]
, B =

[
BT

m 0
]T, C = [0 I], I is the q × q unit

matrix. Note that the augmented state space description (5) takes the first derivative of the control
signal as its input and its output remains the same.

Suppose that in a multi-input and multi-output setting, a set of future setpoint r(ti + τ) =
[r1(ti + τ) r2(ti + τ) · · · rq(ti + τ)], 0 ≤ τ ≤ Tp are available, where Tp is the prediction hori-
zon. The objective of model predictive control is to find the control law that will drive the predicted
plant output y(ti + τ) as close as possible, in a least squares sense, to the future trajectory of the
setpoint r(ti + τ). The cost function is taken as

J =
∫ Tp

0
[r(ti + τ)− y(ti + τ)]TQ[r(ti + τ)− y(ti + τ)]dτ +

∫ Tp

0
u̇(τ)TRu̇(τ)dτ (6)

where Q and R are symmetric matrices with Q > 0 and R ≥ 0.
Let the ith (0 ≤ i ≤ r) set of Laguerre functions be Li(t)T =

[
li1(t) li2(t) · · · liNi

(t)
]
, and

define the convolution integral corresponding to the ith input

Iint(τ)i =
∫ τ

0
eA(τ−γ)BiLi(γ)Tdγ (7)

To minimize J , in a least squares sense, the derivative of the optimal control for the uncon-
strained problem with finite horizon prediction is derived as

u̇(ti) =




L1(0)T 0 . . . 0
0 L2(0)T . . . 0
...
0 0 . . . Lr(0)T


Π−1{Ψ1r(ti)−Ψ2X(ti)} (8)
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where Π =
∫ Tp

0
φ(τ)Qφ(τ)Tdτ + R; Ψ1 =

∫ Tp

0
φ(τ)Qdτ ; Ψ2 =

∫ Tp

0
φ(τ)QCeAτdτ ;

φ(τ)T =
(
C

[
Iint(τ)1 Iint(τ)2 · · · Iint(τ)r

] )T.
To integrate the u̇(t), we get

u(t) =
∫ t

0
u̇(τ)dτ (9)

The prediction of the future plant behaviour is built on the availability of the state variable at
time ti. The state variable is estimated by the observer equation that is needed for implementing
the CMPC

˙̂
X(t) = AX̂(t) + Bu̇(t) + Job(y(t)− CX̂(t)) (10)

where ˙̂
X(t) is the estimate of X(t) and Job is the observer gain.

4. EXPERIMENTAL RESULTS

4.1. System Identification

The CMPC algorithm is a model based approach. The plant model has to be obtained first for
the purpose of control design. Here the plant model is estimated using experimental data. Two
sets of test signals that have white noise characteristics are applied to two reference inputs. The
experimental data of inputs and outputs of the plant is shown in Figure 5. The MATLAB function
‘pem’ in System Identification Toolbox is used to identify the plant model in discrete-time transfer
function form. The identified model is converted into the continuous-time transfer function matrix
as follows:

[
y1(s)
y2(s)

]
=

[
43.98(s−4241)(s+402.1)(s−299.2)

(s−451.7)(s−252.9)(s+450.4)(s+359.4)
−20.38(s−68.23)(s+217.2)(s+3739)

(s−451.7)(s−252.9)(s+450.4)(s+359.4)
−19.8(s+4110)(s+183.8)(s−92.44)

(s−451.7)(s−252.9)(s+450.4)(s+359.4)
55.72(s−3762)(s+387.3)(s−317.2)

(s−451.7)(s−252.9)(s+450.4)(s+359.4)

]
×

[
u1(s)
u2(s)

]
(11)

Figure 6 gives the fit of measured outputs and 1-step ahead predicted model outputs, 98.01%
and 94.67% respectively, and the prediction errors for axis x1 and axis x2.
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Figure 5: Experimental data of the plant.
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Figure 6: Validation result of the plant.

4.2. Simulation

The CMPC controller with an observer based on the identified plant model is designed. We select
number of terms used in the Laguerre model to capture the control signal as N1 = N2 = 2. The
prediction horizon is set to be 40 ms. Two tuning parameters for the closed-loop response speed are
selected to be p1 = p2 = 250. The observer poles are selected close to the region of −3×max(p1, p2).
The observer is designed using the pole assignment technique by putting the observer poles at [-750
-850 -950 -1050 -1150 -1250]. The simulated results are shown in Figures 7–10.
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Figure 7: Staircase response of axis x1.
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Figure 8: Staircase response of axis x2.
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Figure 9: Disturbance response of axis x1.
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Figure 10: Disturbance response of axis x2.
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Figure 11: Staircase response of axis x1.

33 33.2 33.4 33.6
 0.1

0

0.1

Reference of x1 (v)

33 33.2 33.4 33.6
 0.1

0

0.1

Output of x1 (v)

33 33.2 33.4 33.6
0

0.1

0.2

Input of x1 (v)

Time (s)

33 33.2 33.4 33.6

0

0.2

0.4

Reference of x2 (v)

33 33.2 33.4 33.6

0

0.2

0.4

0.6

Output of x2 (v)

33 33.2 33.4 33.6
 0.4

 0.2

0

Input of x2 (v)

Time (s)

Figure 12: Staircase response of axis x2.

4.3. Real-time Control

The CMPC algorithm is used to control the MBC 500 magnetic bearing system via the host-target
real-time control system architecture shown in Figure 4. The design parameters are the same as the
ones in Section 4.2. Sampling time is 0.2ms. Experimental results are illustrated in Figures 11–14.
Figure 11 shows the system output of axis x1 (voltage equivalent of measured rotor translation in
axis x1 direction). Figure 12 shows the system output of axis x2 (voltage equivalent of measured
rotor translation in axis x2 direction). Each of the system outputs tracks the corresponding staircase
setpoint signal. The interaction is very small for the system output of zero-setpoint axis.

Figures 13 and 14 show the disturbance responses when the square disturbances were applied
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to one of the plant inputs respectively. The system outputs converge to the equilibrium points
rapidly.
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Figure 13: Disturbance response of axis x1.
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Figure 14: Disturbance response of axis x2.

5. CONCLUSIONS

This paper has designed and implemented a continuous time model predictive control system on
an active magnetic bearing system, which is unstable and in the framework of a multivariable
system. The predictive control was designed using Laguerre functions to describe the future control
trajectory. As a result, the closed-loop performance of the predictive control system can be tuned
through the number of terms of the Laguerre functions in conjunction with the scaling factor. In the
implementation of predictive control system, a host-target environment is used where the embedded
MATLAB function blocks linking with the SIMULINK models provide a successful development
platform for this application.
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Several Rules about the Magnetic Moment of Rotational Charged
Bodies
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Abstract— A strict and delicate analogy relation between the magnetic moment of a rotational
charged body and the rotation inertia of a rigid body about a fixed axis has been found in this
paper. Based on this analogy relation, many rules and theorems about calculating the rotation
inertia of a rigid body can be transplanted to field of electromagnetism and used to calculate
the magnetic moment of a rotational charged body. Some principles or theorems are extended,
generalized, illustrated, and enumerated. Some related examples are listed in the paper.

1. PREFACE

Reference [1] gives the analogy relation between the magnetic moment [3–5] of a rotational charged
body and the rotation inertia of a rigid body about a fixed axis, which is very stimulating and
pedagogical. According to this paper, a rotational charged body with an element electric charge of
dq, a constant angular speed of ω (the size of ~ω) about a fixed axis, and a rotation radius of r⊥,
must have a definite magnetic moment of following magnitude:

∣∣∣d~Pm

∣∣∣ = dIπr2
⊥

= (ω/2π) · dq · πr2
⊥

= (ω/2) · r2
⊥dq

or
d(2Pm/ω) = r2

⊥dq

Its direction is parallel or anti-parallel to ~ω according to the positive or negative sign of dq
respectively. The above expression has a strict and delicate analogy relation to the rotation inertia
expression — dJ = r2

⊥dm for an element mass of dm about a definite axis:

2Pm/ω ↔ J, dq ↔ dm, q ↔ m

Let us pay more attention to the analogy relation of 2Pm/ω ↔ J , which is more appropriate
than the corresponding one given in the reference [2]. Because only Pm/ω is the physical quantity
that independent of ω and only impressed by the distribution of electric charge and position of
axis. Thus there is a strict analogy relation between Pm/ω and J . Nevertheless, on the same time
we should notice that, charged conductor which is in a state of a electrostatic equilibrium only has
its charge distributed on its surface. So we must treat the rotational charged solid conductor as a
charged shell, analogical to the hollow rigid body of the same shape. Other analogy relationship
between the two circumstances is:

Q(the total charge value) ↔ m(the total mass),
Ce(the center of elecric charge) ↔ Cm(the mass center),
σe(electrical charge areal density) ↔ σm(mass areal density),
ρe(electrical charge body density) ↔ ρm(mass body density),
λe(electrical line density) ↔ λm(mass line density).

It is obvious that many computation rules and property theorem of rotation inertia for a rigid
body can be transplanted to that of the magnetic moment for a rotational charged body. Just as
in reference [6], the rotation inertia for any triangle rigid plane with homogeneous mass distribu-
tion about its center-of-mass axis vertical to this rigid plane can be formulated as: JABC(Cm) =
m(a2+b2+c2)/36. According to the analogy relation given as above, we can immediately deduce the
magnetic moment formula for a rotational charged triangle plate with homogeneous charge distri-
bution about its center-of-charge axis vertical to the plate to be: PmABC(Ce) = Q(a2 +b2 +c2)ω/72.
This paper extends and applies the conclusions drawn from references [6–9] to the case for calcula-
tion of magnetic moment of a rotational charged body, tabulates and enumerates related examples
of those theorems and makes some further discussion.
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2. THE PARALLEL-AXIS THEOREM FOR THE MAGNETIC MOMENT OF A
ROTATIONAL CHARGED BODY

The parallel-axis theorem [6–9] of rotation inertia for a rigid body is universal to all cases of any
shape and any mass distribution. Then there is some reviews are in order: once we know the
rotation inertia of rigid body about its center-of-mass axis, we can calculate its rotation inertia
about any other parallel axis. Based on above analogy relation, first of all, we can define the

electrical charge center ~rc =
1
Q

∫
~rdq. And suppose the value of magnetic moment of a rotational

charged body about one of its axis passing through its charge center is Pmc (the corresponding
angular speed is ω), the distance between the two parallel axes is d, the total charge value is Q,
then following conclusion holds:

2
ω

Pm =
2
ωc

Pmc + Qd2 (1)

In need of simplicity and conciseness, we can take ω = ωc (but notice that ω and ωc are
independent of each other), and attain a formula:

Pm = Pmc +
ωQ

2
d2 (1′)

This is the parallel-axis theorem for the magnetic moment of a rotational charged body with any
shape and any electric charge distribution (a volume, surface, curve or discrete points distribution).
No matter what a kind of charged body it is, the above formula always holds — for a rigid body
or a kind of liquid matter, a conductor or a kind of electrolysis. Its application examples can be
found in Table 1.

There is a very impotent deduction for theorem (1′): if the total charge value of a rotational
charged body is zero, then Pm = Pmc and it has nothing to do with distance d.

That is to say: for a body with a total zero charge and a nonzero charge density, its magnetic
moment about any axis with any direction is equal to that of a charged body about the center-of-
charge axis.

3. THE ORTHOGONAL-AXES THEOREM FOR THE MAGNETIC MOMENT OF A
ROTATIONAL CHARGED BODY

For a thin slice of rigid plate of zero thickness, its rotation inertia about the x, y, z axes respectively
satisfies the so-called orthogonal-axes theorem [7, 9]. (provided the xoy coordinate plane is located
upon the rigid plate):

Jz = Jx + Jy

Based on the analogy relation, for a thin plate with an arbitrary surface charge distribution,
its magnetic moments about the x, y, z axes with an angular speed of ωx, ωy, ωz respectively will
satisfy the following orthogonal-axes theorem:

Pmx

ωx
+

Pmy

ωy
=

Pmz

ωz
(2)

For simplicity and conciseness, without loss of generality, we can also assume ωx = ωy = ωz,
and attain following equation:

Pmx + Pmy = Pmz (2′)

Its application examples can be found to be example (3) in Table 1. Now let us pay more
attention to the so-called generalized orthogonal-axes theorem published in one of my papers [7]. For
a column rigid body with an arbitrary shape of transversal section and of uniform mass distribution
along its generatrix, with a height of L, a mass of m, with its Z axis parallel to its generatrix and
the coordinate plane of xoy plumb to its generatrix line, amputating it to be two parts, each with
a length of L1 and L2 respectively (L1 + L2 = L), as Fig. 1 shows. Then the following generalized
orthogonal-axes theorem holds

Jx + Jy = Jz +
2
3
m

(
L2

1 − L1L2 + L2
2

)
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Figure 1: A column with height of L.

According to the analogy relation, for a uniform charged rotational column which has a total
charge value of Q and angular speeds of ωx, ωy, ωz about the x, y, z axes respectively, its corre-
sponding magnetic moments must satisfy the following orthogonal-axes theorem when following
substitution is taken: 2

ωPm ↔ J, Q ↔ m.

Pmx/ωx + Pmy/ωy = Pmz/ωz +
1
3
Q(L2

1 − L1L2 + L2
2) (3)

For simplicity and conciseness, assuming that ωx = ωy = ωz = ω (notice that ω is not the
resultant angular velocity of ωx, ωy, ωz), then

Pmx + Pmy = Pmz +
ω

3
Q(L2

1 − L1L2 + L2
2) (3′)

When L1 = 0, L2 = L, we have

Pmx + Pmy = Pmz +
ω

3
QL2 (3′′)

(The end− face orthogonal− axes theorem)

When L1 = L2 = L
2 , we have

Pmx + Pmy = Pmz +
ω

12
QL2 (3′′′)

(The orthogonal− axes theorem on the middle transversal section)

We can get its application examples such as No. 4, No. 5, No. 6 in Table. 1 by means of analogy
transition from reference [7].

What should be paid more attention to is that when the charged column has a total zero charge
value and a nonzero charge density, the generalized orthogonal-axes theorem (3), (3′) reduce to the
original orthogonal-axes theorem (2), (2′). That is to say, its magnetic moment is independent of
the column length. It is very important and useful to calculate the magnetic moment of a rotational
charged body, especially for a charged body with a four-degree symmetry axis (in terms of group
theory). The examples Nos. 5 and 6 in Table 1 are its application.

4. THE ORIGIN-MOMENT THEOREM

For those rigid bodies of arbitrary shape and mass distribution, randomly selected coordinate system
O-XYZ, the rotation inertia Jx, Jy, Jz about the axes X, Y , Z satisfy the following equation

Jx + Jy + Jz = 2
∫

r2dm(= 2Jo)
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(Provided all matter is evenly charged with total charge value of Q  and

with a constant volume (surface, linear) charge density)

Examples
Form of charged 

bodies

Rules and 

theorems 
Formula of magnetic moment 

No. 1.The thin and 

straight rod

linear

l

The analogy 

relation and 

definition

2

24

1
QlP

m

No. 2.The rectangular 

plate

surface distri. l

The parallel- 

axis theorem 

21

6
mx
P Ql

No. 3. The circular 

and thin plate 

surface distri.

z

y
x

R

The

orthogonal-

axes theorem 

2

2

1
(  )

8

1

4

m x my

mz z

P QR P the similar

P QR

No. 4. The cuboid 

volume distri.

z

y

x

o

a

b

c

The extended 

orthogonal -

axes theorem 

2 21
( )

24

( ,  the similar)

mx x

my mz

P Q a c

P P

No. 5.The solid

Cylinder

(volume distri. and 

axial sym.)

x

y

z

R
l

The extended 

orthogonal

axes theorem 

2 2

mx

1 1
P ( QR QL )

8 24
x

my
P the similar

No. 6.The thin and 

hollow cylinder

(surface distri. and

 axial sym.)

x

y

z

R
l

The extended 

orthogonal-

axes theorem 

xmx
QLQR )

24

1

4

1
(P

22

No. 7.The solid 

globe

( volume distri. and 
spherical sym.)

z

y

x

The origin- 

moment 

theorem 

2

5

1
P QR
m

No. 8.The thin 

Spherical crust 

( surface distri. and 
spherical sym.)

z

y

x

The origin- 

moment 

theorem 

2

3

1
P QR
m

Table.1. The table of calculation rules and examples of magnetic  moment for rotational charged bodies .
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Here Jo is defined as the origin moment [8, 9] (also called the center moment). r is the distance
between the mass element and the origin point. The above expression is called origin moment
theorem or center moment theorem, which has been mentioned in many references [8, 9]. And its
latest manifestation can be found in reference [8].

According to the simple analogy relation given before, we have

Jx → 2
ωx

Pmx, Jy → 2
ωy

Pmx, Jz → 2
ωz

Pmz and dm → dq
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Then we can get the origin-moment theorem related to moments of Pmx, Pmy, Pmz

Pmx

ωx
+

Pmy

ωy
+

Pmz

ωz
=

∫
r2dq (4)

For simplicity and conciseness, assuming that ωx = ωy = ωz(= ω).
Then

Pmx + Pmy + Pmz = ω

∫
r2dq (4′)

Especially for those rotational charged bodies of spherical symmetry, their volume charge density
and element charge can be expressed as ρe = ρe(r), dq = 4πr2ρe(r)dr.

Then
Pmx + Pmy + Pmz = 4πω

∫
r4ρe(r)dr

But due to the spherical symmetry Pmx = Pmy = Pmz, we have

Pmx = Pmy = Pmz =
4
3
πω

∫
r4ρe(r)dr (4′′)

Its application examples are enumerated in Table 1, or No. 7, No. 8.

5. CONCLUSIONS

Such a perfect and delicate analogy relation between the magnetic moment of a rotational charged
body and the rotation inertia of a rigid body supply us with a powerful tool to calculate precisely
the magnetic moments of rotational charged bodies with all kinds of shape. Formulas such as
(1′)–(4′) can all be viewed as theorems to deal with all kinds of problem involved in magnetic mo-
ment calculation of rotational charged bodies, especially for those rotational bodies of symmetrical
charge distribution. Table 1 gives some concrete illustrations of these formulas. Such calculation is
very necessary and meaningful for research and teaching of the electromagnetic field and even for
investigating of space such as the launching of satellites and spaceships.
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Abstract— In the current study we assessed possible effects of prolonged (3 hours) exposure
to 884 MHz GSM wireless communication signals on self-reported symptoms, cognitive function,
and electroencephalographically (EEG) recorded sleep. The study group consisted of 36 women
and 35 men. Twenty-two women and sixteen men reported symptoms they specifically related to
mobile phone use (SG). The rest of the participants reported no mobile phone-related symptoms
(NG).
Potential participants volunteering for the study were evaluated by physicians, including some
biochemical assessments, to rule out medical conditions that could interfere with study variables
of interest. Once selected, participants spent three different sessions in the laboratory. The ha-
bituation session was followed by two subsequent sessions. In these subsequent sessions, subjects
were either exposed to sham exposure (sham) or 884MHz GSM wireless communication signals
for 3 hours (an average of 1.4 W/kg including periods of DTX and Non-DTX. Exposure directed
to the left hemisphere). Data was collected before, during and following the exposure/sham ses-
sions. Data collected included self-reported symptoms, including headache, cognitive function,
mood, and electroencephalographic recordings.
During actual exposure, as compared to sham exposure, sleep initiated one hour after exposure
was affected. There was a prolonged latency to reach the first cycle of deep sleep (stage 3). The
amount of stage 4 sleep was also decreased in exposed subjects. NG subjects reported more
headaches during exposures vs. sham exposure. Neither group (SG and NG) was able to detect
the true exposure status more frequently than by chance alone.
The study indicates that during laboratory exposure to 884 MHz wireless signals, components
of sleep, believed to be important for recovery from daily wear and tear, are adversely affected.
Moreover, participants that otherwise have no self-reported symptoms related to mobile phone
use, appear to have more headaches during actual radiofrequency exposure as compared to sham
exposure. However, subjects were not able to detect the true exposure status more often than
would have been expected by statistical chance alone.
Additional self-reported findings, biochemical, performance and electrophysiological data are
currently being analyzed. Possible health implications from the findings will also be further
explored.

1. INTRODUCTION

There have been a number of scientific reports concerning the possible relationship between expo-
sure to radio frequency fields (RF) during mobile phone use and self reported symptoms, such as
skin sensations, cognitive symptoms, headache, dizziness and sleep disturbances (1–9). However,
prior laboratory-based RF exposure studies have been of short-term duration, commonly focusing
only on a few outcome variables of interest, and rarely combined self-reported, performance, neuro-
physiological and neuroendocrine parameters. In order to better understand biological mechanisms
behind a possible association between RF exposure and self-reported symptoms, neurophysiologi-
cal and cognitive responses, we believe a more comprehensive exposure and assessment strategy is
needed.

At the previous PIERS meeting in Cambridge, MASS, USA, 2006 we presented the design and
methodology of an ongoing double-blind controlled laboratory study with the objective to estab-
lish whether RF during mobile phone use had any direct effects on: (1) self-reported symptoms,
(2) cognitive symptoms, (3) stress hormones, (4) performance and subsequent sleep and electroen-
cephalogram (EEC). Furthermore, we wanted to establish whether the subjects with self-reported
symptoms attributed to mobile phone use (SG) would be able to differentiate exposure conditions
from sham, compared to the non symptomatic subjects (NG).
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2. METHOD

The exposure set up exposed the left head hemisphere to a GSM signal (884 MHz) at an average
of 1.4 W/kg including periods of DTX and Non-DTX (Fig. 1). The exposure was designed to be
consistent with worst case exposure occurring in real-life situations, but with extended duration.
The exposure laboratory consisted of two separate rooms. In each room, the respective exposure
area was shielded with screens, covered with absorbing material. RF and EMF background as-
sessments were conducted prior to initiating the actual study, and quarterly in order to ensure the
background field environment in the laboratory was in agreement with specifications in the research
protocol. All mobile phone use outside the exposure laboratory was eliminated during exposure
sessions. Each exposure session lasted for 3 hours. Three sessions were conducted for each subject,
one habituation session and two exposure sessions. The exposure sessions were randomly selected
for Sham and RF exposure. During the sessions participants carried out performance and memory
tests, scored self-reported symptoms and state of mood. Discrete Likert-type scales were used in
the symptom scoring questionnaires. Typically the ratings ranged from 1, indicating “not at all”
to 7, “a high degree” or from “disagree strongly” to “agree strongly”. After completed exposure
the subjects were EEG (electroencephalogram) recorded as they slept in a sleep laboratory. During
the subsequent morning additional test were performed before they left the laboratory.

Subject during exposure

Figure 1: Picture of the actual exposure set up, showing the 884MHz GSM wireless exposure unit (black
box).

3. MATERIAL

The final study group consisted of 71 subjects, age between 18–45 years, where 38 subjects fulfilled
the study criteria for SG (22 women and 16 men) and 33 subjects were classified as NG (14 women
and 19 men). All subjects reported using their mobile phones daily. The speaking time ranged
from five minutes to more than three hours.

4. RESULTS

Sleep initiated one hour after exposure was found to be affected. Under the RF exposure condition,
participants exhibited a longer latency to deep sleep (stage 3, meanRF=0.37, (SD=0.33), mean-
Sham=0.27 hours (SD=0.12); F=9.34, p=0.0037). The amount of stage 4 sleep was also decreased
(meanRF=37.2 minutes (SD=28), meanSham=45.5 minutes (SD=28); F=10.7, p=0.0019).

For headache, random effects logistic regression was used. Preliminary results reveal a significant
interaction effect for exposure and group. The NG reported less headache during sham exposure
compared to the SG. The proportion of subjects who reported headache was higher during RF
exposure than during sham exposure in the NG but not the SG group. Participants were not able
to differentiate RF exposure conditions from sham exposures more often than would have been
expected by statistical chance alone. Neither were there any statistically significant differences
between the SG and NG in reliable detecting results

5. DISCUSSION

Our results suggest that RF exposure under these conditions is associated with adverse effects on
sleep quality within certain sleep stages. The strengths of this study compared to earlier studies are
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the longer exposure time during worst conditions and a wider range of outcome variables, including
self-reported, neuroendocrine, and neurophysiological variables. There are a number of possible
factors that need to be considered when interpreting the results. One being that the exposure
laboratory was not fully shielded. However, the shielding walls provided sufficient protection for
indirect exposure between the two rooms. Considering this and other possible confounders, we still
conclude that there are statistical associations between RF exposure and specific self-reported and
neurophysiological variables, pertinent to the current discussions of possible effects from mobile
phone-generated RF exposure. Future analysis of the current study will further assess various
biological, neurophysiological, and cognitive outcome measures, e.g., spatial memory, performance,
and EEG data. We will also attempt to assess the possible clinical relevance of the observed
findings.
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Abstract— Published studies of MW exposure thresholds for human adverse perception and
cognitive effects with an emphasis on replicated results and the weight of scientific evidence, form
the scientific basis for IEEE and ICNIRP exposure limits. Established adverse MW effects are
associated with whole body heating at levels that usually increase temperature by approximately
1◦C or more. In human cognitive studies with low-level MW exposures, high quality replica-
tion studies appear to have eliminated many of the “false positives”. Although human cognitive
research continues there are no established human cognitive effects at or below standard or
guideline limits. In animal spatial memory studies the weight of evidence from six independent
research groups is that there is no effect on spatial learning at whole body or local (head) MW
exposures within guideline limits and also well above the limits, when whole body temperature
did not measurably rise. These replications are of particular note because of the existing large
body of scientific evidence of the neurophysiological and neuroanatomical nature of and homol-
ogy of spatial memory in animals and man. But confirmatory MW exposure, spatial memory
experiments in humans are required for health risk assessment. Controversy has followed reports
that low level MW exposure caused toxic leakage through the blood brain barrier [BBB] that
could lead to cognitive impairment. The BBB area of research remains open while we await the
publication of further BBB attempted replication studies. Since changes in temperature are the
biologically relevant information, experimental and numerical dosimetry is underway to predict
more precisely MW thermophysiological dose-effects on human or animal nervous functions.

1. INTRODUCTION

This paper presents an overview of the interaction of microwaves [MW] electromagnetic fields
as external stimuli to the nervous systems and the behavior of humans and laboratory animals.
Replicated scientific studies of MW exposure thresholds for human adverse perception and cognitive
effects are the scientific basis for IEEE and ICNIRP exposure limits. Reciprocally the standards’
thresholds are indicative of and reflect the established scientific evidence for adverse perception and
cognitive effects of MWs. These topics are complementary and intertwined. Established adverse
MW effects are associated with whole body heating at levels that usually increase temperature by
approximately 1◦C or more [44]. “Available experimental evidence indicates that the exposure of
resting humans for approximately 30 minutes to MWs producing a whole-body SAR of between 1
and 4 W kg−1 results in a body temperature increase of less than 1◦C” [45]. Animal data indicate
a threshold for behavioural responses in the same SAR range [22, 44, 45]. These data form the
basis for an occupational exposure restriction of 0.4 W kg−1, which provides a 10X margin of safety
[44, 45]. The public standard has an additional 5x margin of safety (0.08 W/kg) for both the IEEE
Std C95.1-2005 and ICNIRP guidelines [44–46].

2. MICROWAVE COGNITIVE EFFECTS: HUMAN STUDIES

In recent years, the mobile phone has become extremely popular and is widely used by over 2
billion people. This rapid increase in use of a relatively new technology has resulted in concerns
over alleged effects because of exposure of the head to MW energy from the phone antenna. During
the period 1999–2006, a variety of studies have been done, both to measure the dose rate to
the head and to evaluate the effects of mobile phone exposure on cognitive processes in humans
[12, 19, 20, 22, 26, 31–35, 49, 50–53, 58, 59, 64, 70, 71, 80].

The studies that examine human cognitive processes and mobile phone use appear to show no
established evidence of memory deficits. Replication studies with standardized protocols, larger
samples [30] (multicentered replications; [32]), better experimental controls, double blind condi-
tions, and Bonferroni or other statistical corrections for multiple comparisons [72] appear to have
eliminated the “false positives” [46].

Included in cognitive effects are the EEG studies that were previously reviewed in D’Andrea
et al., [22]. The reviews by D’Andrea et al. [21, 22] concluded that the evidence for mobile phone
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effects on human cognitive performance was very weak. And they concluded that until more studies
could be conducted with improved methodology and standardized protocols firm conclusions about
cognitive effects, at the low SARs produced by mobile phones, could not be drawn. Since the
D’Andrea [21, 22] reviews on EEG there are a few new studies of note: Huber et al. [42, 43] and
Loughran et al., [60] showing effects on EEG and Hinrikus et al., [37] reporting the normal EEG is
too variable to be able to measure possible small MW effects [46].

Two conclusions can be made. Firstly, the normal EEG appears to be too variable to be able to
be a reliable measure of possible small MW effects. For instance, changes in EEG during the night
could be attributed to uncontrolled changing brain temperatures that are known to change spike
latency of potentials [66]. And the PET scans used to locate the brain site of significant effects
of MWs on EEG are known to be unreliable for this purpose [83]. Unless EEG recording and
analysis methodology is standardized across experiments and laboratories and improved to avoid
experimental artifacts, and the scientific uncertainty in EEG measurements is carefully defined and
controlled for, and sham-sham and positive controls used, it appears that further studies should
not be considered [46].

3. SPATIAL MEMORY REPLICATIONS AND CONFIRMATIONS

Of particular note is the extensive replicated research (see [48]) that has established scientific
evidence of the neurophysiological and neuroanatomical correlates of spatial memory in animals
and man. The critical neurotransmission for spatial memory to occur is glutamate binding to
glutamate receptors of pyramidal cells in the CA1 region of the hippocampus. Newer research in
the literature continues to reconfirm this [13, 11, 61–63]. The effects of MW exposure on spatial
memory in animals have also been thoroughly researched with many attempted replications and
confirmations [46].

The weight of evidence from six research groups using two species of mammals (Sprague-Dawley
rats and C57BL/6J mice) is that there is no effect on spatial learning as tested by six spatial learning
paradigms at whole body or local (head) MW exposures within guideline limits and also well above
the whole body and partial body limits, when whole body temperature did not measurably rise.
Five groups ((i) Sienkiewicz et al., [77]; Jones et al., [47]; (ii) Dubreuil et al., [23–25]; (iii) Yamaguchi
et al., [85]; (iv) Cobb et al., [15]; (v) Cassel et al., [14]; Cosquer et al., [16–18]), using spatial memory
animal experiments confirmed or replicated each others’ results indicating that MW exposures at
frequencies from 900 to 2450 MHz had no effect on spatial memory. The positive results of Lai and
colleagues [55–57, 84] are not supported by the weight of scientific evidence. Sienkiewicz’s group
[47] have recently reconfirmed and extended their results on spatial memory in mice exposed to
MWs, lending further support to the weight of scientific evidence conclusion.

If the strong evidence for homology of memory is accepted at this time [Nobel Prize 2000],
there does not seem to be any further requirement for studies in this area in other strains and
species of animals and possibly in man [13, 48, 61–63]. However, it is generally preferred to have
confirmatory MW exposure, spatial memory experiments in humans for health risk assessment.
Thus, I recommend testing spatial memory in humans during MW exposure.

In conclusion, MW exposure appears to disrupt spatial memory in rats at a dose at or above
the whole body threshold of 4W/kg in a fashion similar to simple tasks of perception [46].

4. THE BLOOD BRAIN BARRIER

Because breaches of the BBB could lead to brain cell death and cognitive impairment [74] BBB
studies are of interest in this cognitive review. The BBB prevents high molecular weight substances
in the blood from getting into the brain but allows the molecules that are necessary for metabolism
to enter. Controversy has followed reports that MW exposure caused toxic leakage through the
BBB. In many follow-up studies, most researchers could not replicate the low level BBB perme-
ability changes or could show the effect only at high intensity levels, when the heating of the brain
tissue was obvious. D’Andrea et al., [22] reviewed 42 BBB studies. More recently McQuade et al.
[65] in a replication of the work of Salford et al. [74, 76] have reported at BEMS 2005, no leakage
in the BBB after low SARs [2, 0.2, 0.02, 0.002 W/kg]. Kuribayashi et al. [54], reported the lack
of an effect of 1439 MHz local exposure on the BBB in immature rats and young rats. Finally a
recently published paper by Cosquer et al., [18] showed no BBB leakage after 2450MHz MW expo-
sure [2µs pulse width, 500 pps, whole-body SAR of 2.0 W/kg, +/−2 dB and brain averaged SAR of
3.0W/kg, +/− 3 dB] as evidenced by no spatial memory deficit after scopolamine methylbromide
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administered i.p. This muscarinic antagonist substance does not cross the BBB unless there is
leakage in the BBB. If it does it is known to disrupt performance of spatial memory.

The BBB area of research remains open while we are awaiting the publication of results of further
BBB attempted replication studies. Because of the recent claims of Salford and Persson in Sweden
[1992–2003] of leaks in the BBB and the appearance of dark neurons in the brain, reported to result
from MW exposures at incident powers below ICNIRP and IEEE limits, attempted replications
of the Salford group studies are underway at the U.S. Air Force Research Laboratory (Mason), in
Japan (Ohkubo) and within the French Research programme (Veyret). (Comment: The US Air
Force reported in 2006 at the BEMS meeting that they could not replicate Salford results. The
Ohkubo and Veyret groups also reported they could not replicate the Salford group’s BBB results.)
Also replication studies of the Vinogradov group’s experiments [82] are being performed in Moscow
and at PIOM, France where they have similar exposure systems [funded by MMF] and the ability
to test the immune response [81].

5. FUTURE DIRECTIONS IN HUMAN MW STUDIES

There is no known biophysical mechanism based on the modulation of telecommunications signals
except the energy absorbed as heat that results in temperature increase [28, 44]. There are two
ways to proceed. One is to build on what we know, that is to better define thermal effects. The
other is to continue to investigate each modulation for biological effects [10]. We are proceeding
with research on both fronts.

To better define thermophysiological effects of MW exposure on humans is an important part of
answering remaining questions about possible MW effects since heat is the established mechanism
of interaction between tissue and MWs (for low power devices). Thermophysiological knowledge
and dosimetric modeling along with cognitive and behavioural tests and traceable exposure dosime-
try will help resolve whether or not MWs have any effects thermal or otherwise on human functions
below IEEE or ICNIRP limits. Recently a very important workshop established an international
collaboration with the primary goal to develop appropriate techniques for predicting the thermo-
physiological responses of human beings who are exposed to MW fields at specific frequencies, field
strengths, and field characteristics and to validate some predictions with existing human thermo-
physiology data [1].

Masses of data exist that describe the thermoregulatory response changes in the human body
as a function of environmental variables, work, exercise, age, fitness, clothing insulation, and other
characteristics of each individual. Much of this material is amenable to comparison with data de-
rived from MW-exposed humans [2–9, 36, 67]. If one or more types of models are combined with
appropriate physiological and dosimetric data, it will be important to validate the predictions of
the models. Data already collected on human volunteers exposed to MW energy at several frequen-
cies and field strengths [2–9] are available to compare with predictions at those same frequencies
and field strengths. For example, a 27-node model developed by Stolwijk and Hardy [67]; and
Stolwijk, [79] has been used to predict, with reasonable accuracy, the physiological responses of
human volunteers exposed to 100, 450, and 2450 MHz CW in controlled thermal environments [27].
Thermophysiological modeling will become a useful tool to determine MW safe exposure levels and
hazard thresholds across the RF/MW spectrum for many classifications of people.

6. CONCLUSION

Humans and laboratory animals have shown the capability to detect fairly low levels of MW ex-
posure. Research is continuing to explore the molecular characteristics of heat receptors in the
skin and in the CNS [67]. International microwave standards are based on thermal effects, notably
adverse behavioral effects, following short-term MW exposures at higher intensities [44–46]. The
adverse behavioral effects with a threshold whole-body specific absorption rate (SAR) of 4 W/kg are
fairly well understood and serve as the basis (with a 10x lower safety margin for occupational expo-
sure and 50x lower margin for the general public) for numerous safe exposure standards worldwide
[44–46].

Dosimetry to establish levels of exposure from mobile telecommunications and to establish guide-
line limits has been focused on SAR measurement. Much of that work is completed. Microwave
dosimetry research is now undertaking microwave thermal modelling to predict the location and
amount of heat absorption in humans and the behavioural consequences and establish thermal
thresholds for adverse effects on human behaviours. Research to compare SAR and thermal distri-
butions are suggesting similar distributions thus verifying standards based on SAR [29, 38, 39].
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Since changes in temperature are the biologically relevant information for setting the standards,
in future, the thermophysiological, and behavioural data could be incorporated into the models
as the experimental and numerical dosimetry is improved to predict thermal responses to new
exposures. This sort of modelling would predict the location and amount of heat absorption in
humans and the behavioural consequences and establish accurate human thresholds for adverse
effects on human behaviours and cognition. Once this is completed we will be able to set the most
biologically relevant and validated science based thermal standards.

This thermophysiological knowledge and precise dosimetric modelling and traceable exposure
dosimetry will help further resolve whether or not MWs have any effects thermal or otherwise on
human cognitive functions below IEEE or ICNIRP limits.
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Radiofrequency Exposure and Human Health
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Abstract— Research on the biological and health effects of radiofrequency (RF) fields has been
conducted for more than 50 years and the RF database available in the 1990’s proved adequate
for the development of the human exposure limits recommended in 1998 by the International
Commission on Non-Ionizing Radiation Protection (ICNIRP) [1]. The ICNIRP guidelines are
recommended by the World Health Organization (WHO) and have been adopted by more than
35 countries. The database that led to the development of the ICNIRP guidelines has grown,
with about 500 studies at mobile phone frequencies including many modulated signals. The
WHO database [2] has more than 1500 original, peer-reviewed papers useful for public health
risk assessment of RF exposure. The database provides even stronger evidence today that RF
exposures within ICNIRP limits associated with mobile telephony pose no known health risks
and warrant no special precautions for any segments of the population. WHO has stated that
scientific knowledge on electromagnetic fields including RF fields is now more extensive than for
most chemicals [3]. Expert scientific organizations, international organizations and government
agencies that have reviewed the available database since the publication of the ICNIRP guidelines
include the UK Independent Expert Group on Mobile Phones (Stewart Report) (2000); German
Commission on Radiological Protection (2001); Australian Communications Authority (2003);
French Environmental Health and Safety Agency (2003); Swedish Radiation Protection Authority
(2003), Health Council of the Netherlands (2004); UK Advisory Group on Non-Ionising Radiation
(2004), UK National Radiological Protection Board (2004); US Food and Drug Administration
(2005); and the World Health Organization (2005, 2006). All of these reviews have consistently
concluded that there is no credible or convincing evidence that RF exposure within ICNIRP
limits causes adverse human health effects. This paper describes a) the extensive database on
the biological and health effects of exposure to RF energy, b) the ICNIRP RF safety guidelines,
and c) recent conclusions of national and international expert groups that have evaluated the
scientific and medical evidence on the potential health effects of RF exposure.

1. RADIOFREQUENCY (RF) DATABASE

The WHO database [2] on biological and health effects of RF energy is extensive. It has more
than 2500 scientific items from countries around the world. In addition to reviews, engineering
studies and non-peer-reviewed articles, the database has more than 1500 peer-reviewed papers that
satisfy criteria for use as a basis to assess the possible public health impacts of RF exposure (see
Table 1). The first table shows the number of ongoing, reported-but-not-published research and
published entries in the database for each of the following types of scientific studies on RF fields:
epidemiological, human, animal, and cellular studies. The WHO database is unique in that it
includes summaries of published papers and summaries of ongoing and reported-but-not-published
research.

Although all peer-reviewed studies in the RF database (Table 1) are considered relevant to the
mobile phone issue, it is of interest to note the large number of studies using radiofrequencies
specific to mobile telephony as shown in Table 2. In this table, the number of studies in each of
the four types of scientific investigations is shown. There are 749 entries listed in the database
using mobile telephony-specific signals and 484 of these have been published. The RF database is
available to the public on the WHO website shown in Tables 1 and 2.

The accepted process of evaluating any chemical or physical agent for their potential for causing
human health effects can be described as follows. Such assessments place emphasis on human
data (epidemiology and other human studies) but also rely on animal data, particularly long-
term exposure studies, when human data are weak or nonexistent. In vitro data are only used as
supportive evidence of a mechanism if evidence exists in vivo. A recent paper describing a pooled
analysis of 12 epidemiology publications investigating tumors in mobile phone users [4] found no
association between RF exposure and cancer. This review included papers from several laboratories
involved in the INTERPHONE Project, a large multi-centre case-control study of head and neck
tumors in mobile phone users directed by the International Agency for Research on Cancer (IARC).
At the time of writing this paper, a draft manuscript describing the results from all studies from the
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13 countries in the INTERPHONE Project is being finalized and the pooled analysis is expected
to be published in 2007.

The weight of scientific evidence1 from the available epidemiological studies indicates no adverse
health effects and this conclusion is strongly supported by results from animal cancer studies;
many of these studies have well-defined RF exposure data useful for risk analysis. There are
37 animal cancer studies in the database and the majority were published in the past 10 years.
These papers have considerably strengthened the RF database because a number of these studies
employed experimental protocols similar to those used by the U.S. National Toxicology Program
to determine the carcinogenic potential of chemical and physical agents. The weight of evidence
of these animal studies, including studies in which animals were exposed daily throughout their
lifetimes, supports the conclusion that RF exposure does not cause or promote tumor formation
[5–7]. RF exposure durations have ranged from 2–22 hours per day up to two years, exposure
levels in these studies have ranged up to 4 W/kg, and exposure frequencies have ranged from about
400 to 9000 MHz, including a number of studies at radiofrequencies specific to mobile telephony
(e. g., 900 and 1800MHz). In addition, the weight of scientific evidence of the animal cancer studies
indicates no effect on survival or body weight at exposure levels less than 4 W/kg, which is regarded
as the exposure threshold for adverse effects in animals. These results provide strong evidence that
RF exposure does not cause life shortening diseases or general toxicity at exposure levels within
ICNIRP limits which are set well below the adverse effect threshold of 4 W/kg [6].

Table 1: Biological and health effect studies of RF exposure in the WHO database.
Studies listed on WHO website under citation listings:

http://www.who.int/peh-emf/research/database/en/

Research Study Type Ongoing
Reported

but not Published

Peer-reviewed

Publications

Epidemiology 44 9 233

Human Studies 64 17 170

Animal Studies 49 30 722

Cellular Studies 64 31 401

Totals 221 87 1526

Table 2: Mobile telephony relevant studies in the WHO database.
These studies are listed on WHO website : http://www.who.int/peh-emf/research/database/en/

Research Study Type Ongoing
Reported

but not Published

Peer-reviewed

Publications

Epidemiology 38 7 78

Human Studies 60 16 107

Animal Studies 43 20 181

Cellular Studies 55 26 118

Totals 196 69 484

Some reports have suggested that biological effects are frequency specific and are associated with
low-frequency modulations of the RF signal. The studies in the extensive RF database use a wide
range of frequencies and include many modulations characteristic of mobile telephony and other
signals. The weight of scientific evidence shows no frequency-dependent or modulation-dependent
response suggestive of adverse health effects. This statement is supportive of the scientific consensus
that all established adverse health effects are thermal effects.

1Weight of scientific evidence is the outcome of assessing the published information about the biological and health effects
from exposure to RF energy. This process includes evaluation of the quality of test methods, the size and power of the study
designs, the consistency of results across studies, and the biological plausibility of dose-response relationships and statistical
associations (see page 12 in [9])
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Much of the peer-reviewed literature has been summarized in eleven review papers published
in a Special Issue of Bioelectromagnetics in December 2003 [8]. These reviews cover epidemiol-
ogy, cancer, survival, central nervous system, behavioral and cognitive effects, thermoregulation,
ocular effects, auditory responses, teratogenesis, effects on blood cells and functions of the cardiac,
endocrine and immune systems and in vitro studies on mammalian cell toxicity, genotoxicity and cel-
lular transformation, i.e., cancer-related changes. All of these reviews are available to the public and
can be downloaded from the Wiley Interscience website (http://www3.interscience.wiley.com/cgi-
bin/jhome/34135) [Open website, click on “Issues” and then click on Bioelectromagnetics, Volume
24, Supplement 6(S6), December 2003.] The publication of the recently revised IEEE C95.1-2005
RF safety standard [9] includes a comprehensive review of more than 1300 primary peer reviewed
papers on RF biological effects. Overall, the reviews published in 2003 in Bioelectromagnetics
[8] and the IEEE review [9] support the conclusion that the only adverse effects of RF exposure
are thermal effects and the adverse effect threshold level is 4W/kg, the basis for both the IEEE
C95.1-2005 standard [9] and the ICNIRP guidelines [1].

2. THE ICNIRP GUIDELINES

The process for developing an RF exposure guideline requires a review of all available scientific
evidence on the subject, including papers describing thermal and non-thermal effects, short-term
and long-term exposures, cancer and other biological and health endpoints, and epidemiological
and other human studies. The purpose of the review includes identification of all established
adverse health effects and identification of the threshold exposure level causing the effect. The RF
database available in the 1990’s proved adequate for the development of the human exposure limits
recommended in 1998 by ICNIRP [1]. There is broad scientific consensus that RF exposure at high
levels can cause adverse health effects due to a significant increase in temperature of body tissues
or in the whole body. This consensus provides a reliable baseline for the development of exposure
limits that protect all segments of the population from established adverse effects.

The ICNIRP guidelines are based on established adverse effects of RF exposure and the only
replicated adverse effects are caused by RF heating (thermal effects). These effects are well-
understood and exhibit a clear RF exposure threshold level. Adherence to the ICNIRP exposure
guidelines ensures RF exposure levels remain below this tissue heating threshold. The ICNIRP
guidelines [1] are recommended by the World Health Organization and have been adopted by more
than 35 countries.

Recently, WHO summarized important points in the ICNIRP guidelines concerning the magni-
tude of safety factors and the protection provided to people of all ages as follows: “The ICNIRP
guidelines were developed to limit human exposure to electromagnetic fields (EMF) under condi-
tions of maximum absorption of the fields, which rarely occurs, and the limits incorporate large
safety factors to protect workers and even larger safety factors to protect the general public, in-
cluding children. Thus, the limits in the ICNIRP guidelines are highly protective and are based on
all the available scientific evidence” [10].

3. EXPERT REVIEWS

Many national and international expert groups have evaluated the evidence on the potential health
and biological effects of RF fields and have been consistent in their conclusions that RF exposures
within the ICNIRP limits pose no known health risks. This section is a compilation of the conclu-
sions of expert groups over the past 6 years regarding the ICNIRP guidelines, mobile phones and
base stations.

The report by the Independent Expert Group on Mobile Phones [11] in the United Kingdom
(UK), commonly know as the Stewart Commission, concluded that “the balance of evidence to date
suggests that exposures to RF radiation below NRPB and ICNIRP [International Commission on
Non-Ionising Radiation Protection] guidelines do not cause adverse health effects to the general
population.”

In Germany, the Commission on Radiological Protection (SSK) [12] issued the following state-
ment: “the SSK concludes that even after assessing the recent scientific literature, there are no
new scientific findings with respect to proven adverse impact on health that give rise to doubts
regarding the scientific assessment underlying the protective concepts of ICNIRP or the European
Council Recommendation.”

The French Environmental Health and Safety Agency (AFSSE) [13] concluded that “the general
analysis of current scientific data on exposure to base station waves shows no health risk linked to
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mobile phone base stations.”
With specific reference to health aspects of third generation (3G) phones, the Australian Com-

munications Authority (ACA) [14] concluded: “The weight of national and international scientific
opinion is that there is no substantiated evidence that exposure to low level radiofrequency EME
causes adverse health effects. This view has been backed by every major review panel . . .”

The independent UK Advisory Group on Non-Ionising Radiation (AGNIR) [15] examined recent
experimental and epidemiological evidence for health effects due to exposure to RF transmissions,
including those associated with mobile telephone handsets and base stations. This review focused
on the scientific data made available since the publication of the IEGMP report in 2000 mentioned
above. In their 2004 report, the AGNIR concluded: “In aggregate the research published since the
IEGMP report does not give cause for concern. The weight of evidence now available does not
suggest that there are adverse health effects from exposures to RF fields below guideline levels, but
the published research on RF exposures and health has limitations, and mobile phones have only
been in widespread use for a relatively short time.”

Also in 2004, the Electromagnetic Fields Committee of the Health Council of the Netherlands
(HCN) [16] expressed its support for the ICNIRP limits and concluded that “no health problems
can be expected to occur as a direct result of exposure to those fields. Furthermore, the Committee
feels that there are no health-based reasons for limiting the use of mobile phones by children.”

The 2004 review by the UK National Radiological Protection Board (NRPB) [17] was an update
of both the above mentioned AGNIR review and the May 2000 report from the IEGMP (as known
as the Stewart Report). The NRPB advice stated: “Since then, the widespread development in
the use of mobile phones world-wide has not been accompanied by associated clearly established
increases in adverse health effects. Within the UK, there is a lack of hard information showing that
the mobile phone systems in use are damaging to health. It is important to emphasis this crucial
point.”

In response to the NRPB report, the US Food and Drug Administration (FDA) [18] released
the following statement: “FDA agrees with the NRPB on its conclusions that there is ‘no hard
evidence of adverse health effects on the general public’ from exposure to radiofrequency energy
while using wireless communication devices . . . With regards to the safety and use of cell phones by
children, the scientific evidence does not show a danger to users of wireless communication devices
including children.”

More recently, WHO issued a clarification statement on children and mobile phones reading in
part as follows: “In 2000 WHO issued a fact sheet (#193) on Mobile Phones and their Base Stations.
In the section under ‘Precautionary measures’ it states ‘Present scientific evidence does not indicate
the need for any special precautions for the use of mobile phones. If individuals are concerned, they
might choose to limit their own or their children’s RF exposure by limiting the length of calls, or
by using ‘hands-free’ devices to keep mobile phones away from the head and body. Not only is the
information provided in this WHO fact sheet still valid, but the precautionary measures suggested
are still those recommended by the International EMF Project. For further information readers
are referred to: http://www.who.int/emf’” [10].

At its annual symposium on Cell Phones and Cancer, the European Cancer Prevention Organi-
zation [19] developed a consensus statement including the conclusion that “The European Cancer
Prevention Organization states that, in 2005 there is insufficient contemporary proof with regard
to increased cancer risk to change mobile phoning habits.”

In summary, the current website of the World Health Organization [3,10] has the following
statements:
“Despite extensive research, to date there is no evidence to conclude that exposure to low level
electromagnetic fields is harmful to human health.”
“To date, all expert reviews on the health effects of exposure to RF fields have reached the same
conclusion: There have been no adverse health consequences established from exposure to RF
fields at levels below the international guidelines on exposure limits published by the International
Commission on Non-Ionizing Radiation Protection (ICNIRP, 1998).”
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Unusual Transimission Properties of Waves in One-dimensional
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Abstract— Propagation properties of electromagnetic waves in a one-dimension random system
containing left-handed-material are studied by the transfer matrix method. The statistics of the
Lyapunov exponent and its variance of the transmitted waves are also analyzed. The nonlocalized
modes are not only found in such a disordered system, the Anderson localization states with short
localization length can also be easily realized due to the existence of low frequency resonant gap.
Furthermore, our results also show that a single-parameter scaling is generally inadequate even
for the complete random system with left-handed-material when the frequency we consider is
located in a gap.

1. INTRODUCTION

During the past decade wave propagation in random media has been the subject of intensive studies
due to its fundamental importance and potential application in photonics, medical, and biological
research [1]. Random multiple scattering of light waves shows many similarities to the propagation
of electrons in solid. Various electron transport phenomena such as Anderson localization [2, 3],
coherent backscattering or weak localization [4] and universal conductance fluctuations [5] have now
also been found to exist for light waves in disordered dielectrics. The investigations of transport
behavior in disordered 1D photonic crystal (PC) have also shown that there can exist two types
of localized states inside a band gap [6]. The first type do not satisfy the single-parameter scaling
law in the case of small disorder and when the disorder is large (complete random), all the states
inside the gap belong to the normal-type localized states, satisfying the single-parameter scaling
theory [6].

The above investigations all focus on random dielectric or metal system. Recently, negative
refraction and left-handed materials (LHMs) have attracted a great deal of attention from both
the theoretical and experimental sides due to their unusual wave propagation phenomena [7–9].
Multilayered periodic structures that include LHMs have also been analyzed [10–14]. A natural
question to ask is what kind of phenomenon will occur when the wave transmits through a random
system produced by the above periodic PC including the LHMs? In order to answer this interesting
question, in this work, we investigate the transmission and statistical properties of the wave through
such a random system.

2. RANDOM SYSTEMS AND THEORY

We consider a randomly layered sample with random thickness for each layer. Such a disordered
system can be obtained by completely randomizing the ordered PC, which consists of the alternate
layer of air ε = µ = 1 and the negative-n material, with ε(ω) and µ(ω) given by [14]

ε(f) = 1 +
52

0.92 − f2
+

102

11.52 − f2
,

µ(f) = 1 +
32

0.9022 − f2

(1)

here f is the frequency measured in GHz. Numerical values of ε(ω) and µ(ω) are given in Fig. 1(a).
The wave transmission in such a system can be tackled in exact manner by the transfer-matrix
method [6]. Therefore, the localization length (ξ) of wave transmitting through such a finite disorder
system can be obtained as

ξ =
2 (L2 − L1)

< ln T1 > − < ln T2 >
. (2)

Where L1 and L2 are the different thicknesses of the samples, and T1 and T2 are the corresponding
transmission coefficients. < ln T > represents configurational average of the transmissivity (T ) for
the disordered sample with thickness L [15]. Based on them, the statistical properties of the wave
transmitting through the above disorder system such the Lyapunov exponent (LE) and its variance
var (γ) can also be obtained.
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3. NUMERICAL RESULTS AND DISCUSSIONS

We first calculate the band structure of the above disordered system, which the results are shown
in Fig. 1(b). The solid line in Fig. 1(c) represents the transmittance through a stack of 25 unit
cells. The widths of the air and the negative-n layers are taken as 10mm. The band structure and
the transmittance clearly show two band gaps. The first is the resonant gap of the low frequency
and the second is the general Bragg gap, which are agreement with those in Ref. [14]. In order to
make a comparison, we also consider 1D PC consisting of the air and the pure dielectric material.
That is to say, the negative-n layers in the above system are replaced by the dielectric layers with
ε = 3.4. It is well known that only Bragg gaps exist in such a case.
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Figure 1: (a) Effective ε and µ of the negative-n material, as given by Eq. (5); (b) Dispersion relationship
of a photonic crystal with alternate layers of air (10 mm thick) and the negative-n material (10mm thick)
with material parameter as shown in (a); (c) Transmittance through 25 unit cells, corresponding to the band
structure in (b).

In the following, we introduce disorder in the above two periodic structures. Thus, the width of
the nth layer (negative-n or dielectric) is taken to be random variable an = a0(1 + δ), where δ is
a random number between (−1.0, 1.0). We first calculate the transmission coefficients of the wave
through two disordered systems with different configurations. The average transmittances < ln T >
with 1000 different configurations for each frequency are plotted in Fig. 2(a) and (b). Fig. 2(a)
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Figure 2: The average transmission < ln T > through a complete random photonic crystal with the dielectric
materials (a) and the negative-n materials (b). Solid lines and dotted lines correspond to the systems with
50 and 100 layers, respectively. The other parameters are identical to those above.

represents the case with pure dielectric layers and (b) for that with negative-n layers. Solid lines
correspond to the case of 50 layers (0.5 m) and dotted lines to the case of 100 layers (1.0m).

For the case of pure dielectric layer, the average transmittance decreases with the increase of
the sample thickness for all frequencies and the localizations always occur for all frequencies with
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the increase of the size of the sample. The situation becomes different for that with the negative-
n layer. We find that a high-transmission peak, which does not depend on the thickness of the
disordered sample, always exists in this case. The position of the peak corresponds to the frequency
with 4.35 GHz. Both of the effective permittivity and permeability are 0.5, which has been marked
as an arrow in Fig. 2(b). The value of the transmission coefficient corresponding to the peak is
close to 1. Such a nonlocalized mode is originated from the zero reflection of wave on the interface
of the dielectric and negative-n layers [15].
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Figure 3: Localization length (ξ) as a function of frequency. Solid line and dotted line correspond to the
complete random systems with the negative-n materials and the pure dielectric materials, respectively. The
other parameters are identical to those in Fig. 2.

In fact, the localization of the wave in such a system can also exhibit some new features. First, it
is easier to obtain strong Anderson localization with the short localization length due the existence
of the low frequency gap. The localization length as a function of the frequency for such a case is
plotted as solid line in Fig. 3. The minimum localization length corresponding to the first gap is
about 0.09m. It is significantly smaller than that of the pure dielectric case (dotted line in Fig. 3).
The reason is that the low frequency resonant gap is insensitive to the disorder. That is to say, the
strong Anderson localization is easer to be observed in such a disordered system.
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Figure 4: Lyapunov exponent (solid lines) and its variance (dashed lines) as a function of frequency for the
case with the dielectric materials (a) and the negative-n materials (b). The other parameters are identical
to those in Fig. 2.

Furthermore, the statistical properties of the wave through the system with the negative-n
materials (case I) are also different from those of the dielectric case (case II). The average LE and
its variance as a function of the frequency are plotted in Fig. 4 as solid lines and dotted lines,
respectively. The results are obtained by the average of 1000 different configurations for each
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frequency. Figs. 4(a) and 4(b) represent the results of case II and case I, respectively. In the case
II, the changes of LE and it variance as a function of the frequency are identical. In the case I, as a
function of frequency, the variance exhibits a dip inside the gap between two maxima. The presence
of such a dip shows that the single-parameter scaling is inadequate in such a case even for complete
random. The physical origination can still be understood by the existence of the resonance, which
the random systems including the negative-n materials can not be simply homogenized as those
with only dielectric components.

In the above calculations, we do not consider the effect of absorption. To study the effects due
to the absorption, we introduce an imaginary dielectric constant (iε′′) for each negative-n layer.
And we find that the statistical properties do not change with the introduction of the absorption,
although the values of the variances decrease. In fact, other propagation properties of wave through
the disordered negative-n system in the presence of the absorption have also been investigated,
similar conclusions have been obtained.

4. CONCLUSIONS

We have investigated the propagation and statistical properties of the electromagnetic waves in
a one-dimension random system containing left-handed-material by the transfer matrix method.
The average transmission coefficient, localization length, Lyapunov exponent and its variance of the
transmitted waves have been calculated for two disordered systems (pure dielectric and negative-
n). We find that the nonlocalized modes exist in the disordered system with negative-n materials.
Furthermore, the Anderson localization states with short localization length can also be easily
obtained in such a system due to the existence of the low frequency resonant gap. Our results also
show that the single-parameter scaling is generally inadequate even for the complete disordered
system with negative-n materials when the frequency we consider is located in the gap. In addition,
the effect of the absorption on these unusual properties has also been discussed.
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Abstract— In this paper the mode property of a photonic crystal fiber with triangle-lattice
array in a silica matrix has been simulated by fast multipole method. The PCFs studied in this
paper have a silica core, obtained by introducing a defect, that is by removing three holes in the
center of the fiber transverse section. The model fields, effective index and confinement loss about
the fundamental mode in the fibre are analysed and compared. It is demonstrated that lower
confinement loss and higher birefringence can be realized in the condition of fewer rings of air
holes. At the wavelength of 1.55 µm the confinement loss is 7.3×10−6 dB/m and the birefringence
is 1.65× 10−3 in this fiber. The simulation results show that birefringence of this triangle-lattice
PCF is dominated by inner-ring air holes in the fibre effectively. The simulation results in this
paper have important meaning for instructing the fabrication of birefringent photonic crystal
fiber.

1. INTRODUCTION

In recent year, great interest has been focused on the study of photonic crystal fiber (PCF). By
using the structure adjustability of the PCF, zero dispersive wavelength moving towards short-
wave spectroscopy, chromatic dispersion compensating, dispersion truncating, high nonlinearity
and birefringence can be realized [1–15]. The mode birefringence of PCF mainly comes from the
geometer structure of fiber and the usual method to cause birefringence is employing double-core
or multi-core structure, changing the fiber core or the shape of the air holes and altering the distri-
bution of the air holes. High birefringence PCF can be used in optical fiber sensor, interferometer
and polarizer, etc. In addition, by designing the high birefringence and intensive nonlineality PCF
required, we can make a fiber not only high birefringence, but also intensive nonlineality. We can
also make the large mode property polarization maintaining PCF [15]. This can make the prop-
erty of PCF integrate, so it can be used in the Raman magnification, ex-continous spectum of the
polarization, four-wave frequency mixing and the crossing phase modulation. The development of
the birefringence PCF will promote the study and appliance of the new photoelectric device. In
the progress of making the PCF fiber, we find that maintaining the ideal structure of the fiber and
the number of air holes layers of the PCF cladding is a contradiction [2, 4, 17]. Generally speaking,
the more layers the PCF cladding have, the smaller the confinement loss will be, but at the same
time increasing the layers will make the distortion of the air holes a big problem when the fibers are
produced. On the fundament of the traditional triangular arrayed air holes, this article proposes
a birefringence structure PCF which has C2v symmetry. And by using the fast multipole method,
its modal property is numerically simulated. It is found that in this PCF, there will be several
conductive modes, and its fundamental mode has very low confinement loss and high birefringence.

2. BASIC THEORY

The ordinary solution about multipole theory at the complex boundary electrostatic field has been
deduced and developed by Zheng Qinhong. Nie Zaiping [22] analyzed the three dimensional vector
scattering of complicated object by using the fast multipole method. These examples show that the
multipole method is an effective way to analyze electromagnetic field theory. Using the multipole
method to simulate the dispersion and the loss property of microstructured fiber is originally
proposed by T. P. White and B. T. Kuhlmey [23–25] in Sydney University. Zhao Mingzhu [26] also
simulated the PCF by using multipole method.

This method is adopted when the air holes of microstructured fiber is cylindrical. By using this
method, we can get real part and imaginary part of the effective refractive index of the fiber and
the mode propagation constant. And then by using the real part, we can analyze the dispersion,
or using the imaginary part to analyze the confinement loss of limited cladding air holes. We can
also use this method to get its propagation constant corresponding to the input wavelength (or
frequency). Accordingly, we can consider the material dispersion in the progress of simulation by
using the Sellmeier formula. In this paper, the theory of T. P. White [23, 24] is used for reference
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and fast multipole method is much adopted. Using different multipole cutoff order to meet the
varied diameter of air holes and wavelength ratio, we not only guarantee the calculation precision,
but also speed the computation velocity. So fast multipole method is a very efficient way to simulate
the PCF property.

The electromagnetic field in the fiber can be decomposed to two types. One is axis Z along the
fiber: EZ and HZ . The other is sectional part: Et and Ht. In fact, when magnetic field multiple a
parameter, it will have the same Maxwell equation form to electic field, that is K = ZH, where Z
is impedance of free space. Electromagnetic field can be demonstrated as follows:

~E = ~E(r, φ) exp[i(βz − ωt)] (1)
~K = ~K(r, φ) exp[i(βz − ωt)] (2)

where ω is angular frequency, propagation constant b is a plural. The imaginary part of b denotes
the attenuation along the Z-axis.

The longitudinal part of electromagnetic field (V = Ez or V = K) meet the Helmholtz equation

(∇2 + (k⊥)2)V = 0 : (3)

k⊥ is shown by kl
⊥ and ke

⊥ respectively in the air holes and base material. They could be expanded
to cylindrical function. In the lth air hole, its vertical electric field EZ can be expanded in the
cylindrical coordinate:

Ez =
∞∑

m=−∞
a(l)

m Jm

(
ki
⊥rl

)
exp(imφl) exp(iβz) (4)

In the medium next to the lth air hole, the vertical electric field can be shown as follow:

Ez =
∞∑

m=−∞

[
b(l)
m Jm (ke

⊥rl) + c(l)
m H1

m (ke
⊥rl)

]
× exp(imφl) exp(iβz) (5)

kT = ki
⊥ = (k2

0n
2
i −β2)1/2, ke

⊥ = (k2
0n

2
e−β2)1/2, the refractive index of air ni =1, ne is the refractive

index of quartz material, k0 is the wavevector in free space, rL and jL are the coordinate of regional
coordinate system ~rl(rl, φl) = ~r − ~cl, ~cl is the center of the air hole. The expression of magnetic
field part Kz is similar to the electric field. Be careful when compute the squadratic root of the
plural number, as to the mode which is attenuated traveling along the +Z axis, the real part and
imaginary part of the propagation constant must meet this rules: <(β) > 0, =(β) > 0.

By using the boundary condition of electromagnetic field on the interface of the air hole, we
can get the expression of a

(l)
m , b

(l)
m and c

(l)
m . In the real computation by choosing the proper cutoff

value corresponding to the air hole diameter of the optical fiber cladding and the wavelength ratio
M , we can optimize speed and precision of the calculation. Further more, taking in the concept of
fast multipole method to programme can increase the computation speed. The effective refractive
index of the mode neff can be obtained by propagation constant b.

Then, the imaginary part of the neff can be used to get the fiber confinement loss (the unit is
dB/m).

L =
20

ln(10)
2π

λ
=(neff )× 106 (6)

The unit of l is micrometer (mm), the dispersion coefficient can be got from the real part

D = −λ

c

d2<(neff )
dλ2

(7)

The birefringence index B [9–11] is:
B = ns

eff − nf
eff (8)

ns
eff and nf

eff are the two cross polarization of the fundamental mode which is corresponding to the
slow axis and fast axis. The polarization beat length between the two cross polarization is:

LB = λ/B (9)
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(a) (b)

Figure 1: (a) The section of birefringence PCF and (b) minimal sector.

3. SIMULATION AND ANALYSIS

The section of birefringence PCF simulated in this paper is shown in Figure 1. PCF cladding
is composed of regular triangular arrayed air holes. Three holes along the center of X axis are
removed to form the fiber core. The pitch Λ = 2.3µm, air-holes diameter d = 1.6µm. In the most
inner layer, there are 6 more bigger air holes, their diameter is d0 = 2.0µm. As far as the structure
of the fiber is concerned, on one hand, because the fiber core can generate birefringence for its
asymmetrical in the X axis and Y axis direction; on the other hand according to the theory of
group, this structure has the Cv2 symmetry. Taking advantage of these symmetries can simplify the
calculation and enhance the precision and speed of computation. The minimal sector is φ = 0 ∼ π/2
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Figure 2: The fundamental mode distribution of the birefringence PCF at the wavelength (λ = 1.55 µm),
where figures (a) and (b) and (c) respectively stand for their slow axis mode field |Ez| and |Hz| and |Sz|, (d)
and (e) and (f) stand for their fast axis mode field |Ez| and |Hz| and |Sz| respectively.
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when simulated.
Figure 2 shows the fundamental mode distribution of normalized mode field of the PCF shown

in Figure 1, where figures (a), (b) and (c) respectively stand for their slow axis mode field |Ez| and
|Hz| and |Sz|, (d), (e) and (f) stand for their fast axis mode field distribution |Ez| and |Hz| and
|Sz| respectively. From these pictures, it can be seen that every mode’s |Ez|, |Hz|, |Sz| distribution
has the C2v symmetry. The |Sz| of the fundamental mode has a peek center. The modal field of
the fundamental mode distribution shows that |Ez| of slow axis and |Hz| of fast axis have similar
mode field distribution and the |Hz| of the slow axis and |Ez| of fast axis have the similar mode
field distribution too. The Z part of Poynting vector of the slow axis and fast axis has similar
distribution of |Sz|.

Figure 3 gives the effective refractive index and Fundamental Space Mode [5, 6] (FSM) of the
fundamental mode of PCF. In the figure, curve1 and 2 represent effective refractive index of slow
axis and fast axis of fundamental mode. FSM represents the effective refractive index of cladding
fundamental space mode. It can be seen from this figure that the effective refractive index of the
fundamental mode of slow axis is bigger than the fast axis.
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Figure 3: The effective index of PCF of fundamental
and cladding mode changing corresponding to the
wavelength.
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Figure 5: (a) the fundamental mode birefringence B and beat length LB of PCF as functions of wavelength.
(b) the dispersion coefficient D of slow axis and fast axis as function of wavelength.

Figure 4 shows the changing rule of the confinement loss L corresponding to the wavelength of
the PCF fundamental mode. In the figure, curve1 and 2 represent the confinement loss of the slow
axis and fast axis. It can be seen in this figure that in the low loss window where=1.55 µm of optical
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communication, the slow axis mode and the fast axis mode are 7.3 × 10−6 and 7.2 × 10−6 dB/m.
This loss is very small. The confinement loss of fundamental mode at 1.55µm is far bellow the
traditional loss 0.2 dB/km in optical communication. We can also see that the fiber’s fundamental
mode of short infrared and middle infrared band (0.8µm∼3.0µm) we simulate have confinement
loss bellow 0.06 dB/m. If there is another layer of air hole, its loss can be lower. So this design of
structure is certainly a type of PCF with low confinement loss.

Figure 5(a) shows the rule of fundamental mode birefringence B and beat length LB of PCF as
functions of wavelength. Figure 5(b) gives the dispersion coefficient D of slow axis and fast axis
as functions of wavelength. At 1.55µm, birefringence of fundamental mode is B = 1.65 × 10−3.
This belongs to high birefringence fiber. Between infrared band, the birefringence is increased
with the increasing of wavelength. Correspondingly, the beat length decreases with the increase of
wavelength. It can be seen from the Figure 5(a) that the dispersion coefficient of fast axis module
and slow axis corresponding to the fundamental mode has difference. The zero dispersion coefficient
of fast axis and slow axis are 0.95µm and 0.975µm. So there is modal dispersion between fast axis
and slow axis.

4. CONCLUSION

Based on traditional structure of triangular arrayed air holes, this paper promotes a type of birefrin-
gence PCF which has C2v symmetry property. By using the fast multipole method, the fundamental
mode distribution, effective refractive index and the confinement loss of this birefringence PCF are
simulated. It is found that the structure of PCF only with several layers of the cladding air-holes can
realize very low confinement loss. The result has instructive significance for the manufacture of the
birefringence PCF. It can promote the progress of the manufacture of infrared band photoelectric
device appliance by using PCF.
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National University of Defense Technology, Changsha 410073, China

Abstract— The objective of this paper is to generate a temporal response of three dimensional
conducting structures by solving time domain electric-field integral equation. Four methods
including Initial MOT/ averaging MOT/ IMPT/ MOO are used to solve the integral equation.
Comparison of performance of four methods is presented to illustrate validity for solving late-time
instability by simulation of four targets including two simple and two complex conducting bodies.

1. INTRODUCTION

Broadband analysis has been receiving much interest in studying many practical transient elec-
tromagnetic problems, with increasing interest in short pulse radar design for high resolution and
target identification problems. The time-domain approach is preferred for broadband electromag-
netic analysis because the program needs to be executed for each frequency in the frequency-domain.
Electric field integral equation (EFIE) is widely used for the numerical analysis of electromagnetic
radiation and scattering for its capability of handling either open or closed arbitrarily curved struc-
tures of finite extent. The most popular method to solve a TD-EFIE is the marching on in time
(MOT) method [1] using triangular patches and vector basis functions proposed by rao-wilton-
glisson (rwg). Like method of MOM [2], the MOT method discretizes the scatters or targets into
segments for two-dimensional models or patches for three-dimensional models. And the time axis
is divided into equal increments or time steps. A gaussian pulse is generally used as an incident
source.

However, as pointed out by many researchers, some of the TD-EFIE formulations associated
with the MOT method suffers from late-time instability, which usually takes the form of an expo-
nentially increasing oscillation that alternates in sign at each time step. In order to eliminate the
instability of the Mot methods, several formulations have been presented for the solution of the
time-domain integral equation to calculate the electromagnetic scattering from arbitrarily shaped
three dimensional structures using triangular patch modeling techniques. Rynne and Vechinski [3]
proposed a averaging methods, Rao and Sarkar [4–6] introduced an implicit MOT technique, and
Young-seek Chung and Sarkar [7–9] proposed a marching on in order method through expanding
temporal coefficients of Hertz vector by weighted Laguerre polynomials. In this paper, four methods
including Initial MOT/ Improved averaging MOT/ IMPT/ MOO are used again to solve the electric
field integral equation, and the comparison of performance of four methods are implemented.

2. COMPARISON OF FOUR METHODS

Let S denote the surface of a closed or open perfectly conducting arbitrary shaped scatterer for
which we wish to formulate the time-domain scattering problem. The incident wave induces a
surface current J(r, t), since the total tangential electric field is zero on the conducting surface at
all times, we have [

∂A

∂t
+∇φ

]

tan

=
[
Ei

]
tan

; r ∈ S (1)

where A and φ are the magnetic vector potential and the electric scalar potential given by

A(r, t) =
µ

4π

∫

s

J(r′, τ)
R

ds′; φ(r, t) =
1

4πε

∫

s

δ(r′, τ)
R

ds′; τ = t− R

c
; R =

∣∣r − r′
∣∣ ;

and where µ and ε are the permeability and permittivity of space, c is the velocity of wave prop-
agation in that space, and r and r′ are the arbitrarily located observation point and source point.
The surface-charge density δ is related to the surface divergence of J by the equation of continuity.

∇ · J(r, t) = −∂δ(r, t)
∂t

; (2)
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The purpose of four methods which we mentioned is to solve the formulation (1), and to obtain
surface current density J(r, t) and far scattered electric field Es(r, t). All these time domain methods
need to separate the spatial and the time variables and treat each one of them independent of the
other. We do not introduce the detailed procedure of four methods here, but discuss their difference
and characteristic.

1) In basic MOT method (including initial MOT and the averaging method), the second order
time derivatives of the vector potential and the first order time derivatives of the incident impulse
plane wave are approximated by finite differences. In implicit method, only the first order time
derivatives is approximated by first order finite differences. In MOO method, the first and second
order time derivatives of hertz vector are expressed analytically.

2) The expanded form of the electric current J on the scattering structure is different. In the
basic MOT method, the current J on S is approximated as

J̄(r̄, t) ∼=
∞∑

j=−∞

N∑

n=1

In,j
~fn(r̄)Tj(t), (3)

where ~fn(r) and Tj(t) are spatial basis functions and temporal basis functions, each unknown
coefficient In,j represents the value of the component of the surface current normal to the nth edge
at the time instant tj . In the implicit method, the current is approximated as

J̄(r̄, t) ∼=
N∑

n=1

In(t)~fn(r̄), (4)

In(t) represents temporal function. In the MOO method, the current is approximated as

J(r, t) = s
N∑

n=1

∞∑

u=0

(0.5Pn,u +
u−1∑

i=0

Pn,i)ϕu(t̄)~fn(r), (5)

where s is the time scale factor, ϕu(t̄) is the Weighted laguerre polynomials, and Pn,u are the
coefficients of weighted laguerre polynomials which are used to expand the temporal function of
the hertz vector.

3) The recursion formula and iterative process of four methods are different. In basic MOT
method, the explicit iterative scheme is used by marching on in time to compute unknown coefficient
In,j+1 through the recursion formula: αm · In,j+1 = Vm,i − βm,j . The averaging method is based
on the initial MOT method and using formulation Ĩm,j = (Ĩm,j−1 + 2Im,j + Im,j+1)/4 to obtain
an approximate averaged value Ĩm,j . In implicit method, assume the current as an approximately
linear function, when tj−1 < τpq

mn < tj , where tj ≤ tI−1, In(τpq
mn) can be expressed as

In(τpq
mn) = (1− δ)In(tJ−1) + δIn(tJ), δ = (τpq

mn − tj−1)/∆t; (6)

When ti−1 < τpq
mn < ti, we have

In(τpq
mn) = Spq

mnIn(ti−1) + (1− Spq
mn)In(tI), Spq

mn = Rpq
mn/c∆t; (7)

In the last, we can obtain a matrix equation as [αmn] [In(ti)] = [βm]. In the MOO method, an
explicit iterative scheme is used by marching on in order to calculate unknown coefficient Pn,u

through the recursion formula [ᾱmn] {Pn,v} = {V v
m}+

{
β̄v−1

m

}
, v = 0, 1, 2, . . .. Furthermore, in the

last matrix equations of all methods, the inverse of the matrix needs to be calculated once at the
beginning of the computation step in the implicit method and the MOO method.

4) In basis MOT methods, it requires that the time sampling interval satisfy c · dt ≤ Rmin to
avoid the instability phenomena. But it is not restricted for the implicit method and MOO method.

3. NUMERICAL SIMULATIONS

In this section, four perfectly conducting structures are tested using forenamed methods in order
to validate their stability performance. In all of the following examples, the incident electric field
is assumed to be a linearly polarized plane wave with a gaussian profile in time of the form

Ei(r, t) = E0
1

T
√

π
e−[1/T (ct−ct0−r·k̂)]2 ; (8)
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where T is the pulse width, k̂ is the unit vector in the propagation direction of the incident wave,
~r is a position vector relative to the origin, c is the velocity of light in the air. For comparison,
we present the results obtained by the IDFT of the frequency domain solution by MOM. In the
implicit method, a central difference scheme is employed.

For the first example, we consider a PEC sphere with radius 1.0 m centered at the origin, as
shown in Fig. 1. The number of triangular patches is 160 and the number of unknowns is 240. In
this case, we choose the time step as c · ∆t = 0.5Rmin for the basis MOT and c · ∆t = 2.2Rmin

for the implicit method and the MOO method, where Rmin = 0.1551317m. We use T = 1 lm and
c · t0 = 6.0 lm for all methods.
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Figure 1: Backscattered far-field response of a conducting sphere 1.0m in radius illuminated by a Gaussian
plane wave. (a) x-component of the electric field at (0, 0,−100)m. (b) enlarge late-time domain in Fig. (a).
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Figure 2: Backscattered far-field response of a conducting cube 1.0 m on a side illuminated by a Gaussian
plane wave. (a) x-component of the electric field at (0, 0,−100)m. (b) enlarge late-time domain in Fig. (a).

The second model is a PEC cube, 1.0 m on a side, centered at the origin, as shown in Fig. 2.
The surface is made of 76 triangular patches and 114 unknowns. In this case, we choose the time
step as c ·∆t = 0.5Rmin for the basis MOT and c ·∆t = 2.2Rmin for the implicit method and the
MOO method, where Rmin = 0.1666665m. We use T = 1 lm and c · t0 = 6.0 lm for all methods.

Figure 1 and Fig. 2 illustrate the simulated results of the sphere and cube by four methods. We
observe that the agreement between the results from four time domain methods and IDFT of the
frequency domain solution is very good in early time. However, as can be seen, the results from
these time domain methods display late-time oscillations. The results of averaged method extend
the span of stable region than the initial MOT method, and the results of implicit method are better
than the averaging method. However, these methods cannot resolve the late time exponentially
increasing oscillation. There are no unconvergent phenomena in the results of MOO method. From
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Fig. 1(a) and Fig. 2(a), and also the enlarged Figs. 1(b) and 2(b), it is shown that a slack decreasing
oscillation exists.

We also calculated the backscattered electric field of two complex shaped scatters in order to
test the applicability of these methods.

For the third example, we consider a metallic plane model. The length is 0.2 m, and we take the
top position as origin, as shown in Fig. 3. The surface is made of 356 triangular patches and 534
unknowns. In this case, we choose the time step as c ·∆t = 1.5Rmin, T = 0.06 lm and c · t0 = 0.4 lm
for the implicit method and the MOO method, where Rmin = 0.00121094m.

The fourth example is a metallic missile model. The length is 0.15 m, and we take the top
position as origin, as shown in Fig. 4. The surface is made of 344 triangular patches and 516
unknowns. In this case, we choose the time step as c ·∆t = 25Rmin, T = 0.04 lm and c · t0 = 0.3 lm
for the implicit method and the MOO method, where Rmin = 0.000499m.

We cannot obtain a convergent results for two complex structure models using the basic MOT
method (including initial and averaging MOT). Fig. 3 and Fig. 4 represents the simulated result
of the plane and missile models by using the IMPT and MOO methods. We observe that the
agreement between the results from two time domain and IDFT of the frequency domain solution
is very good in early time. However, as can be seen, the results from implicit method display
late-time instability with exponentially increasing oscillations. The MOO method can solve the
unconverged problem in late time, but there still exists a slack decreasing oscillation problem as
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Figure 3: Backscattered far-field response of a conducting plane model 0.2 m in length illuminated by a
Gaussian plane wave. (a) x-component of the electric field at (0, 0,−100)m. (b) enlarge late-time domain
in Fig. (a).
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Figure 4: Backscattered far-field response of a conducting missile model 0.15 m in length illuminated by a
Gaussian plane wave. (a) y-component of the electric field at (0, 0,−100)m. (b) enlarge late-time domain
in Fig. (a)



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 113

can be seen from Fig. 3(b) and Fig. 4(b).

4. CONCLUSION

In this paper, we calculated the backscattered electric field for four targets using four time domain
methods respectively. By comparing their performances we can know that: 1) the solution from
the initial MOT method easily becomes unstable with exponentially increasing oscillations and the
improved averaging method extend the span of stable region than initial MOT method but still
becomes unstable easily. Both methods cannot be used in complex structures. 2) The solution
from the IMPT method extend the stable region more than the averaging method, but still can
not solve the unconvergence phenomena emerged in late time. However, the IMPT method can be
used to calculate the complex targets. 3) The MOO method solved the unconverged problem in
late time, but there exists a slack decreasing oscillation problem. The slack decreasing oscillation
still affects the veracity of the late-time response. We have found that combining a few frequency
data will amend this phenomenon, and we are going to work on this problem.
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Abstract— In this paper, the reason of oscillations appeared in late time low energy region of
time domain electric filed integral equation using laguerre polynomials is analyzed. And then,
we propose an approach to reduce the oscillations by combining frequency and time domain.
According to the Fourier transform relation between frequency responses and time responses,
the solution of TDIE method with Laguerre expansion is absolutely convergent. Replace the
spectrum of oscillation parts of time domain data with accurate frequency data by MOM. The
stable time domain data can be obtained by performing IFFT to the revised frequency data.
Numerical results are presented to illustrate the efficiency of this approach.

1. INTRODUCTION

For solving the time domain integral equation, the marching on in time (MOT) method [1] is usually
employed. However, as pointed by many researchers, some of the TD-EFIE formulations associated
with the MOT method suffers from late-time instability, which usually takes the form of an expo-
nentially increasing high frequency oscillation. In order to eliminate the instability of the MOT
methods, the approximate averaging method [2] and the implicit scheme based on backward finite
difference [3] approximation or central finite difference [4] methodology are proposed. Even though
employing these methods, the solution obtained by using MOT has still exponentially increased
late-time oscillations but only extend the span of the stable region. Young-seek Chung and Sarkar
[5–7] proposed a marching on in order method of using the expansion by weighted Laguerre poly-
nomials for temporal coefficients of Hertz vector. The advantages of using the weighted Laguerre
polynomials are the solution is independent of the time discretization, and all the computations
are carried out using spatial variables. So the exponentially increasing solution will not emerge
in late time. But there still exist some oscillations in late-time low energy region due to oscilla-
tions characteristic of weighted Laguerre polynomials. Oscillation phenomenon effects on obtaining
other electromagnetic characteristic from the late time scattering data. In this paper, the reason of
oscillations appeared in late time low energy region of time domain electric filed integral equation
using laguerre polynomials is analyzed, and then, we consider absolute convergence of the time so-
lution and the Fourier transform relation between temporal response and frequency response. An
approach based on discrete Fourier transforms to improve the stabilities in late time is proposed.

2. THE REASON OF OSCILLATIONS IN LATE-TIME

It is assumed that we have obtained the coefficients for the Hertz vector Pn,i i = 1, 2 · · ·u. Details
of the method can be found in [6]. We can derive the scattered electric field as:

Es(r, t) =
u∑

v=0

avϕv(t̃) (1)

where t̃=st−s
r−r̂·r̄′

c
, ϕv(t, s)=e−s·t/2Lv(s · t), av=

ηs2

4πrc

N∑

n=1

(
0.25Pn,v+

v−1∑

i=0

(v−i)Pn,i

)∫

s
fn(r)×r̂ds×r̂,

s is time scale factor, t̃ is the scaled delay time. Lv(t) is Laguerre polynomial for order v, ϕv(t)
is weighted Laguerre polynomial. fn(r) is the RWG basis function [8], η is the wave impedance in
the medium surrounding the scatter.

So the last result of the electric field can be presented by the sum of Laguerre polynomials
with different order. We know that when the signals with instantaneous jump pass through band-
limited system, or the signals are expanded with Fourier series of finite orders, Gibbs phenomena
will emerge. In the same way, oscillations will occur in late time low energy domain while the scat-
tered electric fields are expanded by Laguerre polynomials with finite orders. The only difference
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is the frequency in truncation place. It is a frequency span in the truncation place with Laguerre
expansion, unlike Fourier expansion where the frequency is a point. The weighted Laguerre poly-
nomials are plotted in Fig. 1.
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3. IMPROVED THE INSTABILITY OF LATE TIME COMBINE FREQUENCY
RESPONSE

The weighted Laguerre polynomials decay to zero as time goes to infinity and therefore the solution
do not blow up for late times. So we can apply Fourier transform to the solution.

The Fourier transform of the temporal electric field is given by

Es(f) =
∫ ∞

−∞
Es(r, t) · e−jωtdt =

∫ ∞

−∞

u∑

v=0

avϕv(t̃) · e−jωtdt =
u∑

v=0

av

∫ ∞

−∞
ϕv(t̃) · e−jωtdt (2)

From formula (5), we can see that the spectrum of temporal electric field also can be spanned
by spectrum of the weighted Laguerre polynomials with different orders. The spectrums of the
weighted Laguerre function of different order, are plotted in Fig. 2, are oscillatory too. So there
should exist an oscillation region in the frequency spectrum transformed from time data.

It is accordant for time response and frequency response through the Fourier transform, and we
can obtain frequency response of arbitrary frequency by using MOM [8, 9] method. If we replace
the oscillation region with right frequency data by MOM method, and then make Inverse-Fourier
transform for entire spectrum, a stable time data can be obtained.

Because the incident fields forms are different in frequency domain and time domain, we need
to compensate frequency data by MOM for amplitude and phase to keep consistency in the data
of Fourier transform of time domain data.

The computational cost is proportional to the number of the frequency point which need replac-
ing. If the oscillation region of spectrum is wide, the computational time will increase. In order to
reduce computational cost, we only need to calculate partial frequency data from MOM, and then
smooth it through interpolation/extrapolation of frequency domain data.
3.1. Amplitude and Phase Supplement
It is assumed that the scattering system of the target is a linear system. And its pulse response is
h(t), and frequency response is H(f). In time domain, we use incident Gaussian plane wave

Ein1(r, t) = ~E0
1

T
√

π
e−[1/T (ct−ct0−~r·k̂)]2 ; (3)

where k̂ is the unit vector in the propagation direction of the incident wave, T is pulse width, c is
the velocity of light in the air, ~r is a position vector relative to the origin, and t0 represents a time
delay of the peak from the origin. In frequency domain, we use incident plane wave

Ein2(r, f) = ~E0e
−j~k·~r (4)
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where ~k is the propagation vector, ~r is a position vector relative to the origin.
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Figure 3: Relation between time domain and frequency domain.

After excited by incident field, the scattering electric fields are denoted as Es1(t) in time domain
and Es2(f) in frequency domain. According to the relation between time response and frequency
response, plotted in Fig. 3, we have

Es1(t) = Ein1(t)⊗ h(t) (5)
Es2(f) = Ein2(f) ·H(f) (6)

The Fourier transform of temporal scattering field is

Es1(f) = Ein1(f) ·H(f) (7)

Do Fourier transform for the incident Gaussian plane wave, by Fourier transform formula e−ax2 →
1√
2a

e
−

ξ2

4a and vector formula ~k =
ω

c
k̂, and assume that x = t− t0 − ~r · k̂

c
.

The Fourier transform of the incident Gaussian plane wave can be written as

Ein1(r, f) =
∫ ∞

0
Ei(r, t) · e−jωtdt

= ~E0

(
1/T

√
π
)
e−jω(t0+~r·k̂/c)

∫ ∞

t0+~rk̂/c
e−c2/T 2·x2 · e−jωxdx

= ~E0

(
1/
√

2πc
)
· e−T 2ω2/4c2

e−jωt0e−j~k~r (8)

Inserting (4) into (6), and inserting (8) into (7), and compare them, we have

Es1(f) =
(
1/
√

2πc
)
· e−T 2ω2/4c2

e−jωt0Es2(f) (9)

Therefore, if we make a compensation with amplitude
(
1/
√

2πc
) · e−T 2ω2/4c2

and phase e−jωt0 for
frequency scattering electric field by MOM, then we can replace the spectrum of temporal scattering
electric field with the frequency data from MOM.

3.2. Interpolation/Extrapolation of Frequency Domain Data

To maximize the use of the given information and to smooth the data in the frequency domain, we
use a method based on the Hilbert transform as described in [10, 11]. The method is an iterative
technique to extrapolate/interpolate frequency domain data relying on fact that the underlying
time-domain data is causal, the real and imaginary parts of the frequency domain response have
to be related through the Hilbert transform. The details of the method can be found in [10, 11].

Figure 4 compares the real and imaginary parts of the interpolated data with original data.
Clearly, padded with zeros to the sample point 221 to 250, the reconstruction is quite accurate
using this technique.
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Figure 4: Comparison of the reconstruction using the Hilbert methods with original signal. (a) real part,
(b) imaginary part.

3.3. The Operation Procedure
Assume that we have a sequence of time domain data with length Nt, defined to be x(i), i = 1 · · ·Nt.

1) Perform a Nt point FFT on this time domain data and define the resulting sequence to be
Es1(k), k = 1 · · ·Nf ,

2) Find the oscillation samples Es1(N1 : N2), select samples point [N3 : N4] from [N1 : N2]
(N1 < N3 < N4 < N2, and N2 −N4 + N3 −N1 < Nt/5). Calculate scattering field sequence
Es2(N3 : N4) by using MOM, replace the Es1(N3 : N4) with (1/

√
2π·e−T 2ω2/4c2

e−jωt0 ·Es2(N3 :
N4). ω is the frequency in samples point [N3 : N4] .

3) Smooth the new Nf point frequency data with Hilbert transform. Define the resulting sequence
to be Esnew(k), k = 1 · · ·Nf .

4) Perform a Nf point IFFT on Esnew(k).

4. NUMERICAL EXAMPLES

In this section, two perfectly conducting structures are tested to validate the proposed method,
all the structures are illuminated by the incident field with ~E0 = x̂, k̂ = −ẑ. All time domain
data are obtained from time domain electric filed integral equation using Laguerre polynomials,
and frequency domain data from MOM.

For the fist example, we consider a PEC sphere with radius 0.06m that is centered at the origin
as shown in Fig. 5. The number of triangular patches is 160 and the number of unknowns is 240.
In this case we use T = 0.1/c s, t0 = 0.6/c s, dt = 0.01/c s, and time scale factor s = 1.0 × 109.
The frequency step ∆f = 1.5× 107 Hz. (The time domain data to be Fourier transformed can be
formed by concatenating an appropriate number of zeros, to control the frequency step).

Figure 5(b) shows the frequency spectrum from MOM and the Fourier transform of the time
domain data from Laguerre method. We can see that there exists oscillating region from sample
90 to 130. We calculate frequency data from sample 101 to 110, and reconstruct time data using
the procedure described in Section 3.3. Figs. 5(a) and (c) shows the reconstructed result compared
with the original time data and the accurate IFFT data of frequency domain data from MOM. We
can see that the reconstructed data reduced the oscillation emerged in late time. It is almost equal
to the IFFT data of frequency domain data from MOM.

The second target is a PEC plane model with length 0.2m, front-wingspan is 0.1125 m, back-
wingspan is 0.07 m, and up-wingspan is 0.03 m, as shown in Fig. 6. The number of triangular patches
is 686 and the number of unknowns is 1029. In this case we use T = 0.06/c s and t0 = 0.6/c s,
dt = 0.0075/c s, and time scale factor s = 8.0× 109. The frequency step ∆f = 1.2× 107 Hz.

Figure 6(b) shows the frequency spectrum from MOM and the Fourier transform of the time
domain data from Laguerre method. We can see that there exists oscillation region from sample 80
to 140. Replaced frequency samples 101 to 120 by MOM, and reconstructed time data using the
procedure are described in Section 3.3. From Figs. 6(a) and (c), we can see that the reconstructed
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data reduce the oscillation emerged in late time. It is almost equal to the IFFT data of frequency
domain data from MOM too.
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Figure 5: Simulation of PEC sphere. (a) scatter-
ing field in time domain at the point(0,0,1000m), (b)
spectrum of scattering field at the point (0,0,1000m),
(c) scattering filed in late time domain.
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Figure 6: Simulation of PEC plane model. (a) scat-
tering field in time domain at the point(0,0,1000m),
(b) spectrum of scattering field at the point
(0,0,1000m), (c) scattering filed in late time domain.
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5. CONCLUSIONS

In this paper, we have reduced the oscillation in late time domain by using TDIE with Laguerre
polynomials through combining a few partial frequency domain data with entire time domain
data. Two examples have demonstrated the good reconstructed result by using a few frequency
data to replace the dilapidate spectrum of time domain data. It is important to obtain other
electromagnetic characteristic from the late time scattering data.
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Abstract— In this paper, we will discuss an integer-N frequency synthesizer operated at 10 GHz
around the MB-OFDM UWB system 5th band group with only 1.5V supply voltage which owns
a varying frequency ranging from 9.29 GHz to 10.9GHz and delivers −5.9 dBm output power. A
single NMOS cross-coupled-pairs forms the core circuit of the voltage-controlled oscillator and
delivers a −97 dBc/Hz phase noise at 1 MHz from the carrier signal. The frequency settling time
is about 25 µs and the whole circuit power consumption is 23.55mW.

1. INTRODUCTION

In a MB-OFDM UWB system, the extremely wide frequency band is divided into five band groups
while the 5th group divided into two frequency bands [1]. Since frequency synthesizers designed
at such a high frequency 10 GHz are not popular yet, and a synthesizer that can operates from
3.1GHz ∼ 10.6GHz needs not only more control signals than usual but also raising the circuit
implementation complexity, we will try to prove that the highest band is possibly realizable by
using the conventional PLL architecture.

In this paper, a synthesizer shown in Fig. 1 with a varying frequency ranging from 9.5GHz ∼
10.6GHz is designed, and a fully programmable multi-modulus frequency divider (FPMMFD) [2]
scales down the oscillating frequency to meet the target we set.

Figure 1: 10GHz frequency synthesizer with multi-modulus divider.

2. 10GHZ VCO

Instead of using complementary cross-coupled pairs as usual, we adopt a single NMOS couple pair
for the voltage controlled oscillator as shown in Fig. 2. In this work and consequently outputs,
two differential signals which can effectively alleviate the common-mode noise coupled from the
substrate. A NMOS coupled circuit, which is free from the upper operating region limits, that
bothers a lot under the cascading condition. As long as well adjusting the size of NMOS can we
obtain a greater output waveform.

We get rid of the traditional single-in single-out inductor often used in NMOS-only voltage
controlled oscillator, and choose a center-tapped structure as shown in Fig. 3 [3] in behalf of high
Q value and improvement in economizing the circuit area.

3. VCO FULLY PROGRAMMABLE MULTI-MODULUS FREQUENCY DIVIDER

The most common choices of frequency dividers in frequency synthesizer are phase-switching circuit
and programmable pulse-swallow counter; however these two architectures have lower flexibility.
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So in this design we adopt the fully programmable multi-modulus frequency divider (FPMMFD)
which is not only easy to be implemented, but can also effectively reduces the possibility of dividing
error since that the delay time of every stage only related to next stage compared with other divider
architecture.

Figure 2: NMOS cross-coupled VCO. Figure 3: A differential-in center-tapped inductor.

Figure 4 shows a fully programmable multi-modulus divider that consists of 7 asynchronously
cascaded dual modulus divide-by-2/3 dividers [4, 5] is put to use in order to achieve both high-speed
frequency division and moderate power consumption. The first two stages assumed to operate at
high frequency. Therefore, both two circuits are realized in a differential source coupled logic (SCL)
and the others are accomplished as digital devices.

Figure 4: Fully programmable multi-modulus frequency divider.

We can vary the total division N by changing the input level of each block’s control bit (B0,
B1, B2 . . .) that are brought out from the register which will be introduced in next section, and the
programmable dividing ratio is:

N = 27 +
6∑

n=0

bn · 2n = 128 +
6∑

n=0

bn · 2n

This divider structure provides high flexibility and the simple logic of the AND/OR gates assures
that the modulus signals of the last stages are produced first and given to the next stage. Thus
the delay time in the critical path, the feedback of the first stage, is minimized.

4. REGISTER

Owing to the great number of input signals a frequency synthesizer has, if we design a pad for every
single input control signal and output signal, the chip size will be enlarged. A register composed of
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seven cascaded D-type flip flops is shown in Fig. 5 due to seven control signals a single FPMMFD
needs. The control signals are input from the node named Data, and by the clock ticking, the
frequency divider can be accurately loaded. The register not only prevents long metal lines in
layout which will lead to serious parasitic effects, it also scales the chip size down by reducing the
pad numbers from seven to two.

Figure 5: A seven stages cascaded register.

5. SIMULATION RESULTS

Figure 6 is the tuning range of the VCO which owns the varying range between 9.29GHz and
10.9GHz. Fig. 7 is the output signal through the buffer of a 10GHz VCO and can be clearly distin-
guished that the output peak-to-peak voltage is about 1000mV, and Fig. 8 also shows the output
power spectrum, and the simulated result is −5.79 dBm at 10GHz. Phase noise is −97 dBc/Hz at
1MHz offset from the carrier signal.

Figure 6: VCO tuning range varies from 9.29 GHz
to 10.9 GHz.

Figure 7: Output voltage of a 10 GHz VCO.

Figure 8: Output power is −5.79 dBm at 10 GHz. Figure 9: Phase noise.

The settling voltage and time simulation results are shown in Fig. 10 and Fig. 11 separately. In
the figures we can find out that the settling voltage falls at 1 V at about 25 us and the oscillating
frequency will maintain at 10 GHz.

Comparison between this work and the references are list in Tab. 1 and the corresponding chip
layout of this study is shown in Fig. 12.
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Figure 10: Settling voltage at about 1V. Figure 11: Locking frequency vs. settling time.

Specification [6]2006 This work 

Fabrication 0.13 m CMOS 0.18 m CMOS

Supply Voltage 1.5V 1.5V 

Center Frequency 7.92GHz 10GHz 

Tuning Range 7.84~9.41GHz 9.29~10.9GHz

Tuning Varactors 3 3 

Settling Time 1.5ns 25us 

Phase Noise 

@1MHz 

-115dBc/Hz -97.8dBc/Hz 

Ref. Frequency 33MHz 16MHz 

Die Area 1.3 X 0.7mmP

2
P 0.998 X 0.7mmP

2
P 

Power Dissipation 62mW 23.55mW 

Table 1: Comparison between the references and
the simulation results.

Figure 12: Full chip layout of the 10 GHz Synthe-
sizer.

6. CONCLUSIONS

In this paper, an integer-N frequency synthesizer operated at 10 GHz around the MB-OFDM UWB
system 5th band group with only 1.5V supply voltage which owns a varying frequency ranging
from 9.29 GHz to 10.9 GHz and delivers −5.9 dBm output power is shown. With a −97 dBc/Hz
phase noise and 25 us settling time, we improve the traditional architecture can operates at high
frequency such as 10GHz under well EM simulations.
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Single-end Measurement of Polarization Mode Dispersion in Optical
Fibers with Polarization-dependent Loss

H. Dong and P. Shum
Network Technology Research Centre, Nanyang Technological University, Singapore

Abstract— A new reflectometric technique is proposed to measure the polarization mode
dispersion (PMD) in optical fiber links with polarization-dependent loss. Based on the PMD
dynamical equation, some important relations can be obtained to make the backreflection mea-
surement of PMD possible. Thus we can perform the single-end spectral resolved measurement of
the differential group delay and the differential attenuation slope in both frequency and time do-
mains simultaneously. In principle, this technique can be realized using continue-wave or pulsed
probe lights and based on far-end Fresnel reflection or distributed Rayleigh backscattering. Some
experimental results confirm the validity of the proposed method.

Most of the polarization mode dispersion (PMD) measurement techniques require both fiber
ends to implement the tests, consequently, field tests on installed cables are time consuming and
not simple [1]. Thus the backscattering technique has been proposed to perform the single-end
PMD measurement [1–3]. In an optical fiber link with polarization-dependent loss (PDL), due to
the round-trip effect, the round-trip complex PMD vector ~WB = ~ΩB + i~ΛB, which can be measured
directly in the test, is only explicitly related with the first two elements of the complex PMD vector
~W = ~Ω + i~Λ as [4]

Ω2
B − Λ2

B = 4
(
Ω2

L − Λ2
L

)
, ~ΩB · ~ΛB = 4~ΩL · ~ΛL. (1)

where ~ΩL = (Ω1, Ω2, 0)T and ~ΛL = (Λ1, Λ2, 0)T are the linear parts of the complex PMD vector,
T denotes the matrix transpose. Moreover, due to the lack of equations, Eq. (1) can not be solved.
As a consequence, the single-end PMD measurement in such optical fibers can not be realized up
to now. In this paper, we propose a novel technique, which can perform the single-end spectral
resolved PMD measurement in optical fibers with PDL. This technique is based on the PMD
dynamical equation. Two equations expressing the third elements of the complex PMD vector,
Ω3 and Λ3, can be obtained by the backreflection measurements carried simultaneously in both
frequency and time domains. Thus, combined with Eq. (1), the differential group delay (DGD)
and the differential attenuation slope (DAS) can be deterministically achieved. In principle, this
technique is applicable for both far-end Fresnel reflection and distributed Rayleigh backscattering;
on the other hand, it can be performed using continuous-wave or optical pulse.

For a fiber system with both birefringence and PDL, its Mueller matrix M meets the Lorentz
transformation [5]. Thus, it has been demonstrated theoretically and experimentally that if we
normalize M to make det M = 1, then [6]

B =
dM
dz

M−1 =




0 α1 α2 α3

α1 0 −β3 β2

α2 β3 0 −β1

α3 −β2 β1 0


 , P =

dM
dω

M−1 =




0 Λ1 Λ2 Λ3

Λ1 0 −Ω3 Ω2

Λ2 Ω3 0 −Ω1

Λ3 −Ω2 Ω1 0


 . (2)

where ~α = (α1 α2 α3)T and ~β = (β1 β2 β3)Tare the local PDL vector and local birefringence vector,
respectively; ~Ω = (Ω1 Ω2 Ω3)T and ~Λ = (Λ1 Λ2 Λ3)T are the real and imaginary parts of the complex
PMD vector. The round-trip Mueller matrix should be MB = RMTRM with R = diag(1 1 1 − 1)
[4] and it is also a Lorentz transformation. Then we have

BB =
dMB

dz
M−1

B =




0 αB1 αB2 αB3

αB1 0 −βB3 βB2

αB2 βB3 0 −βB1

αB3 −βB2 βB1 0


, PB =

dMB

dω
M−1

B =




0 ΛB1 ΛB2 ΛB3

ΛB1 0 −ΩB3 ΩB2

ΛB2 ΩB3 0 −ΩB1

ΛB3 −ΩB2 ΩB1 0


. (3)

where ~αB = (αB1 αB2 αB3)T and ~βB = (βB1 βB2 βB3)T are the local round-trip PDL vector and
birefringence vector, respectively; ~ΩB = (ΩB1 ΩB2 ΩB3)T and ~ΛB = (ΛB1 ΛB2 ΛB3)T are the real and
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imaginary parts of the round-trip complex PMD vector. Considering




∂PB

∂z
= 2RMTR

(
RBTRPL −PLRBTR +

∂PL

∂z

) (
RMTR

)−1

∂BB

∂ω
= 2RMTR

(
RPTRBL −BLRPTR +

∂BL

∂ω

) (
RMTR

)−1
. (4)

Taking the sum of two equations in Eq. (4), we obtain

∂PB

∂z
+

∂BB

∂ω
= 2RMTR




0 C1 C2 0
C1 0 0 D2

C2 0 0 −D1

0 −D2 D1 0


 (RMTR)−1. (5)

where

C1 = β3Λ2 + α3Ω2 + α2Ω3 + β2Λ3 +
∂α1

∂ω
+

∂Λ1

∂z
,

C2 = −β3Λ1 − α3Ω1 − α1Ω3 − β1Λ3 +
∂α2

∂ω
+

∂Λ2

∂z
,

D2 = −β3Ω1 + α3Λ1 + α1Λ3 − β1Ω3 +
∂β2

∂ω
+

∂Ω2

∂z
,

D1 = β3Ω2 − α3Λ2 − α2Λ3 + β2Ω3 +
∂β1

∂ω
+

∂Ω1

∂z
.

We can easily obtain the PMD dynamical equation as

∂~Ω
∂z

=
∂~β

∂ω
+ ~β × ~Ω− ~α× ~Λ,

∂~Λ
∂z

=
∂~α

∂ω
+ ~β × ~Λ + ~α× ~Ω. (6)

In optical fibers and components used in optical communications, at least over the wavelength
range of interest, we have [7]

∂~α

∂ω
= 0 and

∂~β

∂ω
=

~β

ω
. (7)

Using Eqs. (6) and (7), we have

C1 = 2(α2Ω3 + β2Λ3), C2 = −2(α1Ω3 + β1Λ3),

D1 = 2
(

β1

ω
+ β2Ω3 − α2Λ3

)
, D2 = 2

(
β2

ω
+ α1Λ3 − β1Ω3

)
. (8)

Because the right and left sides of Eq. (5) are similar matrices, they should have the same eigen-
values. Then





16
(
~αL ·~βL

)(
Ω2

3−Λ2
3

)
+16

(
β2

L−α2
L

)
Ω3Λ3+16

∣∣∣~αL × ~βL

∣∣∣
ω

Ω3 =

(
∂~ΩB

∂z
+

∂~βB

∂ω

)
·
(

∂~ΛB

∂z
+

∂~αB

∂ω

)

16
(
β2

L−α2
L

)(
Ω2

3−Λ2
3

)−64
(
~αL·~βL

)
Ω3Λ3+16

β2
L

ω2
+32

∣∣∣~αL×~βL

∣∣∣
ω

Λ3=

(
∂~ΩB

∂z
+

∂~βB

∂ω

)2
−

(
∂~ΛB

∂z
+

∂~αB

∂ω

)2 . (9)

Due to β2
B − α2

B = 4(β2
L − α2

L) and ~βB · ~αB = 4~βL · ~αL [4], Eq. (9) becomes




4
(
~αB ·~βB

)(
Ω2

3−Λ2
3

)
+4

(
β2

B−α2
B

)
Ω3Λ3+16

∣∣∣~αL × ~βL

∣∣∣
ω

Ω3 =

(
∂~ΩB

∂z
+

∂~βB

∂ω

)
·
(

∂~ΛB

∂z
+

∂~αB

∂ω

)

4
(
β2

B−α2
B

)(
Ω2

3−Λ2
3

)−16
(
~αB·~βB

)
Ω3Λ3+16

β2
L

ω2
+32

∣∣∣~αL×~βL

∣∣∣
ω

Λ3=

(
∂~ΩB

∂z
+

∂~βB

∂ω

)2
−

(
∂~ΛB

∂z
+

∂~αB

∂ω

)2 .

(10)
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|~αL × ~βL|/ω and β2
L/ω2 can be neglected as long as Ω3 and Λ3 is far larger than 0.8 fs at 1550 nm.

Finally 



4
(
~αB ·~βB

)(
Ω2

3−Λ2
3

)
+4

(
β2

B−α2
B

)
Ω3Λ3 =

(
∂~ΩB

∂z
+

∂~βB

∂ω

)
·
(

∂~ΛB

∂z
+

∂~αB

∂ω

)

4
(
β2

B−α2
B

)(
Ω2

3−Λ2
3

)−16
(
~αB · ~βB

)
Ω3Λ3 =

(
∂~ΩB

∂z
+

∂~βB

∂ω

)2

−
(

∂~ΛB

∂z
+

∂~αB

∂ω

)2 . (11)

(Ω2
3 − Λ2

3) and Ω3Λ3 can be solved from Eq. (11). We already know that DGD and DAS can be
expressed as [8]

DGD =

√√√√1
2

[
Ω2 − Λ2 +

√
(Ω2 − Λ2)2 + 4

(
~Ω · ~Λ

)2
]
, DAS = ~Ω · ~Λ/DGD. (12)

Based on Eqs. (1) and (11), we cam calculate Ω2−Λ2 = (Ω2
L−Λ2

L)+Ω2
3−Λ2

3 and ~Ω·~Λ = ~ΩL·~ΛL+Ω3Λ3.
It means DGD and DAS can be clearly achieved. In the telecommunication optical fiber links,
optical fibers only have negligible PDL, and PDL mainly exists in some optical components. Then
if the fiber section from z to z + ∆z has no PDL, Eq. (10) can be simplified as





4β2
BΩ3Λ3 =

(
∂~ΩB

∂z
+

∂~βB

∂ω

)
· ∂~ΛB

∂z

4β2
B

(
Ω2

3 − Λ2
3

)
+

4β2
B

ω2
=

(
∂~ΩB

∂z
+

∂~βB

∂ω

)2

−
(

∂~ΛB

∂z

)2

.

(13)

If there is no PDL in the whole optical fiber link under test, then we obtain

Ω2
3 =




(
∂~ΩB

∂z
+

∂~βB

∂ω

)2

− 4β2
B

ω2


 /4β2

B. (14)

Figure 1: Experimental setup for single-end continuous-wave measurement of PMD.

To verify the Eq. (14), an experimental setup is shown in Fig. 1. The tunable laser source,
polarization state generator and the polarimeter are controlled and synchronized by a computer.
The polarization state at the port 1 of the circulator is tuned by the polarization state generator. At
port 2, an APC connector is used to reduce the near-end Fresnel reflection. The FUT includes two
1 km-long single-mode fibers (SMF) and two 3m-long Hi-bi fibers (Hibi), which are spliced together
in the sequence of SMF-Hibi-SMF-Hibi. At the far-end of FUT, a mounting bracket is employed to
guarantee the fiber far end is fixed in the measurement. And a 1 m-long SMF can be connected and
disconnected with the FUT far end in order to induce the change of fiber length. Because the total
fiber length is only approximately 2 km, the optical power contribution of Rayleigh backscattering
can be neglected compared with the far-end Fresnel reflection [1].

To measure ~ΩB and ~βB, Mueller matrix method (MMM) is employed [9]. The test is divided
into three steps. Firstly the polarimeter is connected to port 3 of the circulator and the 1 m-long
SMF is connected with the far-end of the FUT. The wavelength is tuned from 1550 to 1555 nm with
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Figure 2: Comparison of DGD evolution in frequency domain measured using forward and single-end tech-
niques.

0.1 nm step size and the polarimeter measures the evolution of polarization states at port 3 with
respect to optical wavelength [9]. Secondly the 1m-long SMF is removed and then the measurement
is repeated with the same parameters. Now DGD evolution with respect to optical wavelength can
be calculated based on Eq. (14). Finally the polarimeter is connected to the far-end of FUT to
repeat the measurement in the forward direction. Then the forward measurement presents the
DGD value at every wavelength to compare with the one measured using single-end technique.
The experimental results are shown in Fig. 2, and good agreement is observed. This confirms the
validity our proposed single-end measurement method.

In the above measurement, two wavelength sweeping processes are performed and a short SMF
is required to be connected and removed at the far-end of FUT. This is caused by the adoption of
continuous-wave, which can make the experimental setup simpler. If a pulsed tunable laser source
and an ultra-high speed polarization analyzer are employed, we can measure the polarization states
of pulses reflected from two ends of the short SMF simultaneously, and then two above-mentioned
issues can be overcome. But this will make the experimental setup more complex.
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Abstract— Nowadays, Non Destructive Testing and Evaluation (NDT/NDE) are frequently
used to evaluate integrity of manufactured articles in civil or industrial applications. In this
framework, Eddy Current Test (ECT) technique has a primary role for inspection of conducting
materials. Solution of many related inverse problems requires an accurate comprehension of mea-
sured data: it is one of the most challenging problem in this context. That’s why a suitable signal
pre-processing is necessary. In this paper, advanced signal processing techniques are evaluated
in order to reduce the impact of lift-off effect on the eddy current data. Some hybrid approaches
are also depicted, with encouraging results.

1. INTRODUCTION

Improving manufacturing quality and ensuring public safety are two of the most important tar-
gets in various applicative fields. Thus, components and structures are commonly inspected for
early detection of defects or faults which may reduce their structural integrity. In experimental
NDT/NDE, the available measurement data are explored, so that some clues may emerge in the
inspection signal that are possibly representative of structural modification of the specimen, like
cracks, flaws and corrosion. Practically solving of these inverse problems needs a suitable signal
processing procedure, in order to mitigate the difficulties introduced by presence of noise into the
measured data. In fact, all the measured experimental data is a composition of the informative
pattern modified by non-informative variations, can be considered as the error or noise. The differ-
ent noise sources can be classified as systematic (error due to the some know effects, like the lift-off
effect) and non-systematic (uncorrelated or content independent sources, like the not-position but
the time dependent noise during the data-acquisition period). In order to obtain suitable input
data for the inverse problem solution, it is necessary to emphasize the informative pattern in the
data set by filtering the noise. However, it is also critical to keep the information unchanged or
unperturbed by the applied noise filtering techniques. Otherwise, the inverse problem solution will
produce fraudulent result. Basically, the enhancement of the noise filtering can be characterized by
a single parameter: the signal-to-noise ratio (SNR). However, it can reliable only if it is possible to
assume that the informative content of the data set is untouched. In ECTs, one of the noise source
is the so-called lift-off effect. The lift-off is defined as the distance between the specimen and the
probe used for the inspection. During the scanning over the specimen surface, sensor lift-off is not
constant. So, it non-linearly influences the measured data by introducing a typical low frequency
and variable spatial distribution noise. Scientific literature proposes a lot of signal processing ap-
proaches exploited to reduce lift-off effect on ECTs (e.g., see [1–3] and references within); the main
idea proposed in this work consists on an advanced signal processing approach based on the joint
use of Independent Component Analysis (ICA) and Wavelet filtering techniques. In this way, it has
been possible to improve the informative content of eddy current data, emphasizing useful signal
and noteworthily increasing the SNR of measurements.

2. EXPERIMENTAL SET-UP AND COLLECTED DATA

In ECT, the probe allows for complex, time-varying voltage measurements and the presence of a
flaw affects the formation of eddy currents. In our experimentations, probe is a single pancake
exciting coil with Fluxset sensorr [4], provided by the Research Institute for Technical Physics
and Materials Science (Fig. 1). Inspected specimen was a square plate 8 × 8 × 0.125 cm made of
INCONEL600 (σ = 105, µ = µ0) material. It has a rectangular thin crack (9mm in length and
0.2mm in width) in the central region; depth of crack is 20% of the plate thickness. Defect is
superficial (inner defect, ID) or hidden (outer defect, OD) according to the inspection side. The
specimen was inspected by both ID and OD analysis, using a 110.7 mA (rms) exciting current
at frequency 20 KHz. The amount of exciting coil turns is 93. The lift-off of the sensor core is
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Figure 1: Layout of the Fluxset probe (left). ‖Vout‖ measured at Y = 0, −20 ≤ X ≤ 20 in the ID analysis
(right): it is possible to denote the lift-off noise into the signal trend.

about 0.75mm. The measured quantity is the magnitude of output pick-up voltage (‖Vout‖). The
offset signal was balanced out at the position: X = 20 mm, Y = 0mm, i.e., the origin of used
reference system. Scanned area was a 40 × 40mm region, referred to the plate center, with 0.5
mm spacing along x and y direction (−20mm ≤ X ≤ 20mm, −20mm ≤ Y ≤ 20mm) [5]. A
strong discontinuity in the homogeneity of the ‖Vout‖ profile in a spatial location should evidence
the presence of a defect in that zone of the volume. But, due to lift-off effect, irregularities caused
by defects could not be clearly observable (Fig. 1). Therefore, a suitable signal pre-processing is
necessary in order to remark the effective variation on ‖Vout‖ caused by the defect.

Figure 2: ‖Vout‖ measured on the whole scanned area: ID analysis (at left), OD analysis (at right). Due to
relatively small depth of defect, it is not easily visible by an OD analysis.

3. WT-BASED APPROACH FOR THE CASE-OF-STUDY

Wavelet approach measuring average fluctuations at different scales might prove less sensitive to
noise than Fourier Transform. A suitable bank of discrete Wavelet filters can split low- and high-
frequency contribute for a signal by a multi-resolution analysis in a Wavelet domain. In this
way, global dynamics of signal f(x) can be condensed in a series of Wavelet coefficients related to
the low frequencies, i. e., the approximation coefficients at the higher multi-resolution level, AM .
On the other hand, local oscillations of f(x) are depicted in a set of Wavelet details coefficients
at different scales (Dj , j = 1, 2, . . . , M), related to the high frequencies. In this way f(x) =
AM (x) +

∑M
j=1 Dj(x). This wavelet decomposition enables the noise in the signal to be separated

from the useful components. For the considered case-of-study, 10th-order Daubechies Wavelet [6]
(Db10) has been used, decomposing the signal into five frequency levels by the Discrete WT (DWT).
The high regularity of Db10 assures to restrict the lift-off noise into A5. Thus, usage of the Inverse
DWT (IDWT) excluding A5 can reduce the lift-off effect on eddy current signal [1]: Fig. 3 shows
both the WT-based denoising for Y = 0, −20 mm ≤ X ≤ 20mm of ID scanning, and the iteration
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of the whole procedure for the ID and OD scannings. Due to small visibility of crack into OD data,
also the related WT reconstruction is not recommendable for an useful experimentation and will
be excluded in the prosecution of the work.
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Figure 3: At top: Db10 decomposition of ‖Vout‖ for the ID analysis (left); ‖Vout‖ reconstruction without
considering A5 coefficients (right). At bottom: results of WT-based denoising on ‖Vout‖ for ID (left) and
OD (right) analysis.

4. ICA: THEORETICAL FUNDAMENTALS AND EXPLOITATIONS FOR THE
CASE-OF-STUDY

Let us consider a signal s(t) in time-domain, which is registered by j receivers and is the result of
mixing of j sources, such that s(t) = {s1(t), s2(t), . . . , sj(t)}, where sk(t) =

∑j
h=1 akhxh(t). Under

particular assumption, it is possible to recover the set of j sources by calculating a suitable mixing
matrix A, i. e., the matrix with elements akh. It is the aim of ICA, where each mixture sk as well
as each Independent Component (IC) xh is a random variable. Mixtures must have zero mean and
unitary variation (whitening process). Once A is calculated, it is possible to obtain its inverse A−1

and retrieve ICs having non-gaussian distributions [7]. In the case-of-study, signal s is considered
as the mixing of ‖Vout‖ for both ID and OD analysis. The FastICA software based on fixed-point
algorithm [8] has been used, by exploiting the function g = tanh(a1 · u); a1 = 1.7 to estimate
the differential entropy (i. e., negentropy). Results of ICA-based pre-processing is shown in Fig. 4:
it is possible to discriminate the component related to lift-off noise to the one representing the
useful denoised ‖Vout‖ signal. Compared with WT-based approach, the ICA method shows less
micro-oscillations but higher lift-off at the top and bottom side of inspected area.

5. PROPOSED HYBRID WAVICA AND ICAWAV APPROACHES

The WT- and the ICA-based approaches have been subsequently mixed, in order to obtain an
hybrid approach able to improve performances of exploited techniques avoiding the disadvantages
of the two methods. In a first attempt, a 5th-level Db10 based Wavelet analysis has been initially
taken into account to improve the SNR of both ID and OD ECTs; subsequently such denoised
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Figure 4: ICs of measured data: it is possible to denote how the component at right represents ‖Vout‖
denoised by ICA.

Figure 5: ICs of measured data: it is possible to denote how the component at left represents ‖Vout‖ denoised
by proposed WAVICA approach.

Figure 6: Results of ICAWAV-based denoising on ‖Vout‖ for the ID analysis. The OD analysis has not been
considered due to the previously presented results of the WT-based approach.

signals have been mixed in order to extract the lift-off component by using the ICA: it is the
WAVICA approach. Results are shown in Fig. 5. In this way, it has been possible to improve
the quality of ECT’s measurement by reducing the amount of whole noise. Some peaks on ‖Vout‖
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are still present at the bottom-left corner of inspected area. Therefore, a further approach has
been considered. In this case, the ICA has been firstly carried out on the mixture of ID and OD
ECTs, and subsequently the useful component has been processed by means of Db10 WT at five
multi-resolution scales (ICAWAV approach). So, it has been possible to obtain the best results (see
Fig. 6), emphasizing the influence of defect in output pick-up voltage and strongly lowering the
lift-off noise even at the borders (and corners) of examined area.

Table 1: SNR obtained by different exploited pre-processing techniques.

SNRID SNRWT SNRICA SNRWAV ICA SNRICAWAV

14.623 19.129 16.954 19.127 19.192

6. DISCUSSIONS ABOUT RESULTS AND CONCLUSIONS

In this paper, some advanced techniques have been evaluated to reduce the lift-off noise in eddy
current NDT/NDE. Besides WT- and ICA-based procedures, hybrid WAVICA and ICAWAV ap-
proaches have been proposed, obtaining a noteworthily decrement of lift-off effect. In terms of SNR,
the gain retrieved by proposed hybrid approaches is between 4.504 dB and 4.569 dB, if compared
with SNR of the original ID signal (SNRID). Moreover, ICAWAV technique assures a raising on
SNR of 0.063 dB and 2.238 dB compared to WT and ICA respectively. Table 1 resumes all obtained
SNR values.
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Abstract— A Compact antenna with a band-stop characteristic for ultra-wideband application
is proposed. To increase the impedance bandwidth of the proposed antenna, a tapered ground
and circular slot are used. By attaching an inverted Y-shaped open-circuited stub in the circular
ring, the band-stop characteristic is obtained. The designed antenna satisfies the voltage standing
wave ratio requirement of less than 2.0 in the frequency between 3.12 GHz and 10.73GHz while
showing the band stop performance in the frequency band of 5.15 GHz to 5.78 GHz. This antenna
shows an omnidirectional radiation pattern similar to that of a monopole antenna.

1. INTRODUCTION

With the advent of ultra-wideband (UWB) communication system operating from 3.1 GHz to
10.6GHz, there has been increasing demand for antenna capable of operating at an extremely
wide frequency range. Planar monopole antennas have received much attention due to their at-
tractive merits such as wide impedance bandwidth, simple structure, and omnidirectional radiation
pattern [1, 2]. However, due to the size limitation, additional efforts to miniaturize the total size
are needed to incorporate an antenna inside portable terminals such as PDAs, laptop computer,
and so on.

Since the existing wireless LAN service band (5.15 GHz–5.825GHz) overlaps the UWB service
band, UWB radio signal can interfere with those of WLAN band service. To overcome this problem,
UWB antennas with good band-stop performance are necessary. Several UWB antennas with the
band-stop characteristic have been proposed [3, 4].

In this paper, the design of a compact printed antenna with band stop characteristic for UWB
application is presented. To achieve the wideband characteristic, a circular slot and tapered ground
are used. Band-stop characteristic is achieved by attaching an inverted Y-shaped open-circuited
stub in the circular ring. The design procedure is described, and simulated and measured results
are presented.

2. ANTENNA DESIGN

The configuration of the proposed antenna is shown in Figure 1. The antenna is printed on the
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Figure 1: Geometry of the proposed antenna.
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Figure 2: Simulated VSWR for different Rslot.
FR4 substrate with height(h) of 1.6mm and relative permittivity of 4.4 and has a dimension of
18mm× 20mm (Wsub × Lsub).

The antenna consists of annular ring patch, tapered ground and an inverted Y-shaped open-
circuited stub. In this antenna design, a 50 Ω microstrip feed line is used to excite the annular ring
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patch. The radius (Rslot) of an annular ring slot is a key factor to control the impedance bandwidth
at higher band and the gap distance (Ggap) of a tapered ground is a prime element to decide the
impedance bandwidth at lower band. To obtain the band-stop characteristic, an inverted Y-shaped
open-circuited stub is attached to the circular ring. A band-stop characteristic is controlled by the
length of an inverted Y-shaped open-circuited stub.

3. SIMULATIONS AND MEASUREMENTS ANALYSIS

The antenna is modeled numerically by using Ansoft’s High-Frequency structure simulator(HFSS)
[5]. Figure 2 shows the simulated VSWR characteristic of a proposed antenna for different circular
slot radii (Rslot). In this design, the circular slot provides the mechanism to enhance the impedance
bandwidth for the higher band. Figure 3 shows the VSWR characteristics for various value of Ggap.
It is observed that the lower frequency is significantly affected by the variation in length Ggap. On
the other hand, the higher band is insensitive to the change of Ggap.
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To further demonstrate the effect of an inverted Y-shaped open-circuited stub length on the
band-stop frequency, an inverted Y-shaped stub is attached to the circular ring. Figure 4 shows
the simulated results for the proposed antenna with various values of an inverted Y-shaped open-
circuited stub length (Ls3). From the comparison of the results shown in Figure 4, one can conclude
that the band-stop frequency for the proposed antenna is controlled by an inverted Y-shaped open-
circuited stub length, which functions as a half-wavelength resonant structure. Figure 5 shows the
measured VSWR characteristic with and without an inverted Y-shaped open-circuited stub. After
adding a circular slot and tapered ground, the measured bandwidth of the antenna ranges from
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3.12GHz to 10.73GHz for VSWR less than 2. This antenna has band-stop band of 5.15 GHz to
5.78GHz after an inverted Y-shaped open-circuited stub is attached to the circular ring.

Figure 6 presents the measured antenna gain. As shown in Figure 6, gain decreases drastically
at the band-stop frequency of 5.47 GHz. The measured radiation patterns in the y–z plane and
x–z plane at 4 GHz, 6 GHz and 9 GHz are illustrated in Figures 7(a), (b) and (c), respectively.
Dipole-like radiation patterns in the y–z plane and nearly omni-directional radiation pattern in the
x–z plane are observed for copolarization.
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Figure 7: Measured radiation patterns.

4. CONCLUSION

A compact antenna with band-stop characteristic has been proposed and implemented for UWB
applications. The proposed antenna has a simple configuration and is easy to fabricate. To obtain
the wide bandwidth characteristic, a circular slot and tapered ground are used. The dimensions of
a circular slot and tapered ground were optimized by the parametric analysis and resulted in wide
bandwidth performance from 3.12 GHz to 10.73 GHz. Furthermore, by attaching an inverted Y-
shaped open-circuited stub into the circular slot, the band-stop characteristic is obtained in WLAN
(5.15GHz∼5.78GHz) while the wide impedance bandwidth is maintained.
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A Low-power Quadrature VCO Using Current-reused Technique
and Back-gate Coupling

Yu-Ching Tsai, Yi-Shing Shen, and Christina. F. Jou
Chiao-Tung University, Taiwan, China

Abstract— A novel quadrature voltage controlled oscillator (QVCO) using current-reused tech-
nique and back-gate coupling is presented. The QVCO realized with LC-tank is demonstrated
in a 0.18 um RF CMOS 1P6M process. Using the current-reused technique efficiently reduces
the power dissipation. However, by stacking switching transistors in series like a cascade, the
architecture cannot perform well in phase noise. Through an improved circuit schematic with
back-gate coupling, the phase noise of the circuit can be lowered. As a result of reducing four
transistors in the circuit, the total power dissipation can be cut down even more. The simulation
shows the phase noise is around −107 dBc/Hz at 1MHz offset and the output frequency tuning
range of the fabricated QVCO is 600 kHz ranging from 5.15 to 5.75 GHz for 802.11a. The circuit
draws only 1.5 mA from a 1.8-V supply. Compared with the recent works, the proposed topologies
show a better phase noise performance and can be adopted for low-power applications.

1. INTRODUCTION

For modern low cost wireless systems such as WLAN 802.11a a high level of integration and
low cost are significant criterions for the transceiver architecture. The development of single-chip
CMOS solutions for the 5-GHz 802.11a wireless local area network standard is desirable to enable
implementations at low cost. In today’s complex radio architecture, it is often necessary for the
local oscillator in a transceiver to produce two tones with a quadrature phase relationship. The
voltage-controlled oscillator has been the subject of intense study. Recently, a CMOS VCO can
be implemented by using a ring structure or an LC tank [1]. Both of them are beneficial and
detrimental. By definition, the ring VCO is known for a wide tuning range but drawback of a
high phase noise that it is disqualified for most structures in modern RF transceivers. Accordingly,
most investigations are focused on the LC VCO design. Owing to the limited range of the variable
capacitance of the varactor, the tuning range of CMOS LC VCOs is very small. Hence, Razavi
[2] proposed that the varactor controlled by the DC potentials at both of its input terminals to
enable the LC VCO yielding a wide tuning range. In recent years, several techniques exist to
generate quadrature [1–4]. Each method has its own advantages and disadvantages. Different
implementations of quadrature oscillators can be found in the literature:

1) Using four-delay stage ring oscillator to fulfill the quadrature phase. This can be done by
using a polyphase filter to generate the signals [1].

2) A VCO followed by a passive RC complex filter. The main drawback of this solution is that
a power-hungry buffer is needed between the VCO and the filter [3].

3) A VCO running at double frequency followed by a digital frequency divider based on flip-flop.
4) Two oscillators are injection locked in quadrature by coupling their second-order harmonic

in anti-phase, and using a coupling network that exhibits high odd-mode and low even-mode
impedance [4].

5) Two crossed-coupled VCO forced to run in quadrature by using coupling transistors. In [5]
additional coupling transistors in parallel with the tank of two differential oscillators are used
for quadrature generation (P-QVCO). Alternative solutions are the series-coupled QVCO (S-
QVCO) topologies as proposed in [6]. That exhibits improvements in terms of phase robustness
and phase noise compared to the P-QVCO.

With the demand for low cost and high integration of wireless transceiver building blocks,
here, we present an alternative method to obtain quadrature oscillator based on the current-reused
technique. By stacking switching transistors in series like a cascade, the structure reduces the
power dissipation. Nevertheless, the stacking switching transistors in series suffer from an increase
in phase noise. In this work, the original coupling transistors are modified by using back-gate
coupling to improve the phase noise. A new QVCO using current-reused technique and back-gate
coupling is demonstrated here.
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2. CIRCUIT BLOCKS DESCRIPTION

Figure 1 shows the proposed QVCO topology. This VCO adopts a cross-coupled negative-gm
configuration since the structure offers higher trans-conductance for a given current, which results
in fast switching of the cross-coupled pair. The cross-coupled VCO operates as switches and the
topology consists of two identical VCO in series. Each one is composed of switching transistors
Msw, varactors Cv and inductors L. In order to analyze this circuit, the following introduction is
divided into two parts: (1) the current-reused technique. (2) The back-gate coupling.

Figure 1: Schematic of the proposed quadrature VCO.

(1) The Current-reused Technique
The main advantage of current-reused technique is to lower the power dissipation [7]. However,

a frequency tuning circuit is designed to control the two sides of the varactors since the dc voltages
are different between two differential output nodes (I/Q). By way of adding capacitors Cblk for dc
block and ac short, the voltage drop across the varactors will be identical. Moreover, we use two
voltages (Vctl1 and Vctl2) to control the LC tank. The control voltage Vctl1 is adopted for tuning
range and the second control voltage Vctl2 is adopted for adjusting the center of the linear region
so as to maximize the tuning range. Therefore, the circuit is equivalent for two identical VCO in
ac and two VCO in series like a cascade in dc. In general, a differential VCO uses a current source
to start oscillators reliably and the phase noise of the VCO is increased. The node Va is operated
at the double frequency of the oscillation frequency of the LC tank VCO, since the node Va is
pulled up when each one of the differential NMOS turn on. As a result, the large capacitor Cgnd
is adopted for ac ground to help suppress the injection of the high-frequency noise by canceling
the large-amplitude harmonics generated at the node Va of the oscillator core. A VCO without a
current source can operate with a low power supply. In the proposed QVCO, the current source is
removed to avoid the flicker noise contributed by the current source.

The main issue for recent QVCO approach is to achieve a monolithic integration between low
phase noise with a wide frequency tuning range and low power consumption at given operating
frequencies. As mentioned above, although power consumption can be decreased to a half by
reusing the dc current compared to the conventional QVCO topologies, it will increase the phase
noise. Due to stacking switching transistors in series like a cascade, the architecture cannot perform
well in phase noise. Hence, we use the back-gate coupling to improve the phase noise.
(2) The Back-gate Coupling

The useage of back-gates removes the additional noise contributions compared to the conven-
tional coupling transistor based topology [8]. The coupling transistors are removed and the two
differential VCOs are coupled through the back-gate of the core NMOS transistors. The capacitors
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Ccpl are adopted for ac coupling and dc block. Fig. 3(a) shows the small-signal equivalent circuit
for the circled part of the conventional QVCO circuit in Fig. 2(a). Fig. 3(b) shows the small-
signal equivalent representation for the circled part of the conventional back-gate QVCO circuit
in Fig. 2(b). Obviously, Vgs1 and Vgs2 in Fig. 3(a) are the counterparts of the Vgs3 and Vbs3
In Fig. 3(b). Similarly, gm1 and gm2 are the matching components of gm3 and gmb3. It can be
seen that the two small-signal circuits shown in Fig. 3(a) and Fig. 3(b) are essentially the same.
Therefore, the back-gate coupling can be seen as the coupling transistors. In the other hand, the
conventional coupling transistors dissipate 30%∼100% of the power dissipated in the core tran-
sistors, which increases the total power dissipation. It goes without saying that by utilizing the
back-gate, the additional noise source and the power dissipation can be avoided altogether.

(a) (b)

Figure 2: (a) The Conventional QVCO. (b) The
conventional back-gate coupling.

(a)

(b)

Figure 3: (a) Small-signal equivalent circuit in Fig. 2(a).
(b) Small-signal equivalent circuit in Fig. 2(b).

3. SIMULATION RESULT

Figure 4 shows the layout of the proposed QVCO fabricated in TSMC 0.18µm RF CMOS 1P6M
process. The chip sizes are 1.05 × 1.00mm2 including the pads and Fig. 5 shows the quadrature
output. According to Fig. 6, the output frequency tuning range of the fabricated QVCO is 600 kHz
ranging from 5.15 GHz to 5.75 GHz from the center frequency of 5.25 GHz. Fig. 7 shows the phase
noise of −107 dBc/Hz at 1 MHz offset. The core current consumed 1.5 mA from a 1.8 V supply.
The figure-of merit (FOM) characteristic is expressed as [11].

Table 1: Comparison with the recent published papers about wideband VCOs.

QVCO QVCO
Frequency Core Current Phase Noise

FOM
[GHz] [mA] [dBc/Hz]

[7] 0.18 3.1 2.4 −102 −166

[8] 0.18 1.1 3 −120 −173

[9] 0.18 6 6.8 −106 −173

[10] 0.13 10 8 −95 −163

This Work 0.18 5.25 1.5 −107 −177

FoM = 10 log

[(
f0

∆f

)2 1
L(λ)Psupply

]

Here, fo is the oscillation frequency of the VCO, ∆f is the offset frequency, and Psupply is the
power consumption. In order to compare with the recent published papers, the power-frequency-
normalized figure of merit (FOM) is calculated. According to Table 1, the performance of the
proposed QVCO is an excellent one for low-power topology compared with the reported results in
the literature [7–10].
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Figure 4: Layout of the QVCO. Figure 5: Quadrature output from core QVCO and
buffer.

Figure 6: Simulation phase noise of this QVCO. Figure 7: Turning range of this QVCO.

4. CONCLUSION

A low-power quadrature VCO using current-reused technique and back-gate coupling has been
presented and fabricated by TSMC 0.18µm RF CMOS 1P6M process. The tuning range of the
QVCO is about 600KHz for the center frequency of 5.25 GHz and the phase noise at 1 MHz offset
is −107 dBc/Hz while dissipating only 1.5 mA for the QVCO from 1.8 supply. Due to stacking
switching transistors in series like a cascade and utilizing the back-gate of the core transistors,
this work improves the drawback in phase noise of the current-reused QVCO and shows a major
advantage in power dissipation compared with overall performances of the conventional QVCOs.
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A Fully-integrated, Low Power, Fast-locking, Integer-N Frequency
Synthesizer for MB-OFDM UWB System

Shih-Hao Tarng, Yu-Ching Tsai, and Christina. F. Jou
Chiao-Tung University, Taiwan, China

Abstract— A fast-locking frequency synthesizer for Band Group 1, 3 and 4 in MB-OFDM
UWB system is designed using TSMC 0.18 µm RF CMOS 1P6M process. Based on the simulation
results, the circuit consumes 46.35 mW. A wide tuning range of 6.28∼9.17GHz is achieved. The
best phase noise is −113.6 dBc/Hz at 1 MHz offset and the locking time is smaller than 300 nsec.
Compared with the reference paper, the power dissipation is almost halved while all specifications
are met.

1. INTRODUCTION

For the next generation of WPAN, MultiBand orthogonal frequency division multiplexing (MB-
OFDM) UltraWideBand (UWB) is proposed to raise the data rate up to 480 Mbps. According to
the proposal [1], the carrier frequencies are allocated in the 3.1∼10.6GHz spectrum. Because the
switch time is only several nano seconds in the proposal, the frequency synthesizers for UWB need
some modifications. Here a topology is proposed . Two fast-settling frequency synthesizers are used
to generate the desired signal by turns [2]. As proposed in [1], the symbol interval is 312.5 nsec
and the guard time is 9.47 nsec. Therefore, a single PLL has to be locked within 322 nsec. This
approach is practical for a conventional frequency synthesizer which is easy to be implemented.
Here, in this paper, we present a frequency synthesizer to cover Band Group 1, 3, and 4, and the
power dissipation is almost halved while all specifications are met when compared with [2].

Figure 1: Proposed frequency synthesizer in this paper.

2. ARCHITECTURE

According to Figure 1, the proposed frequency synthesizer is based on an integer-N type phase-
locked loop. It is composed of a quadrature voltage-controlled oscillator (QVCO), a multi-modulus
frequency divider, a fast phase-frequency detector, a charge pump with variable current, and an
on-chip third-order passive loop filter. There are seven digital input signals: four are to select
the tuning range curves of the QVCO and the remainders are to control the division ratio in the
multi-modulus divider.

2.1. Quadrature Voltage-Controlled Oscillator
As shown in Figure 2, the QVCO is in a complementary cross-coupled negative-gm configuration.
The tail current source is removed to maximize the output swing. Two benefits also achieved due
to the removal of the current source. First, the current source is the main contributor to the phase
noise [3]. Second, when all transistors in the VCO core are put in GHz-switching bias condition,
flicker noise will apparently be reduced by about 10 dB [4]. For a wide tuning range of 6∼9GHz, the
SCA (switched-capacitor-array) is used. SCA is composed of four pairs of binary-weighted MIM
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Figure 2: Schematic of the LC-QVCO and the switched-capacitor array.

capacitors and eight NMOS transistors as digital-control switches. The SCA decides the tuning
range curve and then the varactors are for fine tuning. Therefore, no bulky varactors are required
because the whole bandwidth is not covered only by the varacters.
2.2. Multi-modulus Frequency Divider

Figure 3: Schematic of the programmable divider.

For the wideband locking-range and high reference frequency consideration, current-mode logic
(CML) is adopted in the whole programmable frequency divider. As shown in Figure 3, the
multi-modulus frequency divider is implemented by cascaded a divider-by-2 circuit and three dual-
modulus asynchronous frequency dividers. This design assures only the first divider works at the
highest frequency and no pulse swallow counter or phase select state machine is needed. Moreover,
the modulus-control signals of the last stage are produced first and given to the followed stage.
Thus the delay in the critical path (the feedback of the first divider) is minimized [5]. In order to
integrate the divider-by-2 into the loop, the division ratios are all even. The output frequency can
be expressed by the following equation.

fout =
1

2 · (3 · 22 + C1 · 22 + C2 · 2 + C3)
fin (1)

2.3. Phase-frequency Detector
The phase-frequency detector compares two inputs from the reference clock and the output at
the last stage of the frequency divider. A conventional tri-state PFD is widely used for the wide
comparable range of almost ±2π radians. Due to the delay buffer in the reset path of the PFD
which avoids the deadzone problem, the actually valid phase comparison range shrinks to ±|2π−∆|.
∆ can be found out by

∆ = 2π · tdelay · fREF (2)

tdelay is the delay time in the rest path and fREF is the reference frequency [6]. Since the reference
is 264MHz and ∆ becomes considerable, the control signal will not monotonically approach to
lock-in range.
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In order to solve such a problem, the precharged PFD in [2] is designed and shown in Figure 4.
When the phase error is close to ±2π, the next leading signal is coming before the reset signal
triggers the DFF and the next leading will be ignored in the conventional PFD. But with the
inserted delay in the precharged PFD, the falling edge of the reset signal can produce the correct
comparison. Therefore no signal is lost.

Figure 4: Precharge PFD.

Figure 5: Circuit layout. Figure 6: Tuning range curves with different banks.

Figure 7: Transient waveform and spectrum at 7.92 GHz.
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3. SIMULATION RESULTS

Figure 5 shows the layout of this circuit and the size is 1.75 × 1.23 mm2. According to Figure 6,
the 10 tuning range simulated curves cover each other and signal from 6.12∼9.15GHz can all be
generated. This range includes the whole required bandwidth. Following the tuning range, the
simulated transient waveform and spectrum at 7.92 GHz are shown in Figure 7. The performance
of all carrier frequencies is listed in Table 1. The locking time is less than 300 nsec and the phase
noise is lower than −109.8 dBc/Hz at 1 MHz offset. The spurious tone is smaller than −34.2 dBc at
264MHz offset while it actually has no effect on the channel at all. Moreover, the simulated power-
frequency-normalized figure-of-merit (FOM) is higher than 178.6. The total power dissipation is
only 46.35 mW.

Table 1: Summary of output power and phase noise performance at six frequencies.

Carrier Frequency Output Power Phase Noise @ 1MHz offset Spurious Tone FOM

6.336GHz 1.08 dBm −110.50 dBc/Hz −34.5 dBc 178.6

6.864GHz 2.17 dBm −109.83 dBc/Hz −34.2 dBc 178.6

7.392GHz 4.10 dBm −110.62 dBc/Hz −37.9 dBc 180.1

7.920GHz 5.44 dBm −113.63 dBc/Hz −55.5 dBc 183.7

8.448GHz 6.41 dBm −111.11 dBc/Hz −40.5 dBc 181.7

8.976GHz 6.86 dBm −110.34 dBc/Hz −35.6 dBc 181.5

Table 2: Comparison with the reference paper.

JSSC, Aug. 2005 [2] This work

Technology 0.18 µm CMOS 0.18 µm CMOS

Voltage Supply 1.8V 1.5V

Reference 528MHz 264MHz

Frequency Tuning Range 6.17∼9.11GHz 6.28∼9.17GHz

Average Phase Noise (dBc/Hz) −109.48 @ 1MHz −111.01 @ 1MHz

FOM 178.53 180.7

Sidebands < −52 dBc @ 528MHz < −34.2 dBc @ 264 MHz

Settling Time < 150 ns < 300 ns

Power Dissipation

QVCO 14.4mW 12.46mW

Divider 31.5mW 21.42mW

PFD + CP 5.04mW 4.85mW

Buffers 34.2mW 7.62mW

Total 85.14mW 46.35mW

4. CONCLUSION

A fast-locking and low power frequency synthesizer for MB-OFDM UWB has been designed using
TSMC 0.18µm RF CMOS 1P6M process. The tuning range is about 2.9 GHz and no gap occurs
between each band. Therefore, it can generate six carrier frequencies from 6.336 to 8.976 GHz
in a step of 528 MHz. The phase noise is −109.8 ∼ −113.6 dBc/Hz at 1 MHz offset. The total
power dissipation is 46.35 mW from 1.5V power supply. The performance of this work is listed and
compared with Ref. [6] in Table 2, the power dissipation is only 54.4% of the synthesizer in [2] and
all specifications are met.
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A 0.7 V Transformer-feedback CMOS Low-noise Amplifier for
5-GHz Wireless LAN

H. I. Wu, R. S. Fan, and C. F. Jou
Institute of Communication Engineering, Chiao Tung University, Hsinchu, Taiwan, China

Abstract— In this paper, we present a 0.7V low-noise amplifier(LNA) using monolithic trans-
former feedback to neutralize the gate-drain overlap capacitance of a field-effect transistor(FET).
It is a single-ended amplifier implemented in 0.18-µm CMOS technology designing for 5-GHz wire-
less local-area networks (LANs). This LNA achieves a simulated power gain of 10.84 dB, noise
figure(NF) of 2.4 dB, and input referred 1 dB compression point (P1 dB) of −8 dBm at 5.8 GHz.
Operating from a 0.7-V supply, the power consumptions for the low noise amplifier(LNA) are
4.8mW.

1. INTRODUCTION

The market for the modern wireless communication systems demands low-noise amplifiers (LNAs)
operating at low dc bias conditions. The use of supply voltage at or below 1 V becomes even more
important when considering analog/RF and digital circuitry on the same die, from both cost and
packing considerations. The noise figure (NF) should not exceed 3 dB when it has a gain more
than 10 dB. [1]. The most popular topology of LNA is cascode LNA. It can obtain high gain, low
noise and sufficient isolation between input and output, but this topology is not suitable for low
voltage supply. Some paper published so far represents new topology for low-voltage application
[2, 3]. In this paper, we use one Mos to be suitable for low voltage application, but it can not
maintain good isolation from input and output. Because as operating frequencies increase, the
field-effect transistor (FET) gate-drain overlap capacitance Cgd plays an more important role in
performance. Since its magnitude is comparable to the gate-source capacitance in deep-submicron
CMOS technology. In this paper we use the inductive-feedback to cancel the signal from output to
input through Cgd. Since the effect of the Miller capacitor Cgd is canceled, the isolation between
input and output can be improved. Because we did not use the conventional cascode LNA, the
power supply Vdd can be lower to be suitable for low voltage application.

2. CIRCUIT IMPLEMENTATION

In this paper we use inductive-feedback, which introduces magnetic coupling between source and
drain inductor, as shown in Fig. 1. Because feeding back a portion of output signal can cancel the
signal feedback from output to input through Cgd the isolation between input and output can be
improved when only single active device (i.e., MOS) is used. The transformer h parameters are
given by h11 = s(1− k2)L11 ≈ 0, h12 = −k

n ≈ −1
n , h12 = k

n ≈ 1
n , h22 = 1

sL22
≈ 0. K represents

the transformer coupling coefficient k = M/(L11L22) and the transformer turn ratio is given by
n =

√
L22/L11. The small signal equivalent circuit is shown in Fig. 2. The input impedance,

derived from the small signal circuit, Zin = Zgs + β(s)(ZL‖Zgd)
n + (β(s)+1)(ZL‖Zgd)

n2 [4]. The input
impedance is different from the conventional cascode LNA with source degeneration inductor, as
shown in Fig. 3. Its input impedance is Zin = sLs+ 1

sCgs
+ gmLs

Cgs
. The conventional topology uses the

inductor Lg to obtain noise and input conjugate match simultaneously [5]. The impedance of this
design shows that we can not use a Lg to achieve noise and input conjugate match simultaneously,
so we use the series-L shunt-C network to obtain balance between noise and input matching. In this
design we use the inductive-feedback to cancel the signal feedback from output to input through the
Miller capacitor Cgd. Since the effect of the Miller capacitor Cgd is canceled, the isolation between
input and output can be improved. To achieve the neutralization, we design n

k ≈ Cgs

Cgd
and its value

equals to about 3 for the 0.18 um CMOS technology [4]. In order to lower the noise of the circuit,
we choose the channel length of MOS Wopt ≈ 1

3ωCoxRsL [6], and the source inductor Ls to make sure
that the circuit is stable after the inductive-feedback. The series gate inductor Lg and shunt Cg

network is for the input impedance and it would not deteriorate the noise performance too much.
The Ld and coupling coefficient k are designed properly to achieve n

k ≈ 3. The shunt capacitor
with drain inductor Ld is to be resonant at operating frequency to achieve output matching.
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3. SIMULATION FIGURE AND CONCLUSION

In this design, ADS is used to simulate circuit and Sonnet is used to simulate the transformer. The
simulation result shows that the input and output return loss S11 is 13.2 dB and S22 is 10.1 dB
at 5.8 GHz. The isolation S21 is 27.684 dB, which shows that the inductive-feedback can improve
the isolation effectively, as shown in Fig. 4 and the noise figure is 2.4 dB as shown in Fig. 5. The
P1 dB of this design is −8.6 dBm, as shown in Fig. 6. Total consumed power is 6.86 mA×0.7V=
4.8mW. In this design we use the inductive feedback to improve the isolation between input and
output and we did not use the conventional cascode LNA, and the power supply Vdd can be lower
to achieve low voltage application.
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A 0.75 V CMOS Low-noise Amplifier for Ultra Wide-band Wireless
Receiver

Hui-I. Wu, Zi Hao Hsiung, and Christina F. Jou
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Abstract— An ultra-wideband (UWB) CMOS low-noise amplifier(LNA) topology that com-
bines a common-gate stage for input wideband matching with a shunt-peaked folded-cascode
configuration for wideband amplifying stage is presented in this paper. The proposed UWB
LNA achieves simulated power gain > 10 dB from 3.3 to 10.1 GHz with only 0.75V supply using
0.18 µm CMOS process. Its broadband matching is better than −10 dB for S11 and S22 from
3.1 to 10.6GHz, and an average noise figure is about 4 dB, while consuming 11.5 mw with output
buffer amplifier.

1. INTRODUCTION

A low-noise amplifier (LNA) is the first stage, after antenna and low-pass filter in the receiver
block of a communication system. It is widely used in the front-end of narrow band communication
system. For UWB applications, the criteria to judge its performances are slightly different. The
UWB LNA face several challenges, such as broadband input matching, sufficient power gain through
entire bandwidth to suppress the noise of next stage, low noise figure and low power consumption.
There are several existing structures for wideband amplifiers. The well-known distributed amplifiers
[4] can achieve high gain through extremely broad bandwidth, but it consumes large power and
area, because it cascades several stages and uses many inductors in circuit. Many circuits use the
3rd-order Chebyshev filter [2, 3] to achieve input broadband matching. Although it can achieve good
return loss, it still consumes large area because of using several inductors. Among the demonstrated
UWB LNA in the published papers [3], the lowest supply voltage is 1-V. Here, we propose an UWB
LNA design (shown in Fig. 1) in which a common-gate and a folded-cascode architecture are
employed to achieve good input matching and enough gain from 3.1 to 10.6 GHz with only 0.75 V
supply.
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Figure 1: The proposed low-V low-noise amplifier.

2. CIRCUIT DESIGN

The LNA circuit can be divided into three block — input matching stage, amplifying stage, and
output buffer stage. The whole circuit of UWB LNA is shown in Fig. 1, and the supply voltage
is only 0.75 V. The DC blocking capacitors are C1 and C2. For input stage, a common-gate (M1)
is used to match to 50Ω, its small signal equivalent circuit is shown in Fig. 2. Cgs and Cgd
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respectively are the gate-to-source and the gate-to-drain parasitic capacitances; ro is the channel
length modulation resistor of MOS transistor. The input impendance of the common-gate can be
derived as [1]

Zin =
1

gm +
1

Zs(ω)
+

1− gm1Zo(ω)
ro + Zo(ω)

(1)

where

Zs(ω) = jωLs//
1

jωCgs
(2)

Zo(ω) =
1

jωCgd
//ZL//Zin2 (3)

Vin

Rs

Lgs

Cgs

Cgd

gmvgs ro Z1 Zin2

Figure 2: Common-gate small signal equivalent cir-
cuit.
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Figure 3: Common-gate noise model.

Ls and Cgs should resonate at the center of operating band, so that the second term disappear
at the center frequency. The third term in denominator is induced by channel length modulation
of a MOS. In order to decrease the effect of ro on input impendance, the transconductance of M1
is set to be slightly greater than 20 ms [1]. The first stage noise model is shown in Fig. 3, where
in,d and in,g are respectively channel thermal noise and induced gate noise. The noise factor of
common-gate stage can be derived as [1].

F=1+
αδ

(
1−|C|2) ω2Cgs1Rs

5gm1
+

γ

αRsgm1

(
1+

R2
s

|Zs(ω)|2
)

+
αδ|c|2ω2C2

gs1Rs

5gm1
+

2|c|
√

δγ

5
ωCgs1Rs

jgm1Zs(ω)
(4)

In Eq. (4), because Zs(ω) is in the denominator, Ls and Cgs should resonate at the center
of operating band to obtain minimal noise factor. The transconductance (gm1) of M1 should be
increased to decrease noise factor. But the input matching will be worse than −10 dB when gm1

increases to 35 mS. For a common-gate circuit, there is trade-off between input matching and noise
factor. For the proposed circuit, gm1 is set about 33 ms to decrease noise factor, but input return
loss still better than −10 dB. For the amplifying stage, a folded-cascode with shunt-peaked topology
[8], (Mn, Mp, L1, Lpd and Rpd) is implemented for reducing Miller effects, achieving higher gain
and better isolation between output and input port. The inductor peaking impedance increases
with the increasing of the operating frequency, and load resistor rpd is added to increase the low
frequency gain, so this topology can achieve enough power gain through entire bandwidth by only
0.75V bias. TL is a transmission line which can stabilize folded-cascode circuit. rgd can increase
the flatness of the power gain.

3. SIMULATION RESULTS AND LAYOUT CONSIDERTIONS

This work is simulated by using TSMC 0.18µm mixed-signal/RF CMOS 1P6M technology under
typical-typical corner with a low supply voltage of 0.75V. The post-layout circuit simulation is
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Figure 4: S parameter. Figure 5: Reverse isolation.

Figure 6: Noise figure.

 

Figure 7: Layout of the proposed circuit.

performed using Agilent ADS and Sonnet to include parasitic effects of the actual devices in the
CMOS process. The proposed LNA consumes 11.5 mw with 0.75 V supply voltage. The total width
of M1 is set to be 100µm, and Lgs is chosen to be 7.5 nH to optimize simultaneously input return
loss and noise factor. The S-parameter is shown in Fig. 4 and Fig. 5. The simulated S11 and S22
are better than −10 dB over 3.1–10.6 GHz, and power gain (S21) is > 10 dB through 3.3–10.5 Ghz.
The simulated minimum noise figure is 3.4 at 4.1GHz, and noise figure is from 3.4 to 4.75 through
3.1–10.1GHz, as shown in Fig. 6. Discussion about the topic of nonlinearity, one-tone test of
3.1GHz, 6.5GHz and 10.1GHz is performed to obtain the input referred 1dB compression point.
The simulated P1db are −19.4 dBm, −13.8 dBm, −12.4 dBm at 3.1 GHz, 6.5 GHz and 10.1 GHz.

Tech.
BW

(GHz)

S11

(dB)

S22

(db)

Power

Gain (dB)

NFmin

(dB)

VDD

(V)

Power

(mW)

This work 0.18 µmCMOS 3.3–10.1 < −10 < −10 10.1–13.1 3.4 0.75 11.5

[1] 0.18 µm CMOS 3.1–10.6 < −9 < −13.0 15.9–17.5 3.1 1.8 33.2

[2] 0.18 µm CMOS 2.4–9.5 < −9.4 < −8.0 7.4–10.4 4.2 1.8 18

[3] 0.18 µm CMOS 3–8.2 < −10.0 < −10.0 10 3.68 1 16.1

[7] 0.18 µm CMOS 0.2–22 < −8 N/A 8.1 4.3 1.3 52

[8] 0.18 µm CMOS 3–10 < −7.5 < −11 11.3–13.1 2.8 1.5 27
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The layout of the proposed UWB LNA is presented in Fig. 7. The die area including the pads is
0.97mm×1.07mm.

4. CONCLUSIONS

A CMOS UWB LNA is designed with a common-gate stage and folded cascade shunt-peaked
amplifier. The simulation results show that the proposed LNA can achieve enough gain ,low noise
and good matching from 3.1 GHz to 10.6 GHz while consuming 11.5mW with only 0.75 V supply.
For post-simulation the transmission line high frequency effect is considered. Since the design does
not require any off-chip components, it can be easily integrated as part of a complete low-voltage
transceiver.
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Adaptive Selection of Sampling Interval in Frequency Domain for
Estimating the Poles of Scatterers

Shaogang Wang, Xinpu Guan, Dangwei Wang, Xingyi Ma, and Yi Su
School of Electronic Science and Technology
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Abstract— In this paper, the matrix pencil (MP) method has been utilized for estimating
the complex natural resonances from IFFT of calculated frequency responses. The novelty is
that frequency sampling interval is investigated. The responses are usually computed by the
accurate method of moments (MoM) in frequency domain, which is time-consuming. So, the
frequency sampling interval’s effect on results should be analyzed, and a scheme for adaptive
choice of frequency sampling interval is proposed in this paper. The scheme is validated by a
special example, a perfect conducting sphere. Lastly, poles of a complex radar target, a missile
model, are calculated by the proposed method and compared with other available data.

1. INTRODUCTION

It is known that extracting complex natural resonance frequencies (poles) of the target from its
transient response is desired in target identification. The target poles contain the information
of decay factors and the resonant frequencies that are only determined by target’s structure and
material. So, they should be estimated with high accuracy. Of many methods, the matrix pencil
(MP) is an effective one for extracting complex natural resonance frequencies of scatterers from
transient responses [1–3].

A method in time domain, finite difference time domain (FDTD) or MoM in time domain
(TD-MoM), can be used to calculate transient responses, from late time part of which poles are
estimated. But that poles are not accurate as those extracted from impulse responses, which can
be obtained by the deconvolution technology in time domain. Noteworthily, noise will be inflicted
in deconvolution.

The method of moments (MoM) in frequency domain is widely used, accurate and chosen to
calculate the frequency response in this paper. The impulse response can be obtained by using
Inverse Fast Fourier Transform (IFFT) technique from the frequency response.

As all known, frequency sampling interval is less and more accurate results are obtained. On the
other way, MoM is time-consuming. The sampling interval must be investigated for results with
enough accuracy in a short period of time. An algorithm of adaptive choice of frequency sampling
interval is proposed in this paper.

The paper is organized as follows. In the next section, the mathematical formulation of MP
is briefly presented. In Section 3, a scheme for adaptive choice of frequency sampling interval is
proposed and validated. Finally, in Section 4, the proposed scheme is validated through a perfect
conducting sphere and an application is presented. Numerical results of a complex radar target, a
missile model, are computed for poles and compared with available data.

2. FORMULATIONS OF THE MP METHOD

If the frequency response calculated by MoM is [Y(fi)] (i = 0, 1, . . . , N ′−1). The sampling interval
is fs. Then, The impulse response, [y(kTs)] (k = 0, 1, . . .), can be obtained through IFFT. Ts is
the sampling period, and Ts = 1/(2N ′fs). By the singularity expansion method (SEM), the time
sequence can be rewritten as

y(kTs) ≈
M∑

i=1

Riz
k
i for k = 0, 1, . . . , N − 1 (1)

and
zi = esiTs = e(−αi+jωi)Ts for i = 1, 2, . . . , M (2)

where, si and Ri are poles and residues. N is the length of impulse response. M is the number of
poles.
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Two matrices [Y1] and [Y2] are considered, which defined as

[Y1] =




y(0) y(1) · · · y(L− 1)
y(1) y(2) · · · y(L)

...
...

...
y(N − L− 1) y(N − L) · · · y(N − 2)




(N−L)×L

(3)

[Y2] =




y(1) y(2) · · · y(L)
y(2) y(3) · · · y(L + 1)

...
...

...
y(N − L) y(N − L + 1) · · · y(N − 1)




(N−L)×L

(4)

The pencil parameter, L, is very useful in eliminating some effects of noise in the data.
The parameters zi may be found as the generalized eigenvalues of the matrix pair {[Y2]; [Y1]}.

Equivalently, the problem of solving for zi can be cast as an ordinary eigenvalue problem,
{
[Y1]+[Y2]− λ[I]

}
(5)

where [I] is identify matrix, and [Y1]+ is the Moore-Penrose pseudoinverse of [Y1].
The residues, Ri, are solved for from the following least-squares problem:




y(0)
y(1)

...
y(N − 1)


 =




1 1 · · · 1
Z1 Z2 · · · ZM
...

...
...

ZN−1
1 ZN−1

2 · ZN−1
M







R1

R2
...

RM


 (6)

3. ADAPTIVE CHOICE OF FREQUENCY SAMPLING INTERVAL

It is time-consuming to calculate frequency responses by MoM, so fewer frequency sampling points
are expected. On the other way, it needs more frequency sampling points to obtain more accurate
results. A scheme of adaptive choice of frequency sampling interval is proposed in this part.

Although a scatterer has many poles, only several of them (about five at most) can be numerically
obtained and useful to characterize the target [4]. It is important to accurately estimate those
dominant poles. So, an average relative error, err, is given in advance and defined as

err =

M ′∑
i=1

|si − s′i|
M ′∑
i=1

|si|
(7)

where M ′ is the number of dominant poles. s
′
i are estimated poles from frequency response at an

interval of fs, and si are those at an interval of 0.5fs. If the value of (7) is less than the given
reference error ε, si are the expected results. Otherwise, the frequency interval is chosen as half of
that last time, and poles are calculated again until the average relative error is less than ε.

The procedure of the algorithm is following:

(1) Give expected error ε, frequency step fs, the number of frequency samples N ′.
(2) Calculate frequency response, poles s

′
i and estimate the number of dominant poles M ′.

(3) Let fs = 0.5fs, calculate frequency response, and poles si.
(4) Compute the relative error err.
(5) If err > ε, let s′i = si, and go to (3).
(6) If err < ε, stop it.

4. NUMERICAL EXAMPLES

For the scheme validated, a conducting sphere, the radius of which is 0.06 m (a = 0.06), is specifically
considered. The incident wave is plane wave of unit amplitude. A frequency range of 0 Hz (excluded)
to 5.12GHz is chosen as the excitation frequencies. At the observation 1000m far from the center
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of the sphere, the backscattering response data, which can be calculated by MoM or Mie here, are
used to extract poles.

In Table 1, poles are valued as the form of sa/c. err1 are the average relative errors between
numerical results and theoretical values. err2 are the average relative errors between numerical
results and those of last time. If given ε = 0.01, from Table 1 we can see that fs = 40MHz and
only 128 frequency points are enough for accurate poles. The errors indicate the proposed scheme
is correct.

Table 1: Poles and relative errors under different frequency steps.

Theory [5]
fs = 160MHz fs = 80MHz fs = 40MHz fs = 20MHz fs = 10 MHz

N ′=32 N ′=64 N ′=128 N ′=256 N ′=512

1 −0.500+j0.866 −0.500+j0.854 −0.496+j0.858 −0.498+j0.862 −0.500+j0.864 −0.500+j0.865

2 −0.702+j1.807 −0.668+j1.768 −0.700+j1.791 −0.702+j1.798 −0.700+j1.803 −0.702+j1.804

3 −0.843+j2.758 −0.846+j2.636 −0.836+j2.736 −0.839+j2.747 −0.843+j2.752 −0.844+j2.754

4 −0.954+j3.715 −1.096+j3.368 −0.948+j3.682 −0.951+j3.697 −0.953+j3.706 −0.954+j3.711

5 −1.048+j4.676 −1.003+j3.995 −1.047+j4.640 −1.049+j4.654 −1.048+j4.668 −1.048+j4.671

6 −1.129+j5.642 −0.900+j4.919 −1.122+j5.615 −1.109+j5.597 −1.114+j5.644 −1.123+j5.643

err1 = 0.1 err1 = 0.007 err1 = 0.006 err1 = 0.002 err1 = 0.001

err2 = 0.09 err2 = 0.004 err2 = 0.004 err2 = 0.001

As an application, poles of a common complex radar target are calculated in this part. A kind
of missile model is considered as shown in Fig. 1(a) and Fig. 1(b). the unit of labels is meter. The
main part of the model is a circle cylinder. The front part is half a spheroids, and the tail is half a
sphere.

(a)

(b)

Figure 1: (a) The planform of the missile model, (b) The side view of the missile model.

With the incident plane wave of unit amplitude z-polarized and x-traveling, the frequency re-
sponses at the observation 1000 m far from the center of the half sphere are calculated by a fast
MoM method [6] in the range from 0Hz (excluded) to 307.2 MHz. That obtained frequency re-
sponses are shown in Fig. 2. The cut impulse with 100 points (N = 100) is used. Appling the
MP method with L = 49, we only obtain two stable dominant poles shown in Table 2. The poles
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Table 2: Poles and relative errors under different frequency steps of the missile.

MoM
fs = 2.4MHz fs = 1.2MHz fs = 0.6MHz

N ′=128 N ′=256 N ′=512

1 −0.45+j2.37 −0.465+j2.318 −0.466+j2.355 −0.466+j2.373

2 −0.34+j4.30 −0.355+j4.256 −0.356+j4.296 −0.356+j4.317

err1 = 0.015 err1 = 0.0057 err1 = 0.006

err2 = 0.01 err2 = 0.005

Frequency (Hz)

A
m

p
li

tu
d

e

Figure 2: The frequency response of the model.

are valued in the form as sL′/c, where L′ = 1.3m is the length of the model. The compared data
are obtained using the approach as in [7]. The required relative error is also 0.01 (ε = 0.01). The
meanings of err1 and err2 are the same as those in Table 1.

The errors in Table 2 show that the poles we calculated are correct at least frequency sampling
points, and 512 points is enough.

5. CONCLUSION

In application of the MP method for estimating the complex natural resonances of scatterers from
frequency response data, a algorithm of adaptive choice of frequency sampling interval is proposed
in this paper, because the responses are usually calculated by time-consuming MoM in frequency
domain. Numerical examples show our method’s effect on the results with required precision from
frequency points at least.
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Bandwidth Enhancement Technique in Microstrip Antenna for
Wireless Applications
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Abstract— Low profile, light weight, easily mounted and broad bandwidth are the key charac-
teristics for antennae designed for wireless applications. The microstrip antenna (MSA) suits the
features mentioned except for its narrow bandwidth. The bandwidth of the microstrip antenna
usually ranges from less than 1% to several percent. This paper experimentally investigates an
alternative approach in enhancing the bandwidth of the microstrip antenna for the Wireless Lo-
cal Area Network (WLAN) application operating at a frequency of 2.45 GHz. The bandwidth
enhancement technique which is studied is the Identical Dual Patch Microstrip Antenna with
Air-Gap (IDMA). A bandwidth enhancement of more than 11% was achieved.

1. INTRODUCTION

Wireless applications have undergone rapid development in recent years. One particular wireless
application that has experienced this trend is the Wireless Local Area Network (WLAN). The
wireless application that is selected to be studied is the 2.4 GHz to 2.5 GHz frequency band which
is based on the 802.11 b WLAN standard. This frequency band is very popular due to its low cost.

WLAN antenna requires being low profile, light weight and broad bandwidth. The microstrip
antenna suits the features very well except for its narrow bandwidth. The WLAN antenna should
have a minimum bandwidth of 100 MHz to fully utilize the WLAN band based on the 802.11b
standard. The conventional microstrip antenna could not fulfill this requirement as its bandwidth
usually ranges from less than 1% to several percent [1]. Although the required operating frequency
range is from 2.4 GHz to 2.5 GHz, at least double the bandwidth is required to avoid expensive
tuning operations and to cause uncritical manufacturing. Therefore, there is a need to enhance the
bandwidth of the microstrip antenna for WLAN applications.

This paper investigates a technique which can enhance the bandwidth of the microstrip antenna
without increasing the lateral size and the complexity of the microstrip antenna too much. The
Identical Dual Patch Microstrip Antenna with Air-Gap (IDMA) bandwidth enhancement technique
takes the advantage of using the air gap to lower the effective permittivity and increase the total
thickness of the microstrip antenna which is essential for bandwidth enhancement. This bandwidth
enhanced microstrip antenna can be deployed for the WLAN application operating at a frequency
of 2.45 GHz.

2. SIMULATED AND MEASURED RESULTS OF THE SINGLE-LAYER MICROSTRIP
ANTENNA

The basic single-layer microstrip antenna is designed and fabricated to serve as a benchmark for
the design of the bandwidth enhanced microstrip antenna. The rectangular probe-fed patch was
selected due to its ease of analysis and it is commonly used. The patch is fed with the 50 Ohms-SMA
connector. A low permittivity dielectric substrate was used, namely the 1.575 mm thick RT/Duroid
5880. The copper cladding for this substrate is the 35µm thick rolled copper. A full-wave analysis
simulation tool by Ansoft was used. The fabricated microstrip antenna was measured with the
Agilent E8362B Network Analyzer.

The antenna dimensions were calculated and detail of the calculation could be found in [2].
These calculated results serve as the starting parameters for the simulation process. Numerous
iterative simulations were done to obtain the optimum configuration of the microstrip antenna.
Once the desired operating frequency and input impedance are obtained, the bandwidth is taken
at VSWR< 2. After the desired operating frequency and input impedance were obtained, the
simulated bandwidth was recorded. The optimized configuration of this design is then used to
fabricate the microstrip antenna. Table 1, Figure 1, Figure 2 and Figure 3 show the comparison
between the simulated and measured results of the single layer fabricated antenna respectively.
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Table 1: Simulated and measured results of the single-layer MSA.

Dimensions Simulated Measured

Width 50mm same

Length 39.5mm same

Location of the Probe 13.25mm same

Operating frequency 2.45GHz 2.425 GHz

Input Impedance 50.69Ohms 54.64Ohms

Bandwidth 36MHz (1.469%) 46.71MHz (1.699%)
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Figure 1: Simulated and measured operating frequency of the single-layer microstrip antenna.
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Figure 2: Simulated and measured input impedance of the single-layer microstrip antenna.
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Figure 3: Simulated bandwidth and measured of the single-layer microstrip antenna.
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Figure 4: Structure of the IDMA bandwidth enhancement technique.

3. SIMULATED AND MEASURED RESULTS OF IDENTICAL DUAL-PATCH
MICROSTRIP ANTENNA WITH AIR-GAP (IDMA)

The Identical Dual-patch Microstrip Antenna with Air-gap (IDMA) takes the advantage of the air
gap which lowers the effective permittivity and increase the total thickness of the microstrip antenna
which is an essential factor for bandwidth enhancement. The operating frequency of the fabricated
microstrip antenna can easily be tuned without the need of a new design by just varying the size
of the air gap. The structure of this bandwidth enhanced microstrip antenna is shown in Figure 4.
Similar to the design of the single-layer microstrip antenna, the same type of substrate, RT/Duroid
5880 was used and the patch is fed by a 50 Ohms-SMA connector. The stacked patch is identical to
the probe-fed patch whereby both these patches are rectangular in shape. The main focus in this
design is the effective permittivity of this three-layer microstrip antenna. This parameter and the
total thickness of this microstrip antenna influence the bandwidth. The equations that were used
in this design are [3–5]:
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Figure 5: Comparison between the calculated and simulated bandwidth of IDMA.
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where a2 = −0.16605, a4 = 0.00761, b2 = −0.09142 and k0 = 2π/λ
Once the desired operating frequency, input impedance and bandwidth were obtained in the

simulation, the optimized configuration of the microstrip antenna was taken. The calculated and
the simulated results are compared in order to determine the exact size of the air gap. The results
of these comparisons are shown in Figure 5.

Once the optimum bandwidth is obtained which is∼ 250MHz, the spacing between the probe-fed
patch and the stacked patch can be determined. To further increase the accuracy of the simulated
results, fine-tuning is done and the maximum achievable simulated bandwidth is ∼ 270MHz. The
final configuration of the microstrip antenna is shown in Table 2 and Figure 6 through Figure 8
show the simulated results.

Table 2: Simulated results of IDMA.

Dimensions Simulated

Width 51mm

Length 41mm

Location of the Probe 3.5mm

Spacing (air-gap) 9mm

Operating frequency 2.45GHz

Input Impedance 50.15Ohms

Bandwidth 270MHz (11.020%)

Table 3: Measured results of IDMA.

Parameter Measured results

Operating Frequency 2.44GHz

Impedance 61.63Ohms

Bandwidth 287.77MHz (11.794%)
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Figure 6: Simulated operating frequency of IDMA.
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Figure 7: Simulated input impedance of IDMA.

Using the optimized configuration of the microstrip antenna in the simulation results, this design
is fabricated. The measured results of this bandwidth enhanced microstrip antenna are shown in
Table 3 and Figure 9 through Figure 11 respectively.
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Figure 8: Simulated bandwidth of IDMA. Figure 9: Measured operating frequency of IDMA.
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Figure 10: Measured input impedance of IDMA. Figure 11: Measured bandwidth of IDMA.

4. DISCUSSION

Based on the results from the simulations and measurements, it is found that the single-layer mi-
crostrip antenna has a very narrow bandwidth that is less than 2% which is not sufficient to fully
cover the WLAN band based on the 802.11b standard. There is a need to use a bandwidth enhance-
ment technique in this microstrip antenna and the IDMA is deployed. Using this technique, both
the simulated and measured results give a bandwidth enhancement at more than 11%. Further-
more, there is a very good agreement between the simulated and measured results. The comparison
between the simulated and measured bandwidths of the single-layer microstrip antenna and IDMA
are shown in Figure 12 and Figure 13 respectively.
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Figure 12: Simulated and measured bandwidth of
the single-layer microstrip antenna.
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Figure 13: Comparison between the simulated and
measured bandwidth of IDMA.

The comparison between the simulated bandwidth of the single-layer microstrip antenna and
the IDMA is shown in Figure 14. Table 4 shows the summary of this experimental investigation.
It is shown clearly that the simulated and measured results are very similar. Figure 15 shows the
fabricated microstrip antennas.

Table 4: Comparison between the simulated and measured results of the single-layer microstrip antenna and
IDMA.

Parameters
Single-Layer

Microstrip Antenna
IDMA

Simulated Measured Simulated Measured
Operating Frequency (GHz) 2.45 2.4248 2.45 2.44

Impedance (Ω) 50.69 50.15 51.238 61.63

Bandwidth (MHz)
35

(1.429%)
41

(1.4699%)
270

(11.020%)
287.77

(11.794%)
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Figure 15: The fabricated microstrip antenna (a) side view of IDMA, (b) top view of IDMA and (c) single-
layer microstrip antenna and IDMA.

5. CONCLUSION

The technique for enhancing bandwidth of the Microstrip antenna has been shown and it can be
used for WLAN applications as it fully utilizes the entire 2.4GHz–2.5 GHz band. As mentioned,
this technique has its advantages such as it does not increase the lateral size of the microstrip
antenna and disadvantages such as it increases the height of the microstrip antenna. Therefore,
trade-off issues need to be considered in this design.
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Abstract— The paper presents a novel test tube magnet (TTM) for Portable NMR device,
which is composed of a dipole cylinder magnet and a hemi-cylinder or a hemi-sphere magnet. The
hemi-cylinder or the hemi-sphere magnet is attached to one end of the dipole cylinder magnet,
so that the whole magnet is shaped like a test tube. TTM generates a wide diameter spherical
volume (DSV) with a high magnetic field homogeneity, which makes the device more applicable
for portable NMR. The two configurations were simulated with three-dimensional finite-element
methods. Flux density elements are effectively corrected in the DSV. The homogeneity increases,
the magnet volumes and mass are markedly decreased, and the construction is very reasonable.
Taken together the new designs have improved characteristics for portable NMR.

1. INTRODUCTION

In the past few years, portable NMR devices have been rapidly developed, and several important
applications have been suggested and realized. The main problem in designing portable NMR
device is not so much the production of high magnetic fields, but rather high and homogeneous
fields in a large and accessible volume at acceptable weights. Permanent magnets, because of
their advantages in terms of cost and no maintenance, are receiving increased attention for the
construction of portable NMR devices. Halbach arrays [1] of permanent magnets offer a unique
and elegant solution to strong and homogenous magnets. A direct and simple solution is a Halbach
arrangement of magnets on a cylinder magnet forming a dipolar magnetic field with the transverse
fields direction along the cylinder axis.

For NMR in moderately homogeneous fields, only the inner dipole is of practical interest. This
field is perfectly homogeneous for a perfect Halbach geometry and an infinitely long cylinder.
However since in reality the cylinder must have a finite length, the strength of magnetic field
gradually decreased from the center to the edge of the cylinder.

In order to get an enough homogeneous magnetic field region, axis length of the cylinder magnet
must be long enough. In fact, the region is very small in the whole cylinder magnet, in which the
homogeneity is satisfied.

A novel test tube magnet (TTM) has been designed for portable NMR device. TTM is com-
posed of a dipole cylinder magnet and a hemi-sphere magnet or a hemi-sphere magnet at one end,
which gives the whole arrangement the shape of a test tube. Such a design compensates for the
drop of magnetic field at the lower end of the magnet and also increases the homogeneous region.
Furthermore, the size and weight of the whole magnet are decreased, which are relative to a cylin-
der with the same homogeneity. Therefore, the compensated magnetic field in TTM is much more
suitable for measuring the sample in the test tube.

2. THEORY

Easy Axis Rotation Theorem is the theoretical foundation of Halbach magnets. If in a 2D, soft-steel
free, system all easy axes are rotated by some degree, then all magnetic fields outside the system
rotate by the same angle on the contra-side without a change in amplitude.

If the space between the two circles rci and rco, inner and outer radii of cylinder, is filled with
rare earth magnetic material, with a remanence of Br and easy axis rotated with β(ϕ) = 2ϕ.
Magnet field [1] in the space rc < rci is

B (rc, ϕ) = Br ln (rci/rco) (1)

c being the cylinder magnet. The magnetic field outside the magnet is exactly zero.
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If the space between the two spheres rsi and rso, inner and outer radii of sphere, is filled with
rare earth magnetic material, and the remnant field

−→
Br distribution can be expressed as

−→
Br =

Br (−→er cos θ +−→eθ sin θ) (−→er ,
−→eϕ, and−→eθ are the unit vectors of spherical coordinates, respectively.),

the magnetic field inside the sphere magnet is

−→
Bs =

4
3
Br ln (rso/rsi)

−→
k (2)

s is the sphere magnet.
An infinite dipole magnet is cut by the x-y plane at z = 0 (see Fig. 1). If V z+

c (x, y, z) is the
scalar potential produced by the dipole magnet when z > 0, then the scalar potential produced
by the dipole magnet at z < 0 must be V z−

c (x, y, z). If Vc(x, y) is the scalar potential inside the
infinite dipole, obviously, the following must hold:

V z+
c (x, y, z) + V z−

c (x, y, z) = Vc(x, y) (3)

Applying the appropriate operator to (5), we get the field quantity Bc(x, y, z) of interest,

Bz+
c (x, y, z) + Bz−

c (x, y, z) = Bc(x, y) (4)

One obtains
Byz+

c (x, y, 0) = Byz−
c (x, y, 0) (5)

3. DESIGN AND ANALYSIS

Many designs and application of cylindrical magnets [2–4] with Halbach arrays have been done.
For the compensation of the transverse field along the cylinder axis, some design principles [4, 5]
have been given.

For portable NMR, the sample is always measured in a test tube. Typically, the diameter of
a test tube is about one inch. Therefore, the field of the cylinder magnet, with rci = 30mm and
rco = 35 mm, is simulated by three-dimensional finite-element methods.

There are two methods to get enough DSV of the homogeneous magnetic field region for portable
NMR, which are prolonging cylinder magnet axis length and compensating the field on the end.

Table 1: Homogeneity and DSV/L of the Halbach Cylinder.

L(mm) 45 67.5 90 135 180

Homogeneity (ppm) 7150 4064 1928 418 108

DSV/L 0.4 0.27 1928 0.13 0.10

 z>0 Transverse field along axis 

z<0 Transverse field along axis

y(z)

Figure 1: Along axis, the magnetic field distribution
of Halbach magnet.

2
r

 

1
r

 

y(z) 

Figure 2: Along X coordinate the magnetic field
distribution of Halbach magnet.

Prolonging the length of the cylinder magnet (L) along its axis is one of the traditional methods.
In the conditions of DSV=18mm and Br = 1.23T, Table 1 lists the homogeneity and DSV/L
produced by some different length cylinders.
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One can see from Table 1 that the homogeneity is better, but DSV/L ratio is worse with
prolonging the length of the magnet. We can found out the method exhausted more magnet size
and weight to obtain more DSV, so that prolonging the magnet axis length is not acceptable for
portable NMR.

Next, we consider the method of compensating the field on the end. Based on the field distri-
bution as described in Fig. 1 and the requirement of design and manufacture, two structures are
proposed. Hemi-cylinder and hemi-sphere respectively to compensate the decay of the field towards
one end of such a cylindrical magnet and hence increase the DSV.

Figure 2 shows a transverse cut through the infinite dipolar magnet in the y-z plane at x = 0.
The direction of magnetic field parallels Y coordinate. If Bx+

c (x, y, z) is the field quantity of interest
by the dipole magnet at x > 0, then the field quantity of interest at x < 0 must be Bx−

c (x, y, z).
We get the field quantity Bc(y, z) of interest,

Bx+
c (x, y, z) + Bx−

c (x, y, z) = Bc(y, z) (6)
Byx+

c (0, y, z) = Byx−
c (0, y, z) (7)

Being the same radius rci and rco, the flux density on the edge of cylinder magnet equals to the
field on the section of hemi-cylinder magnet, and both directions are the same on the axis.

Byx+
c (0, y, z) = Byz+

c (x, y, 0) (8)

One obtains
Byx−

c (x, y, z) + Byz+
c (x, y, z) = Byc(x, y, z) (9)

According to the same principle,

Bys(x, y, 0) = Byc(0, y, z) (10)

Using (1), (2) in (10), one obtains

4
3
·Br ln (rso/rsi) = Br ln (rco/rci) (11)

(rso/rsi)
4β = rco/rci (12)

We get,
Byx+

s (x, y, z) + Byz−
c (x, y, z) = Byc(x, y, z) (13)

Z

X

Y

Figure 3: The 3D magnetic field distribution of Halbach magnet.

From the (9), (13), we know that the hemi-cylinder and hemi-sphere can compensate the flux
density at the end of cylindrical magnet. The field distribution of a cylindrical magnet is simulated
with three-dimensional finite-element methods, as described in Fig. 3. The field distribution of
hemi-cylinder magnet and hemi-spherical magnet is simulated, as described in Figs. 4(a), (b).

Along Z-coordinate, the flux density distribution of cylinder magnet can be seen as in Fig. 5
(dashed line) on z > 0.The field is relatively uniformity in the center of cylinder magnet, in which
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Figure 4: The 3D magnetic filed distribution (a) Hemi-cylinder magnet, (b) hemi-sphere magnet, (c) Hemi-
cylinder TTM, (d) hemi-sphere TTM.
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Figure 5: Along the axis, the field distributions of cylinder magnet (dashed line), hemi-cylinder or hemi-
sphere magnet (center line), hemi-cylinder TTM (solid line), hemi-sphere TTM (point line).

the samples are detected. Along X-coordinate, on x > 0 the flux density distribution of Hemi-
cylinder or hemi-sphere magnet can be seen as in Fig. 5 (center line).

The hemi-cylinder or the hemi-sphere magnet is attached to one end of the cylindrical magnet
to construct the TTM. If cylinder magnet and hemi-cylinder magnet both have same rci and rco,
and the radius rsi and rso of the hemi-sphere magnet is according to (12), the field distribution in
the TTM is simulated with three-dimensional finite-element methods, as described in Figs. 4(c),
(d).

The distribution of the flux components Bx, By, and Bz as in Figs. 6 (a), (b), (c). The Bx, By,
and Bz components of the hemi-cylindrical magnet and hemi-spherical magnet just compensate
the Bx, By, and Bz elements of cylinder magnet, so that the Bx and Bz component of TTM are
almost zero and By is very uniform in the central space of the TTM.
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Figure 6: At Z =10mm, on x-coordinate as gray and y-coordinate as black, the distribution of Bx, By, and
Bz in the Cylinder magnet as “+”, hemi-cylinder or hemi-sphere magnet as “*”, and TTM as “−”. (a) Bx
element, (b) By element, (c) Bz element.

4. CONCLUSIONS

The obtained results are available in the project discussion of the TTM for a portable NMR device.

• The components are effectively corrected in the region of homogeneous magnetic field.
• As the homogeneity increases markedly, the magnet volumes and mass decreased accordingly,

which make their construction more desirable for sample measurement in the test tube.

Taken together the new designs have improved characteristics for portable NMR.
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Abstract— The pole pieces of permanent magnet require precise design since the highly uniform
magnetic field are needed for nuclear magnetic resonance imaging. A new method has been
introduced in this paper to optimize the shape of passive pole pieces. Based on Filter Equation
[1, 3] a field alteration function is proposed in this method to indicate the magnetic field change
according to the pole pieces variation. And this function is optimized with BFGS method to
determine the shape of pole pieces which produce the most uniform magnetic field. Simulation
indicates that this method is much better than the optimization methods in previous published
papers with respect to the speed and field uniformity.

In recent years, C-shaped Magnetic Resonance Imaging (MRI) system is being widely used
in clinics. The MRI device requires high field uniformity in a large imaging region. In order to
generate the highly uniform field, the pole pieces of C-shaped permanent magnet should be designed
accurately [4, 5]. In the published papers, there are mainly two ways to calculate the shape of the
pole piece. First, many intelligent optimization algorithms, such as Genetic Algorithm [6] and Tabu
Search Scheme [7], are used to optimize the shape of the passive shimming pole pieces. Second,
Abele points out the magnetic potential in the imaging region can be expanded to specific series,
and introduces the filter equations and hybrid pole pieces to totally get rid of low-order harmonics
[1, 3]. In this paper a new method for symmetric passive pole pieces design is put forward and some
insufficiencies in filter equation method are also modified.

1. METHODS

1.1. Insufficiencies in Filter Equation
According to the reference paper [1], if the pole pieces are composed of materials of infinite perme-
ability and the magnet constitution are approximately axisymmetric, the magnetostatic potential
within the reference cylinder with radius ri, which includes the imaging area, can be expanded as

φ(r, z) = φ2 +
z0 + z

2z0
φ0 +

∑

n=1,2,3···
anI0

(
nπ

r

2z0

)
sin

(
nπ

z0 + z

2z0

)
(1)

where 2z0 is the distance between two pole pieces, I0 is the first kind of modified Bessel function,
Φ0 is potential difference between two pole pieces, and Φ2 is the potential of lower pole as showed
in Fig. 1.

The author also points out some low-order harmonics in Eq. (1) can be eliminated by changing
potential on the flat pole pieces. The Filer Eq. (2) is introduced to establish the relation between
the potential shift δΦ and harmonics of the field.

π2

8z2
0

(−1)nn

∫ re

ri

rK0

(
nπ

r

2z0

)
× [δφ+(r)− (−1)nδφ−(r)] dr = ∆an (2)

K0 is the third kind of modified Bessel function, and δΦ+ and δΦ− are potential shift on two
pieces respectively.

However, from Eq. (1), the magnetic induction intensity along z axis is

Bz(r, z) = −µ0
∂φ(r, z)

∂z
= − µ0

2z0
φ0 −

∑

n=1,2,3···
an

nπ

2z0
I0

(
nπ

r

2z0

)
cos

(
nπ

z0 + z

2z0

)
(3)

Bz(0, 0) = −µ0
∂φ(r, z)

∂z

∣∣∣∣
r=z=0

= − µ0

2z0
φ0 −

∑

n=2,4,6···
an

µ0nπ

2z0
(−1)n/2 (4)
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2ri

2z0

Figure 1: Main magnet structure of the magnetic
resonance imaging system. The shadow region are
pole pieces and yoke, the arrow indicate the direction
of magnetization in permanent magnet.
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Figure 2: Shape of double shimmed passive pole
piece.

Eq. (4) indicates the harmonics is not only the distortion of the field they also contribute to the
central field, namely the uniform field. So what we need to do is using some low-order harmonics to
counteract the influence from high order harmonics in the imaging area instead of totally eliminating
some low-order harmonics.

Passive pole pieces design which consists of several convex or concave annuluses on the pole is
widely used in products to improve the field uniformity [4, 5]. Since the convex or concave degree is
nonlinear with the field, some intelligent optimization methods are used with 2D FEM to optimize
the shape of the pole pieces. As for these methods, the optimization process is time-consuming
because FEM must be used to calculate the field when the shape of pole pieces changes in every
step.

1.2. Field Alteration Function

In order to solve the problems mentioned above, a method is brought forward which is mainly
composed of three steps. First, the filter equation is used to establish a connection between the
change of shape of pole pieces and the change of the harmonics. So a Field Alteration Function
is established whose variable is no longer the shape of the pole but the magnitude of low-order
harmonics. Second, the Field Alteration Function is optimized in order to generate the most
uniform field in the imaging area. Third, shape of pole pieces is calculated to get the objective
low-order harmonics.

The influence of a convex or concave annulus to the field is equivalent with a specific potential
change δΦ on a flat pole piece. As for a double shimmed pole pieces in Fig. 2, five points which
are connected with straight lines determine the shape of the pole pieces. Only the apexes of each
annulus can move in z direction, which means only z1, z2 and z4 can change and z1 = z2. For each
annulus, when the apex changes we suppose the change of δΦ approximately depends only on the
z value of the apex. So when z1 changes from z1,0 to z1,0 + ∆z1(z1 = z2), the equivalent potential
change shifts from δΦ1(r) to σΦ′1(r), which have relation:

δφ′1(r) = A(∆z1)δφ1(r) (5)

Similarly, when z4 changes from z4,0 to z4,0 + ∆z4, the equivalent potential change shifts from
δΦ2(r) to σΦ′2(r), which have relation:

δφ′2(r) = B(∆z4)δφ2(r) (6)

where, A and B are two functions we don’t know. Then the magnetic field alteration after the
change of z1 and z4 is: 



D1,1 D1,2

D2,1 D2,2

D3,1 D3,2
...

...


×

[
A(∆z1)− 1
B(∆z4)− 1

]
=




∆a1

∆a2

∆a3
...


 (7)
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The coefficient Dn,m are given by

Dn,1 =
π2

2y2
0

n

∫ r3

r1

rK0

(
nπ

r

z0

)
× δφ1(r)dr

Dn,2 =
π2

2y2
0

n

∫ r5

r3

rK0

(
nπ

r

z0

)
× δφ2(r)dr

(8)

∆a1, ∆a2,∆a3, . . . indicate the harmonics’ alteration.
The change of harmonics ∆an can be got through calculating magnetic field with 2D FEM. So

we will get the value of 


D1,1

D2,1

D3,1
...


× (A (∆z1)− 1) (9)

when z1 increase from z1,0 to z1,0 + ∆z1 without changing z4,0.
In the same way, we can also get




D1,2

D2,2

D3,2
...


× (B (∆z4)− 1) (10)

Let 


[A (∆z1)− 1]D1,1 [B (∆z4)− 1]D1,2

[A (∆z1)− 1]D2,1 [B (∆z4)− 1]D2,2

[A (∆z1)− 1]D3,1 [B (∆z4)− 1]D3,2
...

...


 =




E1,1 E1,2

E2,1 E2,2

E3,1 E3,2
...

...


 (11)

If there is arbitrary change of z1 and z4, such as z1,0 +∆z′1 and z4,0 +∆z′4, the harmonics change
will be 



E1,1 E1,2

E2,1 E2,2

E3,1 E3,2
...

...


×




A (∆z′1)− 1
/

A (∆z1)− 1

B (∆z′4)− 1
/

B (∆z4)− 1


 =




∆a1

∆a2

∆a3
...


 (12)

From Eq. (12)




∆a3

∆a4
...


=




E3,1 E3,2

E4,1 E4,2
...

...


×




A (∆z′1)− 1
/

A (∆z1)− 1

B (∆z′4)− 1
/

B (∆z4)− 1


=




E3,1 E3,2

E4,1 E4,2
...

...


×

[
E1,1 E1,2

E1,2 E2,2

]−1

×
[
∆a1

∆a2

]
(13)

Although we don’t know A(∆z′1) and B(∆z′4) when apexes change arbitrarily, we can utilize
the alteration of a1 and a2 to indicate the change of harmonics, which means the field alteration
can be expressed according to a1 and a2

F (a1, a2, r, z) = φ2 +
z0 + z

2z0
φ0 +

2∑

n=1

anI0

(
nπ

r

z0

)
sin

(
nπ

z0 + z

z0

)

+
[
I0

(
3π

r

z0

)
sin

(
3π

z0 + z

z0

)
I0

(
4π

r

z0

)
sin

(
4π

z0 + z

z0

)
· · ·

]

×






E3,1 E3,2

E4,1 E4,2
...

...


×

[
E1,1 E1,2

E2,1 E2,2

]−1

×
[
a1 − a1,0

a2 − a2,0

]
+




a3,0

a4,0
...





 (14)

where an,0 correspond to the harmonics when z1 = z1,0 z4 = z4,0. Eq. (14) is the Field Alteration
Function we needed.
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(270,300) 

(500,z1) (440,z1) 

(400,z4) 

(420,300) 

Figure 3: Shape of specific passive pole pieces with some given points.

1.3. Optimize Field Alteration Function
To produce the most uniform field for magnetic resonance imaging, the objective function should
be defined as

f (a1, a2) = max

{
−∂F (a1, a2, r, z)

∂z

∣∣∣∣
(r,z)∈Ω

}
−min

{
−∂F (a1, a2, r, z)

∂z

∣∣∣∣
(r,z)∈Ω

}
(15)

where Ω is the imaging area. Usually Ω is a sphere or an ellipsoid. As an example showed in Fig. 3,
the diameter of pole pieces is 1000mm, the distance between the centers of two poles is 600mm
and Ω is a sphere with radius 180 mm. From Fig. 4, the contour map of f(a1, a2), we can find
f(a1, a2) is a totally a convex function. So BFGS method is used to optimize f(a1, a2). Fig. 4 also
demonstrates that it is not the optimum result when a1 = a2 = 0. Since it is obvious that the
optimum result should be near the a1 = a2 = 0 point, we can choose a1 = a2 = 0 point to be the
initial point in optimization process.

 

Figure 4: Contour map of the objective function f(a1, a2).

The last step is we need to know the value of z1 and z4 which will produce the optimum value
a1,op and a2,op. Because A(∆z1) and B(∆z4) are monotonic functions, which means the equivalent
potential δΦ(r) will change in the same or opposite direction with the shift of apex, Newton’s
Method can be used to solve this nonlinear problem and can be expressed as

[
zi+1
1

zi+1
4

]
=




([
E1,1 E1,2

E2,1 E2,2

]−1 [
a1,op − ai

1
a2,op − ai

2

])T [
∆z1 0
0 ∆z4

]


T

+
[
zi
1

zi
4

]
(16)

In this iterative scheme, ∆z1 and ∆z4 are very small given value to calculate Em,n when z1,0 =
zi
1 z4,0 = zi

4. And the value of a1 and a2 need to calculate each time. When this procedure
converges, it produces good z1 and z4 to produce a1,op and a2,op we need.

2. RESULTS AND DISCUSSION

Figure 5 shows the algorithm for the example in Fig. 3, in which ∆z1 = ∆z4 = 0.01 mm and δ is
a constant to determine whether to change the initial value and carry out the algorithm again or
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Figure 5: Flow chart of this algorithsm.

Figure 6: Equi-magnetic induction lines calculated
with a 2-D FEM. (Three lines are 20 ppm, 50 ppm
and 100 ppm contour lines).

Figure 7: Equi-magnetic induction lines calculated
with a 2-D FEM for double shimmed pole pieces
with trapezoidal concave annulus. (Three lines are
20 ppm, 50 ppm and 100 ppm contour lines).
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not. In this example δ may be 20 mm or more than 20mm. Considering the lowest eight orders
of harmonics are well describe the field, only the lowest eight orders of harmonics are utilized to
establish the Field Alteration Function. From analysis in this process, Em,n just change a little at
different z1 and z4, so Em,n needn’t to be calculated at each time when using Newton’s Method.
Fig. 6 shows the result of this example with 212 ppm(peak to peak) uniformity in a sphere with
radius 360 mm. This method can also be used to determine other kinds of pole shape. Fig. 7 shows
a result of double shimmed pole pieces with trapezoidal concave annulus.

3. CONCLUSIONS

This new method can be applied to all kinds of passive pole pieces designs proposed in previous
papers. Compared to the intelligent optimization methods, it is much faster to use this method,
since FEM is avoided during optimization. Otherwise, the shape of pole pieces put forward by this
method can produce the most uniform field in imaging area, which is more uniform than the result
produced by some search methods [6].
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Verification of BGA Package in RF Application

Zhihong Dong and Zhiping Yu
The Institute of Microelectronics of Tsinghua University, China

Abstract— The characteristics of BGA allow for higher pin counts, higher electrical and ther-
mal performance and higher interconnect density; can meet the specifications of the next genera-
tion wireless communication systems, especially the use in RF module. In this paper I will verify
the electrical performance of the BGA.

1. INTRODUCTION

An electronic package as defined in [1] is that portion of an electronic structure, which serves
to protect an electronic/electrical element from its environment and the environment from its
electronic/electrical element and should also allow for the complete testing of the packaged device.
The basic function of a package is to provide signal distribution, heat dissipation, power distribution
and circuit support and protection, but integrated circuit packaging is beginning to affect the
performance of the integrated circuit with the rise in operating frequencies. Hence it is very
stringent to have new package to meet this specifications.

BGA are commonly used for graphics IC, PLD, DSP, PC chipsets, communications, networking,
microprocessors/controllers, ASIC, and other logic and mixed signal applications and are found in
all types of computers and electronic equipment. In order to verify BGA in RF application, in this
paper I will first run the simulation of BGA using HFSS, 3D FEM simulation tool, and then will
model the package, that’s to say to provide equivalent circuit models for the package, to provide
better understanding of the effect from the BGA to the chip IC; At last, I will give some analysis
of the BGA simulation result.

2. HFSS SIMULATION

HFSS (high frequency structural simulator) is a high-performance full-wave electromagnetic field
simulator for arbitrary 3D volumetric passive device modeling. It employs the Finite Element
Method (FEM), adaptive meshing to provide unparalleled performance and insight to all 3D EM
problems.

The basic operation is to draw the structure, specify material properties for each layer, identify
conductors, assign boundaries and specify port excitations. Then you need to specify the simulation
options before running the simulation. At last you can get the S-parameters for the package model.

The structure building is very complex, as what we have are a series of 2D drawing of the die, top
signal, bottom signal, via, ball etc. So we have to import each layer and assign the corresponding
width and move to the corresponding position and with the 3D operation of unite, subtract to get
the final 3D structure. The under test BGA package is a full module, its RF module includes LNA,
PA, PLL, LO and Transceiver. As what we mind is the RF module, so the other module will be
deleted from the structure, in order to accelerate the simulation process.

The air size should between λ/10 and λ/4, with the boundary of radiation.
Although the BGA under test is a two layer package (Figure 1), without power layer and ground

layer, in order to assign lumped port to corresponding port we have to add ground layer to the
structure with the boundary of perfect E.

Figure 1: Two layer BGA structure.
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I will concentrate on the performance of the transmitter. For the transmitter differential input
(TXA and TXB) from the die, we should assign two ports from the ground to each die respectively.
After assigning other ports and the simulation, we can get the simulation result of the S-parameters.

3. MICROWAVE OFFICE MODELING ACCORDING TO THE S-PARAMETERS

For accurate electrical characterization of an electronic package, it is important to have proper
circuit models for the components that make up the package including the pad, bond wire, signal
line, via, solder ball etc. What’s more, we have to take all possible couple capacitance and couple
inductance into account. According to the BGA structure in HFSS, we can get the equivalent
model of the TX part, as in Figure 2, but the specific value of each RLC component is assigned
randomly, we have to give each value a range and through the optimization to get the final value
of each component.

Figure 2: Lumped element representation of BGA package.

Figure 3: Comparison of equivalent model result and HFSS result.

The equivalent model simulation results & BGA simulation results are shown in Figure 3. Now
I will give some analysis of the BGA simulation result with HFSS. There are some factors may have
influence on the simulation result: first the BGA model in this paper is a two layer structure, with
no power layer and ground layer, but during the simulation in HFSS, we have to assign lumped
port, which is assigned from the ground to the specific plane of the port, so we have to add a ground
layer at the bottom of the package model in HFSS in order to assign lumped port to the solder
ball and the pad on the die, which may affect the simulation result; second, the size and height of
solder ball (at the bottom of the package) will affect its parasitic capacitance to the ground, thus
to affect the simulation result.
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4. CONCLUSION

We have verified the performance of BGA package in RF front-end module, and give the equivalent
circuit for the BGA package. The insertion loss is 0.8(−1.95 dB) at 8 GHz, the reflection loss is
−33 dB at 8 GHz, which is very competent in RF application.
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Measurement of Radio Frequency Magnetic Field
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Abstract— A high quality of magnetic fields is one of the basic prerequisites for a perfect
operation of the MR tomographic scanner. Magnetic susceptibility of materials that are used for
body implants causes much distortion in MR images. The paper deals with mapping the radio
frequency magnetic field induction in the vicinity of these materials with the aim of characterizing
the magnetic field and comparing the results with fields simulated in the ANSYS program.
Magnetic resonance method of radio frequency magnetic field mapping was verified and optimized
for both the characterizing of MR imaging detecting coil and the effects of electrical conducting
samples. The designed method is based on optimized spin-echo imaging sequence with small flip
angle.

1. INTRODUCTION

The principle of reciprocity states a proportional relationship of the sensitivity during transmission
of the RF (radio frequency) impulse relative to the amplitude of the received NMR signal using a
receive transmit RF coil [1]. This relation has been used for absolute quantification in single voxel
studies under the assumption that the B1 field is homogenous throughout the voxel volume.

The local B1 field strength in each examination can be obtained using repeated acquisitions
with different RF impulse amplitudes (‘transmit gain’, ‘flip angle’) [2, 3]. The inhomogeneity can
be corrected by the use of a map of the spatial distribution of the B1-field acquired either through
computer simulation, or through measurement of the field. There are two major advantages by
actually measuring the B1 distribution; it makes the registration of the map against MR-images
easier and also a measured B1 field compensates for imperfections in the coil design. The latter is
not easily incorporated into a computer model.

High homogeneity of RF field in working space of MR tomograph depends on construction of a
probe and on its adjustment. Mapping of RF magnetic field by the use of the described method is
based on a image MR measurement of the homogenous testing specimen with optimally determined
flip angle for obtaining the maximum contrast in the measured map of RF magnetic filed.

2. METHOD

Flip angle α is defined between magnetization vectors before and after excitation by RF impulse.
An extension of the flip angle depends on the energy, which the excited nuclei obtain, it means on
magnetic induction of B1 field, on the duration of RF impulse (tRF), and on gyromagnetic ratio of
the nuclei γ. For a general, amplitude-modulated RF impulse is:

α = γ

tRF∫

0

B1dt . (1)

In the case of RF impulse with rectangular envelope we can the flip angle express by simple
expression

α = γB1tRF . (2)

In MR tomography the flip angle α = 90◦ is interesting, for which the transversal component of
magnetization Mxy is maximum (corresponds to amplitude of scanned signal). The size of xy part
of flip angle is after end of excitation given by

Mxy = M0 sinα . (3)

Dependences of the maximum amplitude M in a image on the flip angle read form measured
images and the theoretical course calculated according Equation (1) are predicted in Fig. 1.

For the image scanning in MR tomograph in Institute of Scientific Instruments, Academy of
Sciences of the Czech Republic the RF amplitude-modulated impulse is used, which shape and
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Figure 1: Dependences of maximum amplitude M in an image on the flip angle read from the measured
images, and the theoretical course.

Figure 2: Amplitude-modulated RF impulse.

frequency spectrum are shown in Fig. 2. A flip angle of 90◦ obtained by integrating the RF impulse
envelope (1) is

αm90 = γ ·Bm90 · 4.3 · 10−4Ts . (4)
Magnitude of the magnetic field induction B1, generated by this RF impulse, can be specified by

comparing with induction B1 generated by RF impulse of rectangular shape with known duration
of 90◦ impulse. The used probe is of 90◦ impulse duration t90 = 80µs for rectangular shape of
RF impulse with attenuation in RF channel 5 dB. The RF magnetic filed induction magnitude
calculated according expression (2) is B1,90 = 73.4µT. This impulse flip angle is

α90 = γ · 5.88 · 10−9Ts . (5)

From Equation (4) and (5), the magnitude of magnetic induction of RF field Bm,90 generated
by RF impulse of 4 ms length in order to obtain 90◦ impulse can be evaluated

B0 =
5.88 · 10−9

4.3 · 10−4
= 13.6µT . (6)

This lower level of the RF magnetic field is experimentally achieved by reduced magnitude of
the RF power realized by an attenuation adjustment in a RF trace to value 21 dB.

The maximum amplitude Bm,90 = 13.6µT in image obtained by amplitude-modulated RF im-
pulse of shape shown in Fig. 2 will be for the flip angle α = 90◦. For lower flip angles the maximum
amplitude of induction B1 will decline in correspondence with expression (3).

When mapping RF filed induction B1 the lower flip angles are used in advance to sharp contrast
for present inhomogeneity ∆B1. To obtain the maximum contrast k in an image, the optimum size
of the flip angle was determined.
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Figure 3: Dependence of the contrast k on the flip angle size.

Figure 4: Amplitude-modulated RF impulse.

In a map of the RF field induction, scanned by MR technique, the dependence of the contrast
k on the flip angle size is presented in Fig. 3. It can be seen that the optimum size of the flip angle
is 66◦.

The map the magnetic filed induction B1 in the working space of MR tomograph was verified
by measurement of MR image and by calculation. The used specimen was cubic vessel of 45× 45×
45mm dimension, filled by solution of H2O, Ni2SO4, NaCl for reduction relaxation times T1 (to
150ms). This fact markedly shorts the time needed for the measurement.

The MR images of dimension 60 × 60mm (256 × 256 pixels) were measured by the spin echo
(SE) method with the different flip angles. The variations of the flip angles form β = 135◦ to
β = 30◦ were reached by the RF transmitter power changing with attenuation from 6dB to −9 dB.
The obtained images were normalized to the image maximum amplitude, corresponding to 90◦
exciting impulse. The amplitudes of the normalized images were converted into the RF magnetic
field induction B1 by use of

B1 = B1,90 arcsin
(

M

M0

)
. (7)

The obtained maps of field B1 are depicted in Fig. 4. The optimum map is obtained for RF
power attenuation −6 dB, in which the contrast k is maximum and the noise is minimum.

From the Fig. 4, it is obvious that for the plain orthogonal to axis and in the middle of the RF
coil the field inductions are Bmax = 13 mT and Bmin = 5mT. From this fact follows that the flip
angle can for the optimum configuration rise up to 150◦.

Using the method described above, the influence of the eddy current induced in the conducting
specimens under measurement on the MR image deformation was examined. The MR images of
60 × 60 mm in dimension (256 × 256 pixels) were measured by the spin echo (SE) method with
66◦ flip angles. The specimen was a rod of Au-Pt-Ag alloy, used for dental implants. The alloy
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(a) (b)

Figure 5: Map of RF magnetic field B1 in the vicinity of the Safibond Bio rod a) measured b) simulated.

is produced by the Safina Company under the trade mark Safibond Bio. Electrical conductivity
and susceptibility of this alloy were measured and established, the results are ρ = 5.37 Sm/m2,
χ = −24 · 10−6. Fig. 5 shows the map of field B1 in the vicinity of the specimen being measured.

To verify the measured map the simulation calculation using the 3D finite elements method was
performed for the same configuration as in the measurement. In the homogenous RF magnetic
field of 200 MHz frequency an area was created of 4mm in diameter and 20 mm in length, whose
conductivity and magnetic susceptibility were identical to those of the specimen measured. The
results of the simulation are given in Fig. 5(b). It can be seen that both maps, the measured one
and the simulated one, are identical.

3. CONCLUSION

The described method enables measurement of the RF magnetic field map inside the scanning coil
of the MR tomograph. By the change of the measured slice location it is possible to measure
3 dimensional maps of the magnetic filed. The optimum flip angle for obtaining the maximum
contrast of field B1 and minimum disturbing noise in image α = 66◦. The method described
enables measuring the RF magnetic field map inside the scanning coil of the MR tomographic
scanner. By changing the location of the slice measured it is possible to measure 3D maps of
the magnetic filed. The optimum flip angle for obtaining the maximum contrast of field B1 and
minimum disturbing noise in the image is α = 66◦.

Using the same method the map of B1 magnetic field in the vicinity of a specimen of the material
employed for dental implants was established. The method described is suitable for studying the
deformation of RF magnetic field and MR images caused by eddy currents in specimens made of
conducting materials.
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Abstract— In this study, we examined the temporal aspects of the right posterior parietal
cortex in easy feature “pop-out” visual search using transcranial magnetic stimulation (TMS).
The transcranial magnetic stimulations were applied over the right posterior parietal cortex of
subjects. Subjects received 4 tests which the TMS onset times were set as 100, 150, 200 and
250msec after visual stimulus presentation. We found that, when SOA = 150msec, compared to
no-TMS condition, there was a significant elevation in response time when the TMS pluses were
applied. However for the other SOA cases, there was no significant difference between TMS and
no-TMS conditions. Therefore, we considered that “pop-out” visual search was processed in the
right posterior parietal cortex at about 150 msec after stimulus present.

1. INTRODUCTION

The use of transcranial magnetic stimulation (TMS) in the investigation of neurological deficits
provides an important method for human cognitive processes. Visual search, as a traditionally
visual neglect sensitive measure, was studied by many researches. Much is already known about
the involvement of right posterior parietal cortex [1, 2]. However, the study of temporal aspect
of the posterior parietal cortex in visual search was not sufficient. In this study, to examine the
temporal aspect of the posterior parietal cortex in “pop-out” visual search using TMS, we used
different TMS stimulus onset asynchrony (SOA) and measured the visual search reaction times.
The relationship between the SOA and reaction time was investigated.

2. MATERIALS AND METHODS

TMS Equipment:
The stimulator was a MagStim Super Rapid Stimulator (Magstim comp., Whitland, UK). Stim-

ulus strength was set as the subjects’ individual threshold for the motor evoked potential which
under 55% of the maximum output. A figure-of-eight 70mm coil was used.
TMS Stimuli:

2 pulses (20 ms interval) transcranial magnetic stimulations were applied over the right posterior
parietal cortex of subjects.
Visual Search Task:

An easy feature “pop-out” search task was used in this study (Fig. 1). The target was a black
backslash, and the distractor was black slash. The background was always gray. All the experiments
were executed in a darkroom. The subject’s head and sagittal midline was aligned with the centre

Figure 1: Examples of visual search stimuli.

of the monitor, and their head position was controlled by a chinrest. A visual search stimulus was
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consisted of 8 items, which were presented on a 5.7 × 5.7 mm square range (4.7◦ × 4.7◦) on the
center of PC monitor at a distance of 70 cm from the subject. The square range was divided into
a 5 column× 5 row array of 25 virtual boxes. On any trial, each target or distractor could appear
randomly in any one of 8 of these boxes. The target was present on 50% of trials and the target
was unique among distractors.
Subjects:

5 subject, aged 21–31 years, all right hand, one female, four males.
Procedure:

The time sequence of experiment is shown in Fig. 2. Each trial was preceded by a central fixation
cross (0.9◦×0.9◦) for 1500msec, followed immediately by the visual search stimuli, which would be
presented for 1500 msec. Subjects were asked to respond as quickly and as accurately as possible
on a mouse button to indicate the presence or absence of the target (left button for target present
and right button for target absent). The time from the visual search stimuli presentation till the
button click was recorded as the response time. Transcranial magnetic stimulations were applied
over the right PPC of subject at different time intervals after the visual search stimuli presentation.
These time intervals were called as TMS stimulus onset asynchronies (SOA).

Figure 2: The time sequence of experiment.

Each subject received 60 trials for 2 times for TMS and no-TMS conditions respectively as one
test. Subjects received 4 tests which the TMS stimulus onset asynchronies (SOA) were set as 100,
150, 200 and 250 msec after visual search stimuli presentation.

3. RESULTS AND DISSCUSSION

The average of target-present response times of each subject in the TMS condition was normalized to
the no-TMS condition (set as the baseline= 1). The subtraction between the average of normalized
response times of all the subjects and the baseline was taken to demonstrate the TMS effect.
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Figure 3: The target-present response times for each SOA (normalized).

The subtraction between the average of normalized response times of all the subjects and the
baseline is shown in Fig. 3. In order to investigate the influence of TMS effect, one-way analysis
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of variance (ANOVA) was used to analyze the difference between TMS and no-TMS conditions.
We found that, when SOA = 150 msec, compared to no-TMS condition, there was a significant
elevation (p < 0.05) in response times when the TMS pluses were applied. However for the other
SOA cases, there was no significant difference between no-TMS and TMS conditions.

Corbetta et al.’s PET study reported activation of the PPC during feature conjunction search,
but not during easy visual searches for single features [3]. Ashbridge et al.’s TMS study reported
that TMS had detrimental effect on the performance of conjunction search but not on the feature
search [2]. Whereas, both neuroimaging in humans [4] and single-unit recordings in monkeys [5] have
revealed that the PPC subregions controlling spatial selection are also implicated in the selection
of nonspatial features, suggesting that the involvement of the PPC in the visual search may not
be binding-specific but rather reflect more general attention mechanisms. Furthermore Leonards
et al. [6] and Donner et al. [7] also reported the PPC activations during the feature search task.

In the present study, when SOA = 150msec, compared to the no-TMS condition, a significant
elevation in response time was measured for easy feature search. Based on the past researches [2]
and present study, it seems reasonable to support that the right PPC plays a dominant role not
only in the conjunction search but also in the “pop-out” visual searches.

Furthermore, since a significant elevation in response time was only measured when SOA =
150msec, we considered that “pop-out” visual search was processed in the right posterior parietal
cortex at about 150 ms after stimulus presentation.

This TMS study opens up several new possibilities for understanding not only the role of the
PPC in visual search but also the temporal aspect of the PPC involved in the “pop-out” visual
search. The contribution to theories about the visual search dynamics is expected.
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Abstract— The excitation of hypersonic waves (f = 30 − 200GHz) due to coupling with
amplified space charge waves in GaN films is investigated theoretically. An amplification of
space charge waves due to the negative differential conductivity in GaN films placed onto a semi-
infinite substrate is considered and possible spatial increments are calculated. The amplified
space charge waves can excite hypersonic waves at the same frequency due to piezoeffect and
deformation potential mechanisms. It is demonstrated that the piezoeffect seems very effective
for resonant excitation of hypersonic waves in the case of a full mechanic contact of GaN film
and a non-piezoelectic substrate.

1. INTRODUCTION

There exists a problem of excitation of hypersound at the microwave frequencies f > 10GHz where
the traditional methods, like using comb-like transducers, are not effective [1]. A possible solution
of this problem is the resonant coupling of acoustic waves with the microwave electric field of space
charge waves (SCW) in materials possessing negative differential conductivity (NDC) (like GaAs)
[2, 3]. Namely, under propagation in the bias electric field higher than the critical value for observing
negative differential conductivity, the SCW is subject to amplification, and its microwave electric
field can achieve high values. In turn, due to piezoeffect, deformation potential, or electrostriction,
this microwave electric field excites hypersonic acoustic waves (AW). In [2, 3] it was demonstrated
that this excitation is of a resonant character with respect to the frequency and the thickness of
the GaAs film. But the critical value of bias electric field in GaAs is Ec = 3.5 kV/cm that limits
the maximal values of the microwave electric field of SCW and output values of amplitudes of
excited AW. Also, the frequency range of amplification of SCW in GaAs films is f < 50GHz. To
excite the powerful hypersonic AW at higher frequencies f > 50GHz, it is rather better to use new
materials possessing negative differential conductivity at higher frequencies f = 100 − 300GHz,
like gallium nitride GaN [4–7]. The attracting properties of GaN are: 1) a high critical bias field
Ec ∼ 100 kV/cm; 2) extended frequency range for observing NDC f ≤ 500 GHz; 3) high values of
piezoelectric constants.

The present paper is devoted to theoretical investigations of excitation of hypersonic AW in GaN
films of a sub-micron thickness placed onto a non-piezoelectric substrate. The spatial increments of
SCW due to NDC have been calculated. An amplification of SCW is possible up to the frequencies
f ∼ 200− 300GHz. The thin GaN film plays the role of a transducer of AW. The case of the full
acoustic contact between GaN film and a substrate is considered. It has been demonstrated that
the excitation of AW has a resonant character and the intensities of AW may reach the values of
1W/cm2.

2. AMPLIFICATION OF SPACE CHARGE WAVES IN A THIN GAN FILM

Consider n-GaN film of a sub-micron thickness placed onto a semi-infinite dielectric substrate, see
Fig. 1. The bias electric field is directed along OZ-axis, the SCW are excited by an input antenna I
and propagate in Z-direction, too. The dynamics of SCW is described by the equations of motion of
electrons jointly with the Poisson equation for the electric field. Because we consider the frequency
range f < 200 GHz, it is possible to use the simplest hydrodynamic diffusion-drift equation for the
electron fluid:

∂n

∂t
+ div(~v(E)n−Dn∇n) = 0, ~v = µ(|E|) ~E;

div(ε0ε(x)∇ϕ) = −e(n− n0), ~E = −∇ϕ + E0 (1)

Here n is the electron concentration, ϕ is the electric potential of the alternative field, v is the
electron velocity, n0 is the equilibrium electron concentration (equal to the donor one), Dn is the
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Figure 1: Geometry of the problem. The GaN film occupies the region 0 < x < 2l, x > 2l is vacuum, x < 0
is a semi-infinite substrate. I is an input antenna, II is output one.

diffusion coefficient, µ(E) is electron mobility, E0 is the bias electric field. The data for GaN are
taken from [8]. The coordinate frame is aligned along the crystalline axes. The lower indices 1, 2
relate to the substrate and the film, correspondingly.

The dependence of electron velocity on electric field for GaN is given in Fig. 2 [8].

  

Figure 2: Dependencies of drift velocity on electric field for wurtzite (curve 1) and zinc blende (curve 2)
GaN.

Amplification of SCW is investigated below. We use an approximation of a thin film where the
electron concentration is assumed as two-dimensional. The linearized equations for the perturbation
of electron concentration ñ(z, t) = n− n0 (|ñ| << n0) and for the electric potential ϕ are:

∂ñ

∂t
+ v0

∂ñ

∂z
+ n0

dv

dE

∂Ẽz

∂z
|x=0 −Dn

∂2ñ

∂z2
= 0; v0 = v(E0);

∂

∂x

(
ε(x)

∂ϕ

∂x

)
+ ε(x)

∂2ϕ

∂z2
= − e

ε0
2ñlδ(x); Ẽz = −∂ϕ

∂z
(2)

Consider the case of NDC: dv/dE < 0. For linear SCW we seek a solution of Eqs. (2) as:
∼ exp(i(ωt− kz)). The dispersion equation for SCW is:

ω − kv0 − i
2n0l|e|

ε0(1 + ε1)
dv

dE
k − iDnk2 = 0 (3)

For spatial amplification of SCW (circular frequency ω is real, k = k′+ ik′′ is complex), in some
frequency range one can obtain k′′ > 0. We use the following parameters of GaN film: the electron
concentration is n0 ≈ 1017 cm−3, the bias electric field is E0 ≈ 150 kV/cm, the diffusion coefficient
is Dn = 25 cm2/s, the drift velocity is v0 = 2 × 107 cm/s, the thickness of the film is 2l = 0.1µm.
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Figure 3: Spatial increment of instability k′′(ω) of SCW in zinc blende GaN film. Curve 1 is for E0 =
150 kV/cm, n0 = 1017 cm−3, curve 2 is for E0 = 160 kV/cm, n0 = 1017 cm−3, curve 3 is for E0 = 150 kV/cm,
n0 = 0.8× 1017 cm−3, curve 4 is for E0 = 150 kV/cm, n0 = 1.2× 1017 cm−3.

The dielectric permittivity of the substrate (like sapphire) is ε1 = 10. The dependence of spatial
increment of SCW k′′ on frequency f = ω/2π is given in Fig. 3.

One can see that an amplification of SCW in GaN film occurs in a wide frequency range, and the
maximal spatial increment is k′′ = 3 × 103 cm−1 at the frequency f = 150 GHz. When compared
with a case of the GaAs film, it is possible to observe an amplification of SCW in GaN films at
essentially higher frequencies f ≥ 100GHz. To obtain an amplification of SCW ≈ 20 dB, it is
necessary to use the distance between input and output antennas of about 50µm. An amplification
of SCW in GaN films should be realized in a pulse regime (of a duration < 1µs), because of heating
the GaN film. We do not consider here the frequency range f > 200GHz, because an applicability
of hydrodynamic equations is doubtful there [6].

3. EXCITATION OF HYPERSONIC ACOUSTIC WAVES

The microwave electric field of amplified SCW in the GaN film can excite the hypersonic AW at
the same frequency due to piezoeffect. Because the sound velocity is two orders smaller than the
velocity of SCW, the direction of propagation of excited AW is perpendicular to the surface of
the film parallel to OX axis downwards. In the zinc-blende GaN (cubic symmetry), the nonzero
piezoelectric module is β = β3,12 = −0.4C/m2. Therefore, the alternative electric field Ẽz of SCW
can excite the shear AW (u = u2) that propagates along the OX axis. The equation of elasticity
theory for mechanical displacement u takes the form:

ρ
∂2u

∂t2
=

∂

∂x

(
ρs2 ∂u

∂x

)
+

∂

∂x

(
Γ

∂2u

∂x∂t

)
(4)

Here ρ is the density elastic medium, s is the shear acoustic velocity, Γ is viscosity. The
expression for mechanical stress σ = σ12 within the GaN film is:

σ = ρ2s
2
2

∂u

∂x
+ βẼz (5)

Therefore, at the surfaces of the GaN film (x = 0 and x = 2l, see Fig. 1) there exists an exciting
force due to piezoeffect, and the film serves as a transducer for AW. The excitation has a resonance
character. To simplify the formulas, consider a case when the elastic properties of the film and
substrate are the same. The expression of the amplitude of AW outgoing to the substrate is:

U =
2iβẼz

ρs2K
sin2(Kl) exp(−2iKl); K =

ω

s

(
1 +

iωΓ
ρs2

)−1/2

(6)

The effective excitation of AW occurs when the following resonant condition takes place:

Kl ≈ π

2
(2m + 1), m = 0, 1, 2 . . . (7)
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When the acoustic properties of the film and the substrate are different, the resonant condition
(7) is valid, but the expression for the amplitude of the outgoing wave is more complicated. Note
that at the frequency f = 100 GHz, the dissipation of shear AW is |K ′′| ∼ 500 cm−1 [1], so the
condition |K ′′| ∼ 3 × 10−3 << 1 is satisfied. For the amplitude of alternative electric field of
SCW Ẽz = 10 kV/cm, the output intensity of AW Pa = (1/2)ρs3|KU |2 can reach the values
Pa ∼ 1W/cm2 in the resonant case.

The excitation of AW has been considered here for the GaN film of the zinc blende structure.
GaN films of the wurtzite structure are piezoactive too, and also can be used as transducers of AW.

An excitation of AW can also occur due to the deformation potential. The last interaction seems
weaker than one due to piezoeffect. Our calculations have demonstrated that the output intensity
is 10 times smaller, but the longitudinal AW (of a polarization u1) can be excited there.
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Abstract— We present the electron subband levels of single n-type δ-doped quantum wells in
Si. The Thomas-Fermi and effective mass theories were used for the description of the conduction
band bending and the subband level calculations, respectively. The energy levels, potential depth
and subband occupancies are analyzed as a function of the impurity density. The possible trends
of the transport properties based on the subband occupancy results are given. Our results are in
good agreement with available experimental reports.

The advancement in growth and doping techniques allows the fabrication of semiconducting
structures with very sharp doping profiles within a few atomic layers: the so-called δ-doping.
Specifically, in the case of Si -with donor impurities- this advancement comes true in recent days
[1–5], mainly due to the difficulties to incorporate impurities under accurately controlled conditions
during the MBE growth [6, 7].

Due to the technological importance of this material and the particular properties of the δ-doped
systems, they appear to be of interest for application in the electronic device industry as well as
for basic investigation as [8–13].

In this work we present the results obtained for the electron spectrum and the subband occupan-
cies in n-type δ-doped quantum wells in Si for different doping densities. Both the Thomas-Fermi
(TF) and the effective mass approximations have been applied in order to obtain the conduction
band potential and the subband level structure [14].

For a single δ-doped (SDD) quantum well, a direct relation between the density n(z) and the
Hartree potential VH(z) can be obtained in the one-dimensional TF approach within the Local
Density approximation (LDA) [14]. It is written as:

nau(z) =
1

3π2
(µ∗ − V ∗

H(z))3/2 , (1)

where V ∗
H = VH/R∗

y, µ∗ = µ/R∗
y are given in units of the effective Bohr radius and effective Rydberg,

a∗0 = εr~
m∗e2 and R∗

y = e2

2εra∗0
. This particular scheme of effective units will be used throughout the

work.
By including Eq. 1 in the corresponding Poisson equation, an explicit expression for the Hartree

potential is derived. It has the form;

V ∗
H(z)− µ∗ = − β2

(β|z|+ z0)
4 , (2)

with β = 2
15π and z0 =

(
β3

πnau
2D

)1/5
.

In the framework of the LDA, the exchange-correlation potential for an electron gas can be
written as [14]

V ∗
x (z) = −

[
1 +

0.7734rs

21
ln

(
1 +

21
rs

)] (
2

πars

)
, (3)

where rs = (4πnau(z)/3)−1/3 and α = (9π/4)−1/3.
Using the relation between nau(z) and V ∗

H(z) it is possible to write the total potential V ∗ =
V ∗

H + V ∗
x as

V ∗(z) = − β2

(β|z|+ z0)
4 − c

[
β

(β|z|+ z0)
2 + a ln

(
1 +

bβ

(β|z|+ z0)
2

)]
, (4)
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with a = 0.7734/21α, b = 21α and c = 2/π. The latter equation summarized the model for the
band bending profile. Instead of carrying out numerically troublesome self-consistent calculations,
we simply solve two Schrödinger-like effective mass equations, thus obtaining the corresponding
ladders of the longitudinal and transverse electron levels.

Due to the particular subband structure of the Si it is possible to write the subband occupancy
as [8],

njn =
m∗
||j

π~2
[EF − Ejn] Θ (EF − Ejn) , (5)

where m∗
||j = mt if j = z, z̄ and m∗

||j = (mtml)
1/2 if j = x, x̄, y, ȳ. EF represents the Fermi level

and Θ the Heaviside step function.
The input parameters for the n-type δ-doped quantum wells are: m∗

l = 0.9163m0, m∗
t =

0.1905m0, εr = 12.5 and 1012 ≤ p2D ≤ 1014 cm−2.
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Figure 1: Potential profile and eigenfunctions of SDD QW’s with (a) n2D = 8.0 × 1012 cm−2 and (b)
n2D = 1.3× 1013 cm−2.

In Fig. 1, the potential profile and wave functions of the single δ-doped quantum wells are
depicted for two impurity densities, (a) p2D = 8 × 1012 cm−2 and (b) p2D = 13 × 1012 cm−2. It is
seen that the main difference between these figures is the depth of the potential profile. This fact
reflects in the number of confined states, which is a characteristic of the δ-doped systems.

Table 1: Subband occupancy njn(1012 cm−2) of single n-type δ-doped QW’s for three different
n2D(1012 cm−2). njn(TF ) and njn(S) represent our results (TF) and the selfconsistent ones obtained in
Ref. [8] (S).

n2D nl0 (TF) nl0 (S) nt0 (TF) nt0 (S)

8 4.85 3.33 3.14 4.22

13 7.13 5.08 5.86 6.83

65 29.96 20.04 38.03 31.04

In Table 1, the subband occupancies of the basic longitudinal and transverse levels for the
different impurity densities are presented for both our results (TF) and the theoretical ones reported
by Scolfaro et al. [8]. It is evident that there are discrepancies between both calculations. They
can be explained by seeking the energy levels and the Fermi level reported by these authors,
overall the lack of information about the determination of the latter. Taking into account the
energies reported by those authors we are able to calculate the Fermi energy according to basic
charge neutrality requirements. The recomputed values are: 60.3meV, 186.5meV and 210.2 meV
for impurity densities of 8, 13 and 65 in units of 1012 cm−2, respectively. These values clearly
differ from those reported in that work, 85.7 meV, 100meV and 327.8 meV, for the same impurity
concentrations.
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In [10] the quantum levels were experimentally determined through tunneling spectroscopy for
n2D = 1.3 × 1013 cm−2. The dI/dVg tunneling characteristic shows evidence -at positive Vg- for
the occupied longitudinal ground level to be at ≈ 55meV. The same situation, with the same
experimental techniques, [11] shows that the longitudinal basic level has an energy of 35meV.
So, taking the arithmetic average between these two findings, the experimental error is 10 meV.
Therefore, the energy of the longitudinal basic level would be 45± 10meV. For this very level our
calculations give a value of 44.8meV. It is important to mention that the inclusion of the exchange-
correlation effects improves our latter result in 20% and that the error is about 1%, with respect
to the experimental data.
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Figure 2: Relative subband density (njn = n2D) versus the impurity density.

In Fig. 2, the relative subband density is shown as a function of the impurity concentration. As
we can see from this figure, the basic longitudinal level has the 60% of the charge for the lowest
impurity density depicted, while for the highest one occupy the 40%. The crossover between the
longitudinal and the transverse ground occurs at n2D = 3×1012 cm−2. According to this behavior of
the relative subband densities it is expected that the transport properties, specifically the mobility,
should present an increase as functions of the impurity density. The reason for this is that the
transverse ground level penetrates deeper in the potential barrier. Consequently, the scattering
rate between impurities and carriers will be diminished thus leading to a higher mobility.
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Abstract— Some sensitive devices located upon substations may be interfered by the magnetic
field caused by the transformers, cables and buses. Shielding is necessary in some cases to
overcome this electromagnetic interference. The shielding design for a substation is presented in
this paper, which is based on the calculation of magnetic field and shielding effectiveness. As a
result, the best shielding effectiveness can reach 98.3%, and the value of the magnetic field in
the location of the sensitive devices can be reduced to meet the demand of the electromagnetic
environment.

1. INTRODUCTION

According to IEC 61000-4-8(1993) [1], the power frequency magnetic field environment is divided
into five levels, which are 1, 3, 10, 30, 100 A/m. Different device is able to endure different level of
magnetic field environment. CRT (Cathode-ray tube) displaying devices may be the most sensitive
devices to the power frequency magnetic field. They can’t normally display, e.g., the dithering of the
screen, when the background magnetic field intensity reaches 1.5A/m. Generally, if such sensitive
devices just locate above underground substation with large capacity, they will be interfered by the
high magnetic field.

To solve this electromagnetic interference problem, the magnetic shielding technique can be
employed. Two kinds of shielding approaches to shielding the field of underground substation are
analyzed in this paper. The first is laying a plate with high permeability or high conductivity on
the floorboard of the up floor or as the ceil of the substation. The other is installing shells with
high permeability or high conductivity around bus bars and cables. By calculating the shielding
effect of these two approaches with different size, different material, and different position, the best
shielding design is found. Considering the engineering practice, the second approach is further
modified in structure.

2. MODEL OF THE SUBSTATION AND THE CARED REGION

A typical underground substation (as shown in Fig. 1) includes transformers, middle-voltage (MV)
supply cables and bus bars, low-voltage (LV) distribution cables and bus bars, etc. Transformers
are usually equipped by ferrite shell, so that they are not considered as the interference sources.
Additionally, since the current of MV cables and bus bars is lower than that of LV cables and bus
bars, MV cables and bus bars are not considered as the interference sources either. Consequently,
only the LV distribution bus bars and cables are regarded as the critical sources in indoor MV/LV
substation, with respect to the magnetic interference at power frequency.

Figure 1: Structure of the underground substation
and the cared region.

Figure 2: Location of bus bars, cables and the cared
region.

In the substation considered in the paper there are 24 transformers distributing on the floor.
Since they are located by making a couple as a group, only the bus bars and cables relative to a
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couple of transformers are considered in the calculation of the magnetic field and the design of the
shielding. A group of bus bars and cables as well as the cared region where the sensitive devices
are located are shown in Fig. 2, in which the cables are in the direction of Y axis and located on
the floor. The rated current in the bus bar is 3000 A.

The LV bus bars and the cables are of four conductors, which are phase ABC and the natural
line. The four bus bars from the transformer to the low voltage switch cabinet can be arranged
compactly in two modes, parallel or perpendicular to the floorboard of the substation. The four
core-lines of cable from low voltage switch cabinet to the load are equally arranged in cables, i.e.,
they are located on the vertices of a square.

In the calculation model shown in Fig. 2, L1 to L5 are respectively 2300, 4899, 1000, 200, 2000,
and 200 mm. The distance between two transformers in one couple is 108.9mm, and that between
low voltage switch cabinet and the load is 6800 mm. The center of bus bars is 6 mm to the floor,
both for parallel and perpendicular modes. The center of cables is 20.67mm to the floor, and the
diameter of the square, on whose vertices the cables are located, is 35.91 mm.

The cared region is the up floor of the substation, which is the 2008 Olympic Games television
program broadcast center. In the calculation, the plane on which the magnetic field is considered
is of 5.1 m to the substation floor.

3. CALCULATION OF THE INTERFERENCE MAGNETIC FIELD

The interfering sources are the LV bus bars and cables. The magnetic field in the cared region can
be calculated by the Biot-Savart’s Law, which is as follows:

~B(xp, yp, zp) =
N∑

i=1

µ0Ii

4π

∫

li

d~l ×−→ri,p

r3
i,p

(1)

where Ii is the current in line segment i of the bus bars and cables, and N is the total number of
the line segments of bus bars and cables.

It is not difficult to calculate the field by (1). However, since the current in a phase is varying in
sine model, and the phases are different in phase lines, the magnetic field at a position are varying
and the location of the maximum value of the magnetic field is also varying. Therefore, the field
at different time must be calculated to find the maximum value.

Usually, when the power system operates in symmetrical model, i.e., the magnitude of the
currents in three phases is the same and the current in the natural line is zero, the interference
magnetic field is less than that in the asymmetrical operations. Considering the symmetrical and
asymmetrical operations, in the calculation the currents in three kinds of operations are taken into
account, which are listed in Table 1.

Table 1: Magnitude and phase of current in three kinds of operations.

Index Symmetrical Operation 20% 1asymmetrical 100% 2asymmetrical

Phase A, Mag(kA), Angle(degree) 3.039, 0 2.533, 0 3.039, 0

Phase B, Mag, Angle 3.039, −120 3.039, −120 0, 0

Phase C, Mag, Angle 3.039, 120 3.039, 120 0, 0

Phase N, Mag, Angle 0, 0 0.506, 0 3.039, 180

1The load of phase A is 20% larger than the rated load. 2Phase B and C are broken or do not operate.

On the other hand, to get the maximum value of the interference magnetic field in the cared
region, the position order of the cable phase lines and the bus bar phase line must be set properly,
since the total field is the vector sun of those produced by every phase line. Otherwise, the maximum
value may not be obtained.

Based on the structure data and the calculation approaches described above, the maximum
interference magnetic field in the cared region is calculated, and the results are listed in Table 2.

From the results in Table 2 we can see that the interference magnetic field caused only by the
cables in symmetrical operation is even larger than that in 20% and 100% asymmetrical operation.
The reason is that the purpose is to get maximum value of the total field produced by cables and
bus bars, but not that produced only by the cables. At the time when the field produced only
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Table 2: Value of maximum flux density in three kinds of operations(µT).

Interference Sources Symmetrical Operation 20% asymmetrical 100% asymmetrical

LV busbars1 2.65 2.85 4.95

LV busbars2 3.80 4.11 6.55

LV cables 1.54 1.42 1.26

LV busbars1 and cables 3.57 3.70 5.32

LV busbars2 and cables 3.97 4.25 6.60

1Bus bars are arranged in parallel mode. 2Bus bars are in perpendicular mode.

by the cables arrives maximum value, the total field does not arrives its maximum value. The
magnitude distribution of the total field in the cared region in symmetrical operation is shown in
Fig. 3.

Figure 3: Magnitude distribution of total field in
symmetrical operation.

Figure 4: Two shielding schemes, (1) lay a shielding
plate, (2) install a shielding shell.

The magnetic field caused by the cables are smaller than that by the bus bars, since the cables
are further away from the cared region than the bus bars. The magnetic field caused by bus bars
in parallel mode are smaller than that in perpendicular mode. Whatever in any case, the inter-
ference magnetic field is much higher than the value of environment level one and two. Therefore,
the shielding must be employed. To design the shielding, the field caused by only bus bars in
perpendicular mode in 100% asymmetrical mode is taken into account as a sample.

4. DESIGN OF SHIELDING SCHEMES

There are two schemes employed in the practice engineering to shield the power frequency magnetic
field [2, 3]. The first is laying a plate with high permeability or high conductivity on the floorboard
of the up floor or as the ceil of the substation. The other is installing shells with high permeability
or high conductivity around bus bars and cables, as shown in Fig. 4. A square shell is adopted in the
analysis below. The material of the shielding plate or shielding shell is as follows: aluminum with
conductivity of 3.8E7 S/m and relative permeability of 1, steel with 1.026E7 S/m and 2000, and a
fictitious material with conductivity of null and relative permeability of 10000, which is denoted to
material 3 in the following.

To analyze the shielding effect, the magnetic field with and without the shielding should be
calculated and compared. The shielding effect is defined as follows:

δ =
Bmax N −Bmax Y

Bmax N
× 100%, (2)

where Bmax N and Bmax Y are the maximum flux density in the cared region without and with the
shielding.

With the dimensions shown in Fig. 4, we take two-dimensional model for the calculation of the
field. The cared region is represented by a cared line as shown in Fig. 4. The calculation of the
magnetic field with the shielding is conducted by Ansoft (a commercial electromagnetic analysis
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software). The maximum values of the interference magnetic field and the shielding effects on the
cared line are listed in Table 3 and Table 4 with different size of shielding frames respectively. The
magnetic flux density distribution along the cared line without and with plate and shell shielding
is shown in Fig. 5.

(a) (b)

Figure 5: Distribution of the magnetic flux density along the cared line, (a) with the shielding plate of
L1 = 8 m and D1 = 2mm (b) with the shielding shell of L1 = 0.02m and D1 = 2 mm.

Table 3: Value of maximum flux density and the shielding effects on the cared line with shielding plate of
different materials.

Material Aluminum Steel Material3 Aluminum Steel Material3

L1(m) 8 8 8 2 2 2

D1(mm) 2 2 2 2 2 2

L2(m) 10 10 10 4 4 4

B max(µT) 1.65 1.45 0.72 5.69 3.57 3.39

Effect(%) 77.9 80.6 90.4 23.8 52.2 54.6

Table 4: Value of maximum flux density and shielding effects on the cared line with shielding shell of different
materials.

Material Aluminum Steel Material3 Aluminum Steel Material3

L1(m) 1 1 1 0.02 0.02 0.02

D1(mm) 2 2 2 2 2 2

L2(m) 4 4 4 4 4 4

Bmax:µT 0.86 0.14 0.72 1.77 0.13 0.22

Effect(%) 88.5 98.1 90.4 76.3 98.3 97.1

L1(m) 0.02 0.02 0.02 0.01 0.01 0.01

D1(mm) 4 4 4 1 1 1

L2(m) 4 4 4 4 4 4

Bmax:µT 0.88 0.0023 0.11 5.13 0.66 0.23

Effect(%) 88.2 99.97 98.5 31.3 91.1 96.9

According to results listed in Table 3 and Table 4, we can see that the shielding effect is
enormous. Considering the weight of the material and the shielding effect, the optimal design
is setting a steel shielding shell with L1=0.02m and D1=2 mm, by which the shielding effect is
98.3%, and the maximum magnetic flux density in the cared line is reduced to 0.13µT. Obviously,
the environment of the magnetic field can be managed to reach level 1, and the CRT devices can
normally display.
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5. FURTHER CONSIDERATION TO THE SHIELDING SHELL

The optimal shielding scheme is the closed square shell shaped by welding. However, considering
the engineering practice, it is not easy to weld the shell and make the shell close properly. Suppose
the shell is not welded and an aperture exists. To check the shielding effect of such kind shell, the
model with an aperture on the bottom corner as shown in Fig. 6 is calculated.

With L3 = 10 mm, and the other parameters are the same as those in the optimal shielding shell
described above, the shielding effect is calculated in three different shielding materials. Maximum
flux density and the shielding effect is 1.78µT 76.2%, 0.37µT 95.1%, 0.41µT 94.5% in the cared
line with aluminum, steel and Material 3 respectively. Fig. 7 gives the magnetic force lines when
the steel shielding shell with an aperture is used. The distribution of the magnetic flux density
along the cared line is shown in Fig. 8. With this structure, the shielding shell is easier to be put
into practice, and the shielding effect is also enormous.

A phase

N phase

L3

shielding shell

Figure 6: Shielding shell with an aperture. Figure 7: The magnetic force lines when the steel
shielding shell with an aperture is used.

Figure 8: Distribution of the magnetic flux density along the cared line.

6. CONCLUSIONS

1. Generally, the interference of power frequency magnetic field with generic electrical devices
can be neglected. However, the interference with the CRT displayers is remarkable.

2. When the sensitive devices such as CRT displayers are located on the over ground of the
underground MV/LV substation, this interference effect is very serious, and the magnetic
shielding measures must be adopted.

3. Comparing the effect of the shielding plate and the shielding shell with different materials,
the ideal shielding scheme in engineering is steel shell, whose shielding effectiveness can react
to 98%, and the maximum magnetic flux density in the cared region can be limited to 0.2µT,
which is much less than the value of magnetic environment level 1.

4. Considering the engineering practice, the shielding shell may not be welded, and on the bottom
of which a small aperture can exist. With this structure the shielding effect can still reach to
95%.



202 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

ACKNOWLEDGMENT

This work was supported by the National Natural Science Foundation of China (No. 50677028),
SRFDP (No. 20050003007) and Tsinghua Basic Research Foundation.

REFERENCES

1. IEC 61000-4-8:1993, Electromagnetic Compatibility (EMC) — Part 4: Testing and Measure-
ment Techniques — Section 8: Power Frequency Magnetic Field Test, Basic EMC Publication.

2. Buccella, C., M. Feliziani, and A. Prudenzi, “Active shielding design for a MV/LV distribution
transformer substation,” Electromagnetic Compatibility, 2002 3rd International Symposium,
350–353, 21–24 May 2002.

3. Garzia, F. and A. Geri, “Active shielding design in full 3D space of indoor MV/LV substations
using genetic algorithm optimization,” Electromagnetic Compatibility, 2003 IEEE Interna-
tional Symposium, Vol. 1, 197–202, 18–22, Aug. 2003.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 203

Analytical Design and Simulation Rescaling of Magnetically
Insulated Transmission Lines

Xiangmin Jin and Jiansheng Yuan

The State Key Lab of Power Systems, Department of Electrical Engineering
Tsinghua University, Beijing 100084, China

Abstract— Analytical solution and numerical simulation are two effective approaches for an-
alyzing and designing the vacuum magnetically insulated transmission lines (MITLs) in multi-
terawatts applications. It is introduced in this paper a scheme for designing a tapered-electrode-
radius MITL used in the linear induction accelerator utilizing the laminar flow model to match
self-limited anode currents of each segment. This preliminary design is validated with particle-
in-cell numerical simulations. In order to enhance the power transportation efficiency the MITL
has to be rescaled with the help of particle-in-cell simulations, so that the MITL operates in
the load-limited equilibria with smaller amount of space electron flow. The design based on
the numerical simulation is presented in this paper. However, the modification will cause more
simulations and complicated manufactures.

1. INTRODUCTION

In modem pulsed power systems due to the high power density, very high electric fields are produced
at the metal surfaces in vacuum transmission lines. For example, a power density of 1 TW/cm2

generates a 20MV/cm electric field. Generally, when the local electric field on a cathode surface
exceeds 200 kV/cm, electrons explosively emitted from the cathode and form a plasma sheath
near the surface [1]. As a result of the radial electric field, electrons emitted from the cathode
plasma sheath are pulled toward the anode and shunt the high voltage gap. Consequently, ordinary
transmission lines have an energy flux limit of 100MW/cm2. However, the magnetic fields generated
by the currents flowing in the system generate forces perpendicular to the electric fields to confine
the electrons. When the currents become sufficiently large, the self-magnetic field can keep these
electrons flowing parallel to the cathode and greatly reduce the loss of electrons to the anode. Thus,
magnetic insulation is established. The electron trajectories and currents of magnetic insulation in
a coaxial geometry are shown in Fig. 1.

Figure 1: Schematics of currents and electron flow
in an MITL.

Figure 2: Schematic cross section of the voltage
adder MITL.

2. NUMERICAL METHOD

During the past decades analytical models have been improved to give an understanding of the
magnetically insulated transmission lines (MITLs) [2]. There are basically two types of analytical
equilibrium models, laminar flow and quasi-laminar flow models. Both models assume the energy
and canonical angular are conserved. The difference between the two models is the character of
the electron trajectories in the sheath. In laminar flow model the gap voltage is increased on a



204 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

time scale long compared with the electron cyclotron period, thus the dE/dt drift moves electrons
onto laminar flow orbits parallel to the plane of the gap. In quasi-laminar flow model the voltage
in the gap is applied instantaneously and the resulting orbits are cycloid-like between the cathode
and the edge of the electron sheath.

Besides, electromagnetic particle-in-cell (PIC) as used for the coupled simulations of charged
particles and their electromagnetic fields is also a useful method for analyzing MITLs [3]. PIC
utilizes a set of computational macro-particles for representing the electron clouds in the MITLs,
and numerically solves the coupled self-consistent solutions of the micro-particle motion equations
and the Maxwell equations in the simulation space. Large-scale PIC simulations are sometimes
used for designing a whole large system, but these generally are fairly expensive, and suffer from
long turnaround times [4]. However, PIC simulations are quite valuable for developing or modifying
the results original obtained by analytical models. Therefore, we describe here the design scheme
combining the analytical models and PIC simulations.

3. DESIGN OF MITL USING EQUILIBRIUM MODELS

The analytical equilibrium models have been proven to be useful in the design of cylindrical MITLs
with no radii changes [5]. Generally in practice, MITLs have radial changes in the axial direction
to fit for the loads dimensions. As shown in simulations and analysis, in an MITL with geomet-
rical discontinuity, although a large amount of electrons inject from the upstream of geometries
discontinuity, most of them are absorbed by the cathode downstream and have been replaced by
emitted electrons with an increase in electron density and electron cloud boundary [6]. Therefore,
the injected electrons from upstream act ittle influence on the downstream. As a result, equilibrium
models can still be used in design and analysis of MITLs with radii geometrically changes.

Here we use a voltage adder MITL installed in the linear induction accelerator (shown in Fig. 2)
as an example to describe the design process [7]. The voltage adder MITL sums the voltages of
the pulses delivered from the voltage feeds. The voltages are added to the right so that all arrive
simultaneously at the load ZL. The voltage adder has a structure with a constant outer anode
radius and tapered inner cathode radii along the power-flow direction. Assume in order to drive a
terminating load the adder MITL delivers a power with 750 kA and 20 MV. If the input voltages
from the voltage feeds have the same peak value of 4 MV, so there will be 5 cavities on the voltage
adder MITL. Besides, the outside radius of the anode cylinder is 38.1 cm which is defined by the
system insulating stacks.

As we know that in an MITL that has no equilibrium electron loss, the anode current is constant
along the length of the MITL. Consequently, operating in the efficient equilibrium the voltage adder
MITL has a same anode current throughout every segment. Besides, assume that there is a final
cylindrical MITL installed behind the voltage adder MITL which is sufficiently long to isolate the
adder MITL from the terminating load, so when the MITL system operate in the equilibrium the
anode current is determined by the self-limited current of the final MITL. Numerical simulations
and measurements from many magnetically insulated devices have shown that the self-limited
current tends to be near the minimum current on any voltage [8]. Accordingly, the anode current
of the voltage adder MITL is the minimum current of the final MITL under its equilibrium voltage.
The vacuum impedance Z0 of each section of the voltage adder MITL can then be chosen so
that the minimum anode current for each of the section voltage is the same. This choice allows
matched self-limited flow for the local voltage and vacuum impedance all the way through the
voltage adder MITL. Such an approach can only be used in the system which normally has a long
final MITL; its current is determined by MITL itself but not the terminating load impedance.
Determined by operation requests above the anode current all through each segment is 750 kA and
the voltage adder MITL output voltage is 20 MV. Therefore, the local voltage of the five segments is
respectively 4 MV, 8MV, 12 MV, 16 MV and 20MV. Because the voltage adder is negative-polarity
(anode outside and cathode inside) and has a constant anode radius, the concept of matching
self-limited current was applied to calculate the inner radii of each section of the voltage adder
MITL.

With the initial parameters and laminar flow model equation for minimum anode current Il [8]:

Il = I0gγ3
l ln

[
γl +

(
γ2

l − 1
)1/2

]
(1)

where the I0 = 2πm0c/µ0e ≈ 8500A, m0 is the rest mass of the electron, c is the velocity of light, e
is the charge of the electron and µ0 is the vacuum permeability. g = 1/ ln(ra/rc) is the cylindrical
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geometrical factor where ra and rc are the anode radius and cathode radius. γl is the electron flow
sheath boundary defined by

γ = 1 + eV/m0c
2 (2)

where the V is the voltage along the radial direction. Besides, γl has the relation with anode voltage
γa as followed [8]:

γa = γl +
(
γ2

l − 1
)3/2 ln

[
γl +

(
γ2

l − 1
)1/2

]
(3)

Hence for the given local voltage and required anode current for each segment, the corresponding
cathode radii can be calculated using Eq. (1)∼(3), so that in self-limited equilibra each segment
has the same minimum anode current. The anode current curves for all segment voltages of the
laminar flow model are given in Fig. 3 in which the abscissa represents the electron sheath edge
voltage. The triangles on curve are the locus of the minimum current of all the segments. The
solution for all the segments cathode radii of is shown in Table 1.

Table 1: Design results of laminar flow model and PIC simulation.

MITL

Segment

Segment

Voltage

(MV)

Model Cathode

Radius

(cm)

Rescaling

Cathode

Radius

1 (cm)

Rescaling

Cathode

Radius

2 (cm)

Rescaling

Cathode

Radius

3 (cm)

Actual

Cathode

Radius

(cm)

D1 4 33.8 27 29 29 33.7

D2 8 30.6 26 28 27.5 30.5

D3 12 27.8 25 26 26 27.6

D4 16 25.3 24 25 24.5 25.1

D5 20 23 23 23 23 22.7

Figure 3: Anode currents curves and minimum equi-
libiua of MITL.

Figure 4: Anode and cathode currents of each seg-
ments of MITL.

The solution is not sensitive to the particular equilibrium flow model (laminar flow or quasi-
laminar flow model) used in the calculation. Matching self-limited currents section to section
produces the result that each section of the voltage adder MITL behaves like an infinitely long
MITL with the local voltage.

4. PARTICLE-IN-CELL SIMULATIONS VALIDATION AND RESCALING

The voltage adder MITL designed above is now simulated by PIC simulations to exam the working
features. In simulations the input voltage pulses applied at the five feeds are all chock waves with
10-ns rise-time and afterwards maintaining the voltage amplitude. The MITL output boundary
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condition is set to be a load-matched boundary which represents the isolation from the terminat-
ing load. Shown in Fig. 4 were the anode current and cathode current values at each segment,
respectively from the laminar flow model and the simulation results at 35 ns into the pulse when a
self-limited equilibrium has been established. As a result of matched self-limited design the simu-
lation values of all of the segments are operating in the self-limited equilibrium with 750-kA anode
currents. Whereas, from the simulations we can see that cathode currents at the 2nd to the 5th
segment are lower than the analytical results. This is because at each geometrical discontinuity
the disturbed electromagnetic field causes more electrons emit from the cathode and the electrons
downstream tend to change their density to minimize the influence of the geometrical discontinuity
[6]. While in the laminar flow model results are deduced by ignoring the effects of geometrical dis-
continuity of MITLs. Therefore, the cathode currents from the laminar model are higher than the
simulations. Furthermore, in Fig. 4 the difference between the anode and cathode currents is the
space electron flow which couples an amount of transportation power. From the results we can see
that in the matched self-limited equilibrium more than half of the current is carried by the electron
flow. If the load does not under-match the MITL, all these electrons and the currents associated
with them will be lost before the load. Therefore, operating in the self-limited equilibrium the
MITL has a limited transportation efficiency.

In order to enhance the transportation efficiency and lower the electron flow, dimensions of the
MITL will have to be rescaled. As we know that the rate of the cathode to the anode current is
higher when an MITL works in the load-limited equilibrium with the anode current locating on the
super-insulated branches (left branches) of the curves in Fig. 3 and the electron flow sheath holding
close to the cathode. Consequently, the MITL can be rescaled to make each segment operate
under the load-limited equilibrium in order for high power transportation efficiencies. Since the
last segment is connected with the final MITL, its cathode radius is still 23 cm as above. However
the other segments can not be designed using the laminar flow method, because the free parameter
in the model, the electron sheath boundary voltage, can only be determined beforehand in the
self-limited equilibrium. Therefore, the cathode radii have to be calculated with the help of PIC
simulations.

(a) (b)

Figure 5: Cathode currents and transport efficiencies at measurements in Table 1.

Based on analysis above we use PIC simulations to modify the cathode radii for the 1st to
4th segment of the adder MITL so as to adjust the anode current to be 750-kA at the local
voltages. Three subsets of the modified dimensions are shown in Table 1. In order to decrease the
manufacturing complexity each of the segment cathode radius is larger than the precedes by integral
centimeters. It is shown in Figs. 5(a) and (b) that cathode currents and transportation efficiencies
at each segment of these voltage adder MITLs compared with the analytically designed MITL. We
can see that the cathode currents and transportation efficiencies of the rescaling MITLs are much
higher than those of the analytically designed MITL. Therefore, one rule of rescaling MITLs for
enhancing the transportation efficiency is that operating in the load-limited equilibra. Besides,
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comparison of the three rescaling MITLs shows that the MITL with smaller step-downs in cathode
radii has higher cathode currents and transportation efficiencies than the other two. And although
the other two have the same starting and ending segments radii, the one with average cathode
radius changes operates in a better condition than the other one. As known that at the geometrical
discontinuity there are more electrons emitting from the cathode downstream to maintain the
efficient impedance. Therefore the more abrupt the discontinuity is, the more electrons emit out
so that the less the transportation efficiency will be. Accordingly, we get another designing rule to
average and reduce the geometrical changes of MITLs.

However, with the changes in cathode radii the dimensions of the voltage feeds will have to be
adjusted in order to match with the segments impedance and maintain the local voltages. Thereby,
the simulation scales and manufacturing difficulties will be fairly large. Consequently, in actual
project the radii of MITLs (also shown in Table 1) are commonly calculated based on analytical
model results. The cathode current and transportation efficiency of the actual MITL are also shown
in Fig. 6. Furthermore, it is used in actual projects the inductive rings (shown in Fig. 2) placed at
the end of each feed which can help to reduce the electron flow by nearly 50%.

5. CONCLUSIONS

In practical applications, due to different geometrical features and operation requirements it is more
practical combining analytical models and numerical simulations to optimize the design of MITLs.
Based on the analysis and calculations conducted in this paper the design rules for MITLs can be
summarized as follows.

1. The analytical models can be used in MITL designs even if the MITL has axial geometrical
discontinuity, when a MITL is long enough compared with the input pulse duration. For a
MITL with tapered radii segments, analytical model design methods of matched self-limited
anode current for each of the MITL segment produces the result that each section operates
in its self-limited equilibrium with the local voltage.

2. The power transportation efficiency of a MITL operating in the self-limited equilibrium is
limited, because part of the power is coupled by the space electron flow that can not be
delivered to the load. Consequently, the MITL will have to be rescaled with the help of PIC
simulations to operate in the load-limited equilibrium in order to reduce the space electron
flow and enhance the transportation efficiency.

3. In rescaling MITLs a good rule to follow is to average and reduce the geometrical changes in
the radial direction.
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Abstract— The MV/LV transformer without a tank in the underground substation can pro-
duce remarkable interference with the computer Cathode-Ray Tube (CRT) displayers above the
ground, because of the generated power frequency magnetic field. To resolve such problem, a
tank with high conductivity or/and high permeability is needed to enclose the transformer. To
evaluate the shielding effectiveness, the finite element method is adopted to calculate the leakage
magnetic field outside the transformer tank with different materials. The calculated results show
that the steel tank is able to achieve an enormous shielding effectiveness.

1. INTRODUCTION

The shielding effectiveness of the power transformer is a very important target in transformer
design. When the transformer is located near to the computer Cathode-Ray Tube (CRT), even
very small power frequency magnetic field intensity can generate remarkable interference. According
to the IEC 61000-4-8 (1993) [1], the environment of power frequency magnetic field is defined as
five levels based on its magnitude. Different electronic devices can work normally at different
level. According to our test, the CRT can not normally display or the screen will dither obviously,
when the background magnetic field intensity is greater than 1A/m (or the magnetic flux density
is greater than 1.256µT)—worse than the first level environment [1]. If such sensitive electronic
devices locate just above the underground substation, they will be interfered and can not work
normally.

Usually, the dry transformers are employed in such MV/LV (Middle voltage/Lower voltage)
substations. Therefore, from the engineering point of view, it is not necessary to set any tank to
the transformers. However, from the electromagnetic inference point of view, a tank of metal or
ferromagnetic material must be set as the electromagnetic shielding. Due to the high conductivity
of metal materials, the induced eddy current in the metal tank is large, which can reduce the leakage
field outside the tank. Due to the high permeability of ferromagnetic material, the magnetic field
is bounded inside the tank, so that the field outside the tank is reduced. By considering such two
kinds of behavior together for ordinary materials (e. g., steel), the analysis and the design of the
tank become complex. It is almost impossible to calculate the leakage field outside the tank by
analytical solutions. In contrast, the numerical computation method must be used to obtain the
result of such complex problem.

In this paper, aluminum, steel and an assumptive material with zero-conductivity and a high
relative permeability of 10000 are chosen to analyze and compare their shielding effect. The three-
dimensional finite element method is adopted to calculate the leakage field outside the transformer
tank. The paper is organized as follows: Section 2 introduces the parameter of a MV/LV trans-
former and its three-dimensional finite element model. Section 3 analyzes the simulation results
and compares the shielding effectiveness of tanks with different materials.

2. THE TRANSFORMER AND ITS FINITE ELEMENT MODEL

The data of the concerned three-phase MV/LV transformer is in Table 1. To simplify the finite
element simulation model, only the A phase is analyzed. The schematic diagram of the transformer
in the underground substation and the cared region is shown in Fig. 1. The thickness of the tank
is 2 mm, and the observed line of the cared region is 2 m above the top of the transformer tank.

The finite element method is adopted to calculate the leakage magnetic field outside the trans-
former tank. Due to the high conductivity of aluminum and steel, the induced eddy current in
the tank is large, which can generate magnetic field and ultimately contributes to the shielding
effectiveness. Therefore, to correctly evaluate this eddy current effect, the transformer tank region
is finely meshed. The meshed model of the transformer and the metal tank are shown in Fig. 2.
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Figure 1: The schematic diagram of the transformer in the underground substation and the cared region.

Table 1: Characteristics of the three-phase power transformer.

RATED POWER 2000KVA

Rated High Voltage 10 kV

Rated Low Voltage 400V

Rated Frequency 50 Hz

No-Load Current 0.5%

3. CALCULATION RESULTS AND ANALYSIS

The leakage magnetic flux density along the observed line is calculated. In order to obtain the
shielding effectiveness, the leakage magnetic flux density outside the metal tank is compared with
the no-tank situation. In the simulation model, the no-tank situation is calculated by setting the
tank material parameter as air. The shielding effectiveness is evaluated by using the reduction ratio
of the leakage field, which is defined as follows:

R =
|Bmaterial

max −Bair
max|

|Bair
max|

× 100% (1)

The comparison results of aluminum, steel and material 3 (the assumptive one defined above) are
shown in Table 2.

Table 2: Shielding effectiveness of different material tank.

Material
Conductivity

(S/M)

Relative

Permeability

Maximum

B (µT)

Reduction

Ratio

Air 0 1 4.20

Steel 1.03E+07 2.00E+03 0.134 96.81%

Aluminum 3.80E+07 1 0.219 94.79%

Material 3 0 1.00E+04 0.647 84.60%

From the results in Table 2, it can be seen that when there is no tank to enclose the transformer,
the leakage magnetic flux density in the cared region reaches 4.20µT, which exceeds 1.256µT, the
first environment level of the IEC 61000-4-8 (1993), so that the display of the computer CRT will
be influenced. However, when the transformer is enclosed by the high conductivity metal or the
high permeability material tank, the leakage magnetic flux density in the cared region is reduced
greatly to be under the value of the first environment level.
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(a) (b)

Figure 2: 3D finite element model of the transformer: (a) the meshed model of the core and windings, (b)
the meshed model of the transformer tank.

In addition, Table 2 shows that both the steel and the aluminum can obtain better shielding
effectiveness than Material 3, because the induced eddy current on the high conductivity material
tank is large, which can generate inverse direction magnetic flux density to counteract the original
leakage magnetic field. Besides, the steel achieves the best among the three materials, which means
that the shielding effect of the material with both high conductivity and high permeability is
better than the one only with high conductivity, and the one only with high permeability. This is an
important conclusion for the power frequency magnetic shielding. The transformer enclosed by such
material tanks can maintain the leakage magnetic field in a very small magnitude. Therefore, the
computer CRT can be in its normal working status. The leakage magnetic flux density distribution
along the observed line is plotted in Fig. 3, which also shows the enormous shielding effectiveness
of the materials.

Figure 3: Leakage magnetic flux density along the observed line.

4. CONCLUSIONS

The MV/LV transformer without a tank in the underground substation can generate great leakage
magnetic field, which exceeds the value of the first environment level defined by the IEC 61000-4-8
(1993). In this case, sensitive devices such as computer CRT displayers can not display normally
near the underground substation. In order to resolve such interference, a tank of high conductivity
or/and high permeability is needed to enclose the transformer to shield the leakage magnetic field.
Among the three analyzed materials, aluminum, steel and Material 3, the steel tank with both high
conductivity and high permeability achieves the best shielding effectiveness. With such tank, the
maximum leakage magnetic field in the cared region can be reduced twenty times, so that the field
is much smaller than the value of the first environment level.
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Abstract— We proposed a miniaturized 2.45 GHz RFID tag antenna consisting of a dipole
radiator and a planar impedance transformer formed on a copper foil layer cladding on 0.5 mm
thick FR4 substrate. The impedance transformer comprises two inductively coupled spiral induc-
tor to realize both resistance boosting and inductive compensation for the short dipole radiator
to be conjugate-matched to the microchip. The length of the dipole radiator and the side length
of the spiral inductor can be easily adjusted to tune the input resistance and inductance of the
tag antenna. Finite Difference Time Domain (FDTD) 3D electromagnetic simulation method is
utilized to simulate and optimize the tag antenna design. The final design occupies only an area
of 33.55 mm×8.54mm. The omnidirectional radiation pattern, the peak gain value of −0.2 dBi
and the radiation efficiency of 0.56 are also achieved, which demonstrate acceptable electrical
performance for miniaturized tag design.

1. INTRODUCTION

Passive Ultra High Frequency (UHF) Radio Frequency Identification (RFID) technology has become
increasingly popular in various areas of automatic identification of objects such as access control,
animal tracking, inventory management, asset identification and manufacturing industry [1, 2]. A
basic passive UHF RFID system consists of a passive tag with stored information that is attached to
an object and a reader that transmits commands and energy to active tag by electromagnetic wave.
Communication from tag to reader is based on electromagnetic wave backscattering modulation by
the data stored on tag [3]. Generally, a RFID tag consists of an Application Specific Integrated
Circuit (ASIC) microchip connected to an antenna. There is no internal source of energy in a passive
tag just like the meaning of “passive”. Compared with active one, passive tag is characteristic of
simpler circuits, lower cost and smaller size, which enhance its usability in commercial applications
of large scale. Particularly, small tag size is often strongly desired for being easily attached to
an article with limited volume. A tag antenna typically has a size comparable to a wavelength of
working frequency, which is generally much larger than the tag microchip’s. Therefore, an important
consideration in miniaturized tag design is to adopt those antenna designs with both low profile
and compact size. Some reported RFID tag antennas such as half-wavelength dipole antenna,
planar inverted F-antenna [4], folded dipole antenna [5], etc., apparently can not meet the above
requirements adequately. Meander Line Antenna (MLA), as an attractive choice for electrically
small antennas, has been proposed and designed for RFID tag applications by means of genetic
algorithms (GA) in [6]. However, since GA is kind of optimisation method based on conditional
random searching, its method is inherently computationally intensive and hardly provides intuitive
design information.

Another important consideration for tag design is the impedance matching between tag mi-
crochip and antenna. Under the condition of conjugate matching, the power transfer from a tag
antenna to its terminated microchip is maximized and consequently the reading distance is opti-
mized. A dipole-like small antenna has low input resistance and high input capacitance, which
makes it severely mismatch with tag microchip which is generally of high input resistance and
high input capacitance. However, due to high fabrication cost, it is usually prohibitive to add an
external matching network with discrete elements including inductors and capacitors in tag design.
Therefore, an ideal tag antenna must be capable of self-tuning to specified impedance in order to
directly match with tag microchip.

In this paper, we proposed a miniaturized 2.45 GHz RFID tag antenna that consists of a dipole
radiator and a planar impedance transformer formed on a copper foil layer cladding on 0.5 mm thick
FR4 (εr = 4.4, tan δ = 0.02) substrate. The impedance transformer comprises two inductively
coupled spiral inductor to realize both resistance boosting and inductive compensation for the
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Figure 1: Miniaturized 2.45 GHz RFID tag antenna
using planar impedance transformer.

Figure 2: Input impedance of the dipole radiator.

short dipole radiator to be conjugate-matched to the microchip. Two dimension parameters, i.e.,
the length of the dipole radiator and the side length of the spiral inductor can be easily adjusted
to tune the input resistance and inductance of the tag antenna. Finite Difference Time Domain
(FDTD) 3D electromagnetic simulation method is utilized to simulate and optimize the tag antenna
design. The final design occupies only an area of 33.55 mm×8.54m. The omnidirectional radiation
pattern, the peak gain value of −0.2 dBi and the radiation efficiency of 0.56 are also achieved, which
demonstrate acceptable electrical performance for miniaturized tag design.

2. TAG ANTENNA STRUCTURE

The proposed miniaturized 2.45 GHz RFID tag antenna is shown in Fig. 1. It consists of a dipole
radiator and a planar spiral impedance transformer which both are formed by etching the copper
foil cladding on FR4 dielectric substrate (εr = 4.4, tan δ = 0.02). The copper foil is 0.035 mm
thick and the substrate is 0.5 mm thick. A tag microchip can be bonded to two square pads of
0.75mm ∗ 0.75mm at the centre of the spirals. The dipole radiator has a length much less than
half-wavelength of 2.45GHz in free space. Thus, it has both a low input resistance and also a high
input capacitive reactance as illustrated in Fig. 2, for example, 16.1–j181.0Ω at 2.45 GHz. In our
application, the tag microchip has an input impedance of 80.0–j232.0Ω. In order to make the
dipole radiator to be conjugate-matched to the microchip, two inductively coupled spiral inductor
are designed to compose an impedance transformer to realize both resistance boosting and inductive
compensation. Both the line-width w and line-space s of the two spiral inductors are 0.25mm. The
single-arm length dl and width dw of the dipole radiator are 15.4mm and 0.75mm, respectively.
The side length sl of the outer inductor is 9.29mm, which is always 1.5mm bigger than its side
width sw. The input impedance ZT = RT + jXT of the tag antenna varies while sw and dl being
tuned, as is illustrated in Fig. 3. It can be observed that the resistance RT increases while dl
increases and the reactance XT decreases while sw decreases. Thus, we can make use of these two
dimension parameters to tune the input resistance and reactance of the tag antenna.

3. RESULTS

Based on the design analyses in Section 2, we used Finite Difference Time Domain (FDTD) 3D
electromagnetic simulation method to simulate and optimize the tag design. When dl is tuned
to 15.4 mm and sw to 7.79 mm, the tag antenna impedance takes on 80.3–j228.9Ω, which is ap-
proximately perfectly conjugate-matched to the tag microchip. The final tag design occupies a
rectangular area of 33.55 mm × 8.54 mm. The diagonal dimension of the rectangular is 34.62 mm,
which is far less than half-wavelength 61.22 mm at 2.45GHz in free space.

Figures 4(a), (b) and (c) show the simulated tag antenna radiation patterns in xy-plane, yz-
plane and xz-plane, respectively. As expected, its radiation patterns are similar to those of a classic
dipole antenna. In yz-plane, it demonstrates the omnidirectional properties. In both xy-plane and
xz-plane, the radiation nulls can be observed in the x-direction. The peak gain value of −0.2 dBi
and the radiation efficiency of 0.56 are achieved, which are good enough to be acceptable for a
miniaturized UHF RFID tag design. Particularly, since FR4 material has very high dielectric loss
at 2.45 GHz (tan δ = 0.02), it can be expected that the radiation efficiency and the gain would be
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improved much if other substrate of lower loss were used.

(a) (b)

Figure 3: Input impedance of the miniaturized 2.45GHz RFID tag antenna. (a) Real part, (b) Imaginary
part.

(a) (b) (c)

Figure 4: Radiation patterns of the miniaturized 2.45 GHz RFID tag antenna. (a) xy-plane, (b) yz-plane,
(c) xz-plane.

4. CONCLUSIONS

In this paper, we proposed a miniaturized 2.45 GHz RFID tag antenna that consists of a dipole ra-
diator and a planar impedance transformer formed on copper foil cladding FR4 substrate. We have
used Finite Difference Time Domain (FDTD) 3D electromagnetic simulation method to simulate
and optimize the tag design. The tag antenna was tuned to be approximately perfectly conjugate-
matched to the tag microchip to maximize power transfer and consequently the reading range. This
tag antenna achieves the omnidirectional radiation pattern, the peak gain value of −0.2 dBi and
the radiation efficiency of 0.56. The final design occupies a small area of 33.55 mm × 8.54mm. All
these properties make this tag design a good choice in compact UHF RFID applications.
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Abstract— In this paper, we present a simulation model for the decoding of the UHF (Ultra
High Frequency) RFID (Radio Frequency IDentification) signals utilizing MATLAB/Simulink.
A digital phase-locked loop (DPLL) was designed for recovering the external clock which is used
for the bit synchronization and sampling. The IDs are well recovered under the existence of an
additive signal noise ratio (SNR).

1. INTRODUCTION

Radio Frequency Identification (RFID) is a technology using radiated and reflected RF power to
identify a variety of objects. A typical RFID system consists of a transceiver, or RFID reader,
and a transponder, or tag. Generally, an RFID reader includes an RF transmitter, one or more
antennas and an RF receiver. A generic RFID tag consists of a microchip attached to an antenna.
In a UHF RFID system, communication between the reader and the transponder is via backscatter
reflection [1, 2].

According to the Class 1, Gen 2 UHF Air Interface Protocol Standard [3], the return link data
from the transponder to the reader is encoded by a scheme of Bi-phase space (FM0). Figure 1
illustrates the basic functions of the FM0 data coding. FM0 inverts the baseband phase at each
symbol boundary, and a bit 0 has an additional mid-symbol phase inversion.

Figure 1: Fm0 data coding.

In this paper, a decoding model of the UHF RFID signals is described by use of MATLAB/
Simulink [4]. In the simulation model, a DPLL is designed for recovering the external clock which
is used for bit synchronization and sampling. Sub-blocks of the decoding model are described in
detail, and the results of the simulation model are presented under the existence of an additive
signal noise ratio (SNR).

2. DECODING MODEL DESCRIPTION

Figure 2 is the simulation environment of the decoding model realized in Simulink. In the FM0
Code Generator block, the state machine produces a digital stream carrying a random noise based
on the communication protocol implementation. The stream enters into the FIR (Finite Impulse
Response) block to filter out the noise. The digital phase-locked loop (DPLL) was designed for
recovering an external clock from an input serial data stream directly. Then the signal is sampled
by the synchronization clock coming from the DPLL and is converted to a bit stream described by
binary digit ‘0’ or ‘1’. The Decoding block is used to finally recover the source IDs. The outputs
from the FM0 Code Generator block and the Decoding block are simultaneously sent to the Error
Rate Calculation block, to compute the Bit Error Rate (BER). The Scope and Display blocks are
used for demonstraing the results of the simulation.
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Figure 2: Top-level block diagram of the decoding model in this paper.

3. FM0 CODE GENERATOR MODULE

Figure 3 shows the basic blocks of the FM0 Code Generator Module in Simulink. The Bernoulli
Binary Generator block generates a 40 kbps random binary stream satisfying a Bernoulli distribu-
tion. The FM0 Encoding block is an S-functions (system-functions) block, providing a powerful
mechanism for extending the capabilities of Simulink. In this paper it was written in M-language of
MATLAB. The Band-Limited White Noise block produces normally distributed random numbers
that are suitable for the use in continuous or hybrid systems. Finally, the output of this module is
a sumation of the above two with a constant offset of −0.5. Figure 4 shows the waveform produced
by this module.

Figure 3: Implementation of the FM0 Code Generator Module.

4. DPLL MODULE

The block diagram of the digital phase-locked loop (DPLL) used to directly recover the external
clock from the input stream is shown in Figure 5. The Local Clock block produces two clocks with
a phase difference of π, and both with the frequency f0 equals mRb, where Rb is the data rate of
the input stream and m is the dividing factor of the divider. The input data stream passes through
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Figure 4: Waveform of the FM0.

the Edge Detector circuit and was converted to a narrow pulses sequence. The gate ‘AND1’ will
be a pulse output when the phase of the said narrow pulses sequence lags the divider’s clock pulse
output, then it will be added to the divider through the Controller circuit to add a clock pulse
which will be divided by the divider, in order to adjust the phase of the clock output. If the phase
of the said narrow pulses leads the said clock pulses, the gate ‘AND2’ will be a pulse output which
will employ the divider to minus a clock pulse to make the clock output a little delay. Until the
Phase Comparator has no pulse output, the loop is locked. Figure 6 is the simulation results of the
DPLL, in which the lower waveform is the clock recovered from the input steam.

Figure 5: Simulation blocks of the DPLL.

5. SIMULATION RESULTS

As shown in Figure 7, the IDs are well recovered from the noisy FM0 code stream. Comparing
with the source IDs, the recovered just have a time delay. In the simulation, we adjusted the noise
power in the model to obtain the Bit Error Rate (BER) by the Error Rate Calculation block. The
results (not shown in this paper) indicate that when the SNR > −1.0 dB, the BER is still zero,
which implies a good performance of the simulation proposed in this paper.

To verify the simulation aforementioned, we collected the baseband data from a real UHF RFID
reader, as shown in Figure 8, where Figure 8(a) is the waveform of the digital signal that was
sampled from the ADC, and 8(b) shows the waveform of the data that was filtered by the FIR
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filter. Then the data steam was imported into the simulation environment as a block instead of the
FM0 Code Generator module. It was finally decoded successfully with the simulation model.

Figure 6: The input stream and the recovered clock of the DPLL.

Figure 7: Waveforms of the simulation results.

(a) (b)

Figure 8: The baseband signal from the DSP, (a) Signal data form the ADC, (b) The filtered waveform.

6. CONCLUSION

A simulation environment for the decoding of the UHF RFID signals has been discussed in this
paper. A DPLL module was designed in the simulation model for recovering the synchronous
clock, and the results of the simulation show that the ID can be well decoded whether the FM0
code stream is provided by the Simulink module or it was sampled from an actual RFID reader.
Such simulation model has been realized in a TI C54X series DSP of a UHF RFID reader.
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Abstract— RFID (Radio Frequency Identification) is now attracting many interests for its
bright future in commercial and daily use. For the low-frequency (LF, typically 125 KHz) and
the high-frequency (HF, typically 13.6MHz) RFIDs, the Readers have already come into our
daily life out of their matured technologies, while the ultra-high frequency (UHF) RFID Readers
are still in the process for the reliability and functionality. This paper represents a systematic
design of a UHF RFID reader. Received backscatter modulation waves (carrier wave frequency
915MHz) are directly demodulated to baseband signals using the Zero IF technology. The reader
is designed as a quadrature (I/Q) one, which can avoid null points of the received signals [4] and
enhance the demodulation sensitivity.

1. INTRODUCTION

RFID is the short for “Radio Frequency Identification”, which is a generic term for non-contact
technologies that supply means to automatically identify people and objects on the basis of radio
waves. RFID is, to a certain extent, similar to the bar coding, however, it greatly enhances the data
process and acts as a complement to the present existing technologies. RFID covers a wide variety
of applications such as the building access control, toll collection, vehicle parking access control,
anti-theft system, animal tracking, inventory management and so on [3]. It is widely believed that
RFID will supersede bar coding in the following few years.

An operational RFID system typically falls into three parts: an RFID tag (a combination of a
microchip and an antenna), an RFID reader, and a host computational system that communicates
with the reader [2, 3]. According to the frequency used in an RFID system, there are usually four
broad RFID categories: low frequency (LF, usually around 125 and 134.2KHz), high frequency
(HF, usually around 13.56MHz), ultra-high frequency (UHF, usually around 868 and 928 MHz)
and microwave (usually around 2.45 and 5.8 GHz). For tags, there are two major types: the passive
tags, which draw their power from the transmission of readers through electromagnetic coupling;
and the active tags, which have their own power supplies. This paper introduces an RFID reader
that communicates with the passive tags which are much more widespread used. The reader
transmits a carrier (unmodulated wave) to the tag and powers up the microchip inside the tag, and
then the tag reacts to the reader by transmitting a series of data, the ID. Backscatter modulation
is applied in this process, which can be described as follows: the reader transmits an unmodulated
carrier and receives a modulated backscattering from the tag [1].

2. RECEIVER DESIGN

The reader is constructed as a quadrature structure whose receiver chain includes I (in-phase) and
Q (quadrature) subchains. The block diagram of the reader’s architecture is shown in Figure 1.

The design is based on a direct conversion topology, which is known as “homodyne”, in which
received signals are down converted (demodulated) directly from RF to baseband. This requires that
the Local Oscillator (LO) must be tuned to and synchronized in-phase with the carrier frequency
[2], which is 915 MHz in this paper. Input signals, which has been backscatter modulated by the
tag, are usually very weak signals with a power level only measured several decades mV. Thus it is
probable that the incoming signals are fully submerged in the relatively more powered carrier. I/Q
demodulator is employed in the receiver chain to act as an advantageous component to help improve
overall signal to noise ratio (SNR) as well as the LO carrier leakage suppression [2]. The carrier
is generated by an ADI’s ADF4360-7, which integrates an integer-N synthesizer and a VCO. By
choosing appropriate external inductors, we get our required RF carrier. LO carrier for the receiver
chain goes through a 2-way power splitter that outputs two quadrature carriers — the in-phase
(I) channel and the (Q) quadrature channel. Dual matched MMIC amplifier MERA-556 amplifies
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Figure 1: Block diagram of UHF RFID reader system.

the two quadrature carriers to a proper power level to meet the requirements for the inputs of the
mixers. Consequently, quadrature carrier signals used for I/Q demodulation are acquired.

Consider an RF carrier from VCO

X(t) = A cos(w0t + θ0). (1)

Passing through the splitter leads to a −90◦ phase shift in one output channel,

X1(t) = A cos (w0t + θ0 − π/2) = A sin(w0t + θ0), (2)

while other channel is in-phase with the initial RF carrier, i.e.,

X2(t) = X(t) = A cos (w0t + θ0) , (3)

where X1(t) and X2(t) are the two quadrature carriers waves.
Coupling through the circulator, incoming signals are filtered via a SAW filter whose centre

frequency is 915 MHz. Another 2-way power splitter is employed to divide the incoming signals
into two identical and equal parts without any phase shift. Two mixers with differential inputs
demodulate the above signals directly to baseband, as shown in Figure 2. It is seen from the upper
waveform that the VP−P of the baseband signals is only 32.5 mV, which does not satisfy the ADC’s
input requirement. Therefore, additional low-noise amplifiers (LNA) are used and the amplified
waveform is shown in the lower part of Figure 2.

 

Figure 2: Waveforms of the demodulation output (Channel 1, VP−P = 32.5mV) and the LNA output
(Channel 2, VP−P = 812.5mV).

3. TRANSMITTER DESIGN

Most of the passive tags can be read by a reader directly, but some tags must be read according
to specific communication protocol. When a reader is reading a tag, it is also providing tags with
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power, which enables the chips on the tags to work normally. The reader sends out ASK modulated
signals, then the chip on the tag derives its operating power from the RF beam transmitted by
the reader. The RF beam is received and rectified by the chip. When the tag gets enough energy
and the correct commands, it will return its own unique User ID. The reader must send out a
continuous carrier wave to provide energy to the circuit on the tag, and the tag transmits its
factory-programmed code back to the reader by varying the amount of energy that is reflected from
the chip antenna circuit.

The commands signal produced by DSP is modulated in OOK (On-Of-Keying) method, then
magnified by power amplifier, and finally emitted by an antenna. All commands are transmitted
from the reader to the tags by means of pulse interval encoding, and the average bit rate is 33 kbps.

The output power of Power Amplifier is limited, and generally no more than 1 Watt in USA.
A Power Amplifier with a typical output power of 1.2 Watts is used in the system, and a tag in a
distance of about 4 meters away from the antenna can access enough energy. A circulator, whose
typical isolation is 22 dB and typical insertion loss is 0.25 dB, is used to insulate the transmitter
signal and the receiver signal.

4. BASEBAND DESIGN

Baseband chain is composed of ADC, DSP, EEPROM and SRAM. An ADC with two 12 bits channel
is used to sample and hold differential input analog signal. Maximum SNR performance will be
achieved with the ADC set to the largest input span of 2V p-p, and common-mode voltage of the
input signal is easily set to the half of power voltage. The lowest typical conversion rate of the
ADC is 1 MSPS. The separate clock inputs for each channel should have a nominal 50% duty cycle
and commonly a 5% tolerance.

A DSP is a system controller and baseband processor used for configuring PLL, controlling ADC,
encoding, decoding and communicating with PC. The TMS320VC5402 fixed-point, digital signal
processor (DSP) is based on an advanced modified Harvard architecture that has one program
memory bus and three data memory buses, with 10-ns execution time for a single-cycle, fixed-point
Instruction (100 MIPS). It has 4K × 16-Bit On-Chip ROM and 16K × 16-Bit Dual-Access On-Chip
RAM, and we use a 64K × 16-Bit SRAM to extend data and program space.

An EEPROM is included for storing system programs, and communicating with the DSP
through Serial Peripheral Interface (SPI). The DSP bootloader is used to transfer codes from the
external source EEPROM into internal program memory following power-up. This allows codes
to reside in slow, non-volatile memory externally, and be transferred to high-speed memory to be
executed. The EEPROM clock rate is set to 400 kHz for a 100 MHz device.

Figure 3: Figure for ADC sampling data.

5. CONCLUSION

We have introduced the detailed structure of a UHF RFID reader that functions well experimentally.
For the receiver chain, Zero-IF demodulation is incorporated, as well as quadrature I/Q channels.
The designed system proves a good operational structure as data signals have been received and
exposed as the above schematics.
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Abstract— Investigation of optical anisotropy spectra in the R-plane (i. e., the [101̄2]-oriented
layer plane) of GaN/Al0.2Ga0.8N quantum wells with different widths is studied. The optical
matrix elements in the wurtzite quantum wells are calculated using the k·p finite difference
scheme. The calculations show that the valence band mixing effect produces giant in-plane
optical anisotropy in [101̄2]-oriented GaN/Al0.2Ga0.8N quantum wells with a narrow width. The
nature of the in-plane optical anisotropy is found to be dependent on the well width. Specifically,
it is found that the anisotropy changes from x′-polarization to y′-polarization as the well width
increases.

1. INTRODUCTION

GaN-based semiconductors have received increasing attention in the past decade as a result of their
unique properties and potential applications in the electronics and optoelectronics fields. [1–5]
Recent advances in crystal growth techniques now enable the fabrication of high-quality |||-nitride
based semiconductor heterostructures on substrates with orientations other than the conventional
[0001] direction. [6, 7] The optical and electronic properties of such semiconductor heterostructures
are quite different from those of semiconductor crystals grown on conventionally orientated sub-
strates. For example, Rau, et al. [8] and Sun, et al. [9] identified the existence of giant in-plane opti-
cal anisotropy (over 90%) in non-polar |||-nitride based wurtzite quantum wells, while Sharma, et al.
[10] observed weaker optical anisotropy (∼32%) in semi-polar |||-nitride based wurtzite quantum
wells. This study employs an arbitrarily-oriented [hkil] Hamiltonian potential matrix to conduct a
comprehensive investigation into in-plane optical anisotropy in semi-polar wurtzite quantum wells.
The optical anisotropy spectrum is calculated for semi-polar [101̄2]-oriented GaN/Al0.2Ga0.8N quan-
tum wells of different widths. It is shown that the valence band mixing (VBM) effect results in giant
optical anisotropy in thin [101̄2]-oriented GaN/Al0.2Ga0.8N quantum wells. The physical origin of
the giant in-plane optical anisotropy (over 90%) observed in non-polar quantum wells is discussed
elsewhere, and is therefore not considered here. The current optical transition calculations are
based on the formalism introduced by Lew Yan Voon and Ram-Mohan [11] and are solved using
the k·p finite difference scheme. [12, 13] In the calculations, the directions of the x-, y- and z-axes
are assumed to lie along the [101̄0], [121̄0] and [0001] directions, respectively. Furthermore, the
three unit vectors in the prime coordinates (x′, y′, z′) are given by ŷ′ = ŷ, ẑ′ = ẑ cos θ + x̂ sin θ and
x̂′ = x̂ cos θ − ẑ sin θ, respectively, where θ is the polar angle and ẑ′ is the growth direction. Note
that the polar angles θ = 0◦, 43.2◦ and 90◦ correspond to the z′ = [0001], [101̄2] and [101̄0] growth
directions, respectively.
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2. RESULTS AND DISCUSSION

Figure 1(a) shows the GaN valence band structures along the [101̄0]- and [101̄2]-directions without
taking the spin-orbit interaction into consideration (i. e., ∆2 = ∆3 = 0). In this figure, the growth
direction is chosen to be [101̄2], and hence in the prime coordinate system (x′, y′, z′), z′ = [101̄2]
and kz′//[101̄2]. It is observed that the valence bands along the [101̄0] direction are pure |Y 〉-
(labeled Y ), pure |Z〉- (labeled Z) and pure |X〉- (labeled X) states, respectively. These pure
states arises because the off-diagonal terms (i. e., N1kxky, N2kxkz and N2kykz) in the 3× 3 valence
band Hamiltonian given in Eq. (26) of Ref. [14] are all equal to zero in the [101̄0] direction. [14]
However, in the [101̄2] direction, the off-diagonal term, i. e., N2kxkz, is not equal to zero, and hence
mixing occurs between the |X〉- and |Z〉-bands. Prior to mixing, as shown by the dashed lines with
open squared symbol, the |X〉-band (labeled X) and the |Z〉-band (labeled Z) have a lower energy
than the |Y 〉-band (labeled Y ). However, after mixing (please refer to the solid lines), the upper X-
Z mixing band (labeled X ′

X′Z′) has a higher energy than the |Y 〉-band (labeled Y ′) when the wave
vector kz′ is greater than ∼ 0.07(1/Å), because the coupling term, i. e., N2kxkz, increases rapidly
with increasing kz′ . In this figure, the upper (lower) X-Z mixing band is labeled as X ′

X′Z′(Z ′X′Z′)
because it is not only an |X〉-like (|Z〉-like) X-Z mixing band, but also an |X ′〉-like (|Z ′〉-like)
X ′-′mixing band. Additionally, the |Y 〉-band is labeled as Y ′ because the |Y 〉- and |Y ′〉-bands are
identical. Clearly, the X-Z valence band mixing leads to a crossover of the Y ′ and X ′

XZ bands
in the [101̄2] direction. The dashed lines in Fig. 1(b) show the GaN valence band structures along
the [101̄0]- and [101̄2]-directions when the spin-orbital interaction is taken into consideration (i. e.,
∆2 = ∆3 6= 0). Here for convenience, the valence bands are labeled (from top to bottom) as the
heavy-hole (HH) band, the light-hole (LH) band, and the crystal-field (CH) band, respectively. It
is seen that strong mixing between the Y ′ and X ′

X′Z′ bands near their crossing point causes the
HH (LH) band along the [101̄2]-direction to change from a |Y ′〉-like (|X ′〉-like) state to an |X ′〉-like
(|Y ′〉-like) state as the wave vector k increases. Additionally, it is also seen that the X ′〉-like HH
and |Y ′〉-like LH bands are widely separated when kz′ is larger than ∼0.1(1/Å). In this study, these
phenomena are referred to as the valence band mixing (VBM) effect. As discussed later, the VBM
effect implies that strong in-plane x′-polarization anisotropy exists in a [101̄2]-oriented unstrained
quantum well with a narrow well width (L) (e. g., L < 30Å).
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Figure 1: (a) Valence band structures of [101̄2]-oriented GaN crystal for ∆2 = ∆3 = 0 (solid lines). In
comparison with the solid lines, the dashed lines with open squared symbols show the valance band structures
when the coupling between the |X ′〉- and |Z ′〉-states is not included (i. e., assuming N2kXkZ = 0), (b) Valence
band structures of [101̄2]-oriented GaN crystal for ∆2 = ∆3 6= 0 (dashed lines) and ∆2 = ∆3 = 0 (solid
lines).

Figure 2 shows the in-plane (i. e., x′ − y′ plane) valence subband structures of a [101̄2]-oriented
GaN/Al0.2Ga0.8N quantum well with a well width of L = 15Å. Reading from top to bottom,
the valence subbands correspond to the first heavy-hole (HH1) band, the first light-hole (LH1)
band, the second heavy-hole (HH2) band, and the first crystal-field (CH1) band, respectively. It is
observed that near the Γ-point, the HH1 band is a strongly |X ′〉-like symmetric |X ′S〉-like) state,
the LH1 band is a strongly |Y ′〉-like symmetric (|Y ′S-like) state, the HH2 band is a strongly |X ′〉-
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like asymmetric (|X ′A〉-like) state, and the CH1 band is a strongly |Z ′〉-like symmetric (|Z ′S〉-like)
state. Meanwhile, in the kx′ direction, the Γ-point effective mass of the HH2 band is negative and
the Γ-point effective mass of the HH1 band is lighter than that of the LH1 band. As a result,
strong 2-band mixings of (X ′S-Y ′S) and (X ′S-X ′A) occur near kx = 0.03(1/Å) and 0.07(1/Å),
respectively. Consequently, as kx′ increases, the HH1 band changes from an |X ′s〉-like state to a
|Z ′S〉-like state, while the LH1 band transits from a |Z ′S〉-like state, through an X ′s-state, to an
|X ′A〉-like state. In the present study, this phenomenon is referred to as the quantum-well valence-
band mixing (QWVBM) effect. Similarly, the QWVBM effect leads to 2-band mixing of X ′A-Y ′S

near ky′ = 0.07(1/Å). As ky′ increases, the LH1 band therefore changes from a |Y ′s〉-like state to
an |X ′A〉-like state. However, it is observed that the HH1 band remains in an |X ′s〉-like state.
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Figure 2: In-plane (i. e., x′-y′ plane valence subband structure
of [101̄2]-oriented GaN/Al0.2Ga0.8N quantum well with 15Å
well width.
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optical transitions for [101̄2]-oriented
GaN/Al0.2Ga0.8N quantum well with
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Figure 3 shows |Mα|2c1−v1 as a function of the in-plane (i. e., the x′-y′ plane) wave vector for
a [101̄2]-oriented GaN/Al0.2Ga0.8N quantum well with a well width of L = 15Å, where |Mα|2c1−v1

denotes the squared optical matrix elements for an α-polarization (α = x′ and y′)transition from
the first conduction subband (C1) to v1 valence subbands (where v1 =HH1, LH1 and CH1, re-
spectively). Note that |Mα|2C1−CH1 (α = x′, y′) is not shown in Fig. 3, mainly because the energy
of the CH1 band is far less than that of either the HH1 band or the LH1 band and therefore it
does not contribute to the optical properties of the GaN/Al0.2Ga0.8N quantum well near the zone
center, the strongly |X ′s〉-like HH1 (|Y ′s〉-like LH1) subband is a weak X ′S-Y ′S mixing band, and
hence |Mx′ |2C1−HH1 (|My′ |2C1−LH1)is much larger than |My′ |2C1−HH1 (|Mx′ |2C1−LH1). This indicates
that the weak X ′S-Y ′S mixing causes the photoluminescence generated by the C1-HH1 (C1-LH1)
transition to be strongly polarized along the x′-axis (y′-axis). Certainly, the X ′S-Y ′S mixing be-
comes weaker as the energy separation between the HH1 and LH1 bands increases. In a thin
[101̄2]-oriented wurtzite GaN unstrained quantum well (L < 30Å), the VBMXS effect results in a
large energy difference between the |X ′s〉-like HH1 band and the |Y ′s〉-like LH1 band near the zone
center, and this implies the presence of strong in-plane x′-polarization anisotropy. In Fig. 3, as kx′

increases toward the 2-band (X ′s
2 -Y ′s) mixing region (kx′ ≈ 0.03(1/Å)2), the QWVBM (X ′S-Y ′S

mixing) effect causes |Mx′ |2C1−HH1 and |My′ |2C1−LH1 to fall rapidly to zero and |My′ |2C1−LH1 to
increase to its maximum value. Similarly, the QWVBM effect causes |My′ |2C1−LH1 to vanish for
k > 0.07(1/Å) and to assume a single-peak structure with a peak near kx′ = 0.03(1/Å).
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Figure 4 shows the in-plane optical anisotropies at the zone center (i. e., ρ(kx′ = ky′ = 0)) of
the z′-oriented GaN/ Al0.2Ga0.8N quantum wells. Note that the in-plane optical anisotropy, ρ, is
defined as

ρ =
|Mx′ |2C1−HH1 − |My′ |2C1−HH1

|Mx′ |2C1−HH1 + |My′ |2C1−HH1

It can be seen that the largest optical anisotropy (y′-polarization) occurs in the [101̄0]-oriented
quantum wells, while subsidiary anisotropy (x′-polarization) appears in the thin [101̄2]-oriented
quantum wells (L < 30Å). The strong anisotropy in the thin [101̄2]-oriented quantum wells is
x′-polarized and is the result of the VBM effect. However, the strong anisotropy in the [101̄0]-
quantum wells is y′-polarized and is caused by the crystal field effect (which will be discussed
elsewhere). Most interestingly, in the [101̄2]-oriented quantum wells, it is observed that as the well
width increases and reaches a critical value of LC (LC ≈ 30Å), the in-plane anisotropy changes
from x′-polarization to y′-polarization. Again, this phenomenon is caused by the VBM effect (i. e.,
the HH band shown in Fig. 1 changes from an |X ′〉-like state to a |Y ′〉-like state as the wave vector
kz′ decreases). The critical value, LC , decreases (increases) with increasing compressive (tensile)
strain since compressive (tensile) strain enlarges (reduces) the crystal field split energy and therefore
weakens (enhances) the coupling between the |X〉-and |Z〉-bands (refer to Fig. 1). Clearly, when
the compressive (tensile) strain is sufficiently high, only y′-polarization (x′-polarization) anisotropy
exists. Finally, in-plane optical anisotropy is not found in the [0001]-oriented quantum wells because
this particular quantum well belongs to the D6h high-symmetry point group. The results presented
in this study are in good agreement with the experimental findings reported in the literature. For
example, Rau, et al. [8] and Sun, et al. [9] identified the presence of giant in-plane optical anisotropy
(over 90%) in non-polar |||-nitride based wurtzite quantum wells, while Sharma et al. [10] observed
weaker optical anisotropy (∼32%) in semi-polar |||-nitride based wurtzite quantum wells.
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Figure 4: Well-width dependence of optical anisotropy for C1-HH1 transition in GaN/Al0.2Ga0.8N quantum
wells as function of substrate orientation (1011)with 1 = 0 ∼ ∞ (polar angle θ = 90◦ ∼ 0◦ and azimuthal
angle ϕ = 0◦).

3. CONCLUSION

In conclusion, this study has calculated the optical transition of GaN/Al0.2Ga0.8N wurtzite quan-
tum wells of different well widths using the k·p finite difference scheme. The results have shown
that giant in-plane optical anisotropy exists in the R-plane (i. e., [101̄2]-oriented layer plane) of
GaN/Al0.2Ga0.8N quantum wells with a narrow width as a result of the valence band mixing effect.
The anisotropy in [101̄2]-oriented quantum wells is width dependent, i. e., the in-plane anisotropy
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changes from x′-polarization to y′-polarization as the well width increases. The results presented
in this study are in good agreement with the experimental findings reported in the literature and
provide valuable guidelines for the design of polarization stabilization devices based on polarization
control or selectivity.

REFERENCES
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Abstract— The success of the NAST-I program enables us to understand the great benefits
achieved with current and future hyperspectral remote sensors. Validated retrieval algorithms and
results demonstrate the advancement of hyperspectral remote sensing capabilities in monitoring
the Earth, ocean, and atmosphere.

1. INTRODUCTION

The NPOESS (National Polar-orbiting Operational Environmental Satellite System) Airborne
Sounder Testbed-Interferometer (NAST-I) is designed to support the development of future satellite
temperature and moisture sounders. The NAST was developed in 1998 and it has been collect-
ing data through out numerous field campaigns. The methodology for thermodynamic parameters
retrieved under cloud-free conditions was developed and validated; the algorithm was used to
demonstrate that an improved moisture profile is retrieved from hyperspectral radiances [4]. Accu-
rate retrieval of the surface properties (i.e., surface emissivity and temperature) is simultaneously
achieved in order to obtained accurate terrestrial boundary layer (TBL) moisture. In addition to
thermodynamics parameters retrieved, atmospheric trace gas (e.g., CO) retrieval is critical in air
quality observation, modeling, and forecasting. NAST-I CO retrieval algorithm was developed to
demonstrate the retrieval sensitivity and accuracy of this type of hyperspectral sounders under
cloud-free conditions [5–7]. The globe hosts many vast cloudy regions and a great deal of effort
has gone into cloud detection and cloud-clearing processes [2]. Nevertheless, the schemes dealing
with cloud detection and cloud-clearing [1] remain a major source of error in the final retrieval
products. Recently, fast molecular and cloud transmittance models [3] have been used to enable
the infrared radiances to be used under cloudy conditions with the accuracy required for sounding
retrieval processing [5, 6, 8]. With this recently developed algorithm, cloud parameters as well as
atmospheric profiles are retrieved simultaneously from infrared spectral radiance observations. A
large amount of samples, retrieved and validated, are used to demonstrate a state-of-art retrieval
algorithm based on the NAST-I hyperspectral data and how well this algorithm applies to the
AIRS data. Experiences with the NAST-I and AIRS retrieval put us in a position of confidence
that accurate retrievals will be obtained from future satellite hyperspectral instruments such as the
IASI, the CrIS, the GIFTS, and the HES.

2. RETRIEVAL DEMONSTRATION

High-resolution infrared radiance spectra obtained from near nadir observations provide atmo-
spheric, surface, and cloud property information. A fast radiative transfer model, including cloud
effects, is used for atmospheric profile and cloud parameter retrieval. The retrieval algorithm is
presented along with its application to field experiment data from the NPOESS Airborne Sounder
Testbed-Interferometer (NAST-I). The retrieval accuracy dependence on cloud properties is dis-
cussed. The initial EOF regression has laid a first step in dealing with infrared sounding data
under cloudy conditions which is now significantly improved by the physical iteration inversion
described in this study. Results achieved with airborne NAST-I observations show that accuracies
close to those achieved in totally cloud-free conditions can be achieved down to cloud top levels.
The accuracy of the profile retrieved below cloud top level is dependent upon the optical thickness
and fractional coverage of the clouds. Retrieval accuracy of temperature and moisture profiles is
greatly improved by the physical inversion. Details can be found elsewhere [5, 6, 8]. The physical
retrieval results of cloud and thermodynamic parameters are shown in Figure 1 (after [8]). Results
achieved with airborne NAST-I observations show that accuracies close to those achieved in totally
cloud-free conditions can be achieved down to cloud top levels. The accuracy of the profile retrieved
below cloud top level is dependent upon the optical thickness and fractional coverage of the clouds.
Retrieval accuracy of temperature and moisture profiles is greatly improved by the physical inver-
sion as shown by dropsonde validation. Therefore, the radiances can be accurately simulated by
using physically inverted results which is important for direct assimilation into a forecast model.
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Figure 1: Panel (a) plots NAST-I physically retrieved cloud top height compared with the CPL measured
cloud top heights of the top 2 layers (L1 and L2). Panel (b) plots NAST-I retrieved visible cloud optical
thickness (COT) compared with the CPL measurement. Panel (c) plots NAST-I retrieved cloud particle
size. Panels (d) and (e) plot NAST-I physically retrieved temperature and relative humidity vertical cross
sections, respectively. The areas wiped off are under the top layer of clouds where the cloud visible optical
thickness is larger than one and under the lower “opaque” cloud. The black vertical bars in panel (d) indicate
dropsonde locations.

The Atmospheric InfraRed Sounder (AIRS) on the Earth Observing System (EOS) Aqua satel-
lite was launched on 4 May 2002. Experience with NAST-I greatly helps the development of AIRS
satellite data retrieval. The NAST retrieval algorithm has been used for the AIRS team algorithm
validation [9]. As the satellite data covers a large variety of surface and atmospheric conditions,
the retrieval scheme is tested with a large variety of conditions. Initial study with AIRS data has
been performed and more detailed validation over the land will be conducted. One granule of AIRS
data (10 September 2004; ∼01:00 UTC; local nighttime), shown in Figure 2, covers water and land
including the vicinity of the Sahara Desert. The AIRS single field of view (∼13.5 km at nadir) data
are used; few cloudy spots were seen as the effective skin temperature contains cloud features (i.e.,
cooler “skin temperature”). However, this granule, for the most part, was collected under cloud-
free conditions. The distribution of the surface emissivity images near 11µm and 8.15µm are
plotted, capturing the feature of the surface emissivity variation. The spectacular features over the
land, especially in the vicinity of the Sahara Desert, are clearly evident. Typical emissivity spectra
retrieved from water, land, and desert are plotted in comparison with laboratory measurements.
These reasonable retrieved surface properties greatly support the accurate atmospheric retrievals
which are found elsewhere [9].

The NAST-I field campaign data are also used to provide radiometric measurements including
tropospheric trace species such as carbon monoxide (CO). The NAST-I CO inversion scheme is
combined with a three-step procedure: (1) EOF (i.e., empirical orthogonal function) regression
retrieval, (2) simultaneous matrix inversion, and (3) CO profile enhancement inversion. The NAST-
I tropospheric CO retrieval algorithm has been developed to retrieve CO from NAST-I radiances
and to investigate tropospheric CO vertical profile retrieval accuracy from a satellite ultraspectral
sounder. The CO evaluation study having co-incident radiance and in-situ measurement data sets
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enables an understanding of the accuracy of our current CO retrieval algorithm and validates the
results based on theoretical simulations [5, 6]. Examples of CO retrievals from the EAQUATE [7]
indicate that the CO first guess profile plays a major role in the CO profile accuracy. The TBL CO
accuracy, mainly determined by the first guess, affects the free tropospheric CO retrieval. However,
CO variations in the free troposphere can still be captured while CO amount variations in the TBL
are not retrieved very well. Thus, it is a challenge to obtain accurate CO profiles (especially in the
TBL) from remote sounders such as NAST-I.

Surf Skin Temp (K) Surf Emis at 11 µm Surf Emis at 8.15 µm

Figure 2: Surface skin temperature and emissivity retrieved from the AIRS data, indicating a large variety
of surface types is captured by the hyperspectral data and this inversion scheme.

3. CONCLUSION

The advantage of using NAST-I is that continuous spectrum of atmospheric radiation is obtained
with a high spatial resolution as needed to develop retrieval algorithms. Lessons learned from the
NAST program are beneficial to current and future satellite hyperspectral instruments such as
AIRS, IASI, CrIS, GIFTS, and HES.
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Abstract— Traditional two dimensional (2D) left-handed metamaterials were composed of
honeycomb structures. In this paper, we experimentally realized a 2D S-shaped metamaterial
structure with cross embedded form. We show that metamaterials with cross embedded arrange-
ments exhibit wider left-handed band and lower loss than honeycomb structures.

1. INTRODUCTION

In 2001, left-handed metamaterial was experimentally realized [1] by using metamaterial fabricated
with periodical patterns composed of a unit split-ring resonator (SRR) and conducting wire. Since
then, a variety of designs have been proposed and studied, such as the Ω-like structure, S-shaped
resonators, while transmission line structures and photonic crystals have also been shown to exhibit
left-handed properties. The general problem with the one-dimensional (1D) LHM (left handed
metamaterials) is the inherent asymmetry of the resulting lattice of structures. R. A. Shelby has
achieved 2D isotropy by placing the SRRs along two orthogonal axes in a lattice [2]. And so far
the two dimensional LHM are usually realized by arranging the rings into a honeycomb structure
as R. A. Shelby did. For this kind of arrangement, the loss is very high and the bandwidth is
very small, because the interaction between the rings in two directions is very large. Some authors
proposed some embedded SRR to achieve 2D or 3D isotropic resonators. Because the sizes of the
rings in the two dimensions are different, it leads to different macroscopic properties of the material.
Besides, the arrangements of the rods haven’t been considered, these structures only show negative
permeability behavior.

In this paper, we proposed a new type of two dimensional left-handed metamaterial with a cross
embedded form of the S-ring resonators. The rings in the two dimensions have the same size, shows
more isotropic properties in the two dimensions. The transmission experiment are carried out, and
the results are compared with the one realized with honeycomb form. We show a wider bandwidth
and a lower loss is achieved, showing the superiority of this arrangement. The reason is that there
is less coupling effect between the units in the two dimensions.

2. 2D S-RING STRUCTURES

The elementary cell of the metamaterial is based on an extended S-ring resonator, which is composed
of a substrate of height L = 49.7mm in the y direction and of thickness d = 2mm, as shown in
Fig. 1. The relative permittivity of the substrate is 4.0. The extended S-shaped metallic strips
are printed on both sides of the substrate, and are a mirror image of each other. The geometry is
formed by linking two S-shaped structures of the same size, and the other dimensions of the sample
are: c = 2.1mm, w1 = 6.3mm, w2 = 13.5mm, h = 14.7mm, H = 17.5mm.

Firstly, we arrange the one dimensional S-shaped unit cell in a traditional honeycomb structure
by placing the S-shaped resonator along two orthogonal axis in a lattice, which forms a two di-
mensional metamaterial, as shown in Fig. 2(a). The period of each cell is 5mm. The commercial
software CST Microwave Studio has been used for the simulation of the structure, which repeats
periodically in x and z directions. The electromagnetic wave is incident in z direction with an
electric field polarized in y direction. The S-parameters have been extracted for the 0–10 GHz
frequency range. From the results obtained using CST and shown in Fig. 3, it can be noted that
there is a narrow passband around 2.34 GHz, with a loss of about 10.1 dBm. Using the retrieval
method [4], we find the frequency range of 2.325–2.365 GHz is a left-handed passband, in which
the effective permittivity and permeability are both negative. The result is shown in Fig. 4, from
which a relative bandwidth of 1.7% could be identified.
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Figure 1: Dimensions characterizing the one dimensional unit cell of the metamaterial (c is constant for all
metallization).

Figure 2: (a) The two dimensional metamaterial arranged as a square lattice, (b) Picture of the metamaterial
used in the experimental measurements which is arranged in a honeycomb structure.

Figure 3: Simulated S-parameters of the two dimensional metamaterial arranged in the honeycomb structure.
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Figure 4: Effective permittivity and permeability of the 2D LHM of honeycomb structure by retrieval method
using the simulated s parameters.

In comparison, we next arrange the extended one dimensional S-shaped ring in a cross embedded
structure to form a two dimensional metamaterial, as shown in Fig. 5(a). The structure is repeated
periodically along x and z direction with a period of 5 mm. The electromagnetic wave is incident
in z direction with an electric field polarized in the y direction.

Figure 5: (a) The two dimensional metamaterial arranged in a cross embedded structure, (b) Picture of the
metamaterial used in the experimental measurements which is arranged in a cross embedded structure.

The simulated S-parameters are shown in Fig. 6. Also the effective permittivity and permeability
could be obtained using the retrieval method, and are shown in Fig. 7. Compared with the simulated
results of the honeycomb structure, we find that the loss at the peak frequency of the passband
is about 1.5 dBm, which is much lower, and the passband is much wider as well, with a relative
bandwidth of 11%. The better performance of the cross embedded structure is due to the smaller
interaction between the rings.

3. EXPERIMENT REALIZATION

In order to measure the transmission properties of the two dimensional metamaterials, we use a
rectangular waveguide with a working frequency band from 1.7–2.5 GHz. Fig. 2(b) and Fig. 5(b) are
the pictures of the samples used in the experiment. The two samples are loaded into the waveguide
independently. The S parameters are recorded by an Agilent 8722ES network analyzer.

Using the s parameters measured in the experiment, the effective permittivity and permeability
are retrieved, shown in Fig. 8 and Fig. 9. The relative bandwidth of honeycomb structure and
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Figure 6: Simulated S-parameters of the two dimensional metamaterial arranged in a cross embedded
structure.
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Figure 7: Effective permittivity and permeability of the 2D LHM of cross embedded structure by retrieval
method using the simulated s parameters.

cross-embedded structure are 1.3% and 13% relatively. The measured bandwidth changes a little
compared with the simulated result due to the gaps between the samples and the boundary of the
waveguide, and a slight systematic misalignment leads to the shift in the peak frequency of the
transmission band because the resonant frequency of the structure is very sensitive to small changes
in parameters.
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Figure 8: Effective permittivity and permeability of
the 2D LHM of honeycomb structure by retrieval
method using the measured s parameters.
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Figure 9: Effective permittivity and permeability
of the 2D LHM of cross-embedded structure by re-
trieval method using the measured s parameters.

4. CONCLUSION

A new type of two dimensional metamaterial is presented in this paper, of which the rings are cross
embedded arranged. This structure leads to a much better performance, which could be seen in
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the simulation and experiment result.
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Abstract— Electrically tunable negative permeability metamaterial consisting of periodic array
of split ring resonators (SRRs) infiltrated with nematic liquid crystals is demonstrated. Transmis-
sion measurement shows that the transmitted resonance dip of the metamaterial shifts towards
low frequency as the applied electric field increases. The maximum shift is about 210 MHz and
the shift can be continuously and reversible adjusted. Numerical simulation shows that the per-
meability of the metamaterial is negative near the resonance frequency and the frequency range
with negative permeability can be dynamically adjusted and widen about 200MHz by the applied
electric field. An applied electric field changes the alignment of the liquid crystal directors and
hence the dielectric constant of the structure, which permits dynamically tuning the negative
permeability and provides a convenient means to add adaptive features to the metamaterials.

Recently the left-handed metamaterials (LHMs) with periodically arrayed split ring resonators
(SRRs) creating negative permeability and wires creating negative permittivity have attracted
much attention for the peculiar electromagnetic properties, such as negative refraction [1, 2], re-
versed Doppler shift [3], and perfect lens [4], etc. An array of SRRs can exhibit a strong resonant
response to the magnetic component of an electromagnetic field, and may have a negative perme-
ability near the resonance frequency [5]. Usually, the frequency region with negative permeability
is very narrow and the frequency region with negative permittivity is relatively wider, thus the key
issue of fabricating LHMs is the realization of the negative permeability. The resonant frequency
of the SRRs is determined by the capacitivity and inductivity of the structure. Therefore, one can
design the physical dimensions of the SRRs or the permittivity of the constituent materials to get
some capacitivity and inductivity, and thus implement the magnetic resonance at such frequency.
However, the above methods are static and passive, which limits the application of the metama-
terials. It is desirable to realize the dynamically tunable negative permeability metamaterials by
controlling the permittivity of the constituent materials.

Fortunately, the tunable electromagnetic behaviors in metamaterials have also been studied.
Hou [6] et al. studied the tuning of photonic bandgaps by a field-induced structural change of fractal
metamaterials. Padilla [7] et al. demonstrated the dynamical electric and magnetic metamaterial
response by controlling the photo-excitation of free carriers in the substrate. Zhao [8] et al. used
defect to tune the resonance of the SRRs and thus the left-handed properties. Chen [9] et al.
realized a controllable left-handed metamaterial based on a varactor-loaded S-shaped resonator
structure. Moreover, the tunable optics devices, such as photonic crystals have been realized by
varying several external parameters, including electric field [10–12] and temperature [13], etc.

Liquid crystal has a large optical anisotropy due to its anisotropic molecular shape and align-
ment that is extremely sensitive to external parameters, and has been widely used to tuning the
bandgaps of photonic crystal at optical frequency [14–17] and phase shifter at millimeter wave
frequency [18, 19]. Therefore, liquid crystals can be used to dynamically control the dielectric prop-
erties of the metamaterials, and thus reversed electromagnetic behaviors in metamaterials such
as negative permeability and negative refraction, etc. can be modulated by external field. Very
recently, Khoo et al. [18] reported a theoretical analysis on the nanosphere dispersed LC to realize
tunable metamaterial. In this letter, we demonstrated the electrically tuning of the metamaterials
at centimeter microwave by changing the permittivity of its infiltration via the orientation of liquid
crystal. The electric tuning method would also provide a convenient means to add adaptive features
to the metamaterials.

Using shadow mask/etching technique, the copper SRRs are etched on a 0.25mm-thick substrate
with the permittivity of 3.3 and are arrayed to metamaterial with the lattice constant of 5.00mm.
Then the SRRs array is placed in a teflon cell filled with a nematic LC(no = 1.5, ne = 1.78 at
589 nm) to form the sample (Fig. 1). The dimensions of SRRs are d1 = 0.80mm, d2 = 1.60mm,
c = 0.20mm, g = 0.30 mm, and the thickness t = 0.03mm. The sample is placed between two
rectangular waveguide ports, and the scattering parameters are measured by an HP8720ES network
analyzer. A TE10 mode is excited in the waveguide and the microwave propagates along the z axis
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with the electric field E parallel to the x axis and magnetic field H parallel to the y axis. Two
ITO electrodes connected to a dc power supply are separated by 30 mm and the dc electric field is
perpendicular to the SRRs, i.e., along the y axis.

The transmissions at the normal incidence of the microwave are measured for three cases: the
SRRs arrays without the liquid crystal, with the liquid crystal but no voltage supply, and with both
the liquid crystal and the different voltage supply, and shown in Fig. 2. Data were taken for 50 dc
electric fields from 0 to 0.35 V/µm. For clarity, only six curves are shown in Fig. 2, corresponding to
the electric field: 0, 0.035, 0.070, 0.105, 0.175, 0.280 V/µm, respectively. It is observed from Fig. 2
that there is a resonance dip in the transmission curve for each case, and the transmission dip shifts
about 2.14GHz toward low frequencies with respect to the original dip at 13.22GHz (black curve;
here, the cell was empty with zero voltage) after infiltration of the liquid crystal at 11.08GHz (red
curve). The shift of the resonance dip towards low frequencies originates from the injection of the
liquid crystal. It has been found that resonance dip is caused by intrinsic resonance of the SRRs
and that the attachment of a dielectric slab would lower the resonance frequency due to increasing
the capacitance in the SRRs [19]. Thus, the resonance dip shifts down after the empty cell is
filled with the liquid crystal whose dielectric constant is larger than one. The effective dielectric
constant of the infiltrated liquid crystals at microwave frequency can be extracted by comparing
the transmission experiments of the SRRs-array with the simulations using CST Microwave Studio.
From the experimental results that the resonance dip shifts from 13.22 GHz with no liquid crystal
to 11.08 with liquid crystal filled, the effective dielectric constant of liquid crystal at the microwave
frequency range can be determined as 2.7. It is noted that the liquid crystal has no refractive index
dispersion over this frequency range [20].

When the electric field is applied and varied from 0 to 0.35V/µm, the transmission dip gradually
redshifts from 11.08GHz to 10.87 GHz. The shift starts at ∼ 0.01 V/µm, the threshold electric field
of the liquid crystal, signaling the existence of a Freedericksz transition. A maximum tuning of
210MHz is observed at 0.28 V/µm and the tuning appears to be independent of the dc electric
field polarity. With the most rapid movement of the resonance frequency is in the electric field
range between 0.01 and 0.28 V/µm. At higher electric field, the shift saturates because the nematic
liquid crystal director is almost completely aligned along the electric field throughout the met
materials. The tuning range is dependent on the effective refractive index difference from the zero-

Figure 1: Schematic of the electrically tunable neg-
ative permeability metamaterial consisting of SRRs
and infiltrated LC.

Figure 2: Demonstration of the electrically tunable
negative permeability metamaterials. (a) Transmis-
sion spectra under different dc electric field. (b) De-
pendence of the tuning on the electric field with re-
spect to that of zero electric field.
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field state to the saturated state at the resonance frequency. Although overall tuning is limited,
the demonstrated tuning range can possibly be further extended if a liquid crystal with higher
birefringence is used. After removing the electric field, the resonance dip returns to its original
frequency, i.e., the resonance shift is completely continuous and reversible.

The corresponding transmission phase versus frequency under different external electric field
shows that the transmission phase has a transition at the resonance frequency, which indicates
that the permeability may be negative. And the transmission phase can also be continuously and
reversible adjusted by the electric field, which may be used as microwave phase shifter.

The effective permeability of the SRRs array metamaterials under no dc electric fields is calcu-
lated according to the expression in the Ref. [5].

µ(ω) = 1− Fω2

ω2 − ω2
0 + iΓω

where F is the fractional volume of the unit cell occupied by the interior of the SRRs, and Γ is the
dissipation factor and can be determine by the geometry and materials composing the metamaterial.
The parameters F and Γ of the used metamaterials should be determined as F = 0.05 and Γ =
1010/4π. The calculated effective permeabilities of the metamaterials under different electric field
are shown in Fig. 3. It can be seen that for the metamaterials with no liquid crystal infiltrated,
the permeability is negative in the frequency range between 13.24 GHz and 13.54GHz. When
the liquid crystal is infiltrated, the negative permeability occurs in the frequency range between
11.08GHz and 11.36 GHz, which shifts towards low frequency about 2.14 GHz due to the increase
of the effective dielectric constant. When dc electric field is applied, the frequency range with
negative permeability is at 10.98 ∼ 11.26GHz and 10.86 ∼ 11.14GHz for the dc electric field 0.067
and 0.28 V/µm, which also shifts to low frequency with respect to that of zero electric field. Under
a proper electric field, the permeability can be negative in the frequency range of 0.5 GHz between
10.86 and 11.36 GHz, which is widen about 0.2 GHz with respect to that of the metamaterial without
liquid crystals infiltrated. Moreover, such negative permeability can be dynamically adjusted by
the external electric field.

To further verify that the electrically tunable behavior originates from the changes of liquid
crystal molecular director, silicone oil is also used to infiltrate the metamaterials. The measured
transmission (not shown) shows that the resonance frequency is independent on the electric field,
which indicates that the electrically tunable behavior is due to the changes of LC molecular director.

It is known that the resonance frequency of SRRs is determined by the capacitance C and
inductance L of the structure, i.e., ω0 = 1/

√
LC. The effective permittivity of the LC infiltrated

metamaterial is controlled by an applied electric field, and thus the capacitance and the negative
permeability are accordingly adjusted. The influence of anisotropic permittivity on capacitance
can be analyzed using the dynamic electric field around the SRRs (Fig. 4). It can be seen that
the electric field in the plane xoz (parallel to the SRRs) is along the radial of SRRs and mainly
located in the gap of the inner and outer rings. Due to the stronger edge coupled effect [21] of the
thinner SRRs (∼ 0.03mm), the electric field also has a y component. Therefore, the capacitance

Figure 3: The calculated effective permeabilities of
the metamaterials under different electric field.

Figure 4: Simulated dynamic electric field intensity
distribution of the SRRs at its resonance frequency.
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of the SRRs is affected by the permittivity along the x, y, and z axis. Under no dc electric field,
the LC directors are randomly oriented and the isotropic permittivity is εiso = 2

3εo + 1
3εo, where

εo and εe are the ordinary and extraordinary permittivity, and εo is smaller than εe for the used
LC. Application of an electric field will preferentially orient LC molecule along the field direction
(y axis), which decreases εx and εz from εiso to εo, and increases εy from εiso to εe. And the
increase of εy is larger than the decrease of εx and εz, the effective permittivity around the SRRs
therefore increases and results in the redshift of the resonance of SRRs. It should be also noted
that if SRRs becomes thicker, the edge coupled effect becomes weaker and the capacitance will
mainly depend on εx and εz. Thus the application of electric field along the y axis will decrease the
effective permittivity and the capacitance, which gives rise to the blueshift of magnetic resonance.
The more detailed and quantitative explanation of the electrically tunable metamaterial is in study.

In summary, we demonstrated an electrically tunable negative permeability metamaterial at
microwave frequencies consisting of periodic array of split ring resonators (SRRs) infiltrated with
LCs. It shows that the resonance dip of SRRs can be continuously and reversible tuned by the
electric field. Numerical simulation shows that the negative permeability range of the metamaterials
can be adjusted by the electric field. Appling an electric field in the metamaterial changes the
alignment of the liquid crystal directors and hence the dielectric constant of the structure, which
permits dynamically tuning the negative permeability of metamatierlas. Because of the universality
of metamaterials response over many range of frequency, the results is this paper are not limited
only to microwave frequencies but may be scaled down to shorter wavelengths such as terahertz
and infrared frequencies. The electrically tunable negative permeability metamaterial may be have
more potential applications in the devices at terahertz or infrared frequencies, such as compact
cavities, adaptive lenses, tunable mirrors, isolators, and converters.
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Bistatic Electromagnetic Scattering from Randomly Rough Surfaces

Y. Du1, H. Y. Chen1, Y. Qi1, and J. A. Kong2

1Zhejiang University, Hangzhou 310058, China
2Massachusetts Institute of Technology, Cambridge, MA 02139, USA

Abstract— In this paper we propose a bistatic model for electromagnetic scattering from a
Gaussian rough surface with small to moderate heights. It is based on the integral equation
formulation where the spectral representations of the Green’s function and its gradient are in
complete forms, a general approach similar to those used in the advanced integral equation
model (AIEM) and the integral equation model for second-order multiple scattering (IEM2M).
Yet this new model can be regarded as an extension to these two models on two accounts: first
it has made fewer and less restrictive assumptions in evaluating the complementary scattering
coefficient for single scattering, and second it contains a more rigorous analysis by the inclusion
of the error function related terms for the cross and complementary scattering coefficients, which
stems from the absolute phase term in the spectral representation of the Green’s function. It
is expected that our result for complementary scattering coefficient is more accurate and more
general, even when the effect of the error function related terms is neglected. As a result, the
proposed model is expected to have wider applicability with a better accuracy. The validity of
this extended bistatic scattering model is demonstrated through the excellent agreements between
model predictions and measurement data.

The original IEM model [1] which used simplified surface current estimate has shown to provide
good predictions for forward and backward scattering coefficients. Concerns over the assumptions
have prompted several modifications and variations of IEM in the literature. Regarding the spectral
representation of the Green’s function, the simplification was discarded and full form was restored,
resulting in a modification to the complementary components. The resulting model is the so called
improved IEM model (I-IEM) [2]. Additional restoration of the spectral representation of the
gradient of the Green’s function in its full form leads to the advanced IEM model (AIEM) [3] and
the IEM2M model [4].

However, there are some technical subtleties in connection with the restoration of the full Green’s
function that have not been adequately reflected in these models. For example, in evaluating the
average scattered complementary field over height deviation z, a split of the domain of integration
into two semi-infinite ones is required due to the absolute phase term present in the spectral
representation of the Green’s function. This operation will lead to an expression containing the
error function. Inclusion of the error function related terms is also encountered when one evaluates
the incoherent powers that involve the scattered complementary field. Thus, a complete expression
for the cross scattering coefficient or for the complementary scattering coefficient should have two
parts: one does not contain the error function and the other includes its effect. The latter can be
regarded as a correction term and an analysis of its effect is desirable. Roughly speaking, for the
case where both the media above and below the rough surface are lossless, it can be shown that
the correction term vanishes for the cross scattering coefficient, but not for the complementary
scattering coefficient; for the case where either medium is of lossy nature, the correction term due
to this lossy medium will contribute to both the cross and complementary scattering coefficients.
Inclusion of the correction terms associated with the error function and an according discussion of
their effect, to the best knowledge of the authors, are still missing in the literature. Supplement of
this information forms one of the two contributions of the present work. The other contribution is a
new treatment of the complementary incoherent power, where fewer and less restrictive assumptions
are made than previous work.

In the analysis to follow immediately, we shall highlight the key development of our study, in
particular on how the error function is introduced and how it is used in evaluating the bistatic
scattering coefficient.

In calculating the Kirchhoff-complementary incoherent power, we need to evaluate the following
quantity

IF =< exp
{−i

[
kszz + kzz

′ − q
∣∣z − z′

∣∣]} > (1)

where ksz and kz are the z-components of the scattered and incident wave vectors, respectively. q
is the z-related term in the spectral representation of the Green’s function. Now we introduce the
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transformation of variables, z = y1+y2√
2

and z′ = y1−y2√
2

to obtain the decoupling

IF = IF1IF2 (2)

where IF1 involves integration over the variable y1 while IF2 involves integration over the variable
y2 which is expressed as

IF2 =
1√

2πσ
√

1− ρ

∫ +∞

−∞
dy2

{
exp

{
−i

[
kszy2√

2
− kzy2√

2
−
√

2q |y2|
]}

exp
[
− y2

2

2σ2(1− ρ)

]}
(3)

where σ is the rms height, ρ is the surface correlation function. The quantity IF2 can be decomposed
as

IF2 = I+
F2 + I−F2 (4)

where

I+
F2 =

1√
2πσ

√
1− ρ

∫ +∞

0
dy2 exp

[
− y2

2

2σ2(1− ρ)
− i

(
ksz − kz√

2
−
√

2q

)
y2

]
(5)

and

I−F2 =
1√

2πσ
√

1− ρ

∫ 0

−∞
dy2 exp

[
− y2

2

2σ2(1− ρ)
− i

(
ksz − kz√

2
+
√

2q

)
y2

]
(6)

Carrying out the operation yields

I+
F2 =

1
2

exp
[
−1

4
(ksz − kz − 2q)2 (1− ρ)σ2

](
1 + erf

[
σ
√

1− ρ

2
(ksz − kz − 2q)

])
(7)

and

I−F2 =
1
2

exp
[
−1

4
(ksz − kz + 2q)2 (1− ρ)σ2

](
1 + erf

[
−i

σ
√

1− ρ

2
(ksz − kz + 2q)

])
(8)
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Figure 1: Comparisons between bistatic scattering
models EAIEM and IEM against measurement data
for Gaussian surface.
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Figure 2: Comparisons between bistatic scattering
models EAIEM and IEM against measurement data
for Gaussian surface.

When the error function is ignored, our result for the scattering coefficient of the Kirchhoff-
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complementary cross term is

σ0kc
qp =

k2

4
exp

{−σ2
(
k2

sz + kszkz + k2
z

)}

×
2∑

m=1

∑

d=−1,1

Re
{

f∗qp

[
F (m,d)

qp (−ks⊥) exp
{−σ2

(−kszqm,sd + kzqm,sd + q2
m,s

)}

×
∞∑

n=1

1
n!

[
σ2 (kz + qm,sd) (ksz + kz)

]n
W (n) (ks⊥ − ki⊥)

+F (m,d)
qp (−ki⊥) exp

{−σ2
(−kszqm,id + kzqm,id + q2

m,i

)}

×
∞∑

n=1

1
n!

[
σ2 (ksz − qm,id) (ksz + kz)

]n
W (n) (ks⊥ − ki⊥)

]}
(9)

which includes both the upward wave (` = 1) and downward (` = −1) in both the media above
the surface (m = 1) and below the surface (m = 2). In comparing our results with those appear in
the literature, we find that it is identical to the result obtained in [3, 4]. When the error function
related terms are to be retained, we can regard them as correction terms, which we express in (10).

∆σ0kc
qp =

k2

4
exp

{−σ2
(
k2

sz + kszkz + k2
z

)}

×
2∑

m=1

∑

d=−1,1

Re
{

f∗qp

[
exp

{−σ2
(−kszqm,sd + kzqm,sd + q2

m,s

)}
erf
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i
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2
(ksz − kz − 2qm,sd)

]
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qp (−ks⊥)

∞∑

n=1

1
n!

[
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]n
W (n) (ks⊥ − ki⊥)

+ exp
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(−kszqm,id + kzqm,id + q2
m,i

)}
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σ
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(ksz − kz − 2qm,id)
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π
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×F (m,d)
qp (−ki⊥) exp

{[σ

2
(ksz − kz − 2qm,id)

]2
}

W (ks⊥ − ki⊥)
]}

(10)

After much algebra, we obtain the scattering coecient for the complementary term. The results,
in both error function exclusive and error function inclusive forms, are quite complicated and
lengthy and will not be reported here. The details will be provided in a follow-up paper.
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Figure 3: Comparisons between bistatic scattering models EAIEM and IEM against measurement data for
Gaussian surface.

To validate the proposed EAIEM model, we compare its simulation results with measurement
data for dielectric rough surfaces. The measurement data are taken from [6] where rough surfaces
with Gaussian height and Gaussian power spectrum are concerned. The surface roughness pa-
rameters are correlation length L = 6 cm and rms height σ = 0.4 cm. Figs. 1–3 present the model
predictions of EAIEM and IEM against the measurement data. It is seen that for all these three
cases, the model predictions by EAIEM agree very well with the measurement data, and outperform
that of IEM for certain scattering angles.
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Monitoring of Satellite Thermal Plareau in Relation to
Concentration of Infrared Beams out of Sea Surface Waves

S. Nakamura
Kyoto University, Japan

Abstract— In order to have a physical understanding of a satellite thermal plateau found on
the sea surface at a satellite monitoring, a model of an infrared beam concentration at a satellite
out of the water wave facet on the sea surface.

In order to have a physical understand a satellite thermal plateau found on the sea surface at a
satellite monitoring, a model of an infrared beam concentration at the satellite out of water surface
wave facet is introduced in this work.

A problem is on a satellite detected some beam concentrating infrared beams out of a sea
surface water wave facet. Assuming that the sea surface could be taken as a black body in a scope
of thermodynamics to radiate a flux of some infrared beams, a sensor of the satellite might detect
an anomalous signal. The interested beam could form a caustic (or a focus) at the sensor as an
effect of a specific concave wave facet on the sea water surface when each beam is radiated normal
to the sea water surface. Thermodynamics tells us that a radiation follows the Stefan-Boltsmann’s
law, so that, the relation between an integrated intensity B of the radiation and the water surface
temperature T (in Kelvin unit) is well formulated to show the following relation for a mall variations
of dB and dT , as follows:

dB/B = 4dT/T (1)

This relation is independent of any frequency of the interested infrared beam radiated out of the
sea surface as a black body.

When beams out of the sea surface water wave facet form a focusing point at the sensor mounted
on a satellite, the value of dB should be infinity so that the value of the dT is also infinity. In this
case, the distance between the sensor mounted on the satellite and the wave facet is same to the
altitude of the satellite above the sea surface.

When the beams form a caustic to hit the interested sensor of the satellite, and the value of dT
is observed on a sea surface thermal pattern after a satellite monitoring, a degree of the caustic for
the concentration of the infrared beams can be evaluated.

When dT = 5K and T = 273 K, then, we have 0.018 as dT/T . This evaluation may be a helpful
result that the value 0.018 by part could be caused the existence of the wave facets which are
always found on the sea water surface. Any one of the facets should be concave upward. Then,
this may give us an understanding of a discrepancy on the sea surface thermal pattern with a
temperature parameter after the satellite monitoring of a local sea surface thermal pattern. This
may a suggesting for adjusting the thermal pattern obtained after the satellite monitoring system
since the starting date of satellite monitoring. The author unfortunately such a thermodynamical
understanding has never been payed for attention at the correction of the sea surface thermal
pattern obtained by the satellite monitoring.

When dT = 30K, the evaluated value of dT/T is approximately 0.0989 which means the radius
of the water surface curvature is near to the altitude of the satellite above the sea surface. This
case is occasionally found under some conditions of the conditions related to meteorology on the
interested sea surface.

For example, this case appears in the coastal zone in the northwestern Pacific. The thermal
pattern of the sea surface looks like to be a thermal plateau when a distant storm in the subtropical
zone is seen and the storm generated disturbances in form of the sea surface water waves are
propagating out of the storm area to hit the coastal zone. This thermal plateau is found just under
a foot print of a satellite with a clear sky condition. An uniformly atmospheric condition could be
similar to find the storm induced sea surface waves on the apparently high temperature field taken
to be as a thermal plateau. In the northwestern Pacific, the existence of the typhoon is effective.

The other case is for the cold season in the specific monsoon area. In winter of the northern
hemisphere, a developing cold front of the atmosphere near the ground surface could be the most
effective at finding the thermal plateau in the coastal zone in the northwestern Pacific.
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With the above noted result, we should not yet take it as a convenient way for a detecting the sea
surface wave field. At present, there are several factors controlling this appearance, and this problem
has to be studied for a practical application to a demonstration of where the thermal plateau is
appeared and of how about extent is possible to see a wave field by the satellite monitoring.
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Monitoring Satellite Thermal Pinnacle in Relation to Spacial
Spectrum of Sea Surface Waves

S. Nakamura
Kyoto University, Japan

Abstract— In order to realize a satellite thermal pinnacle and a satellite thermal Plateau found
on the sea surface, a simple model of an infrared radiation out of the water wave facet on the sea
water surface is introduced.

In order to realize a satellite thermal pinnacle and a satellite thermal plateau found on the sea
surface, a model of an infrared radiation out of water surface wave facet is introduced in this work.

First, a frame of a modeling in this work is introduced. When a flat sea surface is on the co-
ordinate x horizontally, a position of a satellite above the sea surface can be expressed as (x, z) =
(0, H) in the orthogonal system of the co-ordinates with the axis z for the axis to be positive
upward. In this work, for convenience, a two dimensional problem is considered. This frame can
be taken as an approximation at considering a small sea area under a satellite in a polar orbital
motion, then, it can be taken to be acceptable to consider one pixel size of 4 km square in a satellite
thermal pattern to be a flat plane in the foot print comparing to the radius of the Earth. If the
sea surface on the earth everywhere could be taken to be as a black body, then, it can be a case of
thermodynamics which tells us a radiation out of the sea surface as a beam of an electromagnetic
wave in the infrared band.

When a sensor mounted on the satellite is directed vertically downward, the sensor detects the
beam radiated vertically out of the flat sea surface.

Assuming an arbitrary function of the sea surface,

F = F (x, z; t), (1)

then,
H = H cos θ + F, for x = x, at an arbitrary time t. (2)

This could be a most simplified model of a satellite thermal pinnacle.
As the tangent of F for the position (X, Z) = (x, z) at time t is to be F ′ = ∂F/∂x, the

orthogonal of the tangent is described as

(Z − z) = −(1/F ′)(X − x). (3)

This normal line is taken to be corresponding to the direction of the beam radiated at (x, z). When
this normal line hits the point (X, Z) = (0, H), the sensor catches the beam as a signal from the
sea surface. At any other cases of Z 6= H, the hitting beam can not be expected. When this pattern
can be taken as a model for a beam radiated out of the sea surface, the beam can be found only
at a single pixel in a thermal pattern which was reduced after directly receiving of an interested
satellite’s signals related to the sea surface thermal pattern.

The function F introduced above can be transformed mathematically to express it in a form of
spectral function Ss = Ss(ω; t) at a fixed position x. That is,

Ss =

∞∫

0

F (x, z; t) exp(iωt) dω, (4)

where, the notation ω is for frequency.
This spectral expression has been widely used for studying wave developing process at a fixed

position at a time t. Though, this spectral form is not effective for a spacial pattern of the waves
or of a wave facet on the sea surface.

Then, it should be introduced a spacial spectral function S, which is expressed as

S = S(k; t), at t = t,
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and, introducing a notation k for wave number,

S =

∞∫

0

F (x, z; t) exp(ikx) dk, at t = t, (5)

Then,

F =

∞∫

0

S(k; t) exp(−ikx) dx, at t = t. (6)

Substituting (6) into (3), it is obtained that

(Z − z) = (X − x)∂/∂x



∞∫

0

S(k; t) exp(−ikx) dx



−1

. (7)

When this normal line to the tangent at (x, z) hits the position (x, z) = (0, H),

(Z −H) = (X)∂/∂x



∞∫

0

S(k; t) exp(ikx) dx



−1

. (8)

This shows a single beam hitting at the point (x, z) = (0, H) for an arbitrary form of the spectral
function S(k; t).

When this is taken as a model for a infrared beam radiated to hit at a sensor for the sea surface
thermal pattern, a single pixel in a sea surface thermal pattern could be as a thermal pinnacle of
an impulse form. Nevertheless, this model is hard to be even a simplified model for help to see any
one of the sea surface thermal pinnacles actually found in the satellite sea surface thermal pattern.

Following what tells us the geomery for a plane, the radius of curvature in this work is for
the wave facet on the sea surface. That is, expressed as follows referring to the sensor’s position
(x, z) = (0, H) which stated above. Then,

(1/R) = (dθ/ds), (9)

where, the notation R is the radius of curvature of the wave facet, and the notation dθ is for the
angle length of the wave facet at the sensor. The length segment ds is;

(ds)2 = (dx)2 + (dz)2, (10)

where, dz and dx are for the wave facet at the position (X, Z). The relation of X and Z is described
as shown in a form of (8).

With what the author has studied above, The relation between X and Z is obtained in a simple
form, and spacial spectral function at a time t is a function of wave number k in this case. Thence,
the expression (8) should be rewritten for the problem on the energy flux or energy transfer of
the beam out of the facet concentrates just near at the sensor where the beam is focusing as
an electromagnetic wave with a consideration. The factor of interferometry is simply effective
at decaying of the beam intensity, then,the author considers that this interferometry problem is
outside of this work. The SAR system (Synthetic Aperture Rader) is for a faint thermal difference
so that the author takes it also outside of his interest in this work.
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Data-derived SEA for Time Domain EMI Sensing of UXO
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Abstract— Electromagnetic induction (EMI) is a prominent technique in Unexploded Ord-
nance (UXO) detection and discrimination research. Existing idealized forward models for the
EMI response can be defeated by both the material and geometrical heterogeneity of realis-
tic UXO. We have developed a new, physically complete modeling system referred to as the
Standardized Excitations Approach (SEA). The SEA accounts for all the effects from these het-
erogeneities including their interactions within the object, and is applicable in both the near and
far fields. According to the SEA, the excitation field is decomposed into fundamental modes, and
the response of a given target to each fundamental mode (denoted as a fundamental solution)
is obtained beforehand and saved in a library. In this way, the target response to an arbitrary
excitation field can be calculated via a simple superposition of these fundamental solutions.
The model parameters (i.e., the fundamental solutions) of a given object are extracted from
a sufficiently detailed set of measurement data. These parameters will be specific to each EMI
instrument. The parameter extraction process was developed previously for the frequency domain
using the GEM-3 EMI instrument. In this paper, we apply this SEA to time domain using the
EM-63 instrument as an example. The receiver coil of the EM63 is a 0.5m by 0.5 m square loop
and can not be approximated by a point receiver. Therefore, in the model, the data is interpreted
as the integration of the secondary field over the receiver loop. The objects we consider are all
Body of Revolution (BOR) type objects. We exploit the fact that the calculated SEA model
parameters also exhibit specific behavior because the target is a BOR Thus, the algorithm is
improved by enforcing symmetric properties and zero total magnetic charge, which makes the
algorithm more robust and more efficient. Preliminary results show that this approach works
well for this time domain EMI instrument. After optimization, this model may be fast enough
for implementation in inversion processing algorithms.

1. INTRODUCTION

The detection and discrimination of UXO based on EMI techniques can be classified as an inverse
problem which requires many evaluations of a fast forward model. Existing forward models are
either too slow for inversion or insufficient for representing the response of complicated objects
like UXO. We developed a fast and accurate forward model, the standardized excitation approach
(SEA) [1, 2], in which we represent the excitation field with superposition of a set of fundamental
modes. The responses of the given target to each fundamental mode are termed as fundamental
solutions, which are solved for beforehand and saved in a library. The target response to an arbitrary
excitation will be simply a superposition of the fundamental solutions. The fundamental solutions
can be obtained from a set of thorough lab measurement data (termed as solution definition data).
We have reported on the SEA technique as applied to the frequency domain elsewhere [2]. In this
paper, we further improve the technique and apply it in time domain, using EM63 sensor as an
example.

2. DECOMPOSING EM63 SENSOR FIELD INTO SPHEROIDAL MODES

We choose spheroidal modes as the fundamental modes of primary field. The primary field of the
EM63 sensor depends both on space and time. Since the frequency is low relative to the spatial
scale we studied, the problem can be approximated as magnetoquasistatic, i.e., the field has the
same phase within the entire space under consideration. Let the wave form of the transmitter be
T (t), then the primary field at any position r is ψpr (r) T (t). The spatially dependent term ψpr (r)
can be decomposed into fundamental modes, so that

ψpr (r) =
H0d

2

∞∑
m

∞∑
n=m

1∑

p=0

bpmnPm
n (η)Pm

n (ξ)Tpm (φ) (1)
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where (η, ξ, φ) are the standard spheroidal coordinates [3], d is the inter-focal distance, Pm
n are

Associated Legendre functions, Tpm(φ) is cos(mφ) for p = 0 and is sin(mφ) for p = 1. Calculating
magnetic potential of a sensor field is usually time consuming. We obtain the mode coefficients
from magnetic field instead [1].

Hξ(r) = − 1
hξ

∂ψ (r)
∂ξ

= − 1
hξ

H0d

2

∞∑
m

∞∑
n=m

1∑

p=0

bpmnPm
n (η)

dPm
n (ξ)
dξ

Tpm(φ) hξ =
d
√

ξ2 − η2

2
√

ξ2 − 1
(2)

In order to employ orthogonality, we define

fξ = −hξHξ =
H0d

2

∞∑
m

∞∑
n=m

1∑

p=0

bpmnPm
n (η)

dPm
n (ξ)
dξ

Tpm(φ)

so that

bpmn =
∫ 1

−1
Pm

n (η)

2π∫

0

Tpm(φ)fξdφdη

/(
απH0d

2
dPm

n (ξ)
dξ

(n + m)!
(n−m)!

2
2n + 1

)
(3)

3. FORWARD MODEL

We represent the target response under each fundamental mode excitation H0d
2 Pm

n (η)Pm
n (ξ)Tpm(φ)T(t)

with a set of magnetic charges ρ̃pmn (r′,t). In other words, the scattered field at any given position r
and at time t is Hs

pmn (r,t) =
∫

Vsource

dV ′[ρ̃pmn (r′,t) G (r,r′)] , where Vsource is the volume containing

ρ̃pmn (r′,t), as shown in Fig. 1.

x

x x

x

x

x r
0x r

Vsource

A
receiver

′

pmn

�
%

r '
ρ

H d
P0

2
m
n (  )Pm

n T mp T tη   (  )φ(  )ξ (  )

Figure 1: Sensor-target geometry. Target response of each fundamental mode can be represented by a set of
magnetic charges ρ̃pmn(r′, t).

The EM63 receivers are 0.5m by 0.5 m square loops with area Areceiver. In the recording process,
the system integrates the normal component of Hs over Areceiver, then differentiates it with respect
to time, probably amplifies it, etc. All those latter processes are indicated by FRx. Suppose it can
be separated into time dependent operation Ft and space dependent operation Fr, which are all
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linear. If we denote the receiver center as r0, the received signal, S(r, t), will be:

S(r0, t) = FRx [Hs (r, t)] = FrFt [Hs (r, t)]

=
∑
pmn

bpmn(r0)
∫

Vsource

dV ′FrFt[ρ̃pmn(r′, t)G(r, r′)]

=
∑
pmn

bpmn(r0)
∫

Vsource

dV ′Ft[ρ̃pmn(r′, t)]Fr[G(r, r′)] (4)

Next, define ρpmn (r′, t) = Ft [ρ̃pmn (r′, t) ], then

S(r0, t) =
∑
pmn

bpmn(r0)
∫

Vsource

dV ′ρpmn(r′, t)Fr[G(r, r′)] (5)

For EM63 system, the space dependent operation Fr integrates over the receiver loop area Areceiver

and takes the normal component (i.e., nreceiver component only)

Fr

[
G

(
r, r′

)]
=

∫

Areceiver(r0)

G
(
r, r′

) · nreceiver (r0) dA (6)

S(r0, t) =
∑
pmn

bpmn(r0)
∫

Vsource

dV ′ρpmn(r′, t)
∫

Areceiver(r0)

G(r, r′) · nreceiver(r0)dA (7)

For a Body of Revolution (BOR), the sources are several azimuthal rings of magnetic equivalent
charges, with magnitude ρi,pmn(t)Tpm for the ith ring. The φ dependency of the charge rings has
been taken care of by the term Tpm(φ). The first term ρi,pmn is the same for p = 0 and p = 1, i.e.,
ρi,0mn(t) = ρi,1mn(t), which can be denoted as ρi,mn(t).

S(r0, t) =
∑
pmn

bpmn (r0)
∑

i

ρi,mn(t)
∫

Areceiver(r0)

Gi,pm(r) · nreceiver(r0)dA (8)

where

Gi,pm(r) =

2π∫

0

Tpm(φ′)
4π|r− r′|3 (r− r′)ridφ′ (9)

ri is the radius of ith charge ring.

Define INTG ipm (r0) =
∫

Areceiver(r0)

nreceiver (r0) ·Gi,pm (r) dA

S(r0, t) =
∑
pmm

∑

i

bpmn(r0)ρi,mn(t)INTG ipm(r0) (10)

4. SOLVING MODEL PARAMETERS FROM SD DATA

At any given position Rj, the modeled signal is

Sm(Rj, t) =
∑
pmm

∑

i

bpmn(Rj)ρi,mn(t)INTG ipm(Rj) (11)

INTG ipm (Rj) =
∫

Areceiver(Rj)

nreceiver (Rj) ·Gi,pm (r) dA (12)

Obtain the sources ρi,mn(t) by matching model data and measurements Sm = Sd

∑

imn

(b0mn(Rj)INTG i0m(Rj) + b1mn(Rj)INTG ilm(Rj))ρi,mn(t) = Sd(Rj, t)

This is a set of linear equations but is usually ill-conditioned. The solutions are obtained using
Tikhonov regularization [4].
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5. EXAMPLE RESULTS

Consider data from UXO model 81 mm as an example of applying the SEA method in the time
domain. The measurement were done with EM63, for a given objection location and orientation,
the sensor travels along a square grid. The SD data includes 5 scenarios: 100 cm under the sensor
with dip angle 0◦, 45◦ and 270◦. And 60 cm under the sensor with dip angles 00 and 2700. The
resolved fundamental solutions are then tested with data at distance 60 cm and dip angle 45◦. Fig. 2
showed the comparison of modeled data and measurement data at the first time channel. The good
matching of modeled data and measurement data suggested that the model is accurate.
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Figure 2: Comparison of modeled data and measurement data.
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Bound States and Resonance States of H− and He Embedded in
Debye Plasma Environments

Sabyasachi Kar and Y. K. Ho
Institute of Atomic and Molecular Sciences, Academia Sinica, P.O. Box 23-166, Taipei 106, Taiwan, China

Abstract— The doubly excited S-, P - resonance states of H− and the doubly-excited S-, P -,
D-resonance states of He embedded in Debye plasma environments have been investigated for by
calculating the density of resonance states using stabilization method. The ground states of H−
and the bound excited states of He atom in plasmas for various Debye lengths have also been
estimated in the framework of Rayleigh-Ritz variational method and by using a quasi-random
process. Highly correlated wave functions have been used to represent the correlation effects
between the charged particles. Some of our calculated results on the bound states and resonance
states are highlighted in this paper and the detail results will be presented at the conference.

The investigation on the effect of external environment on the atomic processes has gained
considerable interest in recent years [1–15, references therein] with the renewed advancement in the
experimental studies of highly charged ions, atomic systems. One may tentatively assume that the
effects of charge neutral environments are due to plasma and may employ the Debye model to derive
an effective screened Coulomb potential for the atomic system. The concept of Debye screening has
been derived from the weakly coupled plasmas in which coupling constant are much smaller than 1.
In the present work, we have investigated the ground states and 1Se, 1,3P o resonance states of H−,
and the bound excited 1,3S, 1,3P, 1,3D states and 1,3Se, 1,3P o, 1,3De, 1,3P e, 1,3Do resonance states
of helium atom in plasmas for various Debye lengths. We have used the effective screening of the
form exp(−r/λD)/r. A particular value of the Debye length λD corresponds to the range of the
plasma conditions, as λD is a function of electron density and electron temperature. For the two-
component plasmas near the thermodynamic equilibrium, the Debye length λD can be written as
λD =

[
4π(Z∗ + 1)e2ne/kBTe

]−1/2, where Z∗is the effective charge, ne is the number density of the
electron, kB is the Boltzmann constant and Te is the electron temperature. We have employed the
wave function for the bound-excited S-, P -, D-states and 1,3Se, 1,3P o resonance states calculations
for the proposed systems of the form

Ψ = (1± P12)
N∑

i=1

Cir
L
1 PL(cos θ1) exp [(−αir1 − βir2 − γir12)ω] , (1)

where αi, βi, γi are the non-linear variation parameters to be chosen by using a quasi-random
process [16], ω is a scaling constant, and P12 is the permutation operator on the indices 1 and 2.
The stabilization method [17–19] that is a very simple and powerful method to extract resonance
parameters has been used to calculate resonance energies, Er and widths, Γ. To obtain the ground
state of H− and the bound excited-state energies (shown in Table 1) of He we first set ω = 1. For
the 1,3De, 1,3P e, 1,3Do resonance states calculation, we have considered the following CI-type wave
functions:

Ψ(r1, r2) = A
∑

lalb

∑

ij

Cai, bj
ηai

(r1)ηbj
(r2)× YLlalb(r1, r2), (2)

where
ηai

(r) = rnai e−αai
ωr (3)

is a Slater-type orbital, C’s are the coefficient to be determined, A is the antisymmetization oper-
ator, Y is the two-body spherical harmonics, i, j and a, b refer to channel indices. The electron-
electron correlation is included by considering pseudostates. For the 1,3De, 1,3P e, 1,3Do resonance
states calculations, we vary ω and the eigenvalues for each given ω are calculated, and from which
a stabilization plot is constructed.

For all the resonance states calculations the variational parameter ω in the wave function will
act as the reciprocal range of the ‘soft” wall [17–19]. Varying ω from 0.3–1.0 for 1,3Se, 1,3P o states
and from 0.3–1.7 for 1,3De, 1,3P e, 1,3Do states, we have computed the energy levels E(ω) for each
Debye length by diagonalizing the atomic Hamiltonian with the above basis function and then
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Table 1: Bound excited states energies of He under Debye screening.

λD 1s2 1S 1s2s 1S 1s2p 1P 1s3d 1D He+(1S)

∞ −2.90372437700

−2.90372437703∗
−2.14597404604

−2.14597404605∗
−2.12384308647

−2.12384308650∗
−2.055619

−2.055620∗
−2.0000

50 −2.84418057552 −2.08725861976 −2.06510552556 −1.997868 −1.9603

10 −2.61485294693 −1.87503634005 −1.8527035426 −1.8073 −1.8073

∗ Best results

construct the stabilization diagrams (as shown in Figures 1(a) and 3(a)) by plotting E(ω) versus ω.
If there is a resonance at energy E, the stabilized or slowly decreasing energy levels will appear in
the stabilization plateau. The resonance parameters have been estimated by calculating the density
of states in the vicinity of the stabilized energies in the stabilization plateau and then fitted the
calculated density of states using a Lorentzian form.
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Figure 1: The stabilization plots for the 1P e states in (a) and the fitting (solid line) of the calculated density
(circles) of states in (b) for the lowest 1P e resonances corresponding to 15th energy level in (a) for λD = 30.

To extract the resonance energy Er and the resonance width Γ, we calculate the density of
resonance states for a single energy level using the formula,

ρn(E) =
∣∣∣∣
En(ωi+1)−En(ωi−1)

ωi+1 − ωi−1

∣∣∣∣
−1

En(ωi)=E

, (4)

where the index i is the i-th value for ω and the index n is for the n-th resonance. After calculating
the density of resonance states ρn(E) using formula (4), we fit it to the following Lorentzian form
that yields resonance energy Er and a total width Γ, with

ρn(E) = y0 +
A

π

(Γ/2)
(E −Er)

2 + (Γ/2)2
, (5)

where y0 is the baseline offset, A is the total area under the curve, Er is the center of the peak,
and Γ denotes the full width of the peak of the curve at half height.

Varying the Debye length λD from infinity to small values, different resonance parameters have
been obtained for various Debye parameters. The lowest 1Se and 1,3P o resonances of H−, a total
of three 1Se, five 3Se, nine 1,3P o, seven 1De, two 3De of He atom below the n = 2 He+ thresholds,
and a total of five 1,3P e, six 1,3Do resonances of He atom below the n = 3 He+ thresholds have been
estimated by calculating the density of states using stabilization method. The stabilization plots
corresponding to λD = 30 for the five 1P e resonance states is presented in Figure 1 and the best
fitting (least chi-square and the square of the correlation coefficient very close to 1) of the density
of states for the lowest 1P e resonance (as shown in Figure 1(a)) are shown in Figure 1(b). The
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Figure 2: Excitation energies in (a) of the few singlet states of He and the resonance widths for the 1P o

states of He for various Debye shielding parameters (b).

Figure 1(b) yields the resonance parameters (Er, Γ) as (−0.37949, 0.0000735) Ryd. for the 1P e

states corresponding to λD=30. Figure 2 shows our estimated excitation energies (in Figure 2(a)) for
few singlet states of He and the resonance widths (as shown in Figure 2(b)) for the 2s3p+ 2s4p+

1P o

states of He. The stabilization diagram corresponding to the Debye length λD = 15 for the lowest
1De states is presented in Figure 3(a) and the best fitting corresponding to 9th energy level using
the Lorentzian form (5) is presented in Figure 3(b). From the Figure 3(b), we have obtained the
resonance parameter (Er, Γ) as (−1.03160, 0.00447) Ryd. for the lowest 1De states corresponding
to λD = 15. We have also observed the effect of plasma with and without electron-electron screening
for S-, P -states of H− and De states of He. We have also calculated the bound meta-stable 1,3P e

and 1,3Do states of He below the n = 2 He+ thresholds. The detail results will be presented at the
conference. In addition, the wavelengths for the photo-absorption of helium atom from its ground
state to the 1P o resonance states for different Debye lengths are will also be presented. We hope
our findings will provide useful information to the research communities of atomic physics, plasma
physics and astrophysics.
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Figure 3: (a) The stabilization plot for the lowest 1De state of the plasma-embedded He atom for λD = 15.
(b) The calculated density (circles) and the fitted Lorentzian (solid line) from corresponding to the best fit
for the 9th energy levels in (a).
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The Use of the Virial Theorem and Sum-rules in Atomic Structure
Calculations

Krishna Lamichhane and Peter Winkler
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Abstract— Dilatation transformations have been used sucessfully to obtain eigenvalues and
eigenfunctions of metastable states such as resonances in electron-atom scattering.The applica-
tion of dilatation theory requires in general the expansion of the eigenfunctions and energies of
dilated Hamiltonians in powers of the dilatation parameter. These expansions yield a set of sum
rules which supply stationary and stability conditions which exact solutions will satisfy auto-
matically. For approximate wave functions these expansions provide tools for optimization in a
given parameter space. The first member in the set of sum rules is the quantum virial theorem
which is particularly valuable to obtain the correct balance of potential and kinetic energy. Ap-
plied to resonances these expectation values are both complex numbers. Accurate calculations
of properties of few electron systems are of interest for astrophysical plasma diagnostics. So far,
most calculations have been performed on isolated atoms and molecules. In Debye-Hückel theory
[4], the dilatation technique can be conveniently extended to allow for the inclusion of a model
plasma environment.

Correlated wave functions for two-electron systems have widely been applied to atomic structure
calculations in screening environments modeled by the Debye-Hückel theory, e.g., [3, 6]. The cus-
tomary expansion of the eigensolutions as linear combinations of a finite number of correlated basis
functions depends crucially on the size and choice of the basis set. In particular, moderately sized
basis sets of Slater type orbitals require a careful, non-linear optimization of the exponents. The
quantum virial theorem and a set of related sum rules provide tools not only to assess the quality
of approximate calculations when the exact result is not known a priori but also to optimize the
electronic wave function in a large space of nonlinear parameters. The present work studies the
extension of the dilatation technique to ionic systems which are embedded in a Debye Plasma.

The satisfaction of the virial theorem is warranted for physical reasons so that the potential and
kinetic energy contributions are well balanced. In its complex version, the quantum virial theorem
and the corresponding complex sum rules provide in addition a means to optimize resonance energies
and widths without having to strictly orthogonalize the eigenvectors to all lower solutions of the
same symmetry. In complex, non-Hermitian quantum mechanics this is not only not possible but
also not wanted.

Debye screening, originally developed for strong electrolytes is now used as a convenient model
for plasmas at or near thermal equilibrium. In Debye plasmas, the interaction between the electrons
and the atomic nucleus are screened as well as the electron-electron interaction. Two-electron
systems offer both relatively simple spectra and the potential for highly accurate calculations which
makes them valuable tools for plasma diagnostics.

Of course, electronic structure calculations of metastable states have been performed using a
variety of different techniques: An extension into the complex plane is the hallmark of the dilatation
transformation approach [1, 5, 7, 10–13] — also called rotated coordinate methods — as well as the
Siegert approach [14], while other approaches solve the same problem entirely with real numerics [6].
In the present work we focus on the bound and resonance state calculations by augmenting the
dilatation transformation approach with the implementation of the quantum virial theorem and
the second order sum rule.

The dilatation transformation consists mainly in the replacement of all radial variables ~r by
iθ~r in the Hamiltonian operator of the system. By this procedure the computational method
is extended onto relevant parts of the complex energy plane which allows for the calculation of
decaying states (i.e., resonances) as eigenstates of the transformed Hamiltonian which is no longer
Hermitean [8]. The corresponding eigenvalues are complex-valued with its imaginary part related
to the lifetime of the state. The departure from Hermiticity has consequences for the computational
strategy. We lose, in particular, the well established rule of variational calculations: The lower the
calculated energy the better is the wave function. One aims instead at a high degree of stability of
the resonance eigenvalue against changes of the rotation angle θ. In order to calculate a resonance
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eigenvalue it is required that this angle has a certain non-zero value but further rotation should not
affect the eigenvalue. For the exact wave function this is satisfied. Approximate wave functions,
however, do change upon further rotation. The computational goal has now become to determine
the value of θ at which the eigenvalue is most stable. In the early days of complex rotation this
region of stability was found by graphically following the trajectory of the resonance eigenvalue
in the complex energy plane. As illustrative as this procedure may be, computationally more
satisfactory is the use of the virial theorem and the sum rules which arise when one expands the
rotated energy in terms of an infinitesimal additional rotation. For the Coulomb potential this was
done first in our articles from the years 1977–78. The generalization to general potentials is given
in [2], for the particular choice of Debye screening it is given in [3, 9].

In computational practice, one has also introduced complex valued rotation angles θ and effects
this way not only the complex rotation but also some kind of real scaling. Hence, the dilatation
technique which originally had been introduced for resonances can also be beneficial in bound state
calculations. Bound states should not be affected by the rotation with a real rotation angle θ,
but this is true only for exact wave functions. Finite basis set expansions are not immune to those
rotations but they do benefit from the real scaling part. In bound state calculations, the satisfaction
of the sum rules assures an increased degree of stationarity and stability of the result and provides
at the same time a measure for the goodness of the wavefunction which is anyhow desirable to
have.
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Abstract— A wide variety of plasmas are efficiently modelled by applying the Debye-Hückel
model to account for the screening of the various electrostatic interactions in the system. In
the present study, the model has been applied to a system which is close to but not quite at
thermal equilibrium. It has been shown that small temporal fluctuations due to remaining ion
motion can be interpreted as small local fluctuations within the system which may lead to sizeable
contributions to line broadening.

1. INTRODUCTION

The observation of width and shape of spectral lines of atomic transitions from atoms or ions
embedded in a plasma has early on been used as an important tool for the temperature and
density diagnostics of plasmas [16]. The relevance of such observations has stimulated a large
number of studies of the physical processes that contribute to features of spectral lines which
allow for the extraction of a wealth of plasma information. A selection of relevant publications
in the area is given by the following list [1, 8, 5, 11, 6, 15]. The present study draws attention to
a contribution to line broadening which so far has not yet been documented and which will be
called fluctuation line broadening in this study. While recent work of ours dealt with a plasma
situation for which this effect — though larger by three orders of magnitude than the natural
line width — is very small compared to other broadening mechanisms, we focus here on plasmas
close to the pressure ionization limit. In this region fluctuation line broadening is much larger.
Our study is based on weakly coupled plasmas which are customarily described by the Debye-
Hückel screening model [3]. This particular screening model is convenient to obtain numerical
results. All screening models predict a decrease in binding with increasing plasma effects. However,
different electronic states respond differently to increasing plasma conditions, and these differences,
while shifting all transition energies downward, leave footprints of their varying amounts. The
effects are not noticeable in a plasma in which each radiating atom or ion experiences exactly the
same screening condition. With some amount of temporal or local fluctuations of the screening
environment, however, a related distribution of transition energies results. The omission of one
sizable contribution leads to incorrect assignments for temperature, density or pressure.

A number of important experimental plasmas fall into the realm of Debye-Hückel plasmas: Gas-
discharge plasmas, plasmas of thermonuclear fusion experiments, plasmas in the solar chromosphere
and plasmas in interstellar space. These are weakly coupled plasmas with coupling constants
much less than unity. The importance of properly including Debye screening in the evaluation of
astrophysical plasma data has been emphasized by Spatschek [15] and, more recently, by Saha et al.
[13].

The system we envision in the present study is a neutral plasma with positive ions embedded
in an electron gas. In this system we encounter one rapid process (the thermalization of the free
electrons) and a noticeably slower process (the thermalization of the positive ions which, typically,
may have one or more bound electrons attached). As it is customarily done, we single out one
of the positive ions as a central test system and attach the origin of the coordinate system to
its center of mass. This test charge Q repels all other positive ions, and attracts both its own
bound electrons and intruders from the surrounding electron gas. Thus, around our test charge the
electron density ne increases and the ion density ni decreases: The test ion gathers a shielding cloud.
A particularly simple example are the astrophysically abundant hydrogen plasmas which contain
in addition to electrons and protons also neutral hydrogen and, as a rule, even an abundance of
negative hydrogen ions. Emission lines from pure hydrogen plasmas are entirely due to the neutral
hydrogen component. Consequently, the theory has first been applied to the bound states of neutral
hydrogen atoms [12, 10]. The application to electron scattering resonances in a plasma has been
developed following the latter of these references [17]. Before that, Scheibner et al. had recognized
the need to screen the proton-proton interaction for scattering events occurring in astrophysical
plasmas [14]. The extension to two-electron systems (in particular, the negative hydrogen ion)
has been reported in [18]. Highly accurate computations of bound and resonant properties of
two-electron systems are appearing with increasing frequency, e.g., [13, 7].
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The effect of screening the electron-nucleus interaction is often expressed as “lowering of the
continuum threshold”, reflecting the fact that atoms and ions are less bound in a plasma envi-
ronment than in vacuum and expressing also the observed disappearance of the upper members
of spectral series [4]. In addition to these features, the Debye screening model — whenever it is
applicable [15] — accounts also for the general shift of transition energies toward smaller values
with increasing screening.

The Debye length, given in atomic length units u, is defined as D=
(

T
4πn0e2

)1/2
≈740

√
T in eV

n0 in cm−3 ,

where the reduced temperature T is often close to the ion temperature. Since the Debye length is
a function of both temperature T and electron density n0, a single value of D represents a wide
range of different plasma conditions.

In the investigation of plasmas consisting of atomic ions and electrons, it is essential to modify the
interaction potential between all particles. In this work, we have replaced all Coulomb interactions
by screened interactions of the Debye type. These modifications affect one-electron properties as
well as properties involving more than one electron, in particular, the electron-electron interactions.

In addition to the natural line width which is usually quite negligible, the most important plasma
line broadening effects are

(a) Resonance broadening caused by the interaction with the radiation field leading to induced
absorption and emission thus decreasing the lifetimes of electronic states.

(b) Collisional broadening caused by collisional excitation and de-excitation and may also greatly
reduce the lifetime of electronic states.

(c) Doppler broadening caused by the motion of radiating ions in a plasma leads to line widths
which are usually much greater than the natural line width.

(d) Stark broadening [9] assumes the presence of strong, fluctuating micro-fields which add to
the broadening of lines in addition to the splitting into several possible sublevels when the spherical
symmetry of the environment is broken, for instance, by external fields.

If we assume now that the thermalization of the free electrons occurs so fast that even when the
ions have not yet quite reached thermal equilibrium the electrons can and will adjust momentarily
to the slow changes that are introduced by the motion of the ions and achieve temporary equilibrium
temperature and density. In this model we will encounter slow variations of the screening parameter
D which lead to small differences in the energies of the electronic eigenstates. As the time rate
of such changes of the screening environment is assumed to be sufficiently slow, the changes by
themselves will not introduce transitions between electronic states but lead to a broadening of
the resulting spectral lines. The use of a time dependent theory is in this case irrelevant. An
alternative to observing slow time variations of the screening potential experienced by a single
central ion consists in viewing the whole ensemble of ions at once and find their respective screening
parameters distributed about an average value D0.

Employing correlated wave functions as they have been studied in [2], we have determined
dipole transition energies of several allowed transitions in helium which is embedded in plasmas of
differing strengths. While the calculation of the helium energies requires quite sophisticated wave
functions the resulting energy differences T can be fitted to simple exponential expressions of the
form T (D) = E2 − E1 = −ae−D/b + c, where the fitting interval has been restricted to values of
D < 20 u. (u is the atomic length unit, 1u = 0.53 × 10−10 m). The region above is of limited
interest because the function does not change enough to induce noticeable line broadening [19].

For the lowest optical transition the transition energy T as a function of the screening length
D is given by the formula above with the following parameters a = 0.99607 eV, b = 1.58367 u,
c = 0.76528 eV. When we assume that the Debye lengths of our sample fluctuate by ±ε about a
mean value D, then there results an uncertainty in the transition energy T (D ± ε) given by ∆T =
2ae−

D

b sinh ε
b . This constitutes the contribution to line broadening exclusively due to fluctuations

in the sample. Whether this contribution is relevant or can be safely neglected depends on the
magnitude of other line broadening effects present. For the helium atom in plasmas the calculated
width under reasonable physical conditions can well amount to several eV.

The Debye-Hückel approach to screening in plasmas has been known to explain the decrease
of binding of electronic states with increased screening — an effect that is often addressed as
“lowering of the continuum threshold”. It has also long been known that the theory explains the
shift of transition lines toward lower energies with increased screening. Here, it has been shown
that it may as well result in a sizeable contribution to the line width. Other features observed
in studies of line profiles have been left out in the present work but can be included. If the
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experimental conditions are such that the effects of fluctuation broadening are comparable to the
other contributions one better includes the former in the diagnostic process.
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Abstract— The stochastic perturbation of optical solitons due to parabolic law nonlinearity is
studied in this paper with the aid of soliton perturbation theory. The corresponding Langevin
equation is derived and it is proved that the soliton propagates with a fixed mean velocity.

1. INTRODUCTION

The dynamics of solitons propagating through optical fibers is governed by Nonlinear Schrödinger
Equation(NLSE) [2]. It is well known that the pulse dynamics are not accurately described the pure
NLSE. It is therefore necessary, from practical consideration, to take into account the perturbation
terms.

Besides the deterministic type perturbations one also needs to take into account, from realistic
situations, stochastic type perturbation. These effects can be accounted from three basic sources
[2]:

1. Stochasticity associated with the chaotic nature of the initial pulse due to partial coherence
of the laser generated radiation.

2. Stochasticity due to random nonuniformities in the optical fibers like the fluctuations in the
values of dielectric constant the random variations of the fiber diameter and more.

3. The chaotic field caused by a dynamic stochasticity might arise from a periodic modulation of
the system parameters or when a periodic array of pulses propagate in a fiber optic resonator.

Thus, stochasticity is inevitable in optical soliton communications. In this paper the NLSE with
parabolic law nonlinearity is going to be studied in presence of deterministic as well as stochastic
perturbation terms. The dimensionless form of NLSE with parabolic law nonlinearity is given by

iqt +
1
2
qxx +

(|q|2 + ν|q|4) q = 0 (1)

whose solution is given by

q(x, t) =
A

[1 + a cosh {B(x− x̄(t))}] 1
2

ei(−κx+ωt+σ0) (2)

where

dx̄

dt
= υ = −κ (3)

ω =
A2

4
− κ2

2
(4)

B =
√

2A (5)

a =

√
1 +

4
3
νA2 (6)

Here, A is the amplitude of the soliton, B is the width, κ is the frequency, ω is the wave number,
x̄ is the center position of the soliton and σ0 is the center of phase of the soliton.

Considering the effects of perturbation on the propagation of solitons through optical fibers, (1)
is modified to [1]

iqt +
1
2
qxx +

(|q|2 + ν|q|4) q = iεR (7)

where
R = δ|q|2mq + βqxx − γqxxx + λ

(|q|2q)
x

+ ν
(|q|2)

x
q + σ(x, t) (8)
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For the perturbation terms, δ < 0 is the nonlinear damping coefficient, β is the bandpass filtering
term. Also, λ is the self-steepening coefficient for short pulses, ν is the higher order dispersion
coefficient and γ is the coefficient of the third order dispersion.

The amplifiers, although needed to restore the soliton energy, introduces noise originating from
amplified spontaneous emission (ASE). To study the impact of noise on soliton evolution, the
evolution of the mean free velocity of the soliton due to ASE will be studied in this paper. In
case of lumped amplification, soliton are perturbed by ASE in a discrete fashion at the location
of the amplifiers. It can be assumed that noise is distributed all along the fiber length since the
amplifier spacing satisfies za ¿ 1. In (8), σ(x, t) represents the Markovian stochastic process with
Gaussian statistics and is assumed that σ(x, t) is a function of t only so that σ(x, t) = σ(t). Now,
the complex stochastic term σ(t) can be decomposed into real and imaginary parts as [3]

σ(t) = σ1(t) + iσ2(t) (9)

is further assumed to be independently delta correlated in both σ1(t) and σ2(t) with

〈σ1(t)〉 = 〈σ2(t)〉 = 〈σ1(t)σ2(t′)〉 = 0 (10)

〈σ1(t)σ1(t′)〉 = 2D1δ(t− t′) (11)

〈σ2(t)σ2(t′)〉 = 2D2δ(t− t′) (12)

where D1 and D2 are related to the ASE spectral density. In this paper, it is assumed that
D1 = D2 = D. Thus,

〈σ(t)〉 = 0 (13)

and

〈σ(t)σ(t′)〉 = 2Dδ(t− t′) (14)

In soliton units, one gets [2],

D =
FnFG

Nphza
(15)

where Fn is the amplifier noise figure, while

FG =
(G− 1)2

G lnG
(16)

is related to the amplifier gain G and finally Nph is the average number of photons in the pulse
propagating as a fundamental soliton.

2. MATHEMATICAL ANALYSIS

The NLSE with parabolic law nonlinearity has three integrals of motion which are energy (E),
linear momentum (M) and the Hamiltonian (H). However, in this paper, only the first two of
them will serve our purpose. They are respectively by [1, 2]

E =
∫ ∞

−∞
|q|2dx =

A2

aB
F

(
1, 1,

3
2
;
a− 1
2a

)
B

(
1,

1
2

)
(17)

M =
i

2

∫ ∞

−∞
(qq∗x − q∗qx) dx =

κA2

aB
F

(
1, 1,

3
2
;
a− 1
2a

)
B

(
1,

1
2

)
(18)
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where F (α, λ; γ; z) is the Gauss’ Hypergeometric function and B(l,m) is the beta function. Using
these integrals of motion, one can write

dA

dt
=

εδA2m+1

2mam+1
F

(
m + 1,m + 1,m +

3
2
;
a− 1
2a

)
B

(
m + 1,

1
2

)

+
ε
√

2βA

a

[
κ2F

(
1, 1,

3
2
;
a− 1
2a

)
B

(
1,

1
2

)
− 2A2F

(
3, 1,

5
2
;
a− 1
2a

)
B

(
1,

3
2

)]

+εa2A
√

2

[
σ1

∫ ∞

−∞

cosφ

(1 + a cosh τ)
1
2

dx + σ2

∫ ∞

−∞

sinφ

(1 + a cosh τ)
1
2

dx

]
(19)

dκ

dt
= −εβκA2

2
F

(
3, 2, 3; a−1

2a

)

F
(
1, 1, 3

2 ; a−1
2a

) =
B(2, 1)
B

(
2, 1

2

)

−ε
√

2
AE

∫ ∞

−∞

[
aB(σ2 cosφ− σ1 sinφ) sinh τ

(1 + a cosh τ)
3
2

− 2κ(σ1 cosφ + σ2 sinφ)

(1 + a cosh τ)
1
2

]
dx (20)

where τ = B(x − x̄) and φ = −κx + ωt + σ0. If the terms with σ1 and σ2, in (19) and (20), are
suppressed, the resulting dynamical system has a stable fixed point, namely a sink. Now, linearizing
the dynamical system about this fixed point gives, after simplification [3]

dA

dt
= −ε

(
A2m+1 − ξ

Ā

)
(21)

dκ

dt
= −ε [κ− ζ(1 + A− κ)] (22)

where Ā is the fixed point of the amplitude while

ξ = σ1

∫ ∞

−∞

cosφ

(1 + a cosh τ)
1
2

dx + σ2

∫ ∞

−∞

sinφ

(1 + a cosh τ)
1
2

dx (23)

and

ζ =
∫ ∞

−∞

[
aB(σ2 cosφ− σ1 sinφ) sinh τ

(1 + a cosh τ)
3
2

− 2κ(σ1 cosφ + σ2 sinφ)

(1 + a cosh τ)
1
2

]
dx (24)

Equation (21) and (22) are called the Langevin equations which will now be analyzed to compute
the soliton mean drift velocity of the soliton. If the soliton parameters are chosen such that ζA is
small, then (22) yields [2, 3]

dκ

dt
= −ε[κ− ζ(1− k)] (25)

One can solve (25) for κ and eventually the mean drift velocity of the soliton can be obtained.
Assuming that σ is a Gaussian stochastic variable and using the initial condition κ(0) = 0 yields

〈κ(t)〉 = − D

1−D

{
1− e−ε(1−D)t

}
(26)

which leads to

lim
t→∞〈υ(t)〉 = lim

t→∞〈κ(t)〉 =
D

1−D
(27)

Thus, for large t, 〈υ(t)〉 approaches a constant value provided D < 1. Thus, the soliton mean with
drift approaches a constant for a large time.

3. CONCLUSIONS

In this paper, the dynamics of optical solitons with parabolic law nonlinearity in presence of per-
turbation terms, both deterministic as well as of stochastic, are studied. The Langevin equation
were derived and the corresponding parameter dynamics was studied. The mean drift velocity of
the soliton was obtained.
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Abstract— We investigate the dynamic response and statistical nature of gain transients in
multi-channel discrete fiber Raman amplifiers that arise from random packet-to-packet input
power variations. We assess the efficiency of gain-clamping for controlling such transients.

1. INTRODUCTION

Discrete fiber Raman amplifiers (DFRAs) are a potential enabling technology for increasing the
capacity of dynamic optical networks such as the agile all-photonic network (AAPN) [1]. DFRAs
have several advantages including, among others, providing amplification at bandwidths generally
not available with doped fiber amplifiers. However, they suffer from power transients in the same
way as Erbium-doped fiber amplifiers (EDFAs) whereby variations in the total input power, usually
resulting from channel add/drop, will cause gain or power transients and hence deteriorate system
performance [2]. All-optical gain-clamping (AOGC), which consists in creating a lasing signal
outside the bandwidth of the channels being amplified, has been investigated as a means to clamp
the amplifier gain and mitigate power transients.

Although the dynamic response of DFRAs has been investigated [3], these have focused largely
on circuit-switched network scenarios within the context of channel add/drop. On the other hand,
there have been no studies on the statistical nature of the gain variations that arise due to ran-
dom power fluctuations. In this paper, we study theoretically the gain transients that arise when
a multi-channel DFRA is fed by randomly variable packet-to-packet traffic, i.e., when the input
power of the different channels varies in a random fashion on a packet-to-packet basis. Such power
variations arise when the packets traverse different paths in a network and experience different
loss/amplification or transmission impairments. We also assess the efficiency of AOGC for con-
trolling such transients and compare the performance of unclamped vs. gain-clamped DFRAs for
different packet durations, amplifier operating regimes, and fluctuations in the input power.

2. SIMULATIONS

The model used to simulate the dynamic response of the DFRAs takes into account all pump-to-
pump, signal-to-signal, and pump-to-signal interactions between forward and backward propagating
channels; it is solved numerically using the average power analysis technique [4].

In our simulations, we consider a DFRA comprising 5 km of highly nonlinear fiber (with an
attenuation coefficient of 0.61 dB·km−1 at 1550 nm and an effective Raman gain spectrum with a
peak value of ≈6 km−1·W−1 at a frequency shift of 14.5 THz) that is backward pumped by three
pumps at 1435 nm, 1450 nm and 1480 nm. In the case of the gain-clamped DFRA, two fiber Bragg
gratings located at 1625 nm, which induces the least gain tilt relative to the unclamped case [5], are
used. The pump powers are adjusted so that both unclamped and gain-clamped amplifiers provide
the same gain (16 dB) when they are operated in the small-signal regime.

We consider 64 input channels spaced by 50 GHz from 1560 nm to 1585.6 nm. One of the 64
channels is set as a non-varying probe channel while the other 63 channels have time-varying input
powers. The input power of each of the 63 channels is varied on a packet-to-packet basis randomly
and independently according to a Gaussian distribution. The mean of the distribution is set by the
operational regime of the amplifier: for operation in the small signal regime, the per channel input
power (PCIP) is −30 dBm and near saturation, the PCIP is −20.9 dBm. The standard deviation
(s) of the distribution is set at 1% and 5% of the PCIP. The packets are assumed to be aligned
in time which corresponds to a worst-case scenario. We then examine the gain transients for the
probe channel located at midband (λm = 1575.2 nm). Each simulation consists of 5 packets, i.e.,
the input power for each of the 63 channels varies 5 times. We set the packet durations at 25µs
and 100µs. In order to study the statistical behaviour of the amplifier performance, we perform
500 simulations for each case considered, i.e., for a given operational regime, a given input power
distribution, and a given packet duration.
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Figure 1: Left: Typical simulation result showing the variations in the output power of the probe channel
due to fluctuations in the input power of the other 63 channels over 5 packets. Right: Histograms for the
two comparison parameters obtained over the 500 simulations.

3. RESULTS AND DISCUSSION

Figure 1 shows the variations in the probe channel over 5 packets from a typical simulation. We are
interested in the following two comparison parameters: (1) the output power of the probe channel
averaged over the 5 packets (which characterizes the average gain of the DFRA) and (2) the peak-
to-peak gain variation (∆Gpp). Ideally, the variations in the other 63 channels should not have
an impact on the probe channel in that the amplifier should provide the required gain and ∆Gpp

should be minimal. We use the 500 simulations to produce histograms for these two comparison
parameters from which we extract the average value and variance.

The results are summarized in Tables 1 and 2. As expected, the mean and the variance of both
comparison parameters increase with s with one exception: in the small-signal regime, the mean
value of the probe channel average output power is independent of s. This mean value is also
the same for both unclamped and gain-clamped amplifiers so that both amplifiers are capable of
providing the required gain in the presence of input power fluctuations. The mean and the variance

Table 1: Mean and variance of the distribution of the comparison parameters for both DFRAs operated in
small-signal and near saturation with a packet duration of 25 µs.

Unclamped DFRA Gain-clamped DFRA

Operational
regime

Standard
deviation (s)

Comparison
parameters

Mean Variance Mean Variance

Small-signal

1%

Average output power
(dBm)

-14 1.35e-8 -14 0

Peak-to-peak gain
variation (dB)

5.67e-4 4.40e-8 4.22e-4 2.67e-8

5%

Average output power
(dBm)

-14.00 3.10e-7 -14.00 3.64e-8

Peak-to-peak gain
variation (dB)

0.0027 1.15e-6 0.0021 6.69e-7

Near
saturation

1%

Average output power
(dBm)

-6.29 2.59e-7 -5.09 8.68e-8

Peak-to-peak gain
variation (dB)

0.0028 1.03e-6 0.0032 1.42e-6

5%

Average output power
(dBm)

-6.29 7.15e-6 -5.09 2.27e-6

Peak-to-peak gain
variation (dB)

0.0145 3.14e-5 0.0151 3.21e-5
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Table 2: Mean and variance of the distribution of the comparison parameters for both DFRAs operated in
small-signal and near saturation with a packet duration of 100 µs.

Unclamped DFRA Gain-clamped DFRA

Operational
regime

Standard
deviation (s)

Comparison
parameters

Mean Variance Mean Variance

Small-signal

1%

Average output power
(dBm)

-14 2.33e-8 13.99 0

Peak-to-peak gain
variation (dB)

8.10e-4 8.54e-8 5.26e-4 4.65e-8

5%

Average output power
(dBm)

-14.00 4.92e-7 -14.00 1.73e-8

Peak-to-peak gain
variation (dB)

0.0040 2.36e-6 0.0027 1.16e-6

Near
saturation

1%

Average output power
(dBm)

-6.29 6.94e-7 -5.09 4.05e-8

Peak-to-peak gain
variation (dB)

0.0038 1.58e-6 0.0037 1.90e-6

5%

Average output power
(dBm)

-6.29 9.64e-5 -5.09 4.09e-6

Peak-to-peak gain
variation (dB)

0.0195 5.02e-5 0.0182 4.95e-5

of the comparison parameters also increase when the DFRAs operate near saturation.
When the packet duration is 25µs and the DFRAs are operated in the small-signal regime,

AOGC is efficient to control the gain transients. With s = 5%, the mean of ∆Gpp is 0.0021 dB
for the gain-clamped DFRA in comparison to 0.0027 dB for the unclamped DFRA. Although the
difference between both amplifiers is small in terms of the mean values, AOGC induces a smaller
variance in the distribution of ∆Gpp and in fact, the variance in the case of the unclamped amplifier
is almost double that in the case of the gain-clamped amplifier. When the DFRA operates near
saturation with the same packet duration, AOGC succeeds in reducing the mean and the variance
of the average output power distribution but it induces larger and more scattered peak-to-peak gain
variations independently of s. For example, with s = 5%, the mean and the variance of ∆Gpp are
0.0151 dB and 3.21 · 10−5 dB2 respectively, for the gain-clamped DFRA compared to 0.0145 dB and
3.14 · 10−5 dB2 for the unclamped DFRA. When the packet duration is increased to 100µs, AOGC
is effective at reducing both the mean value and the scattering of the average output power and
∆Gpp independently of the operational regime. We also notice that the difference in the amplifiers
performances increases with s, except the variance of ∆Gpp that decreases with s.

4. SUMMARY

In summary, we have investigated the statistical nature of gain transients in multi-channel DFRAs
that arise from random packet-to-packet input power variations. We consider the worst case sce-
nario for a 64 channel system in which the input power of 63 of the channels fluctuates randomly.
We compare the performance of both unclamped and gain-clamped amplifiers for different oper-
ational regimes and packet durations. The performance of both amplifiers is typically the same,
though small variations exist depending on the operational regime or packet duration. Thus, we
do not believe that fluctuations in the input power of the signals to a DFRA that would be typical
in an AAPN would have a significant impact on amplifier and overall system performance.
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A Faster Approximation of Forward Scattering by Gradient-index
Particles

Xiangzhen Li, Xiang’e Han, Renxian Li, and Huifen Jiang
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Abstract— By means of geometrical optics we present an approximation algorithm with which
to accelerate the computation of scattering intensity distribution within a forward angular range
(0◦–60◦) for gradient-index particles illuminated by acollimated ted incident beam. The incident
angle of the reflected light is derived from the scattering angle to improve the approximation
precision. This method proves effective for transparent particles with size parameters larger than
75 but fails to give good approximation results at scattering angles at which refractive rays are
absent. With the given index model, the geometrical optics approximation is effective only for
forward small angles, typically less than 10◦ or so when the refractive index difference of a particle
is greater than a certain value.

1. INTRODUCTION

Gradient-index (GRIN) particles have found many applications in modern industries. For in-
stance [1], shell and the continuous refractive index models are used for the crystalline lens; a
waveguide model is considered for human phot-Oreceptors; the atmosphere of the earth has a re-
fractive index that decrease with height because the density decreases at higher altitudes, and the
GRIN models are used for the optical fiber widely. To probe them optically, one needs to calculate
the theoretical scattering intensities of particles of different sizes.

Studies [2] of approximation methods of the scattering light pattern for the homogeneous or
coated particles have been carried out by several researchers. By means of a geometrical-optics
approximation (GOA), Glantschnig and Chen derived a formula with which to calculate scatter-
ing intensity in the forward angular range for water droplets. A. Belafhal et al. [3] studied light
scattering by absorbing and nonabsorbing spheroidal particles in the Wentzel-Kramers-Brillouin
approximation and developed a new mathematical description of light scattering. Min et al. [4]
calculated the optical cross sections of size shape distributions of spheroids, and Grynko and Shku-
ratov [5] studied the scattering characteristics of semitransparent particles faceted with various
shapes. Xu and Cai [6] combined FD theory with geometrical optics and proposed the whole
geometrical approximation method to accelerate the computation of the light’s intensity for ho-
mogeneous absorbent particles and coated particles. However, geometrical-optics approximation of
forward scattering by GRIN particles is never be researched. In this paper a more general method
of GOA is developed that can be applied in the calculation of GRIN particles.

2. GEOMETRICAL-OPTICS APPROXIMATION OF GRIN PARTICLES

From a geometrical-optics viewpoint, scattered light is considered to be the superposition of
diffracted, refracted, and reflected fractions. That is,

s = sdiffraction + srefraction + sreflection (1)

Xu [7] considered that 95 percent of the scattering energy is produced by reflection and first
refraction, therefore other emerging rays can be neglected. As indicated by Fig. 1, m0, m1 are the
refractive indices of the center and surface. In this paper the refractive index of the environment
ms equals 1.0.

In 1637 Descartes [8] described geometrically the relationship between incident and scattering
angles for a uniform sphere:

θ = 2τ − 2(N − 1)τ ′ (2)

where τ represents the complement of the impact angle, τ ′ is the complement of the internal
refracted angle, and N is the number of light-sphere interactions (see Fig. 1). If the refractive
index of the sphere is not uniform, the Descartes law (Eq. (1)) is no longer applicable.

For a sphere with spherically symmetric refractive index m(r̃) immersed in a uniform medium,
the relationship between incident and scattering angles for a spherically symmetric particle can
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(a) (b)

Figure 1: Comparison of the light path inside a sphere with a uniform refractive index (solid curves) and the
light path inside a sphere with a spherically symmetric refractive index m(r̃) (dashed curves). (a) m0 > m1,
(b) m0 < m1.

not be described by the Descartes law (Eq. (2)). the differential equation for the light rays can be
written in a nondimensional form [9]:

χ(r) = χ0 +
∫ r

rc

e

r
√

m(r̃)2r̃2 − e2
dr (3)

Where e = ms cos(τ) is a constant, χ0 equals zero under ordinary conditions, r is a position of
one point of a light ray, and r̃ = r/R is the nondimensional sphere radius. In 2005 Maria Rosaria
Vetrano found geometrically the relationship between incident and scattering angles for a spherically
symmetric particle:

θ = 2τ − 2(N − 1)[χ(r = R)− χ(r = rc)] (4)

For a spherically symmetric particle with radius R, the dimensionless parameter is set: α =
2πR/λ, where λ is the wavelength of incident light, and rc represents the minimal distance of
approach of the light ray from the center of the sphere. Combined with the relationship (Eq. (4)),
the phase shift and the scattering intensity of a spherically symmetric particle can be derived.

The dimensionless scattering intensity is defined by [10]

i1,2 = α2k2
1,2D (5)

Where k1,2 is introduced to characterize the fraction of the incident intensity contained in emerging
rays

k1,2 = ε1,2 for N = 1
k1,2 = (1− ε2

1,2)(−ε1,2)N−2 forN = 2, 3, 4 . . .
(6)

D is usually called divergence or gain, denoting the influence of particle shape on angular intensity
distribution. It can be expressed as

D =
sin τ cos τ

sin θ |dθ/dτ | (7)

Where ε1,2 are Fresnel reflection coefficients, defined as

ε1 =
sin τ −m1 sin τ ′

sin τ + m1 sin τ ′

ε2 =
m1 sin τ − sin τ ′

m1 sin τ + sin τ ′

(8)

Phase shifts [10] ψ1,2, which are due to reflection and correspond to perpendicular and parallel
polarized components, are expressed by the Fresnel reflection coefficients. Xu and Cai [6] used a
one-dimensional piecewise cubic spline interpolation to get the amplitudes and phases of the rays.
However, this method may engender deviation. In this paper, the same scattering angles should
be applied to calculate the amplitudes and phases of the rays. Hence, the incident angle of the
reflected light should be derived from the scattering angle.
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Figure 2: Comparison of intensity of calculation by the MIE theory and by the GOA method. (a)
R= 10 um, m0 = 1.49, m1 = 1.47. (b) R = 10 µm, m0 = 1.47, m1 = 1.49. (c) R = 10 µm, m0 = 1.5, m1 = 1.1.
(d) R =25 µm, m0 =1.5, m1= 1.1. (e) R =10 µm, m0= 2.1, m1 = 1.1. (f) R = 10 µm, m0= 2.1, m1 = 1.1.

Following Van de Hulst’s discussion of the phase change that is due to optical length and focal
lines, the combined phases σreflection1,2 and σrefraction1,2 in the foregoing cases can finally be obtained:

σreflection1,2 = π/2 + 2α sin(τreflection) + ψ1,2

σrefraction1,2 = 3π/2 + 2α sin(τ)− 2πL

λ

(9)
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Where L is the optical path length of light and τreflection = θ/2 is the incident angle of the reflected
light.

With the scattering angles and the combined phases, amplitude functions for the two polariza-
tions can be written as [10]:

s1,2 =
√

i1,2 exp(Iσ1,2) (10)
The final amplitude functions can be finally obtained [6]:

s = sreflection + srefraction + sdiffraction θ ∈ [0◦, 20◦]
s = sreflection + srefraction θ ∈ [20◦, 60◦] (11)

Where sdiffraction = α2J1(α sin θ)/(α sin θ) and J1 is the first-order Bessel function.
Assuming that the particle is illuminated by an unpolarized monochromatic beam with wave-

length λ and incident intensity I0, the scattering intensity I(θ) at the distance f can finally be
obtained by

I(θ) =
λ2I0

8π2f2
(|s1(θ)|2 + |s2(θ)|2) (12)

In this paper the index λ2I0/(8π2f2) is defined as 1and the wavelength of light λ equals 1.0.

3. COMPARISON OF THE GEOMETRICAL-OPTICS APPROXIMATION WITH MIE
THEORY

Refractive index is defined as m(r̃) = m0(1 − m2
0 −m2

1

m2
0

r̃2)
1
2 . χ(r) can be denoted as analytical

solution by use this refractive index. Five types of transparent particles were calculated by the
GOA method. The results were compared with those obtained by use of the MIE theory (Fig. 2).
Besides, for the difference ∆m = |m0 −m1| > 1, a portion of N = 2 rays is beyond 60◦ ∼ 180◦ and
a portion of N = 3 rays is beyond 40◦ ∼ 60◦ (Fig. 2(f)). The intensities calculated by the GOA on
this condition may have remarkable approximation errors(Fig. 2(e)).

With the radius that varied from 15µm∼ 1000µm, the refractive indices of the center and the
surface were 1.33 and 1.30, respectively, numerical calculations were performed on an Intel Pentium
3.0GHz PC with 1.0 G RAM to test the calculation efficiency of the two methods. As illustrated
in Fig. 3, the calculation time of the rigorous MIE theory increased rapidly with increasing radius.
With case B, the calculation time of the GOA theory varied from 2.4 ms to 120ms.

 
Figure 3: Comparison of speed of calculation by the MIE theory and by the GOA method.

4. CONCLUSIONS

In this paper we have treated light scattering as the superposition of diffraction, reflection, and
refraction. An approximation algorithm — the GOA method — was developed to calculate the
scattering light pattern within the forward direction (0◦–60◦) for non homogeneous particles. With
the typical continuous refractive index model, the calculation time of the GOA theory are compared
with MIE theory and CPU time is greatly decreased. But it fails to describe light scattering at
the scattering angles from which the refractive rays are absent . Neither can it work well at large
scattering angles form which a portion of N = 3 rays is beyond 30◦ ∼ 60◦.
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Abstract— An efficiency-optimized scheme for Optical phased array (OPA) beam steering
controlled by wavelength is proposed. In this scheme, an OPA is designed based on optical
waveguides with specific interelement center-to-center spacing and length difference, by which
the number of elements (phase shifters) that result in high Signal-to-Noise ratio (SNR) can be
dramatically decreased. To suppress the sidelobes, we worked out a method based on gradient
techniques to optimize the interelement spacing and length difference. And we mathematically
prove the SNR in the case of optimized scheme is unchanged when beam steering controlled by
wavelength.

1. INTRODUCTION

Optical phased arrays, which have been scaled down for use at optical wavelengths, are direct
functional analogs of microwave phased-array antennas and share the same fundamental beam-
forming concepts as their microwave precursors. OPA provide an elegant means for the inertialess,
high-resolution random-access beam steering that is required by numerous applications, including
laser radar and laser communication. Before us, various kinds of phase shifters have been studied
and tested, such as LiNbO3 [1], AlGaAs [2, 3], liquid crystals [4], PLZT [5] and etc. However,
some difficulties impede the technology of OPA beamsteering to high performance and practical
application, one of which is the coupling problem because the interelement spacing of phased
array should be sufficiently close (d ≤ λ/2 is needed for an efficient phased array, where d is the
interelement spacing of the array and λ is the optical wavelength) to eliminate sidelobes in the
far-field radiation pattern.

We proposed an idea [6] that the phased-array optical deflectors are randomly arranged with
nonuniform spacing, which can solve this difficulty of d ≤ λ/2 in the optical domain. Moreover, we
have proved feasibility of using integrated optical waveguides [6] and photonic crystals [7] as the
phase shifters of OPA.

However, this idea has a disadvantage that it can effectively suppress the sidelobes only when
the number of the elements is quite large, (To have a suppression ratio of 10 dB, it needs average 100
to 200 elements at the range of spacing from 20µm to 40µm) and it is difficulty to fabricate and,
more importantly, it may not meet the condition of temporal coherence. In this paper, we worked
out a computing method to optimize the interelement spacing and length difference to curtail the
number of elements used in the array for practical application and to ensure the possibility of
temporal coherence.

This paper is organized as follows. In Section 2, we give the optimized result which is a group
of numbers relevant to the interelement spacing and length difference. In Section 3, we mathemat-
ically prove the Signal-to-Noise ratio (SNR) is constant with change of radiation angle. And we
demonstrate the method of optimization we used.

2. OPTIMIZED RESULT

In the following, firstly, we review the idea of nonuniform spaced array which necessarily establish
the relation between the interelement spacing di and the length difference ∆li (∆li = li+1 − li)
between the adjacent elements i + 1 and i, and numerically calculate radiative angle of the phased
array against optical wavelength.

In this theoretical model shown in Fig. 1, the distances between elements are not equal, i. e.,
d1 6= d2 6= ... 6= dN−1, N is number of elements. And, the length differences between adjacent
elements are nonuniform. A tunable laser source is used in the scheme, in which the wavelength
λ varying from λ0 −∆λmax to λ0 + ∆λmax and di À λ are assumed. For a one-dimensional array
of emitters and under the Fraunhofer approximation, we can get the maximum intense beam, the
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Figure 1: A scheme for nonuniform spaced array fabricated by optical waveguide.

so-called main lobe, which results from the constructive interference, at the direction [6]

θ = arcsin
ki ·∆λ

di
(1)

We define ki ·∆λmax = di, and n ·∆li = ki · λ0 + di sin 0◦ = ki · λ0. Where ki is an integer which
determines the interelement spacing di and length difference ∆li, n is the effective refractive index
of the waveguide, and i = 1, 2, . . . , N − 1. Then θ = arcsin(∆λ/∆λmax). And in directions other
than θ, the combined intensity is relatively low.

Figure 2: Comparison of number of elements of optimized ki with that of random ki. The element spacing
ranges from 17.040 um to 66.704 um. And the direction of optical beam is controlled by wavelength from 1.1
rad to −1.1 rad..

Now we demonstrate that when ki is a special group of numbers, the sidelobes will be dramati-
cally suppressed further. By an optimized method based on the gradient techniques, we get some
groups of optimized numbers, ki, which remarkably decrease the number of elements used in array
at the same Signal-to-Noise ratio (SNR) in contrast to the condition that ki are random numbers.

The SNR is defined as SNR =
maximal sidelobe power

mainlobe power
.

The above results show through optimization, the SNR, which is approximately 10 dB for N =
25, can be effectively increased compared with the result that the SNR is approximately 10 dB for
N = 120 when ki is random number. To achieve the same ratio of suppression of sidelobes, the
number of elements we need with optimized ki is 1/3 to 1/4 of that with random ki. This result has
great significance because with relatively fewer elements used, the SNR can also achieve the level
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we expect. So it provides an opportunity for fabrication for practical use with integrated optical
waveguide and more importantly, fewer elements mean smaller scale of OPA, which is demanded
to meet the condition of temporal coherence because finite wave-trains may not be coherent in an
OPA of large scale.

Table 1: Optimized ki of different number of elements.

Elements number Optimized ki

5 3645 3848 2910 4169

7 4041 3702 3441 2373 3841 3364

11 3471 3676 3293 3772 2998 3176 2716 3226 3087 3395

15 2285 2306 2377 2921 2828 3083 3012 2679 2369 2508

2659 2586 3230 2578

19 1570 2449 1889 1795 1684 1775 1838 2011 1519 1428

1908 2309 2389 1719 1590 2272 1637 2110

23 1951 1707 1296 1896 1146 1950 2043 1250 1889 1478

1775 2043 1558 1999 1874 1065 1304 1103 1371 1964

1867 1237

25 2062 1567 1275 1912 1432 1141 1542 1788 1404 1726

1752 1380 1301 1734 2109 1526 1882 1993 2077 2178

1691 1616 1212 1600

31 2134 2031 1910 1513 1769 2267 1864 1862 2407 1588

1879 1604 1373 1467 2126 1974 1704 2269 2403 2435

2175 2212 2243 2222 1667 1740 1425 2475 1725 2061

The optimized ki are given from the left form. The above results are derived regardless of the
pattern of aperiodic spacing. And λ0 = 1.55µm, ∆λmax = 0.016µm, with the difference of optical
path length n ·∆li ranging from 1650.75µm to 6461.95µm and the element spacing ranging from
17.040µm to 66.704µm.

In addition, when using these optimized ki in experiments, the fabrication error has an influence
on the SNR. If we hypothetically add all independent random fabrication errors with the same level
to the element spacing respectively, we can see with increase of the error level, the standard variance
of SNR enlarge significantly. When the error level is 200 nm, the SNR decrease by approximately
2 dB and the standard variance enlarge to about 1 dB. Even though the SNR diminish and the
standard variances enlarge with the increase of error, this result is much better than that when ki is
random number [6] because with the random error increasing, the length difference and interelement
spacing tend to become random gradually.

3. MATHEMATICAL THEORY ABOUT THIS MODEL

Next we mathematically prove the SNR in the case of optimized ki is unchanged when optical
wavelength varies. For a one-dimensional array of emitters, under the Fraunhofer approximation
the radiation is given by [7]

E(θ) = E1 ·


1 +

N−1∑

i=1

exp
[
− j

2π

λ
(n

i∑

j=1

∆Lj −
i∑

j=1

dj · sin θ)
]
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where E1 = exp
[
− j

2π

λ
(nL1 + r1)

]
, dj = −kj∆λmax, and ∆Lj =

kj · λ0

n
, so that, the intensity

I(θ) = I1 ·
∣∣∣∣∣∣
1 +

n−1∑

i=1

exp
[
− j

2π

λ

i∑

j=1

ki (λ0 − sin θ ·∆λmax)
]∣∣∣∣∣∣

2

(2)

where I1 = E2
1 . Given ∆λ = λ− λ0 changing from ∆λ1 to ∆λ2, we can find

θ1|∆λ1 = f(θ2|∆λ2) = arcsin
[
λ0 · (∆λ1 −∆λ2) + ∆λmax · sin θ2 · (λ0 −∆λ1)

(λ0 −∆λ2) ·∆λmax

]
(3)

s.t. I(θ1)|∆λ1 = I(θ2)|∆λ2 . In order to prove SNR is unchanged, we need to prove the local maximum
of sidelobes in these two cases (∆λ = ∆λ1, ∆λ = ∆λ2) are equal and corresponding. Given θ1

is the local maximal point of I(θ)|∆λ1 , from (4), we should prove the corresponding θ2 also is the
local maximal point of I(θ)|∆λ2 . In another word, we should prove ∃ε > 0, ∀θ2 − ε < θ < θ2 + ε,
s.t. I(θ)|∆λ2 ≤ I(θ2)|∆λ2 .

Because θ1 is the local maximal point of I(θ)|∆λ1 , So that ∃ε1 > 0, ∀θ1 − ε1 < θ∗1 < θ1 + ε1, s.t.
I(θ∗1)|∆λ1 ≤ I(θ1)|∆λ1 . From (3), we have

sin θ∗1 =
λ0 · (∆λ1 −∆λ2) + ∆λmax · sin θ∗2 · (λ0 −∆λ1)

(λ0 −∆λ2) ·∆λmax

written as θ∗1 = f(θ∗2), so that ∃ε2 > 0, ∀θ2 − ε2 < θ∗2 < θ2 + ε2, s.t. θ1 − ε1 < f(θ∗2) < θ1 + ε1.
I(f(θ∗2))|∆λ1 = I(θ∗2)|∆λ2 , and θ1 − ε1 < f(θ∗2) < θ1 + ε1, so that I(θ∗2)|∆λ2 = I(f(θ∗2))|∆λ1 ≤
I(θ1)|∆λ1 , and because I(θ1)|∆λ1 = I(θ2)|∆λ2 , so ∃ε2 > 0, ∀θ2 − ε2 < θ∗2 < θ2 = +ε2, I(θ∗2)|∆λ2 ≤
I(θ2)|∆λ2 .

So, θ2 also is the local maximum of I(θ)|∆λ2 . Similarly, when ∆λ changes from ∆λ2 to ∆λ1, all
the local maximum of I(θ)|∆λ2 can find the corresponding local maximum of I(θ)|∆λ1 . So, every
local maximum can find its equally corresponding local maximum when wavelength changes which
means it is impossible to appear new local maximum with change of λ. So, the SNR is unchanged
when λ varies.

In the following, we demonstrate the method of optimization we used. We try to find a group of
ki that can make the SNR achieve the maximum, but there is a difficulty that the SNR cannot be
written as a mathematical analytic form because SNR(ki) is not a conservative function considering
varies of the position of sidelobes. So although there are many numerical methods such as The
Fletcher-Powell Optimization Technique and Least-pth Optimization Technique [8], they are not
useful in this scheme because these methods need an analytic form of the function of SNR. We
worked out a numerical method based on the Gradient Technique that does not need the SNR to
be an analytic form.

In this mathematical method, we assume that the SNR is a function which changes with the
variation of the N parameters δk1, δk2, . . . , δkN−1, where N is the number of the elements. When
the changes of these N parameters are sufficiently small, then follows that

S/N(k + δk) ≈ S/N(k) + (∇S/N)T δk (4)

where k is a vector having components k1, k2, ..., kN−1, and S/N(·) is the function of SNR. The

gradient is a vector which can be written as ∇S/N = (
∂S/N

∂k1
,
∂S/N

∂k2
, . . . ,

∂S/N

∂kN−1
).

Since δk is a vector, it can be described by two quantities: direction and magnitude. In order to
find a relative maximum of SNR we will use the ∇S/N ’s information to choose δk to point in the
direction of positive gradient. (Because the SNR cannot be written as a mathematical analytic form,

we use
(

S/N(k1+δk1)−S/N(k1)
δk1

,
S/N(k2+δk2)−S/N(k2)

δk2
, . . . ,

S/N(kN−1+δkN−1)−S/N(kN−1)
δkN−1

)

to approximately estimate∇S/N . In the optimized method, we first choose an initial set of k, which
results in a value of SNR. Next the gradient ∇S/N is calculated at point k. The parameter changes
are then chosen to be in the direction of positive gradient; that is δk = α∇S/N . Where α is a
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positive constant that can be adjusted according to different accuracy. Then the new parameters
can be calculated from the old parameters:

k + α∇S/N → k (5)

By doing these till the ∇S/N approximately equal to zero, we can find a relative maximum of the
SNR.

However, often many different initial parameters produce numerous local maximum. Choosing
the initial parameters can get different path and achieve different local maximum. In this case,
the value of SNR we get may be a local maximum and we can only choose as much as possible of
paths to further increase the SNR. In computing, we choose many groups of initial ki randomly
and increase the SNR as much as possible.

4. CONCLUSIONS

In conclusion, an optimized method of OPA made by waveguides and controlled by wavelength
was schemed to reduce the number of elements in the system. By doing this, we can ensure the
condition of temporal coherence can be met and during the practical use, it can reduce the difficulty
of fabrication. We theoretically proved that the SNR remains constant when the optical wavelength
changes and we demonstrated a method based on gradient technique to work out the optimized
ki when the function of SNR cannot be written as an analytic form. These results show that a
wide-angle optical beamsteering with high SNR and high velocity can be obtained by a relative
simple device. This scheme will pave a way for the practical reality of OPA.
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A Structure Design for the Expansion of Fiber Element Radiation
Scope in Optical Phased Array
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Abstract— An optical waveguide structure, which increases the far field radiation angle two
times than that of conventional fiber, is designed and analyzed for the research of optical phased
array. The structure improves the scanning scope of the optical fiber phased array effectively
through designing the shape and the refractive index profile of the single mode fiber. Far field
characteristic of this structure is analyzed using FD-BPM and the Fraunhofer diffraction theory.

1. INTRODUCTION

Optical phased arrays are direct functional analogs of the well known microwave phased array
antennas that make possible the agile, inertialess steering of microwave beams. There are many
application areas that can benefit from the performance of optical phased arrays, such as laser
radar and Laser communications.

In the previous research of our laboratory, a wavelength controlled optical phased array has
been designed [1], in which different lengths Li of fiber waveguides result in different phases Φi at
the end of the array and the distances di between two adjacent elements are not equal. Figure 1
shows the scheme of wavelength controlled optical phased array technique.

Figure 1: A scheme for wavelength controlled optical phased array.

In the optical fiber phased array, the far field intensity can be written in the form I(θ) =
S(θ)F (θ), where S(θ) is a structure factor determined by the array configuration, and F (θ) is a
factor determined by the properties of single fiber diffractive function. The scanning scope of the
optical phased array is determined by F (θ) to a great extent. Therefore, to expand the scanning
scope of the array, the far field divergent angle for single fiber has to be increased. In this article, we
present a special waveguide structure which widens the far field radiation angle effectively, through
tapering standard single mode fiber and increasing the refractive index difference simultaneously.

In Section 2 numerical method FD-BPM is outlined and the diffraction theory for far field
calculation is presented. The novel tapered single-mode fiber is numerically and theoretically
analyzed and the simulation results are presented in the next section. Finally the general conclusions
are drawn.

2. FD-BPM AND FAR FIELD CALCULATION

There have been already many methods to analyze tapered fiber such as the finite difference time-
domain method (FDTD), beam propagation method (BPM) and coupled-mode theory. FDTD is
a numerical method [2], which results in an accurate analysis at the expanse of high consuming
of memory of the computer and extensive computational effort. Coupled-mode theory can also
be used to describe the propagation characteristics of tapered single-mode fiber, available in the
literature [3], however it is inconvenient to calculate the far field radiation angle. BPM has been
successfully used to analyze a wide spectrum of guided-wave structures [4], and the accuracy and
applicability have been studied extensively.
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Here we solve the BPM paraxial wave equation by involving numerical technique finite differ-
ence approximation (FD-BPM) to analyze the propagation characteristics in the new waveguide
structure.

In the presence of the one-dimensional cross-sectional index profile n(x, z) and the paraxial
limit, with the assumption of

∣∣∣∂2u
∂z2

∣∣∣ ¿
∣∣2k̄ ∂u

∂z

∣∣, Helmholtz equation can be reduced to the following
paraxial wave equation:

∂u

∂z
=

j

2k̄

(
∂2

∂x2
+

∂2

∂y2
+

(
k2 − k̄2

))
u (1)

which is the basic BPM equation. Here k = k0n(x, y, z), k̄ is a constant number to represent the
average phase variation of the field φ and is referred to as the reference wave number k̄ = k0n̄.

Involving the finite difference method to Equation (1), the numerically discrete equation can be
obtained:

un+1
i − un

i

∆z
=

j

2k̄

[
δ2

∆x2
+ (k(xi, zn+1/2)

2 − k̄2)
]

un+1
i + un

i

2
(2)

Here un
i denote the field at transverse grid point i and longitudinal plane n, and δ2ui = ui+1 +

ui−1 − 2ui, zn+1/2 = zn + ∆z/2.
The transparent boundary condition (TBC) [5] has been used in the FD-BPM computation.
With the electronic field data ψ(r) at the end face of the new structure from FD-BPM calcula-

tion, the far field can be obtained through Fraunhofer diffraction theory:

E(θ) = 2π

∫ ∞

0
ψ(r)J0(kr sin θ)rdr (3)

3. SIMULATION RESULTS

The light energy in cladding Pclad is inversely proportional to the normalized frequency V , Pclad

P =
4
√

2
3V , that is to say, the energy in the core is proportional to V . More energy converges in the core
with V as large as possible under the single mode condition.

According to the Fraunhofer diffraction theory, the spot for diffraction has to be smaller to
acquire a larger far field radiation angle than the standard single-mode fiber. The special structure
must have a smaller mode field diameter (MFD) or a smaller radius.

To get a smaller radius, if we just taper the standard single-mode fiber only, the normalized
frequency V will be reduced. Along with the mode coupling, more power is transferred to the
cladding. Hence, at the end face the MFD becomes larger than that of the standard single-mode
fiber on the contrary and far field divergent angle gets smaller. Figures 2(a) and (b) illustrate the
electronic field at the near end face and the far field separately.

To get smaller MFD, more power should be restrained in the core with the radius diminishing.
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Figure 2: (a) |E| at the end face, (b) |E| at the far field.
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Since the power energy in the core is proportional to V , the fact that V should be as large as
possible has to be warranted under the single mode condition. As it is known V = a2π

λ

√
n2

1 − n2
2 =

a2π
λ n1

√
2∆, and the background index n1 stays a constant 1.465 normally. Therefore, to keep V

as a constant, ∆ has to be increased as the radius diminishes. Figure 3 illustrates the typical
structure we designed (the radius decreases linearly from a1 to a0 and ∆ increases quadratically
in the tapering area from ∆ to ∆1). Here a1 is the diameter at the end face, a0 is that of the
conventional single mode fiber, L2 is the length of the tapering area and ∆1 is the index difference
at the end face.

Figure 3: The fiber core of the designed structure.
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Figure 4: Influence of L2 on the far field FWHM.

The length of tapering area L2 contributes greatly to the far field intensity Full Width Half
Maximum (FWHM). As it is showed in Figure 4, the far field FWHM increases while L2 grows
longer and maintains almost stable after L2 reaching 3000µm. With a1 fixed at 3µm, shorter L2
means swift change in the shape, which results in energy transfer from fiber core to the cladding.
The mode coupling would lead to expansion of MFD, which is responsible for the less radiation
angle and far field FWHM. In the computational simulation, we designed L2 = 3700µm, a1 = 3µm,
a0 = 9µm and ∆1 = 9∗∆. There is little variation of the far field FWHM among different tapering
area shapes linear, quadratic and exponential. In this article, the radius decreases linearly in view
of the convenience of manufacturing techniques.

Figures 5(a) and (b) illustrate the sharp contrast of the near and far field radiation angle between
the new waveguide structure and standard single mode fiber respectively. This is a two-dimensional
intensity profile, since the fiber is symmetrical. From the figure, it is clear that this novel structure
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Figure 5: Two-dimensional normalized |E| in (a) the near field and (b) far field of the designed structure.
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has a much smaller MFD and larger radiation angle. (∆x = 0.1µm, ∆y = 0.1µm ∆z = 1µm, in
the FD-BPM simulation)

(a) (b)

Figure 6: Far field intensity profile. (a) The standard single mode fiber, (b) The designed structure.

Figures 6(a) and (b) illustrate the far field intensity profile of the standard single mode fiber
and this new structure respectively. It is clear that the Full Width Half Maximum (FWHM) of the
conventional fiber is just 5.382 deg, while FWHM of the structure we designed reaches 16.451 deg
which is nearly three times of that of the conventional fiber.

4. SUMMARY AND CONCLUSIONS

The far field intensity of the special structure waveguide we designed has been calculated using
the FD-BPM and Fraunhofer diffraction theory. It is found that the far field FWHM of this new
structure increases greatly, reaching two times greater than that of the standard single mode fiber.
The radiation angle expansion can effectively widen the steering scope of optical phased array. This
novel structure has other applications in optical sensing, waveguide coupler, etc.
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Abstract— A high-order symplectic FDTD (SFDTD) scheme using the diagonal split-cell
model is presented to analyze electromagnetic scattering of the curved three-dimensional perfectly
conducting objects. One the one hand, for the undistorted cells, the fourth-order accurate spatial
difference is employed. On the other hand, for the completely distorted cells, the treatment of the
curved surfaces is based on the diagonal split-cell model. Finally, for the partially distorted cells,
the interpolation strategy is proposed to keep the field components continuous. The numerical
experiments suggest that the diagonal SFDTD scheme can obtain more accurate results than
both the staircased SFDTD scheme and the traditional diagonal FDTD method. Furthermore,
in view of the high numerical stability, the improved symplectic scheme does not need to decrease
time increment to comply with the stability criterion.

1. INTRODUCTION

As the most standard algorithm, the traditional finite-difference time-domain (FDTD) method [1],
which is second-order accurate in both space and time, has been widely applied to the electromag-
netic computation and simulation. Unfortunately, for electrically large domains and for long-term
simulation, the method consumes large computational resources owing to the limit of numerical dis-
persion and stability. Up to now, some more efficient solutions have been presented. For example,
in 1989, Fang proposed high-order accurate FDTD method [2], which is fourth-order accurate in
both space and time. But the method is hard to treat the varying of permittivity and permeability
in the inhomogeneous domain on account of the application of third-order spatial derivatives to
substitute for third-order correctional temporal derivatives. Another approach is to use fourth-
order accurate Runge-Kutta (R-K) method [3] in the time direction and central-difference with Yee
lattice in the space direction, yet, the method is dissipative and requires additional memory.

The symplectic schemes have demonstrated their advantage in energy conservation for the Hamil-
tonian system over other high-order methods [4]. A symplectic FDTD (SFDTD) scheme [5–7],
which is explicit fourth-order accurate in both space and time, was introduced to the computa-
tional electromagnetism by Hirono for analyzing waveguide’s eigenmode. It has been verified that
the SFDTD scheme is nondissipative and saves memory. Moreover, the total field and scattered
field technique and the near-to-far-field transformation [8, 9] have been further developed, by which
the radar cross section (RCS) of dielectric sphere was successfully computed.

However, considering the high-order difference approximation for the spatial derivatives and the
staircase model for the curved surfaces, the advantage of the SFDTD scheme cannot extend to
electromagnetic scattering of the curved three-dimensional perfectly conducting objects. Here the
diagonal SFDTD scheme is presented to overcome the problem. The Yee cells in the scheme are
classified and discriminatingly handled, which not only eliminates the spurious solutions, but also
maintains the numerical results accurate.

The paper is organized as follows. The formulation of the SFDTD scheme is given in Section 2,
followed by the diagonal split-cell model for treating curved surfaces specified in Section 3, numerical
results are presented in Section 4, and summary is concluded in Section 5.

2. GENERAL FORMULATION

The formulation of the x component of the normalized electric field (Ẽx =
√

ε0/µ0Ex) for the
SFDTD scheme can be written as [7]

Ẽn+l/m
x
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CFLy =
1√
µ0ε0

∆t

∆y
CFLz =

1√
µ0ε0

∆t

∆z
(2)

where ∆y, ∆z are, respectively, the lattice space increments in the y and z coordinate directions,
∆t is the time increment, dl are the constant coefficients of the symplectic integrator, i, j, k, n, l
and m are integers, n + l/m denotes the l-th stage after the n-th time step, and m is the total
stage number. Here we use m = 5, a five-stage fourth-order symplectic integrator is constructed.
In addition, when λ1 = 1 and λ2 = 0, the expression is second-order accurate in space, and when
λ1 = 9/8 and λ2 = −1/8, that is fourth-order accurate in space.

3. DIAGONAL SPLIT-CELL MODEL

For high-order spatial difference, every H-component is surrounded by eight E-components, and
vice versa. In Fig. 1(a), the near four circulating E-components equidistant to the H-component
can link one closed loop referred to as L1, and those far can link another loop L2. The closed PEC
surface is notated by S. The L1, L2 and S can be viewed as the point set. We treat all the cells
drawn in Fig. 1(b)∼(d) according to the following strategies.

Figure 1: (a) The locations of the H-component and
the E-components, (b) Undistorted cell, (c) Com-
pletely distorted cell. The black area denotes the
diagonal split-cell, (d) Partially distorted cell.

Figure 2: The bistatic RCS of conducting cylinder.

(1) Undistorted cells ((L1
⋃

L2)
⋂

S = ∅). Here the fourth-order spatial difference is employed.
The parameter λ1 and λ2 in (1) are taken to be 9/8 and −1/8.

(2) Completely distorted cells (L1
⋂

S 6= ∅). The E-fields are treated in the traditional staircased
FDTD way by setting λ1 = 1 and λ2 = 0. The H-fields are handled according to the diagonal split-
cell model [11]. If and only if the circulating E-fields are designated as split along the cell diagonal,
the H-fields are to be updated by setting λ1 = 2 and λ2 = 0. Besides, λ1 = 1 and λ2 = 0 should be
set.

(3) Partially distorted cells (L1
⋂

S = ∅ and L2
⋂

S 6= ∅). Both E-fields and H-fields are
initially computed by using the traditional staircased FDTD approach. Then, in order to eliminate
the reflection from the undistorted cells to the completely distorted cells, the partially distorted
cells are specially treated to keep the field components continuous. The interpolation equations for
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the E-fields and H-fields are proposed as

Fδ(h) = W1Fδ(h) + W2 ×
[
1
2

(Fδ(h + 1) + Fδ(h− 1))
]

(3)

F = Ẽ, H, δ = x, y, z, h = i, j, k (4)

where W1 and W2 are weighting coefficients satisfying W1+W2 = 1. Generally, for W1 ∈ [0.87, 0.97],
the stable and accurate numerical results can be obtained. What’s more, if the incident plane wave
is a unit Gaussian pulse, the largest magnitude of the field values at the partially distorted cells is
below the order of 10−3.

Figure 3: The absolute RCS Error. Figure 4: The location of spatial cells for the Hz

component. The points denote the undistorted
cells, the circles denote the partially distorted cells,
and the pluses and triangles denote the completely
distorted cells using the staircased and the diagonal
approximation.

4. NUMERICAL RESULTS

Without loss of generality, it can be assumed that the incident plane wave with frequency of
300MHz propagates along the z direction, and the electric field is polarized along the x direction,
and the cubic grid is adopted, i.e., ∆x = ∆y = ∆z = ∆δ and CFLx = CFLy = CFLz = CFLδ.

1. The scattering of conducting cylinder with the radius of 1 m and the height of 1 m is consid-
ered. The space increment and the Courant-Friedrichs-Levy (CFL) number are set to ∆δ = 0.1m
and CFLδ = 0.5, respectively. The H-plane bistatic RCS plotted in Fig. 2 is computed by the
SFDTD scheme using the diagonal split-cell model. The result calculated by the diagonal SFDTD
scheme is in a good agreement with the reference solution calculated by the moment methods. The
absolute RCS error curves are illustrated in Fig. 3. It can be seen that the diagonal SFDTD scheme
can obtain more accurate results than the staircased SFDTD scheme. Similarly, the relative 2-norm
error for the diagonal SFDTD scheme is 0.0556 compared with 0.0816 for the traditional diagonal
FDTD method.

2. The monostatic RCS of conducting sphere with the radius of 1 m is calculated. The space
increment is unchanged and the CFL number is retaken to CFLδ = 0.70. The Fig. 4 shows
the location of spatial cells for the Hz component. Because of the utilization of low-order spatial
difference near the curved boundaries and the symplectic structure in the time direction, the SFDTD
solution shown in Fig. 5 still keeps accurate and stable after 5000 time steps.

3. The proposed scheme is employed to analyze the far response of conducting prism displayed
in Fig. 6. The side length of the prism are, respectively, 1m, 1m, and

√
2m, and the height is

chosen to be 1 m. Under the same relative error condition, the diagonal SFDTD scheme occupies
71 × 71 × 71 cells with ∆δ = 1.0/8.0 and CFLδ = 0.65, by contrast, the traditional staircased
FDTD approach occupies 111 × 111 × 111 cells with ∆δ = 1.0/15.1 and CFLδ = 0.50. About
32.4% memory and 39.5% CPU time are saved by the proposed scheme.
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Figure 5: The monostatic RCS of conducting
sphere.

Figure 6: The bistatic RCS of conducting prism.

5. CONCLUSION

The high-order SFDTD scheme using the diagonal split-cell model can accurately and efficiently
solve the scattering of three-dimensional perfectly conducting objects with curved metal boundaries.
The high numerical stability of the scheme can obviate the instability problem due to the traditional
diagonal approximation. Further more, the improved SFDTD scheme is easy to implement and
places little additional computations on the original scheme. The future work will focus on the
development of the proposed scheme in conjugation with the subgridding method.
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Abstract— The rational function approximation technique (RFAT) is applied to the hybrid
finite-element/boundary-integral/multilevel fast multipole algorithm (FE/BI/MLFMA) to ac-
quire wide-band and wide-angle backscatter radar-cross-section (RCS) by complex targets in this
paper. The two approaches of utilizing the rational function approximation technique, asymptotic
waveform evaluation (AWE) and model-based parameter estimation (MBPE), both have been
investigated and compared by theoretical analysis and numerical experiments. The numerical re-
sults acquired by the developed computing algorithm of integrating the hybrid FE/BI/MLFMA
with the RFAT are presented in the paper, demonstrating that the rational function approxi-
mation technique can greatly speed up the hybrid FE/BI/MLFMA to acquire wide-band and
wide-angle backscatter radar-cross-section (RCS) by complex targets.

1. INTRODUCTION

The electromagnetic scattering by large complex targets is one of important and challenge prob-
lems, which attracts a great number of researchers over past years. It has been proven that the
hybrid finite-element/boundary-integral/multilevel fast multipole algorithm (FE/BI/MLFMA) is a
suitable and powerful method for this problem, which is robust, efficient, and general [1–5]. How-
ever, the conventional way to acquire RCS over a frequency band and angle range by this hybrid
FE/BI/MLFMA is to compute one frequency by one frequency and one angle by one angle, which
is very time-consuming. For many practical applications, our interest often includes a wide band
of frequencies and a wide range of angles. Hence, how to efficiently compute RCS over a wide band
and wide angle is very important and urgent.

The previous works show that employing the rational function approximation is a kind of efficient
way to compute RCS over a wide band and wide angle. There are two approaches to generate the
rational approximated function. The first one is an interpolation model known as the model-based
parameter estimation (MBPE). Miller [6–8] presents detailed descriptions of MBPE with regards
to specific problems in electromagnetic (EM) observables. In [9, 10], MBPE is used to interpolate
antenna radiation patterns in both the spatial and frequency domains. In [11], MBPE is employed
in the moment of method (MOM) to compute exterior and interior resonances of antenna. Recently,
a two-stage approach of MBPE is presented to construct approximated models of frequency-domain
responses of grounding systems to accelerate the MOM calculations [12]. The second approach to
generate rational approximated function is the asymptotic waveform evaluation (AWE), which was
originally developed for high-speed circuit analysis [13]. This AWE has been applied to the finite
element and finite difference analysis of electromagnetic problem [14–16]. In [17, 18], AWE has
also been applied to MOM for solving scattering problem. Recently, the Multipoint Galerkin AWE
(MGAWE) and the well-conditioned AWE (WCAWE) have been developed in [19, 20].

In this work, the rational function approximation technique is applied to the hybrid FE/BI/MLF-
MA for computing scattering by large, complex targets. The both AWE and MBPE for generating
the rational approximated function have been applied to the hybrid FE/BI/MLFMA. The advan-
tages and disadvantages of AWE and MBPE are analyzed and discussed. The numerical results
computed by the developed algorithm of integrating hybrid FE/BI/MLFMA with the rational
function approximation technique are presented to demonstrate that the rational function approx-
imation technique can greatly speed up the hybrid FE/BI/MLFMA to acquire wide-band and
wide-angle backscatter radar-cross-section (RCS) by complex targets.
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2. APPLICATION OF RFAT TO HYBRID FE/BI/MLFMA

The complete hybrid FE/BI system is

[
KII KISI

0
KSII KSISI

B
0 P Q

]{
EI

ESI

HS

}
=

{ 0
0
b

}
(1)

where [KII ] , [KSISI
] , [KISI

] , [KSII ] , [B] are sparse FEM matrixes, [P ] and [Q] are dense BI ma-
trixes. To compute large objects, the powerful MLFMA has to employ to speed up the matrix-vector
multiplications of [P ], [Q] and {ESI

}, {HSI
} in the iterative solvers such as CGNS or GMRES for

(1). Rewrite Equation (1) as
Z(k)I(k, θ, φ) = V (k, θ, φ) (2)

The coefficient matrix Z(k) is a function of frequency, the unknown vector I(k, θ, φ) and the right
side of the equation V (k, θ, φ) is a function of both frequency and incident angle. Given the
frequency f0 (corresponding to the wave number k0) and the incident angle (θ0, φ0), I(k, θ, φ) can
be obtained by solving (2). Then, the RCS by the target can be computed using I(k, θ, φ). The
goal of this paper is to apply the rational function approximation technique to (9) to efficiently
compute I(k, θ, φ) over a wide band of frequency and a wide range of angle, which will be detailed
in the following sections.

2.1. Application of MBPE To Hybrid FE/BI/MLFMA

The basic idea of MBPE is to firstly represent the unknown vector I(k, θ, φ) in a form of a fractional
polynomial function as

I(x) =
N(x)
D(x)

=
N0 + N1x + N2x

2 + · · ·+ Nnxn

D0 + D1x + D2x2 + · · ·+ Ddxd
(3)

where x represents the frequency f or the angle (θ, ϕ) and Dd = 1. Then, the n + d + 1 unknown
coefficients in (3) is determined by matching I(x) at a total of m(m ≥ n + d + 1) sampling points,
which is called point-matching MBPE, or by matching a total number of m(m ≥ n+d+1) derivative
samples at one point or several points, which is called Frequency-Derivative Interpolation (FDI) [21].
FDI has been proven to be equivalent to AWE in [17]. Let us consider how to determine unknown
coefficients in detail in the point-matching MBPE. By sampling I(x) at a total of m(m ≥ n+d+1)
sampling points, which could be either frequency points or angle points, the following equation can
be obtained

IiDi = N i, I = 1, . . . , m (4)

with

Ii = I(xi)
Di = D (xi) = D0 + D1xi + D2 (xi)

2 + · · ·+ Dd (xi)
d

N i = N (xi) = N0 + N1xi + N2 (xi)
2 + · · ·+ Dn (xi)

n
(5)

Then the unknown coefficient vector u = [N0 N1 · · · Nn D0 D1 · · · Dd−1]
T can be determined by

Au = B (6)

A =




1 x1 · · · xn
1 −I1 −I1x1 · · · −I1x

d−1
1

1 x2 · · · xn
2 −I2 −I2x2 · · · −I2x

d−1
2

1 x3 · · · xn
3 −I3 −I3x3 · · · −I3x

d−1
3

...
...

...
...

...
...

...
...

1 xm · · · xn
m −Im −Imxm · · · −Imxd−1

m




(7)

B =
[
I1x

d
1 I2x

d
2 I3x

d
3 · · · Imxd

m

]T (8)

After the unknown coefficient vector u is obtained by solving (6), the rational function (3) is
generated, from which I(k, θ, ϕ) at any frequency or angle can be computed.
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2.2. Application of AWE to Hybrid FE/BI/MLFMA
The basic idea of AWE is to firstly expand the function I(k, θ, φ) into Taylor series, then generate
the Pade rational function through the Pade Approximant. Taking I(k) in (2) into consideration,
we expand I(k) into a Taylor series:

I(k) =
Q∑

n=0

mn (k − k0)
n =

Q∑

n=0

I(n) (k0)
n!

(k − k0)
n (9)

where I(n) (k0) =
dn

dkn
I(k)|k=k0 , and k0 is the expansion point. Expanding the coefficient matrix

Z(k) and the excitation vector V (k) into the Taylor series, and finally matching the coefficients on
both sides yield the recursive relation for the moment vectors:

m0 = I (k0) = Z−1 (k0)V (k0) (10)

mn = Z−1 (k0)

[
V (n)

n!
−

n∑

i=1

Z(i) (k0) mn−i

i!

]
(11)

where Z−1(k0) denotes the inverse of Z(k0), Z(i)(k0) denotes the ith derivative of Z(k0), and
likewise, V (n) denotes the nth derivative of V . Utilizing the Pade Approximant, we represent I(k)
as a Pade rational function

I(k) =
L+M+1∑

n=0

mn (k − k0)
n =

L∑
i=0

ai (k − k0)
i

M∑
j=1

bj (k − k0)
j + 1

(12)

where L + M + 1 = Q.
The key of the implementation of applying AWE to the hybrid FE/BI/MLFMA is the compu-

tation of the derivative matrix Z(i)(k0) and the derivative vector V (n)(k0). The following will give
the details of computing matrix Z(i)(k0) and vector V (n)(k0). It is known that the matrix Z(i)(k0)
consists of the full BI matrix and the sparse FEM matrix. The FEM matrix is a simple function of
frequency, which can be obtained from the following nth derivative of functional. The BI matrix
is more complex, which is generated from CFIE integral equation. The kernel operator of CFIE is
Lp and Kp , whose nth derivatives are given by

gi ·Ln(k) =
jk

4π

∫

s

∫

s′

gi · gj(−jR)n

(
1− n

jkR

)
exp(−jkR)

R
dsds′

− jk

4π

∫

s

∫

s′

gi ·




∇′· gj


−

jR

kR2
(−jR)n exp(−jkR)− R

R2




1
k2

(−jR)n




n∑

p=0

n!
(n− p)!
(jkR)p

exp(−jkR)
R














dsds′(13)

n̂× gi ·K(n)(k) = − 1
4π

∫

s

∫

s′

gigj ×R
[
j exp(−jkR)(−jR)n−3(1 + jkR− n)

]
dsds′ (14)

V (n)(k0) can be obtained by discretizing the following equation

E(n) (k0) + n̂× H̄(n) (k0) =
(
−jk̂i · r

)n (
Ei + n̂× H̄ i

)
(15)

To sum up, the implementation of applying AWE to the hybrid FE/BI/MLFMA has four steps.
First, we compute the derivative matrix Z(i)(k0) and vector V (n)(k0) using formulation (16)–(21).
Then, we compute mn using (11)–(12). Afterwards, coefficient ai and bi are obtained by solving
Equation (14)–(15). Finally, the Pade rational function is generated from (13), from which I(k) at
any frequency point near the expansion point f0 can be computed.



294 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

2.3. Comparisons between AWE and MBPE
The formulation of application of AWE and MBPE to hybrid FE/BI/MLFMA has been described
in details in the above sections. In this section, the numerical performance of AWE and MBPE
will be compared analytically and numerically.

Let us first analyze the advantages and disadvantages of AWE and MBPE. First, it is easy to see
that MBPE is an interpolation technique, whereas AWE is an extrapolation technique, which makes
AWE have an advantage over MBPE — acquiring RCS at high frequencies using a coarse mesh.
Second, MBPE does not increase the memory requirements, whereas AWE leads to the increasing
of memory requirements, since both the coefficient matrix and the derivatives of the coefficient
matrix in AWE need to be stored. Third, more importantly, MBPE can be easily incorporated
into the hybrid FE/BI/MLFMA, whereas AWE is very difficult to be incorporated into the hybrid
FE/BI/MLFMA since there is an essential difficulty when MLFMA is employed to accelerate the
multiplications of the derivatives of the coefficient matrix in AWE and vectors.

3. NUMERICAL EXPERIMENTS

In this section, we compute the scattering by large targets in a wide band of frequency and a wide
range of angle to show the efficiency and generality of the MBPE-incorporated FE/BI/MLFMA.
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Figure 1: Monostatic RCS of a coated sphere from 0.2 GHz to 6 GHz using the direct, AWE- and MBPE-
incorporated FE/BI/MLFMA.
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Table 1:  The comparisons of CPU time and memory requirement for the wide  frequency band computation

                                   using the Direct, AWE- and MBPE-Incorporated FE/BI/MLFMA.
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The first example is a coated sphere. The coated sphere has a radius of 4 cm and its conducting
core has a radius of 3 cm. The dielectric coating has a relative permittivity εr = 4. The direct
Hybrid FE/BI/MLFMA takes 17580 seconds to compute the monostatic RCS from 0.2 to 6.0GHz
with a frequency step of 0.1GHz; the AWE-incorporated FE/BI/MLFMA only takes 2006 seconds
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Figure 2: Monostatic RCS of the brick with cavity at θ = 0◦,.ϕ = 0◦ from 0.1 GHz to 6.5GHz using the
direct, AWE- and MBPE-incorporated FE/BI/MLFMA.

with a smaller frequency step of 0.05GHz and two expansion points located at 1.5GHz and 4.5 GHz
and tenth-order rational function (L = 5, M = 5); the MBPE-incorporated FE/BI/MLFMA takes
1923 seconds with eleven interpolation points and ten-order ration function (L = 5, M = 5). The
comparison of the calculated RCS results is given in Fig. 3, and the computational information is
also given in Table 1.

The second example is a conducting brick with empty cavity illustrated in Fig. 4. The size of
the conducting brick is 5 cm×5 cm×10 cm and the cavity has a size of 3 cm×3 cm×3 cm. First, we
employ the direct, AWE-incorporated and MBPE-incorporated FE/BI/MLFMA to compute the
monostatic RCS from 0.2 GHz to 6.5 GHz illuminated by a plane wave normal incident. It takes
2355, 301, 292 seconds for the direct, AWE-incorporated and MBPE-incorporated FE/BI/MLFMA
respectively. The calculated results are given in Fig. 5, from which again we see the agreement is
quite good. The computational information is given in Table 1. Next, we compute the monostatic
RCS illuminated under the incident angle range of φ ∈ (0◦ − 180◦), θ = 0◦, and θ ∈ (0◦ − 180◦),
φ = 0◦ at 3 GHz. The calculated results are given in Fig. 6 and Fig. 7. In this calculation, only one
expansion point at φ = 90◦ is used in AWE and eleven interpolation points in MBPE in Fig. 6, and
two expansion points at θ = 45◦ and θ = 135◦ in AWE and eleven interpolation points in MBPE
in Fig. 7. The CPU time and memory requirement are presented in Table 2.

It is well known that larger targets, more complex curves of RCS. Hence, more sampling points
are required in MBPE for larger targets. The numerical experiments show that a segment in the
RCS curve, from valley point — through apex point — again to valley point, usually can be approx-
imated by only one or two interpolation points in MBPE, whereas ten points are usually required
to obtain the segment by the direct computation. Thus, the MBPE-incorporated FE/BI/MLFMA
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Table 2:  The comparisons of CPU time and memory requirement for the wide angle range computation using

                                              the Direct, AWE- and MBPE-Incorporated FE/BI/MLFMA.
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usually has 5–10 times faster than the direct FE/BI/MLFMA for either small or large targets.

Figure 3: Monostatic RCS of the brick with cavity at 3 GHz and θ = 0◦ using the direct, AWE- and
MBPE-incorporated FE/BI/MLFMA.

Figure 4: Monostatic RCS of the brick with cavity at 3 GHz and ϕ = 0◦ using the direct, AWE- and
MBPE-incorporated FE/BI/MLFMA.

4. CONCLUSION

The rational function approximation technique is first applied to the hybrid FE/BI/MLFMA for
scattering by complex targets. The two approaches of applying RFAT to hybrid FE/BI/MLFMA,
AWE and MBPE, are compared analytically and numerically, demonstrating that MBPE is more
suitable for the hybrid FE/BI/MLFMA. The MBPE-incorporated FE/BI/MLFMA has proven
to be accurate and efficient for computing scattering by large, complex targets in a wide band
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of frequency and a wide range of angle. The analysis and numerical experiments show that
the MBPE-incorporated FE/BI/MLFMA usually can achieve 5–10 times faster than the direct
FE/BI/MLFMA.
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A GL Metro Carlo EM Inversion

Ganquan Xie, Jianhua Li, Lee Xie, and Feng Xie
GL Geophysical Laboratory, USA

Abstract— In this paper, we propose a Global and Local (GL) Metro Carlo (GLMC) Electro-
magnetic (EM) inversion method to recover the EM material parameters. The GLMC inversion is
a compromising method between the deterministic and random Monte Carlo simulation methods.
The GL modeling strategy simulation process is used to construct the GLMC inversion. Our GL
EM modeling method is very fast to calculate data when the EM parameters are changed in each
one sub domain successively, and can greatly increase the speed of GLMC inversion. The GLMC
EM inversion is fast, stable and has reasonable resolution. The GLMC inversion method can be
extended to the seismic, acoustic and their coupled inversion. The GLMC inversion algorithms
and software are also developed.

1. INTRODUCTION

We have proposed the global and local electromagnetic field modeling and inversion in PIERS
2005 in Hangzhou of China [1]; The paper “GL method and its advantages for resolving historical
difficulties” has been published in PIER 63, and in PIERS 2006 in Cambridge [2]. The paper
“SGILD stochastic modeling and inversion” [3] has been published in Physica D. In the AGILD
stochastic modeling and inversion [4], we derived the EM statistical field modeling equations and
the AGILD pair equations of the parameter moments, then we presented the SAGILD approach
to recover the ensemble mean, covariance moments, standard derivation and obtained confidence
interval. In this paper, we propose a GLMC EM inversion method [5] to recover the EM parameters.
Using the GLMC process and Bayes’ formula, the GLMC Markov Chain EM inversion is developed
for recovering EM parameter ensemble mean moment.

There are many research papers to study Monte Carlo forward and inverse simulations. The
book [6] described the frame of the Markov Chain Monte Carlo (MCMC) practice. The MT
inversion using Bayesian statistics was described in [7]. The paper [8] described an electromagnetic
scattering model for rice canopy based on Monte Carlo simulation. The book [9] described the
Monte Carlo methods in condensed matter physics. In the MCMC inversion, forward modeling
need to be solved repeatedly when the parameters are changed in each sub domain. If the finite
difference (FD) or finite element method (FEM) forward methods are used in the simulation,
the high cost of computational time is a main and unaccepted disadvantage of the MCMC. The
inaccurate absorption conditions on the artificial boundary make noises to downgrade the resolution
in the MCMC inversion. The deterministic EM inversion may be too determinism and causes the
sensitive ill posed. In the other hand, the MCMC inversion may be too random and fuzz up the
resolution of the target. It is necessary to introduce a metro path to connect and compromise
the deterministic and random MCMC inversion. In this paper we propose the GL Metro Carlo
(GLMC) inversion [5] and the GLMC Markov Chain inversion simulation. The GL Metro Carlo EM
inversion is a compromising inversion between the deterministic inversion and random Monte Carlo
simulation. We use the Metro Carlo instead of the Monte Carlo to distinguish our GLMC inversion
in this paper. The GL EM modeling method [1] [2] is very fast to calculate model data when the EM
parameters are changed in each sub domain, and greatly increase the speed of GLMC inversions.
The GL method has no artificial boundary and no inaccurate absorption boundary condition that
reduces the modeling noise for the GLMC inversion. There is no big matrix to be solved in the
GLMC that effectively reduces the computational time cost. The GLMC EM inversion method
can be useful for material sciences, nanometer materials, surface physics, rough surface, medical
sciences, biology, geophysical exploration and finance.

The plan of this paper is as follows. The introduction has been described in the Section 1. In the
Section 2, we describe the 3D GL EM modeling. The GLMC EM inversions are presented in the
Section 3. In the Section 4, we describe the advantages of the GLMC and GLMC Markov Chain
inversions. The simulations and application are described in the Section 5. Finally, we conclude
our paper in the Section 6.
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2. 3D GL AND AGILD EM MODELING

We have proposed the 3D GL EM modeling in PIERS 2005 in Hangzhou of China [1] and PIERS
2006 in Cambridge [2]. We briefly describe it here and use it to construct the GLMC EM inversion.

2.1. The 3D GL EM Modeling
The 3D GL modeling method is as follows:

(2.1) The domain Ω is divided into a set of the N mesh or meshless sub domains Ωk, Ω =
N∪

k=1
Ωk.

(2.2) In each Ωk, we solve the EM Green’s tensor integral equation system based on the equations
(1). By dual operation, the equations are reduced into 6× 6 matrix equations. By solving the
6× 6 equations, we obtain Green’s tensor field EJ

k , · · · ,HM
k .

(2.3) We improved the Global EM field [Ek (r) ,Hk (r)] by the local scattering filed,
[

E (r)
H (r)

]

k

=
[

E (r)
H (r)

]

k−1

+
∫
Ωk

GJ,M
E,H,k (r′, r) ([D]− [D]b)

[
E(r′)
H (r′)

]

k−1

dr′, (1)

k = 1, 2, · · · , N , successively, the 6×6 EM Green’s tensor function

GJ,M
E,H,k

(
r′, r

)
=

[
EJ

k (r′, r) HJ
k (r′, r)

EM
k (r′, r) HM

k (r′, r)

]
,

[D] =
[

(σ + iωε) I 0
0 −iωµI

]
, (2)

[D]b =
[

(σ + iωε)b I 0
0 −iωµbI

]
,

where D and Dk are 6× 6 matrix, I is 3× 3 identity matrix. The [EN (r) ,HN (r)] is the GL
solution of the 3D GL EM modeling.

The 3D GL modeling is available for the multiple dimensional EM, elastic, acoustic, mechanical
and the stochastic GL modeling.

2.2. The 3D AGILD EM modeling
The EM strip second type integral equation on the boundary strip and the Galerkin equation in
the internal domain for the EM field are coupled to construct AGILD modeling. The stochastic
SAGILD modeling [4] can calculate the statistical moment field.

3. THE GLMC EM INVERSION

3.1. The GLMC EM inversion
We propose the GLMC inversion as follows.

(1) The domain Ω is divided into set of the N mesh or meshless sub domains Ωk, Ω =
N∪

k=1
Ωk.

(2) Let

[D]i,k =
[

(σi,k + iωεi,k) I 0
0 −iωµi,kI

]
. (3)

(3) When l = 0, [D](0)
k = [D]b, by the (l − 1)th iteration, we have

[D](l−1)
i(k),k

=




(
σ

(l−1)
i(k),k

+ iωε
(l−1)
i(k),k

)
I 0

0 −iωµ
(l−1)
i(k),k

I


 , k = 1, 2, · · · , N. (4)

(4) In each Ωk, i = 1, 2, · · · , M , we solve the EM Green’s tensor integral equation system based on
the equations (1). By dual operation, the equations are reduced into 6× 6 matrix equations.
By solving the 6 × 6 matrix equations, we obtain Green’s tensor field in the frequency set,
E

J,(l)
i,k (r′, r), E

M,(l)
i,k (r′, r), H

J,(l)
i,k (r′, r), H

M,(l)
i,k (r′, r), r′ ∈ Ωk, r ∈ Ωk ∪DS .
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(5) For the Ωk , for i = 1, 2, · · · ,M , we calculate the GL modeling data at data site DS and in
the frequency set,

([
E (r)
H (r)

](l)

i,k

)
|r∈DS =

([
E (r)
H (r)

](l)

i(k−1),k−1

)
|r∈DS

+
∫

Ωk

G
J,M,(l)
E,H,i,k

(
r′, r

) (
[D]i,k − [D](l−1)

i(k),k

)[
E (r)
H (r)

](l)

i(k−1),k−1

dr′, (5)

where the Green’s tensor function

G
J,M,(l)
E,H,i,k

(
r′, r

)
=

[
E

J,(l)
i,k (r′, r) H

J,(l)
i,k (r′, r)

E
M,(l)
i,k (r′, r) H

M,(l)
i,k (r′, r)

]
.

Let

EH
(l)
i,k =

([
E (r)
H (r)

](l)

i,k

)
|r∈DS , (6)

EHmeasured =
[

E (r)
H (r)

]
|r∈DS,measured, (7)

dEH
(l)
i,k = EH

(l)
i,k −EHmeasured. (8)

In the i circle, i = 1, 2, · · · ,M , there is i0 = i(k) such that

e
(l)
k =

∥∥∥Wm

(
dEH

(l)
i(k),k

)∥∥∥
Lm

+ αm

∥∥Di(k),k − D̄
∥∥

L2

= min
i=1,2,···M

(∥∥∥Wm

(
dEH

(l)
i,k

)∥∥∥
Lm

+ αm

∥∥Di,k − D̄
∥∥

L2

)
. (9)

In the i circle the M times data modeling (4) and (5) are very fast.

(6) For the fixed i0 = i(k), to perform the GL modeling (2.2) and (2.3). Using [D]i(k),k
= [D](l)i(k),k

to replace [D](l−1)
i(k),k

, the k circle is going to next (k + 1)th step.

(7) After finishing the k circle, k = 1, 2, · · · , N , we get

e(l) = max
k=1,2,··· ,N

e
(l)
k . (10)

(8) If the e(l) is less than ε or l > ls for the given ε and ls, the GLMC inversion is stopped,
otherwise the l circle is going to (3) to run the (l + 1)th step.

In the formula (9), Wm is a weight matrix, Lm is a norm, αm is a regularizing parameter, and
D̄ is the average EM parameter by experiment and by historical records. The metro parameters
Wm and Lm are chosen by the frequency band, data configuration, and experiment. In this paper,
we use Wm = I, L2, αm = 1.963. For the airborne exploration and ground penetration radar, we
use the integral geometry and travel time in the wave front surface to determine the Wm and Lm

[10]. The αm is chosen by the time interval and frequency band [11].

3.2. The GLMC Stochastic (GLMCS) EM inversion

Based on the GLMC EM inversion, we describe the GLMCS EM inversion as follows. Suppose
that we know the prior probability distribution function on the EM data p(EH|D) and on the
parameters p(D).

The steps (1)–(4) of the GLMCS EM inversion are as same as these GLMC’s steps. The step
(5) of GLMCS EM inversion should be changed as follows,
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(5) Using the formulas (6), (7), and (8) in the step (5) of the GLMC inversion iteration and Bayes’
formula in [13], we calculate the

p(D(l)
i,k|dEH

(l)
i,k) =

p(dEH
(l)
i,k |D(l)

i,k)p
(
D

(l)
i,k

)

M∑
i=1

p(dEH
(l)
i,k |D(l)

i,k)p
(
D

(l)
i,k

) . (11)

For each l and k, we finish the i circle in the step (5) of GLMC, i = 1, 2, · · · , M , there is
i0 = i(k) such that

p(D(l)
i(k),k

|dEH
(l)
i(k),k

) = max
i=1,2,···M

p(D(l)
i,k|dEH

(l)
i,k). (12)

(6) For the fixed i0 = i(k) and D
(l)
i(k),k

, the GL modeling (2.2) and (2.3) is performed quickly.

Using [D]i(k),k
= [D](l)i(k),k

to replace [D](l−1)
i(k),k

, the k circle is going to the next (k + 1)th step.

(7) After finishing the k circle, k = 1, 2, · · ·N , we get

p(l) = min
k=1,2,··· ,N

p(D(l)
i(k),k

|dEH
(l)
i(k),k

). (13)

(8) if p(l) is large than ηs or l > ls for the given ηs and ls, the GLMCS EM inversion is stopped,
otherwise the l circle is going to (3) to run the (l + 1)th step. After finishing the l circle, we
take the probability average of [D](l)i(k),k

Dk = A
(
[D](l)i(k),k

)

=
ln∑

l=1

p(D(l)
i(k),k

|dEH
(l)
i(k),k

)D(l)
i(k),k

. (14)

The Dk, k = 1, 2, · · ·N , form the EM parameter image of the GLMCS EM inversion.

3.3. The GLMC Markov Chain EM inversion

Suppose that the prior probability distribution function on the EM data p(EH|D) and parame-
ters p(D) are given. The EM data and parameters are random variable in the probability space
< (D, EH, P (EH|D) , P (D)). The l iteration circle in the GLMC is the Markov chain or the skele-
ton Markov chain [12]. The conditional probability density function P (D|EH)] is the same in the
space < for each l. After finishing the GLMCS EM inversion iteration, we take the ensemble mean
of the EM parameters,

Dk =
1
ln

M∑

i=1

ln∑

l=1

p(D(l)
i,k|dEH

(l)
i,k)Di,k. (15)

The Dk, k = 1, 2, · · ·N form the EM parameter image of the GLMC Markov Chain EM inversion.

3.4. The SAGILD EM inversion

The GLMCS and GLMC Markov Chain EM inversion methods can be used to recover the ensemble
mean of the EM parameter. For recovering the other statistical moments, we briefly describe the
SAGILD EM inversion as follows [4].

From the maximum probability (12), we have

− log (P (D| (EH) |DS)) = min, (16)

where D is EM parameter, EH = (E,H), and

[D] =
[

(σ + iωε) I 0
0 −iωµI

]
.
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If the random EM parameter D and data EH have the Gaussian distribution, the equation (16) is
equivalent to the regularizing inversion formula [4],

‖(EH) |measured on DS − (EH) |model on DS‖Lm + α
∥∥D − D̄

∥∥
L2

= min, (17)

where α is the regularizing parameter. In the paper [4], we coupled the EM boundary strip first type
integral equation in the boundary zone and Galerkin parameter equation in the internal domain to
construct SAGILD inversion for the EM parameter statistics moments.

4. ADVANTAGES OF THE STOCHASTIC GLMC INVERSION

The conventional MCMC inversion requests repeatedly to solve many forward modeling when the
parameters are changed in each sub domain. The finite difference [7] or finite element forward
methods in the MCMC have same heaviness cost for repeatedly sampling parameter in each sub
domain. The high cost of computational time is a main and unaccepted disadvantage of the
MCMC. The inaccurate absorption conditions on the artificial boundary make noises to downgrade
the resolution in the MCMC inversion. The GLMC is a metro path and bridge to connect and
compromise the deterministic and stochastic inversions. From (1) – (8) in the Section 3.1, the GL
modeling and GLMC inversion are simultaneous processes. There is no big matrix to be solved
in the GL modeling and GLMC inversion that effectively reduces the computational time cost.
The GLMC EM inversion can be the deterministic inversion, it is adjusted by the suitable weight,
norm, and regularizing factors which have likelihood function. Moreover, the GLMC EM inversion
is easy to switch to the stochastic GLMCS and GLMC Markov Chain inversion. The GL EM
modeling method [1][2] is very fast to calculate model data when the EM parameters are changed
in each sub domain, and greatly increase the speed of GLMC inversions. The GL method has no
artificial boundary and no inaccurate absorption boundary condition that reduces the modeling
noise for the GLMC inversion. If the EM data and the parameters have the Gaussian distribution,
the maximum probability condition (12) in the GLMCS and GLMC Markov Chain inversion is
equivalent to threshold condition (9) in the GLMC inversion. The GLMC EM inversion method
can be useful for material sciences, nanometer materials, surface physics, rough surface, medical
sciences, biology, geophysical exploration and finance.
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Figure 1: The resistivity imaging of the MT data is recon-
structed by AGILD and GLMC MT inversion. Not only
the distinct low resistivity anomaly beneath the hypocen-
ter (the solid star) of the Chi-Chi earthquake is shown, but
also the CLP fault is clearly displayed in location (at about
distance 12 km and dips to the right) and size.
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Figure 2: Misfit between measured MT data
Ex/Hy and modeling data Ex/Hy by GLMC
MT modeling and inversion. The square root
residual of the misfit is 0.3× 10−1.

5. APPLICATIONS

We use the GLMC EM inversion and SAGILD MT inversion for the MT imaging in geophysical
exploration for the Chi Chi Earthquake in Taiwan. First, we use the AGILD MT inversion for the
geological geometry and conductivity imaging in the large zone. Second, we use the GLMC CSMT
EM inversion and seismic joint inversion for local conductivity imaging in the crack. We obtained
reasonable resolution of the resistivity image. The conductivity imaging and data misfit are shown
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in the Figures 1 and 2. The patent right of the algorithms and software of the GLMC EM inversion
method are reserved by authors in the GLGEO.

6. CONCLUSION

The synthetic and field data simulation tests show that GLMC inversion and its Markov inversion
are fast, stable and have reasonable resolution. It will be used for seismic, hydrological, EM coupled
inversion. Also it is useful for finance and biological stochastic modeling and inversion.
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A 3D GL EM Modeling and Inversion for Forest Exploration and
Felling

Jianhua Li, Ganquan Xie, Lee Xie, and Feng Xie
GL Geophysical Laboratory, USA

Abstract— In this paper, we proposed a 3D GL electromagnetic (EM) modeling and inver-
sion for the forest Exploration and Felling (GLEMFEF). We consider the inhomogeneous forest
domain which is embedded in the earth and air two layered media. The forest domain includes
inhomogeneous EM parameters. The EM field differential integral equation and integral equa-
tion are used to formulate the EM field in the forest domain. The inhomogeneous forest domain
is divided into the several small sub domains. The forest EM parameter in the sub domain is
isotropy or anisotropy variable. The Global field is updated by the Local EM scattering field
in the sub domain. When the Global forest field propagates through the all sub domains, the
GL forest EM field is obtained. The GL forest modeling is very fast to calculate EM field when
the EM parameters are updated in the each sub domain. This merit accelerates the GL Metro
Carlo inversion for the forest imaging. The 3D GL forest modeling and inversion can be useful
for forest exploration, forest environment, animal, Chinese medical tree and grass, forest fire
fighting, felling, and mine exploration in the ground under forest.

1. INTRODUCTION

The electromagnetic modeling and inversion method has important applications in the forest science
and engineering. In this paper, we proposed the GL [1] modeling and inversion for the forest
exploration, fire fighting, and felling. The EM differential integral equation [2] and EM integral
equation [1] are used to formulate the EM field in the forest domain. The inhomogeneous forest
domain is divided into the several small sub domains. The forest EM parameter in the sub domain is
isotropy or anisotropy variable. The Global field is updated by the Local scattering field in the sub
domain. When the Global forest field propagates through the all sub domains, the GL forest EM
field is obtained. The GL forest modeling is very fast to calculate EM field when the EM parameters
are updated in the each sub domain. This merit accelerates the GL Metro Carlo inversion [3] for
the forest imaging. The 3D GL forest modeling and inversion can be useful for forest exploration,
forest environment, forest fire fighting, felling, and mine exploration in the ground under forest.

There are research works on the EM modeling for forest. The paper [4] described analysis
of electromagnetic wave propagation in forest environment along multiple paths. The paper [5]
described a full wave three dimensional analysis of forest remote sensing using the electric integral
equation in the VHF frequency band. In this paper, the GLEMFEF modeling and inversion method
for the forest exploration and felling is different from the above papers.

The plan of this paper is as follows. The introduction has been described in Section 1. The elec-
tromagnetic field differential integral equation and EM integral equation are described in Section 2.
In Section 3, we propose the GL modeling for EM field in the forest. The GL inversion for the
forest imaging is presented in Section 4. In Section 5, we describe forest exploration, fire fighting,
and environment. The forest felling is described in Section 6. The simulations are described in
Section 7. We conclude this paper in Section 8.

2. THE ELECTROMAGNETIC DIFFERENTIAL INTEGRAL EQUATION AND
INTEGRAL EQUATION

In the is section, we describe the electromagnetic field differential integral equation and integral
equation which are proposed in the paper [1, 2]. We use these equations to formulate the EM wave
propagation in the forest, air, and ground inhomogeneous domain.

2.1. The Magnetic Field Differential Integral Equation

The magnetic field differential integral equation is as follows,

H(r) = Hb(r) +
∫

Ω

D (σ, ε; σb, εb)EM
b

(
r′, r

) · ∇ ×H(r′)dr′, (1)



306 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

where

D (σ, ε; σb, εb) =
(σ(r) + iωε(r))− (σb(r) + iωεb(r))

σ(r) + iωε(r)
,

H(r) is the magnetic field, Hb(r) is the background magnetic field with air and ground two lay-
ered background EM media, σ is the electric conductivity, ε is the dielectric parameter, σb is the
background electric conductivity, εb is the background dielectric parameter, r is the space variable
vector, r = (x, y, z), r′ is space integrand variable, r′ = (x′, y′, z′),

EM
b (r′, r) =

1
σb(r) + iωεb(r)

∇×HM
b (r′, r),

EM
b (r′, r) is the electric Green’s field tensor excited by the magnetic dipole source,

HM
b (r′, r) is the magnetic Green’s field tensor excited by the magnetic dipole source,

EM
b (r′, r) is the weaker singular integrative kernel and easy to be discretized [2].

If the µ is the continuous function or constant, the HM
b (r′, r) and H(r) are continuous.

2.2. The Electric Field Differential Integral Equation
The electric field differential integral equation is as follows [2],

E = Eb +
∫

Ω

(
µ− µb

µ

)
HJ

b (r′, r)b∇×E(r′)dr′, (2)

where
HJ

b (r′, r) =
1
µb
∇×EJ

b (r′, r),

µ is the magnetic permeability, µb is the background magnetic permeability.
EJ

b (r′, r) is the electric Green’s field tensor excited by the electric dipole source,
HJ

b (r′, r) is the magnetic Green’s field tensor excited by the electric dipole source,
HJ

b (r′, r) is the weaker singular integrative kernel and easy to be discretized [2].
If the σ and ε are the continuous function or constant, the EJ

b (r′, r) and E(r) are continuous.

2.3. The Electromagnetic Field Integral Equation
The electromagnetic field integral equation is as follows [1]

[
E(r)
H(r)

]
=

[
Eb (rs)
Hb(r)

]
+

∫

Ω

[
EJ

b (r′, r) HJ
b (r′, r)

EM
b (r′, r) HM

b (r′, r)

]
[D (σ, ε; σb, εb)]

[
E(r′)
H(r′)

]
dr′, (3)

[
E(r)
H(r)

]
=

[
Eb(r)
Hb(r)

]
+

∫

Ω

[
EJ (r′, r) HJ (r′, r)
EM (r′, r) HM (r′, r)

]
[D (σ, ε;σb, εb)]

[
Eb(r′)
Hb(r′)

]
dr′. (4)

where D (σ, ε; σb, εb),

[D (σ, ε; σb, εb)] =
[
(σ(r) + iωε(r))− (σb(r) + iωεb(r))I 0

0 iω (µb(r)− µ(r)) I

]
,

is the 6 × 6 EM material parameter variation matrix for the isotropy materials, for anisotropy
materials the [D] will be 6 × 6 full matrix, E(r) is the electric field, H(r) is the magnetic field,
Eb(r) is incident electric field in the background medium, Hb(r) is incident magnetic field in the
background medium, EM

b (r′, r), . . . ,HM
b (r′, r) is electric or magnetic background field Green tensor

exciting by the electric or magnetic dipole source respectively. The integral equations (3) and (4)
are dual system each other.

3. GL EM MODELING FOR EM FIELD IN THE FOREST

In this section, we propose the Global and Local EM field modeling for the forest science and
engineering. In short, it is called the GL forest EM modeling.
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3.1. The GL EM Modeling I Based on the Magnetic Field Differential Integral Equation

The GL EM modeling based on the magnetic field differential integral equation is suitable for forest
domain with inhomogeneous conductivity and dielectric parameters.

3.1.1.
The forest domain Ω is divided into the sub domains Ωk which are included in the trunk, skin,

branch, and foliage domain respectively, such that Ω =
N⋃

k=1

Ωk.

3.1.2.
In each Ωk, we solve the magnetic field differential integral equation (1). By dual curl operation,
the equation systems are reduced into a 3× 3 matrix equations. By solving the 3× 3 equations, we
obtain Green tensor field HM

k and EM
k .

3.1.3.
We improved the Global Magnetic field Hk(r) by the Local scattering filed,

Hk(r) = Hk−1(r) +
∫

Ωk

D (σk−1, εk−1;σk, εk)EM
k

(
r′, r

) · ∇ ×Hk−1(r′)dr′, (5)

where we consider isotropic EM model,

D (σk−1, εk−1; σk, εk) =
(σk(r) + iωεk(r))− (σk−1(r) + iωεk−1(r))

σk−1(r) + iωεk−1(r)

k = 1, 2, . . . , N , successively. The HN (r) and EN (r), EN (r) = (∇ ×HN (r))/(σ + iωε), are GL
solution of the 3D GL EM modeling.

3.2. The GL EM Modeling II Based on the Electric Field Differential Integral Equation

The GL EM modeling based on the electric field differential integral equation [1] is suitable for
forest domain with inhomogeneous magnetic permeability parameters.

3.2.1.
The step is the same as 3.1.1.

3.2.2.
In each Ωk, k = 1, 2, . . . , n, we solve the electric field differential integral equation (2) to find
HJ

k (r′, r) successively. By the dual curl operation, only 3× 3 matrix equations is solved.

3.2.3.
We improved the Global EM field Ek(r) by the Local scattering filed

Ek(r) = Ek−1(r) +
∫

Ωk

µk − µb

µk−1
HJ

k

(
r′, r

) · ∇ ×Ek−1

(
r′

)
dr′, (6)

k = 1, 2, . . . , N , successively. EN (r) is GL electric field solution of (2).

3.3. The GL EM Modeling III Based on the Electromagnetic Field Integral Equation

The GL EM modeling based on the electromagnetic field integral equation [1] is suitable for forest
domain with inhomogeneous electric conductivity, dielectric, and magnetic permeability parame-
ters. The paper [1] detailed described the GL EM modeling.

3.3.1.
The step is same as the 3.1.1.

3.3.2.
In each Ωk, we solve the EM Green tensor integral equation system based on the equations (3)
and (4). By dual curl operation, the equation system is reduced into a 6× 6 matrix equations. By
solving the 6× 6 equations, we obtain Green tensor field EJ

k and HM
k .
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3.3.3.
We improved the Global EM field [Ek(r), Hk(r)] by the Local scattering filed

[
E(r)
H(r)

]

k

=
[
E(r)
H(r)

]

k−1

+
∫

Ωk

[
EJ

k (r′, r) HJ
k (r′, r)

EM
k (r′, r) HM

k (r′, r)

]
[D]

[
E(r′)
H(r′)

]

k−1

dr′, (7)

k = 1, 2, . . . , N , successively. The [EN (r), HN (r)] is GL solution of the EM integral equation (3)
and (4).

The 3D GL modeling is also available for EM wave field in the anisotropic forest domain.

4. THE GL METRO CARLO INVERSION FOR FOREST IMAGING

We propose the GL Metro Carlo EM inversion [3] for forest imaging.
4.1. The GL Metro Carlo Inversion I for Forest Imaging
The GL Metro Carlo Inversion I for Forest Imaging with respect to GL EM modeling I is as follows.
4.1.1.
The forest domain Ω is divided into the sub domains Ωk which are included in the trunk, branch, and

foliage domain respectively, such that Ω =
N⋃

k=1

Ωk. In each Ωk, we define electric conductivity and

dielectric parameter set, {σ} = {σi,k}, {ε} = {εi.k}, k = 1, 2, . . . , N, i = 1, 2, . . . ,M . Suppose that
for each Ωk , {{σi,k}, i = 1, . . . , M1} are conductivities in the ground, {{σi,k}, i = M1 +1, . . . , M2}
are conductivities in the tree trunk, {{σi,k}, i = M2 + 1, . . . ,M3} are conductivities in the tree
branch, {{σi,k}, i = M3 + 1, . . . , M4} are conductivities in the tree foliage, {{σi,k}, i = M4 +
1, . . . , M5} are conductivities in the dry air and moisture air. Suppose that the probability p{σi,k}
and p{εi,k} are given.
4.1.2.

Suppose for lth iteration, {{σ(l)
i(k),k}, {ε

(l)
i(k),k}, k = 1, . . . , N} is obtained by the previous lth itera-

tion. For each k, k = 1, 2, . . . , N , and we do i-circle, i = 1, 2, . . . , M , we calculate [H(r)](l+1)
i,k |r∈DS

by the following differential integral equation,

[H(r)](l+1)
i,k |r∈DS = [H(r)](l+1)

i(k−1),k−1|r∈DS +
∫

Ωk

Dl+1
i,k,k−1E

M,(l+1)
i,k

(
r′, r

) · ∇× [H(r′)](l+1)
i(k−1),k−1dr′, (8)

where

Dl+1
i,k,k−1 =

(σi,k(r) + iωεi,k(r))−
(
σ

(l+1)
i(k−1),k−1(r) + iωε

(l+1)
i(k−1),k−1(r)

)

σ
(l+1)
i(k−1),k−1(r) + iωε

(l+1)
i(k−1),k−1(r)

,

EM,(l+1)
i,k (r′, r) is obtained by using the dual curl operation and solving the 3× 3 discrete magnetic

field differential integral equation (1).
4.1.3.
Define

dH(l+1)
i,k = [H(r)](l+1)

i,k |r∈DS − [H(r)]|r∈DS,measured,

in the i-circle, i = 1, 2, . . . , M, there is i0 = i(k), such that

e
(l+1)
k =

∣∣∣
∣∣∣WF dH(l+1)

i(k),k

∣∣∣
∣∣∣ + αF

∣∣∣∣(σi(k),k(r) + iωεi(k),k(r)
)− (σ̄ + iωε̄)

∣∣∣∣

= min
i=1,2,...,M

∣∣∣
∣∣∣WF dH(l+1)

i,k

∣∣∣
∣∣∣ + αF ||(σi,k(r) + iωεi,k(r))− (σ̄ + iωε̄)|| , (9)

where weight matrix WF and regularizing parameter αF are depended on the local forest EM
property and data configuration. In the i-circle, the GL EM modeling is very fast. After finishing
the i-circle, we obtain

σ
(l+1)
i(k),k(r) + iωε

(l+1)
i(k),k(r) = σi0,k(r) + iωεi0,k(r). (10)
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4.1.4.

After finishing k-circle, we obtain {{σ(l+1)
i(k),k}, {ε(l+1)

i(k),k}, k = 1, . . . , N}, also we calculate

e(l+1) = max
i=1,2,...,M

e
(l+1)
k . (11)

4.1.5.

If the e(l+1) less than a given small number η or l larger than a given large number L, then the GL
Metro Carlo EM inversion is stopped. Otherwise the l-circle iteration is continuous [1].

4.2. The GL Metro Carlo Inversion II and III for Forest Imaging

The GL Metro Carlo Inversion II and III for forest imaging are similar with the GL EM Inversion
I which is described in the papers [1, 3].

5. THE FOREST EXPLORATION

In geophysical exploration, there are seismic, acoustic and electromagnetic methods. The electro-
magnetic method plays very important main role in the forest exploration. It can be used to explore
forest location, size, type, rain forest, forest weather environment, and forest fire etc.

5.1. Data Configuration

The one source to multiple receivers, multiple source to multiple receivers airborne VHF EM data
configuration are employed for the forest exploration. The GL EM modeling and inversion software
can be used to interpret these data to detect forest location, size, type, rain forest, forest weather
environment, and forest fire etc.

5.2. Forest Fire Exploration

GL EM and thermal coupled modeling and inversion [6] can be used for rain forest, forest weather,
and forest fire exploration.

6. THE FOREST FELLING

The felling is very important forest engineering. EM, acoustic, controlling seismic wave can be used
to make the high resolution imaging for local forest and trees group imaging that is very important
for felling safe and speed. It is necessary for automatic remote robot forest felling.

6.1. High Resolution Forest Imaging

The microwave radar (MRD) or infrared radar (IRD) multiple sources to multiple receivers data
is suitable for the high resolution forest imaging. The GL EM modeling and inversion can be used
for deleting the branch, skin and foliage of the individual tree or tree group. The GL microwave
near field imaging can be used for felling, and to explore animals, Chinese medical tree and grass
in the forest, and to find mine in the groud under forest.

6.2. To Detect the Tree Type Using the Tree Skin Imaging

The microwave radar high frequency near field data and GL EM inversion can make high resolution
tree skin imaging. The tree skin rough surface EM imaging play important role to detect the tree
type.

6.3. To Control Fallen Direction

In the felling, the controlling fallen direction is very important. The vertical felling working per-
formance is prohibited. The horizontal felling performance is working. The transverse hill fallen is
very dangerous and to block the wood transportion along the hill. The transverse hill fallen must
be avoided. The up hill fallen and down hill fallen are two important felling fallen directions. The
GL EM inversion and MRD data imaging can be useful to control trees fallen in that directions.

6.4. GL Dynamic Elastic Modeling and Inversion

After the local forest high resolution imaging is obtained by using the GL EM inversion and MRD
data, we can use our GL dynamic elastic modeling and inversion [6] to simulate the fallen tree’s slip
motion along down hill in the following cases. The case I is to do simulation for traditional cutting
in the bottom of the tree. In the case II, the bottom and some branch are cutting to control the
tree to be fallen down hill and to be controlled slipping speed.
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7. SIMULATIONS

7.1. The Simulation of the GL EM Modeling for Forest Area
We design a 3D forest domain which is embedded into the air and ground two layered infinite
domain. The height of the forest is 18 m in the z direction. The horizontal distance in x and y
direction is 100 m respectively. The electric conductivity in the ground, σg = 0.1 S/M, the relative
dielectric εg = 45. The electric conductivity in the trunk domain, σt = 0.2×10−3 S/M, the relative
dielectric εt = 60. The electric conductivity in the foliage domain, σf = 0.15 × 10−3 S/M, the
relative dielectric εf = 75. The vertical magnetic dipole source is located in the section y = 0,
x = −32m, z = 58 m. The Figure 1 shows that the transverse magnetic wave Hy propagates at
0.012µs which shows the source location. The Figure 2 shows that magnetic wave Hy propagates

 

Figure 1: The magnetic wave Hy at 0.012 µs.

 

Figure 2: The magnetic wave Hy at 0.072 µs.

at 0.072µs. The Figure 3 shows that magnetic wave Hy propagates at 0.108µs. The Figure 4
shows that magnetic wave Hy propagates at 0.144µs. The Hy interacts with foliage and results
the scattering wave from the foliage. The Figure 5 shows that magnetic wave Hy propagates at
0.192µs. The Hy interacts with the trunk and foliage domains and results the scattering from the
trunk and foliage domains. The Figure 6 shows that magnetic wave Hy propagates at 0.252µs
which interacts with ground surface, the trunk and foliage domains, and results the scattering

 

Figure 3: The magnetic wave Hy at 0.108 µs. Figure 4: The magnetic wave Hy at 0.144 µs.

from the earth surface, trunk and foliage domains. The Figure 7 shows that magnetic wave Hy

propagates at 0.312µs which interacts with under ground, surface, trunk and foliage domains and
results the scattering from the under ground, surface, trunk and foliage domains. The scattering
wave has been propagates back to the source high level which is shown in Figure 8. By observing the
Figure 1 to Figure 8, the magnetic wave Hy accurately propagates in the air, foliage, branch, trunk,
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surface, and under ground. There is no any error boundary refection in the wave propagation. The
scattering wave is also accurate and has clearly propagation.

 

Figure 5: The magnetic wave Hy at 0.192 µs. Figure 6: The magnetic wave Hy at 0.252 µs.

 

Figure 7: The magnetic wave Hy at 0.312 µs. Figure 8: The magnetic wave Hy at 0.348 µs.

7.2. The Simulation of GL EM Inversion for Forest Area

An individual tree and group tree have been used for GL EM inversion simulation. We present the
imaging of GL EM inversion for individual tree. The tree height is 7.3 m. Its diameter is 0.6m.
The vertical magnetic dipole source is located in the center and has height 15m , the 4 receivers
are located in 4 corners with height 1 m. We run the GLEM modeling to get data, then remove the
inhomogeneous media. We use GLEMFEF inversion to recover the tree imaging. The tree model
1 is shown in Figure 9. Its imaging by GLEMFEF inversion is shown in Figure 10. The tree model
2 is shown in Figure 11. Its imaging by GLEMFEF inversion is shown in Figure 12. We can see
that the GLEMFEF inversion can make high resolution for trunk and branch. We also can see
the foliage imaging, although its resolution is lower than the resolution of the trunk and branch
domains.

7.3. Simulation for GLEMFEF Imaging and GL Elastic Dynamic Deformation Modeling

The tree imaging is made by GLEMFEF inversion. We use the image to be input data for GL
elastic dynamic deformation modeling and inversion [6]. By the simulation result, the some branch
has been cut which is shown in Figure 13. Then we cut down the tree in the button. The tree has
been fallen down hill in controlling direction. In particular, after slipping 0.5 m, the tree is stopped
completely in the prediction position, which is shown in the Figure 14.
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Figure 9: The tree model 1.

 

Figure 10: The tree imaging of model 1 by GLEM-
FEF.

 

Figure 11: The tree model 2.

 

Figure 12: The tree imaging of model 1 by GLEM-
FEF.

 

Figure 13: According GLEMFEF inversion imag-
ing and GLMD larger deformation analysis, the
branches are suitable cut to control stable collapse
and control down hill fallen direction.

 

Figure 14: The tree is stable collapse and fallen
in prediction direction and stopped in given posi-
tion. The error between the practice fallen position
and GLEMFEF controlled direction and estimated
position is only 13 cm.
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8. CONCLUSION

The GL EM modeling and inversion for the forest exploration and felling are developed. The
simulations show that the GL forest modeling and inversion is accurate, stable, fast and high
resolution. The GLEMFEF algorithm and software can be used to make high resolution forest
imaging for forest exploration and felling. The 3D GL forest modeling and inversion GLEMFEF
can be useful for forest exploration, forest environment, animal, Chinese medical tree and grass
detection, forest fire fighting, felling, and mine exploration in the ground under forest. The patent
of the GLEMFEF algorithm and software belongs to authors of this paper.
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Abstract— For the steady state and time-dependent viscoelastic fluid flow in three dimensional
domains, we put forward a V-cycle multi-grid method. At the same time, we discuss existence
and error estimates of the approximate solution. The approximate stress, velocity and pressure
are respectively pk discontinuous, pk+1 continuous, pk continuous.

1. INTRODUCTION

Lately, more and more attentions have been paid to multi-grid method. The multi-grid method
provides an optimal algorithm for solving many problems. The multi-grid method has two main
features [1]: smoothing step on the current grid and error correction on a coarser grid. The
smoothing step has the effect of damping out the oscillatory part of the error. The smooth part
of the error can then be accurately corrected on the coarser grid. In this paper, we study the
numerical analysis of a mixed finite element approximation of a viscoelastic fluid flow obeying an
Oldroyd B constitutive equation. We put forward a V-cycle multi-grid method For the steady state
and time-dependent viscoelastic fluid flow in three dimensional domains. At the same time, we
discuss existence and error estimates of the approximate solution. The approximate stress, velocity
and pressure are pk discontinuous, pk+1 continuous, pk continuous, respectively. Using V-cycle
multi-grid method, we show that the approximate problem solution’s existence, uniqueness and
convergence are established.

We begin by describing a model of viscoelastic fluid flow obeying an Oldroyd B constitutive
equation in Section 1. In Section 2, we provide the finite discretization of this model. In Section 3,
we use V-cycle multi-grid method to approximate this equation. Finally, we give the convergence
analysis in Section 4.

Consider the model of Oldroyd for viscoelastic fluid flow (Problem Oldroyd)

λσt + σ + λ(u · ∇)σ + λgα(σ, ∇u)− 2αd(u) = 0, in Ω× [0, T ],
ut −∇ · σ − 2(1− α)∇ · d(u) +∇p = f, in Ω× [0, T ],
∇ · u = 0, in Ω× [0, T ], u = 0, on Γ× [0, T ].

If t = 0, then u = u0, σ = σ0. Here Ω ⊂ R2 is an open domain with boundary Γ, σ is the
symmetrical stress tensor, u is velocity vector, p is the pressure (scalar), d(u) = 1

2(∇u +∇uT ) is
the rate of strain tensor, λ ≥ 0 is Weissenberg constant, α is a third dimensionless, which may be
considered as the fraction of viscoelastic viscosity (α = 1 for Max Well’s model). For simplify, we
only consider the case of 0 < α < 1. ga : R4 ×R4 → R4 is a bilinear form:

ga(σ,∇u) = σω(u)− ω(u)σ − a(d(u)σ + σd(u)) +
1− a

2
(σ∇u +∇uT σ)− 1 + a

2
(∇uσ + σ∇uT ),

Here −1 < a < 1 and ω(u) = 1
2(∇u−∇uT ) is the vorticity tensor.

For analysis the convergence property of approximation solution, we only consider simply form
of viscoelastic fluid flow

σ − 2αd(u) = 0, on Ω× [0, T ] (1)
ut −∇ · σ − 2(1− α)∇ · d(u) +∇p = f, on Ω× [0, T ] (2)
∇ · u = 0, on Ω× [0, T ], u = 0, on Γ× [0, T ] (3)

We define the energy space as follow

T =
{
τ = (τij); τij ∈ L2(Ω), 1 ≤ i, j ≤ 2

}
,

X = (H1(Ω))2,

Q =
{

p ∈ L2(Ω);
∫

Ω
pdx = 0

}
.
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We use the standard Sobolev space Wm, p(Ω) with a norm ‖·‖m, p given by ‖φ‖p
m,p =

∑
|α|≤m ‖Dα

φ‖p
Lp(Ω). For n = 2, H2(Ω) = Wm,2(Ω) and ‖ · ‖m = ‖ · ‖m,2, ‖ · ‖ = ‖ · ‖0,2 [2].

Definition 1 {Γh}h>0 be a quasi-uniform family of finite element triangular partitions of Ω and
any two neighbor units constitutes h2-approximation parallelogram, there exists an independent of
h constant C, such that |P1P2−P3P4| ≤ Ch2, then the partitions family be denoted strong uniform
triangular partitions [3].

Definition 2 If the operator Qh : L2(Ω) → Wh such that for any g ∈ L2(Ω), we have (Qhg, wh) =
(g, wh), ∀wh ∈ Wh, then Qh be denoted L2 projection operator in Wh [2].

Definition 3 If the operator Ql−1 : Vl → Vl−1 such that for any wl−1 ∈ Vl−1 we have (Ql−1vl, wl−1)
= (vl, wl−1), then Ql−1 be denoted L2 projection operator in Vl−1 [1].

For simplify, we introduce some properties in Sobolev space.
Approximation property:

‖u−Qhu‖1,2 ≤ Chk+1‖u‖k+2,2 (4)

|p−Qhp|0,2 + h|p−Qhp|1,2 ≤ Chk+1‖p‖k+1,2 (5)

|σ −Qhσ|0,2 + h|σ −Qhσ|1,2 ≤ Chk+1‖σ‖k+1,2 (6)

where (σ, u, p) ∈ Hk+1(Ω)4 ×Hk+2(Ω)2 ×Hk+1(Ω).
Inverse estimates: Let Γh be a uniform triangulation of Ω, K ∈ Γh, and P be a finite di-

mensional subspace of H l(K) ∩ Hm(K)(0 ≤ m ≤ l), then there exist constant C such that
‖v‖l,2 ≤ Chm−l‖v‖m,2,∀v ∈ P .

2. FINITE ELEMENT DISCRETIZATION

Let Γh be a uniform triangulation family of Ω, Ω̄ = {∪K, K ∈ Γh}. For integer k > 0, we construct
the finite element subspace Th ∈ T , Xh ∈ X, Qh ∈ Q

Th =
{
τ ∈ T ; τ |K ∈ Pk(K)4, ∀K ∈ Γh

}
,

Xh =
{
v ∈ X; v|K ∈ Pk+1(K)2, ∀K ∈ Γh

}
,

Qh = {q ∈ Q; q|K ∈ Pk(K),∀K ∈ Γh}
where Pk(K) denotes the space of polynomials of degree no more than k on K ∈ Γh.

The corrpsponding finite element approximation of problem (1–3) is

(σh, τh)− 2α(d(uh), τh) = 0, ∀τh ∈ Th (7)
(uht

, vh) + (σh, d(vh)) + 2(1− α)(d(uh), d(vh))− (ph,∇ · vh) = (f, vh), ∀vh ∈ Xh (8)
(∇ · uh, qh) = 0, ∀qh ∈ Qh (9)

Let ∆t > 0, N > 0, N = T/∆t and tn = n∆t, un = u(·, tn), ∂tu
n = un−un−1

∆t .
Then we get a partitions family of discrete time of mixed finite element aproximation [4], assume

that (σ0
h, u0

h, p0
h) ∈ Th × Xh × Qh, n = 1, 2, . . . , N , we seek (σn

h , un
h, pn

h) ∈ Th × Xh × Qh, such
that:

(σn
h , τh)− 2α(d(un

h), τh) = 0, ∀τh ∈ Th (10)
(∂tu

n
h, vh) + (σn

h , d(vh)) + 2(1− α)(d(un
h), d(vh))− (pn

h, ∇ · vh) = (f, vh), ∀vh ∈ Xh (11)
(∇ · un

h, qh) = 0, ∀qh ∈ Qh (12)

Furthermore, we consider two uniform triangulation Γh1 and Γh2 of Ω determined as follows.
Suppose Γh1 is given and then Γh2 be obtained from Γh1 via regular subdivision: edge midpoints
in Γh1 are connected by new edges to form Γh2 . Note that for any T ∈ Γh2 , the four subtriangles
in Γh1 are all similar to T and have half the side of T . Thus, h2 = h1/2 [5, 6].

3. V-CYCLE MULTI-GRID METHOD OF VISCOELASTIC FLUID FLOW

We use V-cycle multi-grid method to solve viscoelastic fluid flow:

Step 1: (presmoothing) In Γh2 , ∀τh2 ∈ Th2 , vh2 ∈ Xh2 , qh2 ∈ Qh2 ,
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Assume that (σ0
h2

, u0
h2

, p0
h2

) ∈ Th2 ×Xh2 ×Qh2 , find (σn
h2

, un
h2

, pn
h2

) ∈ Th2 ×Xh2 ×Qh2 such that

(σn
h2

, τh2)− 2α(d(un
h2

), τh2) = 0, ∀τh2 ∈ Th2 (13)
(∂tu

n
h2

, vh2)+(σn
h2

, d(vh2))+2(1−α)(d(un
h2

), d(vh2))−(pn
h2

,∇ · vh2)=(f, vh2), ∀vh2∈Xh2 (14)
(∇ · un

h2
, qh2) = 0, ∀qh ∈ Qh2 (15)

Step 2: (Intergrid transfer) By connection (2.7–2.9) and (1–3), then

(σn − σn
h2

, τh2)− 2α(d(un − un
h2

), τh2) = 0, ∀τh2∈Th2 (16)
(∂t(un−un

h2
), vn

h2
)+(σn−σn

h2
, d(vh2))+2(1−α)(d(un−un

h2
), d(vh2))−(pn−pn

h2
,∇·vh2)=0,∀vh2∈Xh2(17)

(∇ · (un − un
h2

), qh2)=0, ∀qh2∈Qh2 (18)

Then we transfer remainder to Γh2 by L2 projection operator Ql−1, denote σ̂0
h1

= Ql−1(σn−σn
h2

),
û0

h1
= Ql−1(un − un

h2
), p̂0

h1
= Ql−1(pn − pn

h2
).

Step 3: (Error correction) Fixed (σ̂0
h1

, û0
h1

, p̂0
h1

), then (13–15) become: Assume that (σ̂0
h1

, û0
h1

, p̂0
h1

)
∈ Th1 ×Xh1 ×Qh1 , find (σ̂n

h1
, ûn

h1
, p̂n

h1
) ∈ Th1 ×Xh1 ×Qh1 such that

(σ̂n
h1

, τh1)− 2α(d(ûn
h1

), τh1) = 0, ∀τh1 ∈ Th1 (19)
(∂tû

n
h1

, vh1)+(σ̂n
h1

, d(vh1))+2(1−α)(d(ûn
h1

), d(vh1))−(p̂n
h1

, ∇ · vh1) = 0, ∀vh1 ∈ Xh1 (20)
(∇ · (ûn

h1
), qh1) = 0, ∀qh1 ∈ Qh1 (21)

Step 4: (Iteration solution) By the Error correction, we obtains a correction solution (̂σn
h1

, ûn
h1

, p̂n
h1

).
Let σ̃n

h = σn
h2

+ σ̂n
h1

, ũn
h = un

h2
+ ûn

h1
, p̃n

h = pn
h2

+ p̂n
h1

, we obtains solution (σ̃n
h , ũn

h, p̃n
h).

4. CONVERGENCE ANALYSIS

Theorem 1 (existence and unique) Solution of V-cycle multi-grid method of viscoelastic fluid
flow’s simply form (1–3) be existence and unique.

Proof Obviously, the existence and unique of V-cycle multi-grid method’s solution only decided
by step 1 and step 3 in all four steps.

At first, we consider solution’s existence and unique of step 1. We define bilinear form in
Th2 ×Xh2 ×Qh2

A((σn
h2

, un
h2

, pn
h2

), (τh2 , vh2 , qh2)) = (σn
h2

, τh2)− 2α(d(un
h2

), τh2) + 2α(d(vh2), σn
h2

)
+2α(∂tu

n
h2

, vh2) + 4α(1− α)(d(un
h2

), d(vh2))− 2α(pn
h2

,∇·vh2) + 2α(qh2 ,∇ · un
h2

)

+
∑

K

h2
2(−∇ · σn

h2
−2(1−α)∇ · d(un

h2
)+∇pn

h2
−∇ · τh2−2(1−α)∇ · d(vh2)+∇qh2)K

At the same time, we define [8]
‖|(σn

h2
, un

h2
, pn

h2
)|‖2 ≡

∑

K

h2
2|∇ · σn

h2
+ 2(1− α)∇ · d(un

h2
)−∇pn

h2
|2K

Linear form

F (τh2 , vh2 , qh2) = 2α < f, vh2 > +
∑

K

h2
2 < f,−∇·τh2−2(1−α)∇·d(vh2)+∇qh2 >K ,

then approximation form of problem (2.7–2.9): Find (σn
h2

, un
h2

, pn
h2

) ∈ Th2 ×Xh2 ×Qh2 such that

A((σn
h2

, un
h2

, pn
h2

), (τh2 , vh2 , qh2)) = F (τh2 , vh2 , qh2) (22)

Now we prove the bilinear form A((σn
h2

, un
h2

, pn
h2

), (τh2 , vh2 , qh2)) be coercive. By the define of
the bilinear form, we have

A((σn
h2

, un
h2

, pn
h2

), (σn
h2

, un
h2

, pn
h2

)) = ‖σn
h2
‖2−2α(d(un

h2
), σn

h2
)+2α(d(un

h2
), σn

h2
)

+2α(∂tu
n
h2

, un
h2

) + 4α(1−α)‖d(un
h2

)‖2−2α(pn
h2

,∇ · un
h2

)+2α(pn
h2

,∇ · un
h2

)

+
∑

K

h2
2

∣∣∇ · σn
h2

+ 2(1− α)∇ · d(un
h2

)−∇pn
h2

∣∣2
K

.
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Then

A((σn
h2

, un
h2

, pn
h2

), (σn
h2

, un
h2

, pn
h2

))

= ‖σn
h2
‖2+2α(∂tu

n
h2

, un
h2

)+4α(1− α)‖d(un
h2

)‖2+
∑

K

h2
2

∣∣∇ · σn
h2

+ 2(1− α)∇ · d(un
h2

)−∇pn
h2

∣∣2
K

.

Choose a proper 0 < α < 1, we have

A((σn
h2

, un
h2

, pn
h2

), (σn
h2

, un
h2

, pn
h2

)) ≥ α‖|(σn
h2

, un
h2

, pn
h2

)|‖2.

Then, bilinear form A((σn
h2

, un
h2

, pn
h2

), (τh2 , vh2 , qh2)) be coercivity. Hence, by Lax-Milgram theo-
rem, we show the solution’s existence and unique of step 1.

In step 3, we define the bilinear form in Th1 ×Xh1 ×Qh1 [9]:

B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (τh1 , vh1 , qh1))
= (σ̂n

h1
, τh1)− 2α(d(ûn

h1
), τh1) + 2α(d(vh1), σ̂n

h1
) + 2α(∂tû

n
h1

, vh1)

+4α(1− α)(d(ûn
h1

), d(vh1))− 2α(p̂n
h1

,∇ · vh1) + 2α(qh1 , ∇ · ûn
h1

) +
∑

K

h2
1(∇p̂n

h1
, ∇qh1)

At the same time, we define [10]

‖|(σ̂n
h1

, ûn
h1

, p̂n
h1

)|‖2
B = ‖σ̂n

h1
‖2 + ‖d(ûn

h1
)‖2 +

∑

K

h2
1

∣∣p̂n
h1

∣∣2
K

Linear form F ≡ 0, then approximation form of problem (19–21):
Find (σn

h2
, un

h2
, pn

h2
) ∈ Th2 ×Xh2 ×Qh2 such that B((σ̂n

h1
, ûn

h1
, p̂n

h1
), (τh1 , vh1 , qh1)) = 0

Now we show bilinear form B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (τh1 , vh1 , qh1)) be coercivity.
At first, by the define of the bilinear form, we have

B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (σ̂n
h1

, ûn
h1

, p̂n
h1

))

= ‖σ̂n
h1
‖2−2α(d(ûn

h1
), σ̂n

h1
)+2α(d(ûn

h1
), σ̂n

h1
)+2α(∂tû

n
h1

, ûn
h1

)

+4α(1−α)‖d(ûn
h1

)‖2 − 2α(p̂n
h1

, ∇ · ûn
h1

)+2α(p̂n
h1

, ∇ · ûn
h1

) +
∑

K

h2
1

∣∣∇p̂n
h1

∣∣2
K

.

Then

B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (σ̂n
h1

, ûn
h1

, p̂n
h1

))=‖σ̂n
h1
‖2+ 2α(∂tû

n
h1

, ûn
h1

) + 4α(1− α)‖d(ûn
h1

)‖2+
∑

K

h2
1

∣∣∇p̂n
h1

∣∣2
K

.

Choose a proper 0 < α < 1, we have

B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (σ̂n
h1

, ûn
h1

, p̂n
h1

)) ≥ α‖ ∣∣(σ̂n
h1

, ûn
h1

, p̂n
h1

)
∣∣ ‖2

B.

Hence, bilinear form B((σ̂n
h1

, ûn
h1

, p̂n
h1

), (τh1 , vh1 , qh1)) be coercivity. So solution’s existence and
unique of step 1 have proved by Lax-Milgram theorem.

The desired result then follows.

Theorem 2 Assume the solution (σn, un, pn) ∈ Hk+1(Ω)4×Hk+2(Ω)2×Hk+1(Ω) of problem (1–3)
and the irrelative solution (σn

h2
, un

h2
, pn

h2
) ∈ Th2 ×Xh2 ×Qh2 in step 1, then there exist a constant

C independent of h2 such that

‖|(σn − σn
h2

, un − un
h2

, pn − pn
h2

)|‖2
A ≤ Ch2k

2 (23)

Proof Let eσ = σn
h2
− σn, eu = un

h2
− un, ep = pn

h2
− pn. By the definition of projection operator,

let

eσn
h2

= Qhσn
h2 − σn, eun

h2
= Qhun

h2 − un,

epn
h2

= Qhpn
h2 − pn, ξσn

h2
= Qhσn

h2 − σn
h2,

ξun
h2

= Qhun
h2 − un

h2, ξpn
h2

= Qhpn
h2 − pn

h2.
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By triangle inequality, we have ‖|eσ, eu, ep‖‖2 ≤ ‖|eσn
h2

, eun
h2

, epn
h2
|‖2 + ‖|ξσn

h2
, ξun

h2
, ξpn

h2
|‖2. At the

same time, by approximation property and inverse estimates, we obtains

‖|(ξσn
h2

, ξun
h2

, ξpn
h2

)|‖2 ≤ Ch2
2(‖ξσn

h2
‖2
1, 2 + ‖d(ξun

h2
)‖2

1, 2 + ‖ξpn
h2
‖2
1, 2)

≤ Ch2
2(h

2(k+1)
2 +

∣∣ξun
h2

∣∣ t21, 2h
−2
2 + h

2(k+1)
2 )

≤ Ch2
2(h

2(k+1)
2 + h2k

2 + h
2(k+1)
2 ) ≤ Ch2k+2

2 .

So we only need to prove ‖|eσn
h2

, eun
h2

, epn
h2
|‖2 ≤ Ch2k

2 . Now we show that:

C‖|eσn
h2

, eun
h2

, epn
h2
|‖2

≤ A((eσn
h2

, eun
h2

, epn
h2

), (eσn
h2

, eun
h2

, epn
h2

))

= A((ξσn
h2
− eσ, ξun

h2
− eu, ξpn

h2
− ep), (eσn

h2
, eun

h2
, epn

h2
))

= A((ξσn
h2

, ξun
h2

, ξpn
h2

), (eσn
h2

, eun
h2

, epn
h2

))

= (ξσn
h2

, eσn
h2
)−2α(d(ξun

h2
), eσn

h2
)+2α(d(eun

h2
), ξσn

h2
)+2α

(
ξun

h2
−ξun−1

h2

∆t
, eun

h2

)

+ 4α(1−α)(d(ξun
h2

), d(eσn
h2

))−2α(ξpn
h2

,∇ · eun
h2

)+2α(epn
h2

,∇ · ξun
h2

)

+
∑

K

h2
2(−∇·ξσn

h2
−2(1−α)∇·d(ξun

h2
)+∇ξpn

h2
,−∇·eσn

h2
−2(1−α)∇·d(eun

h2
)+∇epn

h2
)K

≤ ‖ξσn
h2
‖‖eσn

h2
‖+ 2α‖d(ξun

h2
)‖‖eσn

h2
‖+ 2α‖d(eun

h2
)‖‖ξσn

h2
‖

+
2α

∆t
‖ξun

h2
− ξun−1

h2
‖‖eun

h2
‖+4α(1−α)‖d(ξun

h2
)‖‖d(eun

h2
)‖+2α‖ξpn

h2
‖‖∇ · eun

h2
‖

+ 2α‖epn
h2
‖‖∇·ξun

h2
‖+h2

2(‖∇·ξσn
h2
‖+2(1−α)‖∇·d(ξun

h2
)‖+‖∇ξpn

h2
‖)

·(‖∇ · eσn
h2
‖+ 2(1− α)‖∇ · d(eun

h2
)‖+ ‖∇epn

h2
‖)

≡ I1 + I2 + I3 + I4 (24)

By Poincare equality in (23), we have

I1 ≤ 1
K1
‖ξσn

h2
‖2+K1‖eσn

h2
‖2+

4α2

K1
‖d(ξun

h2
)‖2+K1‖eσn

h2
‖2+K14α2‖d(eun

h2
)‖2+

1
K1
‖ξσn

h2
‖2,

I2 =
1

∆t
‖ξun

h2
− ξun−1

h2
‖‖eun

h2
‖ ≤ 1

K2(∆t)2
‖d(ξun

h2
)‖2 + K2‖eun

h2
‖2,

I3 ≤ 4α(1− α)(
1

K3
‖d(ξun

h2
)‖2 + K3‖d(eun

h2
)‖2) +

1
K3
‖ξpn

h2
‖2 + 4α2K3‖d(eun

h2
)‖2

+
4α2

K4
‖∇ · ξun

h2
‖2 + K4‖epn

h2
‖2,

I4 ≤ h2
2(1/K4‖∇ · ξσn

h2
‖2 + K4‖∇ · eσn

h2
‖2 + 4(1− α)2/K4‖∇ · d(ξun

h2
)‖2 + K4‖∇ · eσn

h2
‖2

+1/K4‖∇ξpn
h2
‖2+K4‖eσn

h2
‖2+1/K4‖∇·ξσn

h2
‖2+K4‖∇·eun

h2
‖2+4(1−α)2/K4‖∇·d(ξun

h2
)‖2

+K4‖∇ · eun
h2
‖2 + 1/K4‖∇ξpn

h2
‖2 + K4‖eun

h2
‖2 + 1/K4‖∇ · ξσn

h2
‖2 + K4‖∇ · epn

h2
‖2

+4(1− α)2/K4‖∇ · d(ξun
h2

)‖2 + K4‖∇ · epn
h2
‖2 + 1/K4‖∇ξpn

h2
‖2 + K4‖epn

h2
‖2.

Then, we sum all the terms of I1, I2, I3, I4 and turn the terms including eσn
h2

, eun
h2

, epn
h2

to left.
Choose the proper Ki (i = 1, 2, 3, 4), we have ‖|eσn

h2
, eun

h2
, epn

h2
|‖2 ≤ Ch2k

2 . The desired result then
follows.

Theorem 3 Assume the solution(σ̂0
h1

, û0
h1

, p̂0
h1

) ∈ Th1 × Xh1 × Qh1 of problem (19–21), and the
irrelative solution (σ̂n

h1
, ûn

h1
, p̂n

h1
) ∈ Th1 × Xh1 × Qh1 in step 3, then there exist a constant C

independent of h1 such that

‖|(σ̂n
h1
− σ̂0

h1
, ûn

h1
− u0

h1
, p̂n

h1
− p̂0

h1
)|‖2

B ≤ Ch2k
1 (25)
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Proof Let ϕσ = σ̂n
h1
− σ̂0

h1
, ϕu = ûn

h1
− û0

h1
, ϕp = p̂n

h1
− p̂0

h1
, ϕσn

h1
= Qhσ̂n

h1
− σ̂0

h1
, ϕun

h1
= Qhûn

h1
−

û0
h1

, ησ̂n
h1

= Qhûn
h1
− ûn

h1
, ηp̂n

h1
= Qhp̂n

h1
− p̂n

h1
.

Now, we show that ‖|ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1
|‖2 ≤ C‖|ησ̂n

h1
, ηûn

h1
, ηp̂n

h1
|‖2:

C‖|ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1
|‖2

≤ B((ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1

), (ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1

))

= B((ησ̂n
h1
− ϕσ̂, ηûn

h1
− ϕû, ηp̂n

h1
− ϕp̂), (ϕσ̂n

h1
, ϕûn

h1
, ϕp̂n

h1
))

= B((ησ̂n
h1

, ηûn
h1

, ηp̂n
h1

), (ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1

))

= (ησ̂n
h1

, ϕσ̂n
h1

)− 2α(d(ηûn
h1
), ϕσ̂n

h1
) + 2α(d(ϕûn

h1
), ησ̂n

h1
)

+
∑

K

h2
1(∇ηp̂n

h1
, ∇ϕp̂n

h1
)K + 2α

(
ηûn

h1
− ηûn−1

h1

∆t
, ϕûn

h1

)

+4α(1− α)(d(ηûn
h
), d(ϕσ̂n

h1
))−2α(ηp̂n

h1
,∇ · ϕûn

h1
)+2α(ϕp̂n

h1
,∇ · ηun

h1
)

≤‖ησ̂n
h1
‖‖ϕσ̂n

h1
‖+2α‖d(ηûn

h1
)‖‖ϕσ̂n

h1
‖+2α‖d(ϕûn

h1
)‖‖ησ̂n

h1
‖+h2

1‖∇ηp̂n
h1
‖‖∇ϕp̂n

h1
‖

+
2α

∆t
‖ηûn

h1
−ηûn−1

h1
‖‖ϕûn

h1
‖+ 4α(1− α)‖d(ηûn

h1
)‖‖d(ϕûn

h1
)‖

+2α‖ηp̂n
h1
‖‖∇ · ϕûn

h1
‖+ 2α‖ϕp̂n

h1
‖‖∇ · ηûn

h1
‖

≡ J1 + J2 + J3 (26)

By Poincare inequality in (26), we have

J1 ≤ 1
L1
‖ησ̂n

h1
‖2+L1‖ϕσ̂n

h1
‖2+

4α2

L1
‖d(ηûn

h1
)‖2+L1‖ϕσ̂n

h1
‖2+L14α2‖d(ϕûn

h1
)‖2+

1
L1
‖ησ̂n

h1
‖2,

J2 ≤ 1
L2(∆t)2

‖d(ξun
h2

)‖2 + L2‖eun
h2
‖2 +

h2
1

L2
‖∇ηp̂n

h1
‖2 + L2‖∇ϕp̂n

h1
‖2,

J3 ≤ 4α(1− α)(
1
L3
‖d(ηûn

h1
)‖2 + L3‖d(ϕûn

h1
)‖2) +

1
L3
‖ηp̂n

h1
‖2

+4α2L3‖d(ϕûn
h1

)‖2 +
4α2

L3
‖∇ · ηûn

h1
‖2 + L3‖ϕp̂n

h1
‖2,

Then, we sum all the terms of J1, J2, J3 and turn the terms including ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1

to left.
Choose the proper Lj , (j = 1, 2, 3), we have

‖|ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1
|‖2 ≤ C‖|ησ̂n

h1
, ηûn

h1
, ηp̂n

h1
|‖2.

By approximation property and inverse estimates, we obtains

‖|(ησ̂n
h1

, ηûn
h1

, ηp̂n
h1

)|‖2 ≤ Ch2
1(‖ησ̂n

h1
‖2
1, 2 + ‖d(ηûn

h1
)‖2

1, 2 + ‖ηp̂n
h1
‖2
1, 2)

≤ Ch2
1(h

2(k+1)
1 + |ηûn

h1
|21, 2 h−2

1 + h
2(k+1)
1 )

≤ Ch2
1(h

2(k+1)
1 + h2k

1 + h
2(k+1)
1 )

≤ Ch2k+2
1 .

By triangle inequality, we have ‖|ϕσ̂, ϕû, ϕp̂|‖2 ≤ ‖|ϕσ̂n
h1

, ϕûn
h1

, ϕp̂n
h1
|‖2 + ‖|ησ̂n

h1
, ηûn

h1
, ηp̂n

h1
|‖2.

The desired result then follows.

Theorem 4 Assume the solution (σn, un, pn) ∈ Hk+1(Ω)4×Hk+2(Ω)2×Hk+1(Ω) of problem (1–3),
and the irrelative solution (σn

h2
, un

h2
, pn

h2
) ∈ Hk+1(Ω)4×Hk+2(Ω)2×Hk+1(Ω) in step 1, then there

exist a constant C independent of h2 such that the irrelative solution (σ̃n
h , ũn

h, p̃n
h) ∈ Th ×Xh ×Qh

of V cycle multi-grid method:

‖σn − σ̃n
h‖0, 2 ≤ Chk

2 (27)

‖un − ũn
h‖1, 2 + ‖pn − p̃n

h‖1,2 ≤ Chk−1
2 (28)
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Proof By (4–6) and lemma 3, we obtain

‖un − ũn
h‖1, 2 ≤ ‖ûn

h1
− û0

h1
‖1, 2 + ‖(un − un

h2
)−Ql−1(un − un

h2
)‖1, 2

≤ Chk+1
2 ‖un − un

h2
‖k+2, 2 + Chk

1

≤ Chk+1
2 · h−k

2 ‖un − un
h2
‖2,2 + Chk

1

≤ Chk
2,

‖σn − σ̃n
h‖0, 2 ≤ ‖σ̂n

h1
− σ̂n

h1
‖0, 2 + ‖(σn − σn

h2
)−Ql−1(σn − σn

h2
)‖0, 2

≤ Chk
1 + Chk+1

2 ‖σn − σn
h2
‖k+1, 2

≤ Chk+1
2 · h−k

2 ‖σn − σn
h2
‖1, 2 + Chk

1

≤ Chk−1
2 ,

‖pn − p̃n
h‖1,2 ≤ ‖(pn − pn

h2
)−Ql−1(pn − pn

h2
)‖1, 2 + ‖p̂n

h1
− p̂0

h1
‖1, 2

≤ Chk+1
2 ‖pn − pn

h2
‖k+1, 2 + Chk

1

≤ Chk+1
2 · h−k

2 ‖pn − pn
h2
‖1, 2 + Chk

1

≤ Chk−1
2 + Chk

1

≤ Chk−1
2 ,

The desired result then follows.
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Abstract— Without assumption of the boundedness of the activation functions, using Lyapunov-
Krasovskii functional, relationships among the state vectors of the neural networks together with
homeomorphism map, a linear matrix inequality (LMI) approach is developed to derive a new
delay-dependent sufficient condition for (i) existence (ii) uniqueness and (iii) global exponen-
tial stability of equilibrium point, of a class of time-varying delay neural networks. Example is
provided to demonstrate the effectiveness of the proposed result.

1. INTRODUCTION

Neural networks have aroused a tremendous surge of investigation in these years[1–5]. A class of
neural networks with time-varying delay (DNN) can be described by

ẋ(t) = −Ax(t) + Wg(x(t)) + W1g(x(t− τ(t))) + u, (1)
x(t) = φ(t), t ∈ [−2h, 0],

where x(t) = [x1(t), . . . , xn(t)]T is the neuron state vector, g(x(t)) = [g1(x1(t)), . . . , gn(xn(t))]T is
the activation function vector, and u = [u1, . . . , un]T is a constant external input vector. In the
neural networks (1), matrices A = diag(a1, a2, . . . , an), where the scalar ai > 0 is the rate with
which the ith unit will reset its potential to the resting state in isolation when disconnected from
the network and external inputs at time t. Matrices W and W1 are the connection weighting matrix
and the delayed weighting matrix, respectively. τ(t) is a continuous function describing the time-
varying transmission delays in the neural networks and satisfies 0 ≤ τ(t) ≤ h, τ̇(t) ≤ µ for all t ≥ 0,
with h and µ being two nonnegative constants. The initial condition function φ(t) : [−2h, 0] → Rn

is assumed to be a continuous function. Throughout this paper, λM (Q) denotes the maximum
eigenvalue of the symmetric matrix Q and λm(Q) the minimum; it is assumed that each neuron
activation function gj satisfies the following assumption:
Assumption 1.

|gj(s)− gj(t)| ≤ kj |s− t|, ∀s, t ∈ R, j = 1, . . . , n. (2)

Denote K = diag(k1, . . . , kn) and k = max
i=1,...,n

ki. Obviously, K ≥ 0.

Definition 1. The vector x∗ = [x∗1, . . . , x
∗
n]T is said to be an equilibrium point of the DNN in

Eq. (1) if −Ax∗ + Wg(x∗) + W1g(x∗) + u = 0.
Definition 2. DNN in Eq. (1) is said to be exponentially stable if there is scalars α > 0 and γ > 0

such that
|x(t)| ≤ γe−αt sup

−2h≤θ≤0
|x(θ)|.

Definition 3. A map H : Rn → Rn is a homeomorphism of Rn onto itself, if H ∈ C0, H is one-to-
one, H is onto and the inverse map H−1 ∈ C0, where C0 represents the set of all continuous
functions from Rn to Rn.

Lemma 1. If H(x) ∈ C0 and satisfies conditions: (1) H(x) is injective on Rn, (2) lim
‖x‖→+∞

‖H(x)‖ =

+∞. Then H(x) is a homeomorphism of Rn [5].

Some existing results on global exponential stability of the equilibrium of DNN concern the
case where the activation functions are all bounded and strictly increasing. These assumptions
make the results inapplicable to some important engineering problems. In this paper, we develop
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a new delay-dependent exponential stability condition for a class of neural networks with time-
varying delay by utilizing Lyapunov functional and relationships among the state vectors of the
neural networks . We only assume that the activation functions are globally Lipschitz continuous.
Under this assumption, both the existence of a unique equilibrium point and the global exponential
stability of a given delayed neural networks are proved. The derived condition is less conservative
than the sufficient conditions in [3, 4] and can be expressed in term of a linear matrix inequality
(LMI). Furthermore, our delay-dependent stability criterion removes the unreasonable restriction
that the derivative of the delay function τ(t) is less than 1. Example is provided to demonstrate
the effectiveness of the proposed condition.

2. MAIN RESULT

Theorem 1. For given scalars h > 0 and µ ≥ 0, the delayed neural networks in (1) satisfying
Assumption 1 has the unique equilibrium point which is globally exponentially stable for any delay
0 < τ(t) ≤ h if there exist positive definite matrices D > 0, P > 0, Q > 0, R > 0, Pk, k =
1, 2, . . . , 6, Ti, i = 1, 2, . . . , 5 and diagonal matrices Sj > 0 and Yj > 0, j = 1, 2 such that the
following LMI holds:

Φ =




Φ11 Φ12 Φ13 P1W1−AT P T
4 + T T

4 P − P1 −AT P T
5 + T T

5 −AT P T
6 − T1

∗ Φ22 Φ23 S2+P2W1 − T T
4 −P2 − T T

5 −T2

∗ ∗ Φ33 P3W1+W T P T
4 −P3 + W T P T

5 W T P T
6 − T3

∗ ∗ ∗ −(1− µ)Q− Y2+2P4W1 −P4 + W T
1 P T

5 W T
1 P T

6 − T4

∗ ∗ ∗ ∗ hD−2P5 −P T
6 − T5

∗ ∗ ∗ ∗ ∗ −D
h




< 0 (3)

where Φ11 = R+KY1K+2KS1−2P1A+2T1, Φ12 = −AT P T
2 −T1+T T

2 , Φ13 = S1+P1W−AT P T
3 +T T

3 ,
Φ22 = −(1− µ)R + KY2K + 2KS2 − 2T2, Φ23 = P2W − T T

3 , Φ33 = Q− Y1 + 2P3W .
Proof. Define map H : Rn → Rn

H(x) = −Ax + Wg(x) + W1g(x)) + u. (4)

Denote ζ(x, y) = [(x− y)T , (x− y)T , (g(x)− g(y))T , (g(x)− g(y))T , (H(x)−H(y))T , 0]T . Then

ζ(x, y)T Φζ(x, y)

= (x− y)T [µR + K(Y1 + Y2)K + 2K(S1 + S2)](x− y)

+2(x− y)T [S1 + S2](g(x)− g(y)) + 2(x− y)T P (H(x)−H(y))

+(g(x)− g(y))T [µQ− Y1 − Y2](g(x)− g(y)) + h(H(x)−H(y))T D(H(x)−H(y)). (5)

In the rest of this Section, we prove this new sufficient condition in Theorem 1 by three steps.
Step 1. We prove that H(x) is an injective map on Rn by showing that assuming otherwise leads
to a contradiction.

We suppose that vectors x, y exist in Rn such that x 6= y while H(x) = H(y), then x− y 6= 0 ,
A(x− y) = (W + W1)(g(x)− g(y)). From Inequality (3), we have

ζ(x, y)T Φζ(x, y) < 0. (6)

On the other hand, Noting that µ ≥ 0, R > 0, Q > 0 Si ≥ 0 and Yi ≥ 0, i = 1, 2, from Eq. (5)
and Inequality (2), we have

ζ(x, y)T Φζ(x, y)

= (x− y)T [µR + K(Y1 + Y2)K + 2K(S1 + S2)](x− y)

+2(x− y)T [S1 + S2](g(x)− g(y)) + (g(x)− g(y))T [µQ− Y1 − Y2](g(x)− g(y))
≥ 0. (7)

which contradicts Inequality (6), and hence implies that H(x) is an injective map on Rn.
Step 2. We prove that lim

‖x‖→+∞
‖H(x)‖ = +∞.
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Since H(0) is a constant vector, it suffices to show that lim
‖x‖→+∞

‖H̃(x)‖ = +∞ where H̃(x) =

H(x)−H(0).
Since ζ(x, 0) = [xT , xT , (g(x)−g(0))T , (g(x)−g(0))T , H̃(x)T , 0]T , from Inequality (3), there exist

a small positive real number a > 0 such that

ζ(x, 0)T Φζ(x, 0) ≤ −axT x. (8)

Noting H̃(x) = H(x)−H(0), µ ≥ 0, R > 0, Q > 0 Si ≥ 0 and Yi ≥ 0, i = 1, 2, from Eq. (5) and
Inequality (2), we get

ζ(x, 0)T Φζ(x, 0) ≥ 2xT PH̃(x). (9)
So

2xT PH̃(x) ≤ −axT x. (10)
Since P is positive definite matrix, we have

a‖x‖2 = axT x ≤ |2H̃(x)T Px| ≤ 2λmax(P )‖H̃(x)‖‖x‖, (11)

Therefore,
lim

‖x‖→+∞
‖H̃(x)‖ = +∞.

From Steps 1 and 2, the map H(x) is a homeomorphism of Rn. Thus the DNN given in Eq. (1)
has a unique equilibrium point. We denote the unique equilibrium point by x∗.

Using the transformation z(t) = x(t) − x∗, we can now put the DNN given in Eq. (1) into the
following form:

ż(t) = −Az(t) + Wf(z(t)) + W1f(z(t− τ(t))) (12)
z(t) = φ(t)− x∗, t ∈ [−2h, 0]

where z(t) = [z1(t), . . . , zn(t)]T , f(z(t)) = [f1(z1(t)), . . . , fn(zn(t))]T , fj(zj(t)) = gj(zj(t) + x∗j ) −
gj(x∗j ), j = 1, . . . , n. Note that the functions fj(zj(t)) satisfy the following conditions:

|fj(s)| ≤ kj |s|, fj(0) = 0, ∀s ∈ R, j = 1, . . . , n. (13)

By construction, the origin is the unique equilibrium points of the DNN given in Eq. (12). Next,
we will prove the origin is exponential stable.
Step 3. We choose a Lyapunov-Krasovskii functional candidate for the DNN given in (12) as

V (zt) = zT (t)Pz(t) +
∫ t

t−τ(t)
[zT (s)Rz(s) + f(z(s))T Qf(z(s))]ds

+
∫ 0

−h

∫ t

t+r
y(s)T Dy(s)dsdr (14)

where y(s) = ż(s), D > 0, P > 0, Q > 0 and R > 0.
Calculating the derivative of V (zt) along the solution of Eq. (12) yields

V̇ (zt) ≤ 2zT (t)Py(t) + zT (t)Rz(t)− (1− µ)zT (t− τ(t))Rz(t− τ(t))

+f(z(t))T Qf(z(t))− (1− µ)f(z(t− τ(t)))T Qf(z(t− τ(t)))

+hy(t)T Dy(t)−
∫ t

t−τ(t)
y(s)T Dy(s)ds

+2zT (t)S1f(z(t)) + z(t)T KY1Kz(t) + 2zT (t)KS1z(t)− f(z(t))T Y1f(z(t))

+2zT (t− τ(t))S2f(z(t− τ(t))) + z(t− τ(t))T KY2Kz(t− τ(t))

+2zT (t− τ(t))KS2z(t− τ(t))− f(z(t− τ(t)))T Y2f(z(t− τ(t)))

≤ ξ(t)T




R + KY1K + 2KS1 0 S1 0 P
∗ −(1− µ)R + KY2K + 2KS2 0 S2 0
∗ ∗ Q− Y1 0 0
∗ ∗ ∗ −(1− µ)Q− Y2 0
∗ ∗ ∗ ∗ hD


 ξ(t)

− 1
τ(t)

∫ t

t−τ(t)
τ(t)y(s)T D

h
τ(t)y(s)ds (15)



324 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

where ξ(t) = [zT (t), zT (t− τ(t)), f(z(t))T , f(z(t− τ(t)))T , yT (t)]T .
It is easy to prove for appropriate dimensional free weight matrices Ti, i = 1, 2, . . . , 5

ξ(t)T



−2P1A + 2T1 −AT P T

2 − T1 + T T
2 P1W − AT P T

3 + T T
3 P1W1 − AT P T

4 + T T
4 −P1 − AT P T

5 + T T
5

∗ −2T2 P2W − T T
3 P2W1 − T T

4 −P2 − T T
5

∗ ∗ 2P3W P3W1 + W T P T
4 −P3 + W T P T

5
∗ ∗ ∗ 2P4W1 −P4 + W T

1 P T
5

∗ ∗ ∗ ∗ −2P5


 ξ(t)

+ 2ξ(t)T



−AT P T

6 − T1
−T2

W T P T
6 − T3

W T
1 P T

6 − T4

−P T
6 − T5




∫ t

t−τ(t)
y(s)ds ≡ 0. (16)

Adding Eq. (16) on both sides of Inequality (15), we have

V̇ (zt) ≤ 1
τ(t)

∫ t

t−τ(t)
η(t, s)T Φη(t, s)ds (17)

where η(t, s) = [zT (t), zT (t− τ(t)), f(z(t))T , f(z(t− τ(t)))T , yT (t), τ(t)y(s)T ]T .
By Inequalities (3) and (17), it is easy to see that there exist scalars a > 0, c > 0 such that

V̇ (zt) ≤ −a|z(t)|2 − cy(t)T Dy(t). (18)

Now, we can choose a scalar b > 0 satisfying

bλmax(P ) + bhebh(λmax(R) + k2λmax(Q))− a ≤ 0, (19)

bh2ebh − c ≤ 0. (20)

Then, for the above scalar b > 0, from Eq. (14) and Inequality (17) we have

d

dt
(ebtV (zt)) ≤ ebt{[bλmax(P )− a]|z(t)|2 + b[λmax(R) + k2λmax(Q)]

∫ t

t−τ(t)
zT (s)z(s)ds

+bh

∫ t

t−h
y(s)T Dy(s)ds− cy(t)T Dy(t)}. (21)

Now, integrating both sides of Inequality (21) from 0 to t > 0 and using Inequalities (19) and
(20), we obtain

ebtV (zt) ≤ q( sup
−2h≤θ≤0

|z(θ)|)2 (22)

where q = (bhebh + 1)h[λmax(R) + k2λmax(Q)] + λmax(P ) + 3(bh2ebh + h)hλmax(D)[λ2
max(A) +

k2λ2
max(W ) + k2λ2

max(W1)].
Hence

|z(t)| < e−bt/2

√
q

λmax(P )
sup

−2h≤θ≤0
|z(θ)|. (23)

It follows from Inequalities (23) that the DNN in Eq. (12) is exponentially stable for any delay
0 < τ(t) ≤ h. This completes the proof.

3. EXAMPLES

Example 1. We consider the DNN given in Eq. (1) with parameters as

A =

[1.0674 0 0
0 2.2094 0
0 0 0.8352

]
, W =

[ 0.4094 0.5719 0.2503
−1.0645 0.0410 0.9923
−0.7439 0.63443 0.1066

]
,

W1 =

[0.3008 0 0
0 0.3070 0
0 0 0.3068

]
, K =

[0.4911 0 0
0 0.9218 0
0 0 0.6938

]
.
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For this example, when µ = 0.1 as in [3], if the activation functions are unbounded, Theorem 2
in [3] fails, while, our exponential stability criterion in Theorem 1 remains applicable.

If the time-varying delay function τ(t) is differentiable, but the upper bound of the derivative
of the delay function τ(t) is greater than 1, Theorem 2 in [3] fails, while, our exponential stability
criterion in Theorem 1 remains applicable. For example, if µ = 1.2, we find the allowable maximum
delay h = 3.5336, under which the DNN in this example is globally exponentially stable.

4. CONCLUSION

Without assuming that activation functions are bounded, a new condition for the global exponential
stability of DNN has been obtained. This stability criterion is expressed in term of LMI, which
make it computationally efficient and flexible. Numerical example is also given to show the reduced
conservatism and effectiveness of the proposed result in this paper.
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Abstract— A new numerical model for cemented carbides with cobalt gradient has been de-
veloped. In this study, carburization is used to form cobalt gradient structure with optimized
surface characteristics. Finite-element formulations incorporating continuous and smooth spatial
variation in the composition and properties of the cemented carbides are used to simulate the evo-
lution of elastoplastic response of functionally graded cemented carbides (FGCC) due to thermal
loading. The geometry of specimens is axisymmetric solid cylinder with two-dimension gradi-
ent. The constitutive elastoplastic response is developed by constraint factors. The plasticity
constraint factor is used to determine the stress-strain relation of plastic deformation. Different
shapes of cobalt rich zone are considered to analyze the evolution of thermal stresses. The cal-
culated results show arc transition of gradient in the corner has a good agreement with XRD
measurement.

1. INTRODUCTION

One of the latest developments in the field of hardmetals and cermets used for mineral cutting
and rock drilling operations is the establishment of a functional gradient in near-surface areas of
cemented carbide tools leading to functionally graded cemented carbides (FGCC) [1–4]. Such a
functional gradient is a specific smoothly varying distribution of phases and/or element composition
to provide a highly resistant surface region which withstands the interaction of the cutting tool with
the workpiece at high temperatures and which smoothly attains the hardmetal microstructure. In
fact, carburizing and nitriding of metals are examples of attempts to produce functionally graded
materials with optimized surface characteristics, where compositional gradients arising from the
diffusion of C or N from the surface to the bulk provides a gradual change in properties. Advances
in materials processing have now provided a variety of technologically viable methods to produce
functionally graded materials (FGMs). Such techniques include chemical vapor deposition, phys-
ical vapor deposition, powder metallurgy, thermal spray, and self-propagating high-temperature
combustion synthesis [5–7]. The evolution of thermal stresses and the associated mechanical re-
sponse are influenced by both the geometry of the component and the gradients in composition
and properties.

In the 1980s and 1990s, Sandvik introduced new materials that were described as “the most
significant innovation in the history of cemented carbide” since the early 1950s [8–10]. The patented
dual phase (DP) technology permits a simultaneous increase in both the wear resistance and tough-
ness of cemented carbide, or either property independently. The DP materials were achieved by
changing the distribution of the cobalt within the insert, i. e., the formation of a cobalt-gradient
structure. For WC-6Co alloy, there was a low cobalt content of around 3% at the surface to provide
the high wear resistance required to penetrate the rock; a middle layer with a cobalt content of
around 10% to give the insert high toughness and a core with around 6% cobalt to give a balance
of properties. This gives a hardness distribution across the button which is high at the outside and
the core, falling off in the middle, cobalt rich zone. The DP grade cemented carbides showed an
increase of 40% in service lifetime compared with conventional materials.

Thermally induced elastoplastic analyses of graded composites have also been examined in a
few earlier studies dealing with finite element simulations (e. g., [11–13]) where the graded region
was discretized into strips of homogeneous compositions of the composite. Since a large number
of elements are needed to simulate the continuous change in mechanical properties of materials,
especially for modeling three dimensional compositional gradients, this approach is time-consuming
and less effective. A.E. Glannakopoulos used finite-element formulations for continuous and smooth
variation in the composition to simulate the elastic response by the ratio of stress to strain trans-
fer [14]. However the ratio of stress to strain transfer was simply extrapolated to simulate the
plastic deformation. Actually the constraint factor of plasticity deformation is varied with the vol-
ume fraction of the ductile phase. J.Rohde et al used “functionally graded elements” to determine
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the effects of gradient zone on crack propagation [15]. But they didn’t consider the effects of plastic
deformation. When the cobalt concentration is equal to or greater than 0.25 (vol%) or higher,
there should be plastic flow in the hard alloys in temperature cooling from fabrication temperature.
Plastic flow has an important effect on thermal stress redistribution and relaxation.

The purpose of this paper is to develop the constitutive response of two-dimension gradient
inserts and obtain the distribution of residual macrostresses and stress gradient. Although it is
difficult to obtain the stress distribution with experimental method, the compressive stresses in the
surface zone can be achieved with X-ray diffraction measurement. The numerical results are used to
compare with the XRD measurement. In our work, carburization was used to form cobalt gradient
structure. The constitutive response for continuous and smooth variation of material properties
is developed by constraint factors. The ratio of strain transfer was used to simulate the elastic
deformation and plasticity constraint factor varied with the volume fraction of the cobalt phase
was used to simulate the plastic deformation. Material properties are smooth functions of volume
fraction as a smooth function of position. The field quantities of calculated results change with
the function of cobalt gradient and temperature difference. Good agreement is obtained between
calculated results and XRD method.

2. NUMERICAL FORMULATION AND MATERIAL MODEL

As already mentioned, a model for continuous and smooth spatial variations in the composition
and properties of materials has been used. The model is available in the MSC. Marc2005 software.

We consider small strain problem of axisymmetric solid cylinders. In the solid cylinder, there is
two-dimension gradient of composition in axial and radial directions. Uniform temperature cooling
and heating were assumed. The geometry represents the most realistic geometrical conditions in
hardmetal tools such as anvil and gradient buttons. The geometry is given as

Figure 1: Axisymmetric solid cylinder model.

In the axisymmetric calculations, a cylindrical coordinate system (r, θ, z) is introduced and all
field quantities are taken to be independent of θ.The cylinder analyzed numerically is 0≤ r ≤ R
and 0≤ z ≤ L, for which the L to R ratio is 1. Free boundary conditions were assumed. On the
external boundary of the cylinder,

Tr = Tz = 0 on z = L and r = R

uz = 0 on z = 0 and ur = 0 on r = 0.

The effective values of the coefficient of thermal expansion, α, and Poisson’s ratio, ν, of the
compositionally graded solid cylinder were computed from a volume fraction-based interpolation.
In this way

α = f1α1 + f2α2, ν = f1ν1 + f2ν2, f1 + f2 = 1 (1)

where fi is the volume fraction of material (i)(0 ≤ f1, f2 ≤ 1), subscript 1 and 2 refer to cobalt
and tungsten carbide, respectively. Here the isotropic properties of two phases are assumed. The
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approximate character of the serial rule of mixture in equations is obvious. The effects of internal
constraints at the level of the microstructure of the composite are not taken into account. Here
we consider the two-phase formulation for tungsten carbide and cobalt. Actually the specimens
have three phases: WC, Co and η phase. We regarded the η phase as WC phase so as to simplify
the formulas of constitutive response. The subsequent calculated results show this hypothesis is
reasonable. There is a good agreement between the computational results and experimental results.

The elastoplastic response of the mixed WC-Co FGCCs were assumed to be amenable to a rate-
independent formulation within the context of the incremental theory of plasticity. An associative
Mises yield condition and isotropic hardening were assumed. Isotropic linear elastic response was
assumed for tungsten carbide. The composite stress-strain curves were modeled by using the
intermediate law of mixture, as originally shown for cemented carbides by Tamura et al., [16] and
later adapted for FGMs by Williamson et al., [11]. The FGCCs is treated as isotropic composites
for which the uniaxial stress, σ, and strain, ε are related to the corresponding average uniaxial
stress and strain of the two constituent phases as

σ = f1σ1 + f2σ2, ε = f1ε1 + f2ε2 (2)

and the ratio of strain transfer, p, is taken to be

p =
ε1

ε2
(3)

If E1 < E2 is assumed, we have

1 ≤ P ≤ E2

E1
(4)

Obviously, equal strain indicates that p equals to 1 and equal stress denotes that p equals to E2/E1.
From the Equations (2) and (3), effective E is derived explicitly as

E =
f1E1p + f2E2

f1p + f2
(5)

where Ei is the Young’s modulus of material (i). The value chosen for p is 3, which is close to
experimental value of WC-Co alloy. In general, the value of p depends on the internal constraints
arising from specific microstructural dispersion of the two phases, the thermomechanical properties,
and the residual stresses from processing. Numerous formulae, in closed forms and with bounds,
exist for the thermoelastic response of composites which can be used with appropriate modifications
in the context of compositionally graded zones. Experimental results show the value of p has a
little change with the volume fraction of cobalt phase. Nevertheless, the cobalt concentration we
considered is around between 0.03 and 0.3, the difference of p variation can be ignored and has
little effects of the elastic deformation.

In 1965, Drucker and Bulten studied the constraint behaviors for tungsten carbide to cobalt
phase and microstructure problems [17]. They considered deformation behaviors of alloys were
mainly depended on the interactions of components and proposed a concept of plasticity constraint
factor. Constraint factor means yield stress ratio for alloy to ductile matrix. The values of con-
straint factor depend on thickness of cobalt layer and particles of tungsten carbide. According to
their investigations, constraint factors of WC-Co alloy show as follows (initial yield stress unit is
pound/in2, here we changed to MPa).

Table 1: Constraint factor and yield stress in different cobalt content.

Cobalt content 0.10 0.19 0.25 0.31 0.37 0.50 0.70

Constraint factor 5.92 3.21 2.50 2.07 1.79 1.46 1.05

Yield stress (MPa) 1656 897 690 572 496 400 289

We obtain the function of constraint factor versus cobalt concentration by means of least square
fitting (shown in Figure 2). According to the definition of plasticity constraint factor and the
function by least square fitting, the initial yield strength of WC-Co alloy, σ0, is given by

σ0(r, T ) =
(
6.25e−2.99f1

)
σ01(T ) (6)
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Here f1 is cobalt volume fraction as a function of radial position, σ01 is the cobalt yield strength
varied with the temperature. The parameters 6.25 and −2.99 are obtained from least square fitting.
The stress-strain relation of plastic deformation is given by

σ = σ0(1 + ε/ε0)N (7)

N is the strain hardening exponent. ε0 is yield strain of alloy. The values chosen for N , ε0 is
0.2, 0.0001, respectively. The uniaxial plastic behavior of the compositionally graded composite is
derived as shown in Figure 2.
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Figure 2: (a) Schematic representation of the stress-strain curve representing the constitutive response of the
WC-Co composite as a function of the metal phase, f1, (b) constraint factor for tungsten carbide to cobalt
phase and yield stress vs cobalt content.

Table 2: Temperature-dependence of the thermomechanical properties of α1, α2-WC and γ-Co.

(a) WC (α1, α2)
E (GPa) ν α(◦C−1)

696 0.22
3.2×10−6(0◦C)

4×10−6(400◦C)

6×10−6(800◦C)

(b) γ-Co
E (GPa) ν α(◦C−1)

207 0.32
10×10−6(0◦C)

14×10−6(400◦C)

16×10−6(800◦C)

(c) γ-Co
Temperature σy(MPa) σu(MPa) εu(%)

0◦ 200 700 5

400◦ 100 300 10

800◦ 72 170 13

From the processing point of view, the above constitutive relations are approximations with
respect to the constitutive volume fraction of the metal, f1, which in fact can be controlled from
processing. The formulation is complete, once f1 is known as a function of the position. Due to
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(a) (b)

(c)

Figure 3: Schematics of materials properties: (a) cobalt content vs radial position, (b) Young’s modulus vs
radial position, (c) coefficient of thermal expansion vs radial position and temperature.

the irreversible nature of plastic strains, there is no unique theory to characterize the elastoplastic
response of compositionally graded WC-Co composites with gradual transitions in phase mixtures.

In our work, carburization used to form the gradient structure in near-surface areas. Firstly,
powder mixture with carbon deficient WC-Co alloy was prepared and pressed. Secondly, WC-Co
alloy with η phase was prepared by presintering the powder mixture compact. These specimens
were carburized with graphite powders to form the gradient structure. The basic mechanism is
decomposition of η phase and in-diffusion of cobalt phase under capillary force. The resulting
microstructure indicated that all the η phase in the alloy can be fully decomposed by carburization
and formed WC(α)+Co(γ): W3Co3C+2C→3WC+3Co.

According to the experimental results for the distribution of cobalt concentration, we constructed
a function to describe the distribution of cobalt content (i. e., the volume fraction f1 as a function
of distance r)

f1 =
m

100 + (r − n)2
− k · a tan(r − n) + l, 0 ≤ r ≤ R. (8)

The constants, m,n, k, l, represent the modified coefficients of Cobalt concentration. By varying
the values of m, n, k, l, we could obtain the different distribution of cobalt content. The factor, m,
was used to adjust the nominal cobalt content, n to adjust the position of cobalt rich zone, k used to
adjust the slope of cobalt gradients and l to modify the least cobalt content to avoid the appearance
of negative value of cobalt content. When m,n, k, l equal to 5, 0.8, 0.015, 0.035, respectively, we
obtain the curve of cobalt content distribution (shown in Figure 3(a)). The corresponding distribu-
tion of Young‘s modulus and coefficient of thermal expansion are also shown in Figures 3(b), (c).
The majority of the simulation for FGCCs model system incorporated the variation of mechanical
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properties with temperature as show in Table 2.

3. NUMERICAL RESULTS

3.1. Thermal Stress Distribution for Orthogonal Gradient in the Corner
The geometry of specimens is solid cylinders with two-dimension gradient. Orthogonal intersection
for axial and radial gradient was considered in the corner. The radius and height of the cylinder are
5mm and 10mm, respectively. The carburizing time is 1.5–2h. The thickness of cobalt gradient
zone is around 1 mm. Uniform temperature cooling and free boundary condition are assumed.
Figure 4 shows the distribution of thermal stresses. From Figure 4(a), it is found that equivalent
Von Mises stress mainly concentrates in the cobalt gradient zone and it is quite small in the core.
There is a big stress gradient from the cobalt rich zone to the core. The maximum value of
equivalent Von Mises stress is 241 MPa and the position is in the surface zone. There are two peaks
of equivalent Von Mises stress which lies in the cobalt rich zone and the surface zone. The picture
also shows the equivalent Von Mises stress in the corner is smaller than the counterparts of the same
thickness. From the Figure 4(b), it can be seen that there forms compressive stresses in the surface
zone and tensile stresses in the cobalt rich zone after a temperature cooling from initially stress-free
temperature of 800◦C to 0◦C. The maximum value of surface compressive stress is −254MPa. The
compressive stresses are beneficial to inserts lifetime. When the temperature increase from initial
stress-free temperature of 0◦C to 800◦C, there forms the opposite distribution of thermal stresses
(shown in Figure 4(c)). Since there is elastic deformation only, it is a reversible process. Actually

(a) (b)

(c)

Figure 4: Stress distribution with thermal loading (stress unit: GPa): (a) equivalent Von Mises stress after
a temperature cooling from initial stress-free temperature of 800◦C to 0◦C, (b) distribution of axial stress
after a temperature cooling from initial stress-free temperature of 800◦C to 0◦C, (c) distribution of axial
stress after a temperature heating from 0◦C to 800◦C.
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temperature cooling and heating can be regarded as loading and unloading process.

(a) (b)

Figure 5: Distribution of total equivalent plastic strain: (a) after a temperature cooling from 800◦C to 0◦C,
(b) after a temperature heating from 0◦C to 800◦C.

3.2. Effects of Plastic Flow
When the cobalt concentration difference in the specimens is equal to or greater than 0.3, there
is distinct plastic flow in the cobalt gradient zone. Here cobalt concentration difference means the
maximum value of cobalt content in cobalt rich zone minus the minimum value in the surface zone.
Plastic deformation has a significant effect on the redistribution of thermal stress. Furthermore,
there are different responses between the temperature cooling and heating for the material prop-
erties varied with temperature. Table 3 show the different calculated results in different cobalt
concentration difference (∆Co) and different thermal loading (cooling or heating). Figure 5(a)
shows there is distinct strip shaped plastic flow in cobalt rich zone of axial gradient after a temper-
ature drop from initial stress-free temperature of 800◦C. Figure 5(b) shows there is distinct plastic
flow in cobalt rich zone of axial and radial gradient when the temperature increase from 0◦C to
800◦C. The maximum value of total equivalent plastic flow as cooling down is 0.00018, but the
maximum value as heating up is 0.0014.

Figure 6 shows the effects of plastic flow on the redistribution of thermal stress. It can be seen
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Figure 6: Distribution of equivalent stress along radial direction in different constitutive relations of materials.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 333

that the difference between elastic and elastoplastic deformation after cooling is quite small, but
there is a large difference of stress distribution between cooling and heating and between elastic
and elastoplastic deformation. The difference of equivalent Von Mises stress between elastic and
elastoplastic deformation is 20 MPa as temperature cooling and 530MPa as heating up.

Table 3: Responses of different cobalt concentration difference and thermal loading.

∆Co ∆T(◦C) Equivalent stress max (MPa) Axial stress max (MPa) Total plastic strain max

0.08
−800 241 258/−257 0

+800 241 257/−258 0

0.3
−800 904 752/−957 0.00018

+800 616 672/−561 0.0014

Remark: Co indicates the cobalt concentration difference. −800 denotes temperature cooling
down from 800◦C to 0◦C, +800 means temperature heating up from 0◦C to 800◦C.

(a) (b)

Figure 7: Different shapes of cobalt rich zone: (a) orthogonal gradient in the corner, (b) arc transition
gradient.

(a) (b)

Figure 8: Stress distribution of arc transition gradient after a temperature drop from 800◦C to 0◦C: (a)
principal stress major, (b) equivalent Von Mises stress.
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Figure 9: Comparison between orthogonal gradient and arc transition: (a) distribution of equivalent Von
Mises stress from the core to the surface after a temperature cooling from 800◦C to 0◦C, (b) distribution of
equivalent Von Mises stress from the core to the surface after a temperature heating from 0◦C to 800◦C.

3.3. Effects of Arc Transition in the Corner
In the above calculations, orthogonal gradient in the corner for the distribution of cobalt rich zone
is assumed. In fact, experimental results show it is arc transition in the corner (shown in Figure 7).
X-Ray diffraction was used to determine the surface residual stresses that develop in a functionally
graded WC-Co composite. XRD stress measurement show the surface compressive stress of WC 201
is around −377 MPa. There is a difference of around 100 MPa between our computational results
and the XRD results. Therefore the model of 2D-gradient with arc transition in the corner is used
to determine the distribution of thermal stresses. Figure 8(a) shows the surface compressive stress
is −380MPa and the computational results have a good agreement with the results of XRD stress
measurement. The surface compressive stress concentrate in the middle part of solid cylinders and
the center of both cylinder ends. Figure 9 shows the distribution of equivalent Von Mises stress
after cooling and heating. It is apparent that thermal stress values with arc transition are greater
than the values in orthogonal gradient (shown in Figure 9).

4. CONCLUSIONS

1. The thermal residual stresses mainly concentrate in the cobalt gradient zone and in the core with
middle cobalt content the stresses are very small. When temperature drops from the processing,
there forms compressive stresses in the surface zone and tensile stresses in the cobalt rich zone.
When temperature increases there forms the opposite distribution of stresses.

2. When temperature increase from 0◦C to 800◦C and the cobalt content is higher, plastic flow
has a significant effects on redistribution of thermal stress reduction.

3. The arc transition gradient in the corner has greater values of residual stresses than the
orthogonal gradient in the corner.

4. Detailed experiments are also necessary to develop an understanding of diffusion, microstruc-
tural stability and creep within the graded material during thermal fatigue. Nevertheless, the
present results provide a framework for the design of critical experiments and for the development
for more rigorous analytical/numerical models.
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Abstract— To estimate the underground resistivity and permittivity, the nonlinear least-
squares inverse method based on Monte-Carlo algorithms is applied in this paper to inverse the
ellipse polarization data of wideband high-frequency electromagnetic (WHFEM) method. From
the inversion cases, the nonlinear least-squares inverse method can execute well in the half-space
or two layer earth. In order to reduce to unstable and increase convergence, the Monte-Carlo
algorithm is used for multiple layers model. In the second part, we also adopt the phasor vec-
torgraph method for fast inversion of apparent resistivity and permittivity which is helpful to
geology mapping or initialization for the least-squares inversion.

1. INTRODUCTION

For detection the low resistivity soil or layers contamination only with permittivity contrast in
shallow depth, traditional electromagnetic method and GPR which usually does not penetrate deep
enough, are both not efficiency in application. The high-frequency electromagnetic system operated
at frequencies between GPR and traditional electromagnetic method has been increased popularity
in near-surface geophysics especially in environment and engineering field. So the WFHEM data
interpretation is urgent for field application.

The methods such as impendence method [1], neural network method [2] and least-squares
method [3] are widely applied in inversing the data of EM detection. But the surface impendence
method was widely used at low frequencies such as magnetotelluric (MT) and controlled-source
audio-frequency magnetotelluric (CSAMT). A major advantage of these techniques is stable because
the impedance response is plane wave and independent of the incident angle. One-dimensional
layered-earth inversion is performed by neural network method using ellipticity data provided by
Ralf Birken (1997) [2], the results of the sensitivity analysis are dependent on the training of several
neural networks to determine the electrical properties of the subsurface and time consuming. A
nonlinear least-squares method, using initial models with to fit the tilt angle and the ellipticity of
magnetic fields and get resistivity as well as dielectric permittivity, is presented by Steward et al.,
(1994) [3].

The results using the complex image theory [5] and HFS Q-method [6] for the approximate in-
version solution indicate that both the approximate inversions are more than an order-of-magnitude
faster than numerical integration inversion. However, the approximate inversions could not always
provide accuracy results for deeper layer parameters.

In this paper, a nonlinear least-squares method using high density linear filtering algorithm
for forward modeling [7] which is an order-of-magnitude faster than numerical integration such
as Chave’s (1983) [4], Gauss integration is presented. And we get the equivalent accuracy as
numerical integration. The Monte Carlo algorithm is applied to improve the convergence of multi-
layer inversion. The phase vector graph [8] method for fast inversion of apparent resistivity and
permittivity which is helpful to geology mapping or initialization for the least-squares method is
also presented.

2. TWO LAYER CASE BY LEAST-SQUARES METHOD

According to Ward and Hohmann (1988) [9], vertical magnetic Hz and radial magnetic Hr ex-
pressions of the layer earth with loop source can be converted into Hankel function integration as
followings:

f(r) =

∞∫

0

K(λ)Jn(rλ)dλ (1)

To calculate the formula (1), the convenient linear filtering algorithm loses its accuracy in our
high frequency. Chave’s numerical integration although possesses enough accuracy, but executes too
slowly for inversion. So the linear filtering algorithm with high sampling density where the filtering
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coefficients is calculated by well known Johansen’s algorithm et al., (1979) [10] with ln10/100 of
sampling value. Then follow Bruce D. Smith et al., [11], polarization ellipticity can be calculated
easily through the horizontal magnetic Hz and radical magnetic Hr.

As the following two layer case, in each station point, there are three VMD R-T coils offset
r=1, 2, 4 m respectively with 35 frequencies point among 1 MHz∼50MHz, and both transmitter
and receiver loop are set by radius a=0.15m on the earth surface.

Table 1: Table about true values, initial values and inversing results in a two layer earth.

Parameter Resistivity(Ω·m) Dielectric permittivity Thickness (m)

True values 50 300 5 20 0.5

Initial values 100 500 10 15 0.2

Inversion 1 (exact) 49.65 304.53 4.96 19.92 0.501

Relative error 1 0.7% 1.51% 0.8% 0.4% 0.2%

Initial RMS is 2.71, and after 9 times iterative becomes 8.28× 1.0−3

Inversion 2 (10% error) 50.93 317.78 4.94 19.84 0.505

Relative error 2 1.86% 5.93% 1.2% 0.8% 1%

Initial RMS is 2.71, and after 11 times iterative becomes 0.193

In the Table 1, we use the true values term to forward the wide band and high-frequency
measurement field data. The Initial values term is the initial model for our nonlinear least-squares
inversion. The inversing values 1 term is inversion results without adding any noise, and the
inversing values 2 term is inversion results after adding the forwarding data by random 10% noises.
Figure 1 shows the forwarding curves with the initial model and true model respectively. Combining
Table 1 and Figure 1, it shows that the nonlinear least-squares inversion is implemented with great
efficiency and stability.

Figure 1: Ellipticity of both initialization and true
models on a two layer earth with three R-T coils off-
set respectively, which each has 35 frequencies point.

Figure 2: Ellipticity of both true and inversion mod-
els on a three layer earth with three R-T coils offset
respectively, which each has 35 frequencies point.

3. MULTIPLE LAYER INVERSION RESULT

In the Table 2, we use the true values term to forward the wide band and high-frequency measure-
ment field data for tree layer earth. The Initial values term is the initial model for our nonlinear
least-squares inversion. Figure 2 shows the forwarding curves with the inversion model and true
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Table 2: Table about true values, initial values and inversing results in a three layer earth.

Parameter Resistivity (Ω·m) Dielectric permittivity Thickness (m)

True values 300 200 100 25 20 15 2 2

Initial values 200 150 80 20 10 20 1.0 3.0

Inversion values 299.3 301.8 108.4 25 24.5 25.5 0.99 2.1

Relative error 0.23% 50.9% 8.4% 0.0% 22.5% 70% 50% 5%

Initial RMS is 2.55, and after 20 times iterative becomes 0.425

model respectively, and both curves of two models are almost consistent with each other. Combin-
ing Table 2 and Figure 2, it shows that the nonlinear least-squares inversion could solve the upper
layer electric parameter well, but produces a big relative error. The inversion is converged to the
local minimum value 0.425 and can’t be reduced further because of lacking measure information.
The problem of local minimum can be resolved by providing more information such as more coil
offsets, larger frequency range, and so on, but it’s not always possible in practical use. So the Mont-
Carlo algorithm is reduced into this paper for multiply layer before the least-squares inversion. For
this case, the solver space is separated randomly by 40 groups, and the objective function of each
group is calculated, then the group having the least objective function value is regarded as a initial
model for the further least-squares inversion. In the Table 3, the initial model term is gained by
the Monte-Carlo method. The inversion result proves that the inversion model is almost consistent
with the true model except the lower layer dielectric permittivity (because of inadequate deep layer
information). Noteworthiness, it requires the less iterative step of this inversion method to avoid
jumping into another local minimum.

Table 3: Table about inversing parameters and results in a three earth after method of Monte-Carlo.

Parameter Resistivity (Ω·m) Dielectric permittivity Thickness (m)

True values 300 200 100 25 20 15 2 2

Initial values

(gained by Monte-Carlo)
290 181 90 23 18 16 1.8 2.1

Inversion values 298.8 206.1 109.9 24.9 19.2 13.5 2.001 1.98

Relative error 0.4% 3.05% 9.9% 0.4% 0.40% 23% 0.05% 1%

Initial RMS is 0.18, and after 11 times iterative becomes 0.085

Table 4: True and inversing resistivity, permittivity with relative error between them.

Resistivity Permittivity
Apparent

resistivity
Relative error

Apparent

permittivity
Relative error

210 6 212.606 1.24% 5.939 1.02%

350 12 352.753 0.787% 11.948 0.43%

580 25 580.961 0.166% 25.053 0.212%

700 8 699.333 0.048% 8.040 0.5%

1000 30 1012.498 1.25% 29.812 0.627%

4. PHASE VECTORGRAPH METHOD FOR FAST INVERSION AND A HALF-SPACE
CASE RESULT

Phase diagram[10, 12] of the normalized in-phase and quadrature components for the half space
model for several resistivity and relative permittivity is usually used for the interpretation of
helicopter-borne electromagnetic data. Analogously, we use polarization tilt angle and elliptic-
ity components to make phase diagram as Figure 3 in our paper. The dielectric permittivity and
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conductivity of a dielectric conductive half-space are obtained by transforming polarization tilt
angle and ellipticity responses using a 2-D interpolation scheme. Table 4 is the half-space case
results.

Figure 3: Half-space diagram between polarization ellipticity and polarization tilt angle in the frequency of
10MHz.

5. CONCLUSIONS

From the case results, we can conclude that the nonlinear least-squares Inversion of the wideband
and high-frequency electromagnetic data using the linear filtering with high sampling technique is
a efficiency and stable tool for quantitative interpretation, and can be used to mapping the shallow
resistivity and dielectric permittivity. The Monte-Carlo algorithm used for multiple layers model
avoids local minimum. Phase vectorgraph as an approximate inversion method can solve apparent
resistivity and permittivity fast, and is helpful to geology mapping or initialization for the least-
squares inversion. Both inversions provide the useful information about layer earth and it will be
applied in further engineering projection more increasingly.
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Abstract— In this paper, we present a new approach for the nondestructive testing for detecting
cracks in materials by using wave parameter inversion that includes mechanical and electromag-
netic wave parameter. We use singularity properties pulse function and convolution to find the
Frechet derivative of the nonlinear response operator on the wave velocity. The Frechet derivative
operator is weak ill posed integral geometry form in the manifolds. We use Newton method to
solve the nonlinear equation for wave velocity inversion. Using the wave velocity inversion, we
can detect the crack and properties anomalous in the materials.

1. INTRODUCTION

In the civil and mechanical engineering, nondestructive testing has great applications. It has been
using in the satellite, space shuttle, flight, train, etc for their health and safety. However, most
nondestructive testing instruments only used hardware measurement that can be used to detect
the large crack existing and can not the small fracture and cracking developing and properties.
Therefore, develop fast and high resolution nondestructive testing software is necessary. There are
some works in the wave inversions. Professor P.D. Lax’ inverse scattering theorem is describe in
the his book [1]. Chen and Xie’s paper [2] describe a PST method for nondestructive testing. Xie
and Chen developed 2D elastic wave velocity inversion in [3]. Xie proposed a new iterative method
for the coefficient inverse problem of wave equation [4]. Xie, Lin and Li proposed a new inversion
method on the scattering wave propagation [5]. Xie et al proposed GILD for 3D electromagnetic
modeling and inversion [6]. Qisu and Xie proposed a parallel computational algorithm for an inverse
problem of low frequency: [7] In this paper, we developed a new approach for the nondestructive
testing for detecting cracks in materials by using wave velocity inversion. We use singularity
properties pulse function and convolution to find the Frechet derivative of the nonlinear response
operator on the wave velocity. The Frechet derivative operator is weak ill posed integral geometry
form in the manifolds. We use Newton method to solve the nonlinear equation for wave parameter
inversion that includes mechanical and electromagnetic wave parameter. Using the wave velocity
inversion, we can detect the crack and properties anomalous in the materials.

The organization of this paper is as follows. The wave equation and wave propagation in
mechanical materials with crack is described in Section 2. In Section 3, we define a nonlinear
response operator on the wave velocity. We derive the Frechet derivative in Section 4. In Section
5, we proposed an iteration to find the wave velocity. The applications are described in Section 6.
Finally, we describe conclusion.

2. WAVE PROPAGATION IN MECHANICAL MATERIALS

The wave equation is expressed as

∂2u

∂x2
− 1

c (x)2
∂2u

∂t2
= 0, (1)

u (x, 0) = 0, (2)
∂u

∂t
(x, 0) = 0, (3)

∂u

∂x
(0, t) = δ (t) . (4)

where the u in the Equation (1) is wave function u (x, t), x is space variable, t is time variable, c (x)
is the wave velocity,

c (x) =

√
µ (x)
ρ (x)

(5)
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µ (x) is shear module parameter, ρ (x) is density.
Wave propagation in mechanical materials with crack.
Equation (1) and its initial condition (2) and (3) and its exciting pulse wave on the surface

boundary can governing the wave propagation in the elastic or plastic mechanical materials. Fig-
ure 1 shows the micro structure with power and crack and micro fractures distribution in a variable
transverse axis. We can use macro elastic or plastic wave in (1)∼ (5) to describe the axis with
variable transverse and a crack in Figure 2.

We will discuss the wave propagation in the micro fracture shown in Figure 1. The micro
molecular dynamic and plastic mixed module should use to describe the mechanical material prop-
erties. For simplicity, we can use plastic properties to include the molecular dynamic properties.
Therefore, GILD wave propagation modeling can be used to the complex situation.

 

Figure 1: The crack and powder distributions in
axis with variable transverse.

 

Figure 2: The crack distributions in variable trans-
verse section.

3. WAVE VELOCITY INVERSION

3.1. Nondestructive Testing
There are several nondestructive testing instruments. The working principle is that impulses are
exciting in some place in the surface boundary. The exciting wave is propagation in mechanical
materials or parts. When wave meet the crack edge or crack surface, the reflection and scattering
wave will be generated and can be propagate to surface. The instrument can measure the surface
wave in time. Researcher can detect the crack from the surface measure wave roughly.
3.2. Measured Surface Response
We use the nondestructive testing instrument to measure the impulse wave response on the surface
boundary, x = 0, as follows

u (0, t) = f (t) . (6)

From engineering point of view, the f(t) is impulse wave response on the surface. In physical
mathematical, we define the (6) to be nonlinear response operator equation in some functional
Hilbert or Banach space. In general, we define the Hilbert Sobolev spaces

H1(f) =



all f(t),

∞∫

0

(
f2 + (f)2

)
dt < ∞



 . (7)

3.3. Nonlinear Response Operator on the Wave Velocity
From the wave Equation (1), initial conditions (2) and (3), boundary exiting impulse condition (4),
we can solve the forward wave propagation modeling by analytical or numerical methods. We can
obtain the wave field u(x, t). Moreover, the u(x, t) is nonlinear functional of the C(x). We write it
u(x, t; C).

Let

L(C) =



all C(x),

∫

L

c2 (x) dx < ∞


 . (8)

3.4. Nonlinear Wave Velocity Inversion
In this paper, we reduce the three dimensional non destructive testing in Figure 1 and Figure 2
into one dimension wave velocity inversion which is demonstrated in Figure 3.

For any given wave velocity c(x) ∈ L(C), the wave Equation (1) and initial condition (2) and
(3) and the boundary condition (4) map W(c) is mapping the c(x) into the wave function u(x, t; c)
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Figure 3: The nonlinear functional commute diagraph of F(c) =PγW(c).

that is a nonlinear functional on the c(x) ∈ L(C). The project operator map P is mapping
u(x, t; c) into the boundary surface response u(0, t; c). The nonlinear functional commute diagraph
of F(c) = PγW(c) is shown in Figure 3. The composite map product induce a diagonal nonlinear
functional F(c) =PγW(c)= u(0, t; c). Therefore, we define the nonlinear function equation

F (c) = u(0, t; c) = f(t). (9)

The wave velocity inversion is to solve the nonlinear functional Equation (9) to find the wave
velocity c(x) from the measured boundary response f(t).

4. FRECHET DERIVATIVE OPERATOR OF F(C)

4.1. Convolution Product
We define the convolution product of two function f(t) and g(t) to be

f ∗ g(t) =

∞∫

−∞
f(t− ξ)g(ξ)dξ. (10)

4.2. The Properties of the Convolution Product
(a) if f(t) = 0, t < 0 and g(t) = 0, t < 0, then

f ∗ g(t) =

t∫

0

f(t− ξ)g(ξ)dξ. (11)

(b) for any f(t) defined in [0,∞), we have

f ∗ δ(t) = f(t). (12)

Using time convolution, we derive the Frechet derivative operator of the nonlinear function as
follows [3–5]

Fc (δc) = 2

∞∫

0

δc

c3

∂u

∂t
∗t

∂u

∂t
dx (13)

5. NEW ITERATION FOR WAVE VELOCITY INVERSION

We describe a new iteration for solving wave velocity inverse problem as follows,

(1) Suppose that we obtained cn(x) in the before (n− 1)th iteration,
(2) Upon substituting the cn(x) in the wave Equation (1) for the c(x), then we solve the wave

Equation (1) with initial boundary conditions (2) and impulse boundary condition (4) numer-
ically. We obtained the wave field u(x, t; cn) and its boundary response u(0, t; cn).

(3) To solve the following integral equation

2

∞∫

0

δc

c3

∂u

∂t
∗t

∂u

∂t
dx = f (t)− u (0, t; cn) (14)

the increment velocity δc(x) is obtained.
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(4) To update
cn+1 (x) = cn (x) + δc (x) (15)

The steps (1)∼ (4) are build a new iteration for the wave velocity inversion.

6. SIMULATION AND APPLICATION

We designed two models to test our new wave velocity inversion. The first model is shown in
Figure 4. In the first model, the velocity function is as follows,

c (x) =
{

11.0 0 ≤ x < 4
1.0 otherwhere (16)

The second model is shown in Figure 5, in the second model, the velocity function is as follows,

c (x) =

{ 6.0 0 ≤ x < 2
11.0 2 ≤ x < 4
1.0 otherwhere

, (17)

0 1 2 3 4 5

D an c e x ( m )

2

4

6

8

1 0

1 2

1 4

W
a

v
e

v
e

lo
ci

ty
c(

x
)

(k
m

/s
e

c)

0 1 2 3 4 5

D i s tan c e x ( m )

2

4

6

8

1 0

1 2

1 4

W
a

v
e

v
e

lo
ci

ty
c(

x
)

(k
m

/s
ec

)

Figure 4: The first velocity model.
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Figure 5: The second velocity model.
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Figure 6: The boundary response of first model.
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Figure 7: The first iteration velocity c1(x).

Upon substituting the velocity function c(x) of the first model in (16) into the wave Equation
(1), we solve wave Equation (1) with initial conditions (2) and (3) and impulse boundary condition
(4) and obtained the wave field u(x, t) and the response U(0, t) = f(t) on the boundary x = 0 by
numerical method. The f(t) is plotted in the Figure 6. Then, we used using our new iteration in
(1)∼ (4) steps in the Section 5. The starting model is one Km per second. The velocity in first
iteration is shown in Figure 7, The velocity in 4th iteration is shown in Figure 8, The velocity
in 20th iteration is shown in Figure 9, The velocity in 25th iteration is shown in Figure 10, we
obtained very accurate wave velocity only using 25 iteration. The residual after 25 iteration is
10−9. Similarly, the second model in (16) and shown in Figure 5. We calculate the boundary
response U(0, t) = f(t) in x = 0 of the second model. The graph of f(t) is shown in Figure 11. The
starting iterative model is setting to background model, say 1 km per second everywhere. After 30
iterations, we obtained an accurate wave velocity in Figure 15. The residual after 30 iterations is
5× 10−9. The approximate wave velocity after first iteration is shown in Figure 12.
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Figure 8: The 4’th iteration velocity c4(x).
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Figure 9: The 20’th iteration velocity c20(x).
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Figure 10: The 25’th iteration velocity c25(x).
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Figure 11: The boundary response of second model.
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Figure 12: The first iteration velocity c1(x).
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Figure 13: The 4’th iteration velocity c4(x).
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Figure 14: The 25’th iteration velocity c25(x).
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Figure 15: The 30’th iteration velocity c30(x).

Figure 13 shows the wave velocity after 4 iterations. The approximate wave velocity after 25
iterations is shown in Figure 14.

We also test our new wave velocity inverse iteration in many models. All of the tests show our
method fast, stable, and high resolution. We will use our method for the project of high speed
train vibration and nondestructive testing, macro and micro mechanical nondestructive and micro
fracture analysis. Also our wave velocity inverse iteration can be useful for Taiwan earthquake
exploration, seismic engineering and high speed train vibration etc.

7. CONCLUSION

The new method for solving the wave velocity inversion is fast, stable, and high resolution. The
method can be extended to two dimensional and three dimensional wave velocity inversions. We
have used the new inverse method to nondestructive testing and Chi Chi earthquake exploration
in Taiwan. In this paper, we developed one dimensional wave velocity inversion for non destructive
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testing. The extensive two and three dimensional non destructive inversion will be developing in
next papers.
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Abstract— In this paper, some interesting observations about the peculiarities of the dipole
response of spherical scatterers of negative permittivity will be discussed.

The essence of the electromagnetic response of a small scatterer is contained in its field-induced
dipole moment, determined by the polarizability which is a function of the geometry and permittiv-
ity of the particle. In applications like modeling of materials, the dipole polarizability is the most
important of the multipolar parameters. All higher-order multipole fields decay more strongly with
distance than those of the dipole.

The normalized polarizability of a small, homogeneous dielectric sphere is

α =
αabs

ε0V
= 3

ε− 1
ε + 2

(1)

where ε is the relative permittivity of the sphere (the absolute polarizability is made dimensionless
through division by the free-space permittivity ε0 and the volume of the sphere V ). Obviously
the dielectric response of a small sphere behaves very strangely if the permittivity is allowed to be
negative. The polarizability grows without limit if the permittivity approaches the value −2. This
is the so-called Fröhlich mode [1]. One could also call it the electrostatic resonance [2].

Negative-valued permittivities are no anomalies. Several metals display such values for optical
or infrared frequencies. And indeed, the present interest in so-called metamaterials which are being
studied for their possible potential in microwave and higher-frequency imaging applications [3, 4]
are often based on the simultaneously negative permittivity and permeability parameters [5]. Such
artificial materials can be fabricated by embedding various resonating “molecules” into a neutral
matrix.

A generalization of (1) into other spatial dimensions is obvious. Depending on the dimension D
of the problem, the “sphere” polarizability is

α = D
ε− 1

ε + D − 1
(2)

and therefore, the polarizability of a circle (a two-dimensional sphere) is

α = 2
ε− 1
ε + 1

(3)

which has a singularity when the relative permittivity attains the value ε = −1.
For a two-layer sphere with core of ε2 and shell of ε1, the polarizability, generalization of (1),

reads [6]

α = 3
(ε1 − 1)(ε2 + 2ε1) + β(2ε1 + 1)(ε2 − ε1)
(ε1 + 2)(ε2 + 2ε1) + 2β(ε1 − 1)(ε2 − ε1)

(4)

where β = a3
2/a3

1 is the volume fraction of the core of the total volume.
The corresponding polarizability value for the two-dimensional case (concentric circles, i. e.,

cross-cuts of cylinders) obeys the formula

α = 2
(ε1 − 1)(ε2 + ε1) + β(ε1 + 1)(ε2 − ε1)
(ε1 + 1)(ε2 + ε1) + β(ε1 − 1)(ε2 − ε1)

(5)

where now β refers to the fractional area a2
2/a2

1.
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A look at the relation (3) gives rise to an interesting observation concerning two-dimensional
scatterer responses. The polarizabilities of “complementary circles,” meaning circles with inverse
permittivities (ε and 1/ε) are opposite numbers:

α1/ε = 2
1/ε− 1
1/ε + 1

= −2
ε− 1
ε + 1

= −αε (6)

This study points out some interesting observations about the peculiarities of the dipole response
of spherical scatterers of negative permittivity. In particular, the focus is on how closely a very
high and very low observability of a small particle are connected when its permittivity approaches
certain negative values. The invisibility or at least low observability of scatterers with negative
material parameter values has been studied also in the full-wave regime [7], and recent studies have
appeared dealing with even a complete cloaking of arbitrary objects by tracing and dragging wave
rays past it [8, 9].
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Abstract— In order to gain physical insight into how some metamaterial structures behave, we
report our results obtained by accurate numerical solutions of electromagnetic problems related to
various constructions of split-ring-resonators (SRRs) and thin wires (TWs). Single and multiple
layers of arrays of SRRs and TWs are investigated in detail using the electric-field integral
equation. Without utilizing any homogenization techniques, we accurately model large numbers
of unit cells that translate into very large computational problems, which are solved efficiently
by employing multilevel fast multipole algorithm.

1. INTRODUCTION

Since they were first proposed theoretically by Veselago in 1968 [1], metamaterials (MMs) have
attracted a great amount of interest because of their unusual electromagnetic properties. MMs are
usually constructed by periodical arrangements of unit cells such as split ring resonators (SRRs) and
thin wires (TWs). In this paper, we specifically investigate the MM structures consisting of SRR and
TW arrays, as depicted in Fig. 1. These two types of arrays are also included in the same medium to
obtain composite metamaterials (CMMs). In our modelling and simulations, we take into account
that these structures actually have finite extent and they exhibit interface properties. Without
using the symmetry and periodicity of these structures, we accurately model large numbers of unit
cells to understand their transmission properties. The surfaces are modelled by perfectly conducting
sheets and the scattering problems are formulated by the electric-field integral equation (EFIE).
With the triangulation of the conducting surfaces, we employ Rao-Wilton-Glisson (RWG) [2] basis
functions to expand the unknown surface current density. Accurate modelling of MMs translate
into very large computational problems, which can be solved with the aid of advanced acceleration
techniques, such as the multilevel fast multipole algorithm (MLFMA) [3].

y

x

z

y

x

z

(a) (b)

Figure 1: (a) Single-layer SRR array obtained by the arrangement of 11 × 18 SRRs. (b) TW array having
the same dimensions as the SRR array in Fig. 1(a).

In this work, dimensions of the unit cells are in the order of microns to obtain negative effective
permeability around 100 GHz [4]. Dimensions of a single SRR are as follows: The smaller ring has
43µm inner radius and 67.2µm outer radius, the larger ring has 80.7µm inner radius and 107.5µm
outer radius, and the gap width is 7.2µm. The SRR array depicted in Fig. 1(a) is constructed
by the arrangement of 11 × 8 SRRs. Due to the negative effective permittivity stimulated in
the medium, the transmission through the array is expected to decrease significantly around the
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resonance frequency. Dimensions of the unit cells of the TW array depicted in Fig. 1(b) are
compatible with the dimensions of the SRRs and the array exhibits negative effective permittivity
in a wide range of frequencies including 100 GHz. As a result, CMM structures obtained by the
combination of the SRR and TW arrays in Fig. 1 are expected to show double-negative property
around 100 GHz. In this paper, examples on the SRR and CMM arrays are provided to confirm
the theoretical findings on practical cases.

2. SIMULATION ENVIRONMENT

In this paper, both the SRR and TW geometries are modelled by open surfaces with zero thickness.
Therefore, the scattering problems related to MMs are formulated by EFIE, which is applicable to
open geometries. We solve the problems in frequency domain using phasor notation with the e−iwt

convention. For conducting surfaces, EFIE can be written as

t̂ ·
∫

S
dr′J(r′) ·

(
Ī− ∇∇′

k2

)
g(r, r′) =

i

kη
t̂ ·Ei (r) (1)

directly from the boundary condition for the tangential electric field, where k and η are the
wavenumber and wave impedance associated with the host medium. In our simulations, we assume
that the relative permittivity of the host medium is 4.8, as it is commonly used in experimental
setups [4]. In (1), scattered electric field is expressed in terms of the induced (unknown) surface
current J with the aid of the free-space Green’s function

g(r, r′) =
eikR

4πR

(
R =

∣∣r − r′
∣∣) , (2)

where r is an observation point on the surface, and t̂ is the tangential vector at the observation
point. On the right-hand side of (1), Ei (r) denotes the incident electric field.

For the numerical solutions of EFIE, the unknown current induced on the conducting surfaces
is expanded in a series of basis functions bn, i.e.,

J(r) =
N∑

n=1

anbn(r), (3)

where an represents the unknown coecients for n = 1, 2, . . . , N and N is the number of unknowns.
Then, the application of the method of moments leads to N ×N dense matrix equation

N∑

n=1

ZE
mnan = vE

m, m = 1, . . . , N, (4)

where

ZE
mn =

∫

Sm

drtm(r) ·
∫

Sn

dr′
(
Ī− ∇∇′

k2

)
g(r, r′) · bn(r′) (5)

represents the matrix element, and

vE
m =

i

kη

∫

Sm

drtm(r) ·Ei (r) (6)

represents the mth element of the excitation vector. We apply the Galerkin scheme by choosing
the testing functions tm also as RWG. In (5) and (6), Sm and Sn symbolize the spatial supports of
the mth testing and nth basis functions, respectively.

The matrix equation in (4) is solved iteratively, where the matrix-vector products are accelerated
by MLFMA. The fundamental idea in MLFMA is to replace the element-to-element interactions
with cluster-to-cluster interactions in a multilevel scheme. This computational scheme relies on the
factorization of the Green’s function, which is valid only for basis and testing functions that are
far from each other. By employing MLFMA, matrix-vector multiplications can be performed in
O(N log N) processing time using O(N log N) memory as detailed in [5].

EFIE usually produces ill-conditioned matrix equations that are dicult to solve by an iterative
algorithm [6]. In addition, MM structures usually present numerical resonances, which further
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inhibits a quick convergence without preconditioning. To obtain a convergence in a reasonable
number of iterations, we employ near-field preconditioner (NFP) obtained by retaining all of the
available near-field interactions. NFP is not commonly used in the solutions of large scattering
problems, since it has a complexity larger than MLFMA. However, for all problems investigated
in this work, we observe that the additional time required for the factorization and use of NFP is
smaller than the time gained by the reduction of the iterations. In addition to NFP, we also employ
more robust and efficient preconditioners based on approximate MLFMA inserted in flexible solvers
consisting of inner and outer iterations.

3. RESULTS

Figure 2 presents the results for the SRR array in Fig. 1(a), where the power transmission is
plotted at various frequencies, i.e., 95 GHz, 100 GHz, and 110GHz. The transmission is calculated
at different points in the z = 0 plane and the SRR arrays are depicted in the plots. The excitation
is a Hertzian dipole oriented in the y direction as also indicated in the plots and the transmission
region is on the left of the arrays. At 95 GHz and 105 GHz, the power transmission through the
1-layer SRR array is almost unity, which corresponds to 0 decibels (dB). On the other hand, around
the resonance frequency (100GHz), the transmitted power drops dramatically due to the shadowing
effect of the SRR array. In other words, negative effective permeability is stimulated in the medium
at 100 GHz. In the 2-layer case, the frequency range for the resonance effect is extended and the
transmitted power is slightly blocked also at 95 GHz and 105 GHz.
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Figure 2: Power transmission for the 1-layer and 2-layer 11 × 18 SRR arrays at 95 GHz, 100GHz, and
105GHz. SRRs and the ideal (Hertzian) dipole are also depicted in the figures and the transmission region
is on the left of the array.

Figure 3 presents the power transmission for the 1-layer and 2-layer CMM arrays constructed by
employing the SRR and TW arrays in Fig. 1. At 95GHz and 105 GHz, we observe that the array
blocks the fields and this is mainly due to the negative effective permittivity introduced by the
TWs. On the other hand, the transmission through the CMM array increases at 100GHz, which is
more visible in the 2-layer case. The reason is that the SRRs resonate around 100GHz as depicted
in Fig. 2. Then, both the effective permittivity and permeability stimulated in the medium become
negative. We note that increasing the number of layers provides an extended range for the negative
effective permeability introduced by the SRRs and this leads to increased double-negativity effect,
i.e., more power transmission around the resonance frequency, obtained from the CMM structure.
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Figure 3: Power transmission for the 1-layer and 2-layer CMM arrays at 95 GHz, 100 GHz, and 105 GHz.
The arrays and the ideal (Hertzian) dipole are also depicted in the figures and the transmission region is on
the left of the arrays.
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A Magnetic Metamaterial Composed of Randomly Oriented SRRs
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Abstract— The concept, manufacture and testing of a volumetric isotropic magnetic metama-
terial composed of randomly distributed broadside coupled split ring resonators is presented in
this paper. An estimate of the isotropy based on the measured transmissions is made in terms of
the arithmetic mean value and the standard deviation of the sample. We offer conclusions and
recommendations for the development of a genuine bulk isotropic medium of various densities
and distributions of the particles, based on the 64 measured frequency responses of each sample.

1. INTRODUCTION

In recent years metamaterials have attracted great attention among scientists, researchers and
engineers [1, 2]. The main characteristics of metamaterials, such as left-handed behavior of the
waves, negative permeability, negative permittivity and negative index of refraction, can be observed
in bulky media and also on periodically loaded transmission lines from microwaves up to optics.
The concept of a left-handed transmission line is well known [3]. The main research effort is
devoted to the design of practically realizable unit cells in available technology meeting the desired
relatively wide-band frequency characteristics. Solving the same task in a bulky medium is much
more difficult. This is the challenge that has inspired our work.

Generally, metamaterials are anisotropic media. However, for many applications isotropic ma-
terials are needed. Two ways can be used to achieve isotropy. The first is to use a specific form
of unit cells, periodically arranged in such a way that the system satisfies selected crystallographic
groups of symmetry. The 3D structures introduced in [4] provide an example of this approach. The
second way leading to an isotropic medium is based on randomly located cells in the volume of the
host. We will follow this approach and will try to verify its usefulness for producing bulky isotropic
magnetic metamaterials. The first results are presented here.

2. ARCHITECTURE AND FABRICATION OF A 2D ISOTROPIC METAMATERIAL

3D random location of particles is a great technological problem, and therefore the 2D random
system will be studied first. The system will consist of the host material, which has the shape
of a parallelepiped cut into three slices that are equal in height, Fig. 1. In each slice an equal
number of particles, Broadside Coupled Split Ring Resonators (BC-SRR) [5], is inserted with

72.1 mm 

3
4
 m

m
 

Figure 1: Waveguide loaded with parallelepiped
composing of three slices with randomly distributed
BC-SRRs.

g 

a 

a 
r

w

t

Figure 2: Broadside-coupled split ring resonator.

random orientation. The BC-SRR consists of two split rings placed on the opposite sides of a thin
dielectric substrate so that the particle exhibits inversion symmetry, as shown in Fig. 2. Note also
that BC-SRR is not a bianisotropic particle [5] and the orientation of its ring-gaps does not play a
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 (a)                 (b)  

n 

Figure 3: (a) Periodic BC-SRR positions in the nodes of the squared net, and (b) their random positions in
the slice.

role when it is excited by a magnetic field. Two different random arrangements, depicted in Fig. 3,
representing the top view of a slice, were used and tested. The surface normals of the SRRs, and thus
also the magnetic moments, lie only in the x-z plane, forming the desired 2D system. The centers
of particular resonators are either positioned periodically in the nodes of a squared net, Fig. 3(a),
or their position varies randomly, Fig. 3(b). Randomness is obtained by choosing random angles
between the normals of the resonators and the x-axis. The distribution of these angles and also
of the particle positions on each slice was generated independently. Consequently, by changing the
mutual orientations of the slices in the parallelepiped by 90-degree rotations, there are 64 different
parallelepipeds with randomly distributed particles inside, assuming that the vertical order of the
slices is kept. The interchange of the vertical order of the slices, with their three rotations, offers a
total of 384 combinations of particle locations. However, we utilized only the first 64 combinations
in the experiment.

Standard printed circuit technology was used for etching the BC-SRRs on Rogers RT/duroid
5880 substrate of thickness t = 0.127 mm with εr = 2.20 and 0.017mm copper cladding. Each
resonator resides on a squared leaf with an edge a = 7 mm. Froth polystyrene was chosen as the
host dielectric. The parallelepiped base edge, equal to the width of the squared slice, is 50mm, while
the height of each slice is 10 mm. The proportions of the BC-SRR are r = 2.5mm, w = 0.7mm
and g = 0.3 mm.

3. EXPERIMENTS, OBSERVATIONS AND RESULTS

The proportions of the BC-SRRs were designed in such a way that their resonant frequencies
occurred around 3 GHz. Consequently, measurements were carried out in the rectangular waveguide
R32. The HP 8510B network analyzer measured the scattering coefficients. First we checked the
resonant frequency of the single resonator positioned in the middle E plane of the waveguide.
A typical transmission is depicted in Fig. 4. It turned out that the resonant frequencies of the
individual resonators differed in the 50 MHz interval due to manufacturing imperfections.

In the next step, the isotropy of the above-mentioned parallelepipeds, stacks of three slices, was
tested. The stacks were inserted into the rectangular waveguide R32, as depicted in Fig. 1. If the
parallelepiped is isotropic, then the measured scattering parameters should stay invariant for any
90◦ rotations of each slice of the parallelepiped around its central vertical axis. Due to the random
arrangement of the particles, this last presumption should hold in a statistical sense and therefore
the arithmetic mean value x̄

x̄ =
1
N

N∑

i=1

xi

and the sample standard deviation σ

σ =

√√√√
(

1
N − 1

N∑

i=1

(xi − x̄)2
)

were calculated from all the 64 measurements. This resulted in the records depicted in Figs. 5–7.
All three measured samples can be described by means of three characteristics. The first is the

isotropy, which in the measurements presented here is directly proportional to the disperse σ of
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Figure 4: Transmission of one BC-SRR in the R32
waveguide, f0 = 3.1015 GHz.

Figure 5: Arithmetic mean value s̄21 of the trans-
mission through the sample with 147 BC-SRRs and
its disperse s̄21±2σ when the resonators are in the
nodes of the squared net.

Figure 6: Arithmetic mean value s̄21 of the trans-
mission through the sample with 243 BC-SRRs and
its disperse s̄21±2σ when the resonators are in the
nodes of the squared net.

Figure 7: Arithmetic mean value s̄21 of the trans-
mission through the sample with 243 BC-SRRs and
its disperse s̄21 ± 2σ when the resonators are ran-
domly distributed.

the transmission coefficient. Furthermore, it was experimentally observed that almost all measured
data lies in the interval of ±2σ around the arithmetic mean value of s21. It is seen from Figs. 5 and
6 that the isotropy depends only slightly on the particle density, as the disperse of the transmission
coefficient is nearly the same in both cases. However, the isotropy is very sensitive to the particle
distribution, as follows from Fig. 7. This figure shows that the particle distribution from Fig. 3(b)
is not very suited for isotropic materials, while the distribution from Fig. 3(a) provides a material
with acceptable isotropy. The second and third important characteristics are the bandwidth and
the insertion losses at the resonance. It is worth noting that the higher the insertion losses, the
higher, in absolute values, are the effective material parameters. It is apparent from Figs. 5 and 6
that widening of the bandwidth can be achieved by using higher density of the particles, and the
insertion losses are preserved. Using random positions of the particles, as in Fig. 3(b), leads also
to the bandwidth widening shown in Fig. 7. However, in this case the insertion losses are reduced.

Lastly the measured transmissions of the randomly distributed SRRs were compared with trans-
missions of the sample with regular particle distribution. A parallelepiped was produced with all
resonators aligned in such a way that their magnetic moments were oriented along the exciting
transversal magnetic field. This parallelepiped consists of three slices, as in the former cases. Reg-
ular distribution of the resonators, as depicted in Fig. 8, was used in each slice. Now the resonators
in one row occupied positions shifted by the half-pitch with regard to resonators standing in the
closest neighboring rows in order to achieve the same density of the particles, i.e., 147 pieces per
parallelepiped. The measured transmission coefficient through the waveguide loaded with this
highly anisotropic sample is depicted in Fig. 9. Comparing Figs. 5 and 9, we can conclude that the
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random distribution of particles, which leads to an isotropic response, not only leaves the insertion
losses unaffected, but also remarkably widens the bandwidth.

Figure 8: Regular positions of particles in one slice.
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Figure 9: Transmission through 147 BC-SRRs pe-
riodically located and axially aligned.

4. CONCLUSIONS

To obtain a genuine 3D isotropic medium the space density of the particles has to be sufficiently
great to enable averaging of the responses of all involved effects and couplings participating in the
homogenization, and the size of the particles must be kept negligible compared with the wavelength.
It turned out in our experiments that the particle distribution is also essential. While random dis-
tribution of randomly oriented particles does not lead to an isotropic material, regular distribution
of randomly oriented particles shows very good results and with higher particle density it also pro-
vides an opportunity to increase the bandwidth of the resonance. The latter particle distribution
is thus very promising and should also be used for manufacturing the 3D isotropic material.
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Compact Rat-race Hybrid Based on Complementary Split Rings
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Abstract— In this work, the application of Complementary Split Rings Resonators (CSRRs)
to the design of a rat-race hybrid in microstrip technology is analyzed. The use of a left-handed
(LH) cell composed by a CSRR etched in the ground plane and series capacitive gap reduces the
length of the required 270◦ line by a factor of 5. Thanks to this length reduction, the area of the
final prototype is 4 times smaller than the conventional distributed design. The measured results
show satisfactory behavior in the frequency of interest.

1. INTRODUCTION

Complementary split rings resonators (CSRRs) have been recently reported by some of the authors
[1] as key particles for the synthesis of negative permittivity metamaterial microstrip lines. Com-
bined with series capacitive gaps, CSRRs have been also used for the design of narrow bandpass
structures with backward (or left-handed — LH) wave propagation in the allowed band [2], or other
microwave devices such as power dividers [3], impedance inverters, or backward couplers [4]. In this
work, a left-handed cell based on CSRRs is applied to the design of a microwave hybrid coupler in
“rat-race” configuration, implemented by using a fully planar fabrication process, i.e., without any
external lumped component. Taking advantage of the propagation characteristics of this type of
structures, important size reduction will result. This same principle has been previously applied
by using the dual (or composite right/left handed) approach (non resonant) for the design of this
type of devices [5]. In that case, however, external lumped elements where necessary to achieve the
desired behavior.

2. DEVICE DESIGN AND RESULTS

The device consists on square-shaped combination of three (right-handed) conventional lines with
−90◦ phase shift, and one CSRR-based metamaterial cell that exhibits a positive phase shift of
+90◦ (the characteristic impedance of all the lines is 70.71 Ω). The metamaterial cell presents the
same response (in the frequency of operation) than a −270◦, but with an important size reduction
as compared to the distributed approach. This cell is composed by a CSRR etched in the ground
plane of a microstrip line combined with a series capacitive gap. The layout of this cell can be seen
in Fig. 1(a), where the bottom layer of the cell is depicted in grey color and the top layer is depicted
in black. The electrical model of this cell appears in Fig. 1(b) [6]. The series gap is modeled by
the capacitance Cg, while the CSRR is described by the parallel resonant tank (with inductance
Lc and capacitance Cc), which is electrically coupled to the host line through the capacitance C;
the line inductance is modeled by L. In order to design the metamaterial cell, we must force +90◦
phase shift (positive instead of, negative due to the LH nature of the cell) and 70.71Ω characteristic
impedance, at the operating frequency of the device. This can be achieved by using the following
expressions:

ZB =
√

ZS(jω)[ZS(jω) + 2ZP (jω)] (1)

cos(βl) = 1 +
ZS(jω)
ZP (jω)

(2)

where ZB, βl, Zs and Zp are the characteristic impedance, the electrical length, the series and
shunt impedance of the T circuit model of the LH the cell. These two conditions are not enough
to completely determine all the elements of the electrical model of Fig. 1(b) (in fact we need three
additional conditions, but taking into account that Zs is dominated by Cg the contribution of
L has not been considered). We can also force the limits of the frequency band where the LH
wave propagation is possible by using the procedure shown in [7]. In this device we have set the
operation frequency to 4.8 GHz, with a LH band comprised between 4.6 GHz and 5.1 GHz. With
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(a) (b)

Figure 1: Topology of the LH cell (a) and its lumped element equivalent circuit model. (b) The upper
metallization is depicted in black, whereas the bottom slot regions are depicted in grey.
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this information, we have obtained the element values of the electrical model of the cell. From these
values we have obtained final layout dimensions of the cell by using the expressions that appears in
[6] as a first approximation, and by using the extraction parameter method presented in [8]. The
final layout of the device is depicted in Fig. 2(a), together with the layout of a conventional rat-race
hybrid, whereas Fig. 2(b) shows a size comparison between the +90◦ LH cell and the conventional
TL with an electrical length of −270◦. It can be seen a significant reduction of the physical length
of the metamaterial cell as compared with the conventional line. This induces an important size
reduction in the final prototype, as compared to the distributed approach. The frequency response
of the final prototype appears in Fig. 3(a), where it can be seen the expected coupling in the
frequency of interest. The resulting bandwidth is smaller than those achievable with conventional
rat-race hybrids, due to the characteristics of the cell used. This narrow band behavior is expected
to be improved by using other types of cells based on CSRRs, which are able to produce extremely
wide bandwidths [9]. Nevertheless the proposed device is small, fully planar and can be of interest
for narrowband applications.

3. CONCLUSION

In this work, the application of a left-handed CSRR-based cell to the design of a microwave hybrid
has been analyzed. The device is composed of three sections of conventional transmission lines,
and one section formed by a left-handed cell. The propagation characteristics of the left-handed
cell allows for a significant size reduction as compared to the conventional distributed design. As
a difference between other solutions based on metamaterials, this hybrid has been implemented
without any external lumped component. The measured results exhibit satisfactory behavior for
narrowband applications.
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Abstract— It was recently shown [1] that it is possible to achieve broadband composite
right/left handed (CRLH) transmission lines by using complementary split rings resonators
(CSRRs). Making use of balanced CRLH/CSRR-based metamaterial transmission lines, high
pass filters are designed. Good performance and small dimensions are achieved. The results
open the door to new design possibilities in microwave circuitry by using this type of CRLH
metamaterial transmission lines.

In microwave engineering, two main approaches exist to obtain left-handed transmission lines.
One of them is the dual transmission line approach [2–4], which is based on loading transmission
lines with series capacitances and shunt inductances. The other one is the resonant-type approach
[5, 6], which combines resonant sub-wavelength particles, such as split rings resonators (SRRs) or
their dual counterparts (CSRRs), with shunt inductances or series capacitances etched on a host
transmission line. Traditionally, it was supposed that the use of structures based on the resonant-
type model was limited to narrow band applications. However, as occurs in the dual transmission
line model, resonant-based left handed structures exhibit also a right-handed transmission band at
higher frequencies due line parasitics [7]. This allows us to obtain a composite right/left handed
(CRLH) behaviour. The line can be tailored in order to collapse the typical frequency gap present
between the left handed and right handed transmission bands. Namely, it is possible to make coin-
cident the upper and the lower limits of the left and the right-handed bands, respectively (balance
case), with the result of a continuous transition between both transmission bands. Although up to
now it was not exploited, the balance case is also achievable by means of the resonant approach,
what makes possible to obtain broad-band responses by using CRLH resonant-type transmission
lines.

The basic cell of the structure is represented in Fig. 1(a). It consists on a CSRR etched on
the ground plane of a microstrip line, and located underneath a capacitive gap etched on the top
layer (conductor strip). The CSRR provides the negative value of the dielectric permittivity in
the vicinity of its resonance frequency, whereas the negative value of the magnetic permeability
needed to obtain the left-handed behaviour is related to the effect of the series capacitance due to
the gap. This structure is modelled by the equivalent T -circuit model shown in Fig. 1(b) [8]. The
CSRR is modelled by the resonant tank LC-CC , which is electrically coupled to the line through the
capacitance C. The capacitance Cg models the series gap, and L accounts for the line inductance.
The right handed transmission band is due to line parasitics (L and C), but also to the CSRR
(which behaves capacitively at high frequencies).

The analysis of the equivalent circuit model reveals the behaviour of the structure. The phase
shift per cell, φ, (dispersion relation) and Bloch impedance, ZB, are given by:

cosφ = 1 +
Zs(jω)
Zp(jω)

(1)

ZB =
√

Zs(jω) [Zs(jω) + 2Zp(jω)] (2)

where Zs and Zp are the series and shunt impedances of the equivalent circuit model. Propagation is
allowed at those frequencies in which φ and ZB take real values. That occurs in two frequency bands.
The left-handed band begins at fL, where φ(fL) = −180◦ and ZB(fL) = 0, and finishes at the
resonance frequency of the CSRR, fp, where φ(fp) = 0◦ and ZB(fp)→∞ The series elements L and
Cg do also present a resonance frequency, fs, beyond which appears the right-handed transmission
band. The balance case occurs when both, the series impedance and the parallel admittance are
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(a) (b)

Figure 1: Topology (layout) of the basic cell (a) and its equivalent T -circuit model, (b) The layout represents
in black the microstrip line on the top layer whereas the metallic parts on the bottom layer are depicted in
grey.

null at the same frequency f0 so that the two resonance frequencies are identical (f0 = fp = fs).
In this case, the frequency gap between the two different transmission bands disappears and, as a
result, there is a broad composite right-left-handed transmission band.

Taking advantage of this possibility, several balanced cells have been designed and fabricated.
Broad band responses have been obtained [1]. It is also possible to fabricate multi-cell devices
that likewise reproduce this composite right-left-handed behaviour. Taking this into account, the
possibility of designing a resonant-type high pass filter formed by several cells can be exploited. As
an illustrative example, Fig. 2 shows the layout of a three-cell structure.

Figure 2: Layout of the filter formed by three cells. The metallic parts are depicted in black in the top layer,
and in grey in the bottom layer. The rings are etched on the bottom layer. Dimensions are: total length
l = 55mm, line width W = 0.8mm, external radius of the outer rings r = 7.3mm, rings width c = 0.4mm
and rings separation d = 0.2mm; the interdigital capacitors, formed by 28 fingers separated 0.16 mm, have
been used to achieve the required capacitance value.

In Fig. 3, the simulated (through the commercial software Agilent Momentum) frequency re-
sponses obtained in three different filters formed by two, three, and four cells are shown. The
parameters of the Rogers RO3010 substrate have been considered (thickness h = 1.27mm, di-
electric constant εr = 10.2). As expected, the larger the number of cells is, the more abrupt the
transition band becomes. It is also clearly visible how stop band rejection increases with the number
of cells.

The three structures exhibit low in-band losses and reasonable return losses. It is worth men-
tioning the large bandwidth of the high pass filters achieved. The cutoff frequency is located at
0.75GHz, whereas transmission is truncated at high frequencies, as occurs in any planar filter
implementation. These results demonstrate the possibility of obtaining broadband responses by
means of the application of these resonant-type CRLH structures. By controlling the cut-off at
higher frequencies, the application to band pass filters is also possible.

As conclusion, in this work we have presented results that confirm the possibility of obtaining
broadband responses by using resonant-type CRLH structures. We have described and applied the
balance case to the design of high pass filters. Dimensions and performance are good. Work is in
progress in order to apply this new method to obtain new compact broadband devices.
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Figure 3: Simulated frequency response of three filters formed by two, three and four CSRR CRLH cells.
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J. Garćıa-Garćıa, I. Gil, M. F. Portillo, and M. Sorolla, “Equivalent-circuit models for split-
ring resonators and complementary split-ring resonators coupled to planar transmission lines,”
IEEE Trans. on Microwave Theory and Techniques, Vol. 53, Issue 4, 1451–1461, April 2005.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 363

Novel Reconfigurable Left-handed Unit Cell for Filter Applications

Branka Jokanovic1 and Vesna Crnojevic-Bengin2

1Institute IMTEL, Belgrade, Serbia
2Faculty of Technical Sciences, Novi Sad, Serbia

Abstract— In this paper a novel, super compact, left-handed unit cell, called ForeS is proposed.
ForeS consists of Four Spirals, which are both mutually coupled and end-coupled with microstrip
line. Single unit cell is studied together with its modifications that could be realized with simple
diode arrangements. By changing bias voltage, different resonant frequencies, insertion losses
and spurious responses can be obtained. Simulated characteristics of ForeS exhibit a smaller
attenuation, better stop-band characteristic and considerable size reduction in comparison to
zeroth-order resonator (ZOR).

1. INTRODUCTION

Recently, revolutionary results were obtained in the field of metamaterials, artificial structures
that exhibit electromagnetic properties generally not found in nature. Metamaterials are designed
using sub-wavelength particles, whose size is typically smaller then one tenth of the propagating
signal wavelength. Due to this fact, quasi-static analysis can be performed and concept of arti-
ficial effective media applied. Structures obtained by using this approach can be considered as a
continuous medium with effective parameters, namely effective dielectric permittivity and effective
magnetic permeability. By properly choosing type and geometrical arrangement of constituent
sub-wavelength particles, effective parameters of metamaterials can be made arbitrarily small or
large, or even negative.

In the realization of metamaterials two main approaches are widely accepted in microwave
community: resonant-type left-handed metamaterials based on thin-wire structure and split-ring
resonators (SRRs) [1, 2] which are lossy and narrow-banded and non-resonant transmission line
(TL) approach [3, 4] that provides useful tool for design of simultaneously low loss and broad
bandwidth structures.

Following the TL approach, a zeroth-order resonator (ZOR) [5] was proposed whose resonant
frequency depends only on the circuit elements of the unit cell and not on the physical length of
the resonator. This suggests that a zeroth-order resonator could be made arbitrarily small.

In this paper we proposed a LH unit cell (ForeS) that consists of four grounded spirals end-
coupled with microstrip line. Overall dimension of this novel particle is λg/13 by λg/13, where λg

is the wavelength in microstrip line. Generation of ForeS is shown in Fig. 1. This structure is also

L 

LC 

WC 

gEC WEC 

 

(a) (b)

  
WS gS 

LS 

Figure 1: (a) First step in ForeS generation. (b) ForeS view.

very suitable as a constituent element for metasurfaces. Due to its unique construction, the ForeS
is possible to combine with diodes providing the structure reconfigurability with proper voltage
biasing.
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2. SIMULATION RESULTS

In order to compare characteristics of the proposed structure with ZOR, ForeS is simulated on
Rogers 5880 substrate εr = 2.17, h = 1.575mm and tgδ = 0.0009. Performances of the structures
are determined using IE3D Power Pack Version 10.0 with conductor losses included through σ =
58MS/m. Dimensions of the cell are optimized to provide an equal resonant frequency as ZOR.

20

Figure 2: Simulated s11 and s21 for three different ForSs occupying the same area.

Firstly, we analyzed the ForeS (Fig. 1(b)) having the following dimensions: Lc = 9.0mm, Wc =
9.0mm, spiral line width Ws = 0.1mm, end-coupled gap gEC = 0.1mm, spiral gap gS = 0.1mm
and via diameter d = 0.3mm. Keeping unit cell length (LC) and width (WC) constant as well as
end-coupled gap (gEC), width of spiral lines (WS) and the gap (gS) are varied to investigate the
flexibility of the design. Results of simulations are shown in Table 1. and in Fig. 2.

Table 1: Simulated results of the three different ForeSs occupying the same area.

Resonator ForeS 1 ForeS 2 ForeS 3

LC [mm] 9.0 9.0 9.0
WC [mm] 9.0 9.0 9.0
WS [mm] 0.4 0.5 0.6
gS [mm] 0.1 0.1 0.2

gEC [mm] 0.1 0.1 0.1
LS [mm] 36.7 30.7 22.5
fR1 [GHz] 1.876 2.35 3.175
s1
21 [dB] −1.86 −1.8 −2.05

s1
11 [dB] −14.17 −14.5 −13.79

B [MHz] 95.5 147.67 290
QL 19.64 15.91 10.95
Q0 33.26 27.32 17.85

fR2 [GHz] 7.75 7/8.15 7.9
S2

21 [dB] −1.12 −2/−1.43 −1.3

By introducing small changes in dimensions of ForeS, significantly different resonant frequencies
can be obtained in range of 1.87GHz to 3.18GHz that is 59% in respect to the highest frequency. In
the same time, all configurations exhibit very small insertion loss, compared to other LH structures.
It is seen that ForeS 1 has the best performances: the lowest resonant frequency and the highest Q-
factor. Its insertion loss is somewhat higher (−1.86 dB), due to smaller spiral width (WS = 0.4mm).
Generally, due to very small gap between cell and input microstrip line (gEC), simulated ForeSs
exhibit low insertion loss at the resonance in range−1.8 dB to−2.05 dB and also very good reflection
of about −14.5 dB to −13.8 dB.
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Simulated results for three different ForeSs in a wide frequency range are presented in Fig. 3. It
is shown that variation of spiral width and gap only influences the first resonance, while the second
one remains almost unchanged, around 8.0 GHz.

Figure 3: Simulated results for three different ForeSs in wide frequency range.

3. RECONFIGURABILITY OF THE FORES

Figure 4 shows some possible modifications of basic ForeS (Fig. 1). In the simulation, light green
patches are considered as metal patches. Electronic reconfigurabilty of the ForeS is possible by

(a)

 

 
(b)

(d)   

  

vias 

  voltage 

  voltage    voltage 
 

voltage 

(c)

Figure 4: Different modifications of ForeS realized with proper polarization of the diodes.

diodes placed instead of light green patches. Various forms of ForeS could be generated applying
very simple biasing as indicated in Fig. 4. Both input ports are DC decoupled, while current return
path is provided through the vias that simplifies the biasing circuit.

Different types of diodes could be used to reconfigure the ForeS: PIN diodes, varactor or Schot-
tky barrier diodes. Orientation of each diode in a pair should be an opposite: left and right in
respect to the central biasing line so, beam lead anti-parallel diode pairs or common cathode diode
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arrangement could be used. White patches represent the gaps which serve to isolate a central
biasing line from the ground in Figs. 3. (b) and (c). By switching on/off bias voltage, different
resonant frequencies, insertion losses and spurious responses can be obtained.

Four modifications of Fores are simulated using metal patches instead of diodes and results are
summarized in Table 2. Physical dimensions are kept the same as in Fores 1 (Table 1).

Table 2: Summarized results of modified ForeSs occupying the same area (9.0× 9.0mm).

ForeS type
End-Opened

Cross

End-Connected

Cross

Center-Connected

Cross

Center-Disconnected

Cross

fR1 [GHz] 1.53 1.876 2.0 1.59

s1
21 [dB] −1.726 −1.86 −1.87 −1.58

s1
11 [dB] −14.85 −14.17 −14.3 −15.75

B [MHz] 58.5 95.5 108.3 69

QL 26.15 19.64 18.47 20.12

Q0 45.67 33.26 31.2 42.25

fR2 [GHz] 3.72 7.75 6.0 6

S2
21 [dB] −1.428 −1.12 1.22 −1.17

fR3 [GHz] 6.0 - 6.8 6.775

s3
21 [dB] −1.652 - −1.02 −1.0

It is seen that structure called “End-Opened Cross” offers the greatest decrease in resonant
frequency, but disadvantage is that the second resonance appears at 3.7 GHz. The structure called
“Center-Disconnected Cross” demonstrated the best overall characteristics as: low resonant fre-
quency, low insertion loss at the resonance, small reflection (−15.75 dB), a good Q-factor, while the
second harmonic appears at 6.0 GHz. The best out of band spurious response is observed in ForeS
called “End-Connected Cross” (basic ForeS) because the second harmonic appears at 7.75GHz.
It is noticed that simulated structures have different resonant frequencies in range 1.53 GHz to
2.0GHz, which covers almost 24% of the tuning range.

Table 3: Comparison of end-coupled resonators: two types of ForeS and ZOR.

Resonator
End-Connected

Cross

Center-Disconnected

Cross
ZOR

LC [mm] 9.0 8.4 24.4
gEC [mm] 0.5 0.6 0.2

WC/Lstub [mm] 9.0 8.4 9.9
gS [mm] 0.1 0.1 -
WS [mm] 0.4 0.4 -
fR [GHz] 1.986 1.985 2.013
s1
21 [dB] −4.75 −4.93 −7.3

B [MHz] 45 35.75 21
QL 44 55.5 95.85
Q0 54 67.2 106.26

4. COMPARISON WITH ZOR

Two structures are chosen for further optimization: End-Connected Cross and Center-Disconnected
Cross. During optimization, end-coupled gap, cell length and width are changed to match charac-
teristics of ZOR as close as possible. The results are shown in Table 3. In comparison to ZOR,
both optimized ForeSs demonstrate the considerable size reduction, especially great reduction is ob-
served in resonator length (LC). Considerably lower attenuation at resonance is noticed (−4.75 dB
and −4.93 dB in respect to −7.3 dB at ZOR). Also, ZOR s21-characteristic has spurious responses
at 3.695 GHz (−9.7 dB), and 4.325GH (−6.0 dB). The second resonance of End-Connected Cross
appears at 8.0 GHz, which means spurious free region up to the 4th harmonic.
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Figure 5: Simulated s11 and s21 for two types of ForeSs and for ZOR.

5. CONCLUSION

In this paper a novel super compact LH resonator (ForeS) with small insertion loss is proposed.
It consists of four spirals, which are both mutually coupled and end-coupled with microstrip line.
It is shown that keeping overall dimensions of unit cell constant as well as the gap between the
cell and microstrip line, resonant frequency can be changed from 1.87 GHZ to 3.18GHz only by
changing the spiral width and gap. Insertion loss at resonance remains almost unchanged (−1.8 dB
to −2.0 dB), while 3-dB-bandwidth changes from 95 MHz to 290 MHz. Four different versions of
ForeS are investigated to find the best ones to compare with zeroth-order resonator. Two chosen
modifications of ForeS demonstrated considerable low insertion loss, better out-of-band suppression
of unwanted harmonics and tremendous size reduction in comparison to ZOR.

It is also shown that the ForeS can be modified electronically by simple diode arrangement and
simple biasing which gives additional freedom in changing resonant frequency around 24% (from
1.53GHz to 2.0 GHz), Q-factor and out-of-band response.
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Abstract— In this paper, we present a composite right/left-handed microstrip delay line, which
simultaneously exhibits negative refractive index and negative group-delay. The proposed struc-
ture shows advantages of compact dimensions, lower loss, and longer delay, when compared to
traditional right-handed and other left-handed structures. Based on a simulation study, a design
methodology that helps the users to tune the group-delay of a given circuit is developed. Delay
minimization of an RF power amplifier circuit is presented as a potential application.

1. INTRODUCTION

Research on radio-frequency (RF) delay lines for high-speed/wide-band applications is becoming
important in the context of modern electronic-warfare systems, satellite-communication systems,
and signal-processing systems, in which memory storage of signals is a necessity [1–3]. Delay lines
based on microstrip transmission lines show lower loss and wider band-width, but fail to achieve
longer delay, owing to high wave-velocity of RF/microwave signals traveling through such lines.

About thirty years ago, Veselago predicted that electromagnetic (EM) plane waves, in a medium
with negative permittivity (ε) and negative permeability (µ), propagate in a direction opposite to
that of the energy-flow [4]. Recent studies have shown that left-handed (LH) structures exhibit
both negative and positive group-delays in the negative refractive index (NRI) region. Group-delay
is related to group-velocity (v) and length of the microstrip line (L), or to frequency derivative of
the transmission phase (ϕ), as

τ =
L

v
= −∂ϕ

∂ω
. (1)

In this paper, we present a composite right/left-handed (CRLH) delay line utilizing interdigital
capacitors, which offers longer delay compared to traditional right-handed (RH) and other LH
microstrip delay lines. The proposed structure is compact, and its group-delay can be tuned by
adjusting physical parameters of the interdigital capacitors. Based on a simulation study, a design
methodology has been developed to help users easily tune the group-delay of the line/structure. One
of the useful characteristics of the proposed structure (i. e., relatively longer negative group-delay)
is exploited for reducing group-delay in an electronic circuit.

  

D 

T 

Via to ground 

M 

Via to ground 

Figure 1: CRLH structure [6] with D = 0.5mm, T = 5 mm, M = 0.2mm, N = 8, and ε = 12.9.

2. PROPOSED CRLH DELAY LINE

Any left-handed transmission line (LH-TL) is a CRLH structure [5], i. e., LH at low-frequencies
and RH at high-frequencies, and exhibits band-pass characteristics. The CRLH structure [6] is
shown in Fig. 1. By adjusting the physical dimensions including length of outer arms (D), length
of fingers (T ), width of fingers (M), and number of fingers (N), any given group-delay specification
can be achieved. Using Zeland’s IE3D software tool, we performed EM simulations for different
geometries as shown in Table 1. Results of the simulations are shown in Figs. 2(a)–(c). A close
inspection of these results in the 1.5 ∼ 5.5GHz range has resulted in the following observations.
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Table 1: Different combinations of physical parameters for which EM data is collected. (M , T and D are in
mm).

Sim.

1

Sim.

2

Sim.

3

Sim.

4

Sim.

5

Sim.

6

M 0.4 0.2 0.2 0.2 0.2 0.2

N 6 6 8 8 8 8

T 4.5 4.5 4.5 5 5 5

D 1.5 1.5 1.5 1.5 0.9 0.49
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Figure 2: Comparison of (a) S21 magnitude, (b) S21 phase, and (c) group-delay for different geometries
shown in Table 1.

Case 1 (simulations 1 and 2): When M is decreased from 0.4 mm to 0.2mm, group-delay
decreases while both centre frequency and bandwidth increase considerably. It is to be noted that
group-delay ∝ M .

Case 2 (simulations 2 and 3): When M is kept constant and N is increased from 6 to 8,
group-delay increases significantly. Once again, it is to be noted that group-delay ∝ N .

Case 3 (simulations 3 and 4): When M and N are kept constant, and T is increased from
4.5mm to 5 mm, both group-delay and pass-band increase marginally.

Case 4 (simulations 4 and 5): When D is decreased from 1.5 mm to 0.9mm, both magnitude and
phase of S21 change marginally. As such, D can be used to adjust/fine-tune impedance matching.

Case 5 (simulations 5 and 6): Keeping all other design parameters constant, D alone is adjusted
to 0.49 mm resulting in a perfect matching. This adjustment does not affect group-delay.

3. COMPARISON OF VARIOUS STRUCTURES

Compared to traditional RH delay lines, the proposed CRLH delay line is relatively more compact,
while offering a much longer group-delay as can be inferred from the sharper slope of ϕ(S21)
throughout the frequency range of interest (see Fig. 3(a)). Simulations using Zeland’s MDSPICE
software show that both negative and positive group-velocities can be achieved within the NRI band.
As can be seen in Fig. 3(b), positive group-delay of the RH delay line is almost zero (≈ 0.03 ns)
over the entire frequency range, whereas that of the CRLH delay line is 0.9 ns (≈ 27 times longer).
In the frequency ranges 2.2 ∼ 2.4GHz and 4.1 ∼ 4.2GHz, negative group-delay is observed to be
−19.4 ns and −6.5 ns respectively for the proposed structure, both of which are longer than other
LH structures, e. g., [7]. The time-domain response of the proposed structure in Fig. 3(c) shows
that the output waveform leads the input waveform indicating a negative “time-delay” (approx.
0.5 ns).

4. APPLICATION EXAMPLE

In essence, the proposed CRLH structure provides the user with certain “degrees of freedom” (i. e.,
physical parameters) to achieve a given group-delay. In the design/optimization of high-speed/high-
frequency circuits, controlling the group-delay of output waveforms is critical [8]. As an application
of this work, we advocate cascading of the proposed CRLH delay line with a given electronic circuit,
without considerably altering the circuit responses other than group-delay. As can be seen in the
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Figure 3: Comparison of (a) S21 phase and (b) group-delay for the CRLH and the traditional right-handed
structures, and (c) schematic showing input/output voltage waveforms for the CRLH structure.

example that follows, the design methodology developed based on the simulation study becomes
useful.

   

Proposed CRLH 

Structure 

Power Amplifier 

 Port 1 

 Port 2

Figure 4: Circuit schematic showing the proposed CRLH structure cascaded with the given power amplifier
circuit.

In this application example, a power amplifier (PA) circuit operating in the 1 ∼ 4GHz range
is considered. As can be seen in Fig. 5(a) and Fig. 5(b), the gain of the amplifier is 14.3 dB
at the centre frequency 2.6 GHz, and its return loss is greater than −15 dB in the 2.6 ∼ 3.5 GHz
range. Frequency-domain simulations of the PA circuit in Agilent’s Advanced Design System (ADS )
indicate a positive group-delay of 0.3–0.4 ns in the 2.2 ∼ 3.0GHz range (see Fig. 5(c)). The objective
here is to reduce this delay using the proposed CRLH delay line.

We start the process of investigating group-delay by studying the behavior of the CRLH structure
exclusively in the 1 ∼ 4GHz range. Conceptually, the (modified) objective is to achieve a negative
group-delay by tweaking its physical parameters. Initial values of the parameters are set to be M =
0.4mm, N = 6, T = 5mm, and D = 1.5mm. First, M is decreased to 0.15 mm in order to achieve
a wider pass-band, similar to that of the PA circuit. Second, N is increased to 8 so as to adjust
the centre frequency of the CRLH structure to 2.75 GHz (which is closer to the center frequency of
the PA), while maintaining an average group-delay of −0.6 ns in the 2.2 ∼ 3.0GHz range. Third,
a “fine-adjustment” is performed by increasing T to 5.14 mm such that group-delay of the CRLH
delay line increases to −0.4 ns and its centre frequency reaches 2.6 GHz. Finally, parameter D is
adjusted to 0.73mm in order to lower the return loss. As a result of this systematic/step-by-step
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design process, the optimized CRLH delay line is seen to have an insertion loss < 0.1 dB in the
2.2 ∼ 3.0GHz range and a return loss > −20 dB in the 2.5 ∼ 2.8GHz range. To summarize, the
most important result here is that the optimized CRLH delay line shows an average group-delay
of −0.39 ns in the frequency range of interest.

The optimized CRLH structure is cascaded with the PA circuit as shown in Fig. 4. Simulation
results of the overall circuit in ADS are presented in Figs. 6(a)–(c). A comparison of Figs. 6(a)–
(c) with Figs. 5(a)–(c) shows that cascading the CRLH delay line has not affected the amplifier
response considerably. For instance, gain of the overall circuit is greater than 13 dB in the frequency
range 2.4 ∼ 2.9GHz and its return loss is lower than −25 dB at 3.1GHz. The group-delay of the
overall circuit is reduced to < 0.3 ps as can be seen in Fig. 6(c), and this reduction is significant
considering the original group-delay of the given PA circuit.

(a) (b) (c)

Figure 5: Power amplifier simulations showing (a) magnitude of S21, (b) magnitude of S11, and (c) group-
delay.

(a) (b) (c)

Figure 6: Combined EM-circuit responses showing (a) magnitude of S21, (b) magnitude of S11, and (c)
group-delay.

5. CONCLUSIONS

In this paper, a new CRLH delay line has been presented. EM simulations of the proposed line
indicate not only NRI, but also negative and positive group-delays much longer than traditional
RH and LH structures. The CRLH delay line can be cascaded with a PA circuit to minimize
its group-delay. It has been shown that such an approach does not alter/affect the original PA
circuit characteristics such as gain and return loss. Dispersive properties of LH materials make
LH structures (e. g., the proposed delay line) suitable for efficiently controlling dispersive effects
in electronic circuits and dispersion management in high-speed interconnects. This work can be
useful for high-speed/wide-band system optimization.
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Design and Application of a VNA-based Polarimetric SAR for Deep
Soil Moisture Estimation

Wenji Zhang and Xiaojuan Zhang
Institute of Electronics, Chinese Academy of Sciences, Beijing 100080, China

Abstract— A vector network analyzer (VNA) based polarimetric VHF/UHF synthetic aperture
radar (SAR) for deep soil moisture estimation is proposed. It can penetrate into the soil for about
0.25–3m, even in the presence of vegetation. The VHF/UHF SAR data can be used for retrieval
of deep soil moisture. Due to the large penetration depth of SAR in the VHF/UHF band, the soil
is modeled as a multilayer structure with rough interfaces. The backscattering of electromagnetic
waves from multilayer soil is studied.

1. INTRODUCTION

Synthetic aperture radar (SAR) is a coherent active microwave imaging technology. It is widely
used in the field of active microwave remote sensing for mapping the properties of the earth surface.
The characterization and classification of land and forest using polarimetric SAR data has been
extensively invested since 1950’s.

In the past decades in order to achieve high range and azimuth resolution most of the SAR
developed are working in the S, C, X, Ku bands. In the high frequencies the microwave has very
limited penetration ability. In order to penetrate into deep soil and dense foliage an increasing
amount of studies has been carried out on the design and application of low frequency SAR, such
as HF/VHF/UHF or even lower [1]. Low frequency radar is proved to have a very powerful ability
for underground and obscured object detection. It can be used to discover target buried under
deep ground and tank or airplane under dense foliage.

In this paper a vector network analyzer (VNA) based dual polarized VHF/UHF SAR for deep
soil moisture estimation is proposed. In the low frequency the radar signal can penetrates into the
soil for about several meters, depending on the soil type and moisture. Thus the soil is modeled as
a multilayer rough surface and the backscattering of multilayer soil is studied.

2. VHF/UHF VNA-BASED SAR SYSTEM

Many physical and geometric parameters of the ground contribute to the grey value of a SAR
image pixel. Accurate inversion of soil properties requires SAR data taken at different frequencies,
polarization, incident angles. At present no such air or space borne low frequency SAR data can be
used to inverse the properties of deep soil. In order to study the scattering of soil and vegetation
in the VHF/UHF band we are developing a vector network analyzer based SAR [2]. Fig. 1 shows
the configuration of our VNA-based SAR system.

The VNA-based SAR operated at frequencies from 100 to 500MHz in a stepped frequency con-
tinuous wave mode. The system consisted of a vector network analyzer, a microwave amplifier, a
pair of dual polarized log-period antenna, an antenna positioner, a 25 meters vertical pole mounted
on a truck, and a control program. The vector network analyzer (HP8753ES) was used as trans-
mitter and receiver, which generated the transmitting signal from 100 to 500MHz and recorded
the receiving signal both in amplitude and phase. In the frequencies between 100–500MHz the
backscattering from soil is relatively weak and a microwave amplifier was used to achieve a trans-
mitting power of 20 dBm. The log-period antenna is a dual polarized broadband antenna, which
operates between 50–800 MHz and has a gain of 8 dB. The synthetic aperture was achieved by
the movement of the truck in the horizontal direction and the moving of antennas up and down
along the vertical pole controlled by an antenna positioner. The scanning aperture was 20 m in the
horizontal and 15 m in the vertical direction. The control program was specially designed to record
and store the data uploaded from the vector network analyzer and control the antenna positioner.
A metallic sphere and trihedral was used to calibrate the radar system.

3. MULTILAYER SOIL SCATTERING

The penetration depth of electromagnetic wave is defined as the transmission distance when the
power of transmitting signal attenuated to 1/e of the incident wave. In the S, C, X, Ku bands
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Figure 1: Configuration of the VNA-based SAR.

microwave can only penetrate into soil for no more than 10 cm. The main scattering comes from
the up-layer soil. So the scattering model, such as SPM, KA, IEM, is always modeled as a two-layer
rough surface with an air-soil interface [4]. In the VHF/UHF band the scattering from subsurface
and the multiple scattering between up and subsurface has to be taken into account. In order to
describe the scattering mechanism of soil in the VHF/UHF band more accurately, we consider a
simplest case. In this case the soil is modeled as a three-layer structure with an air-soil interface and
a smooth interface between different types of soil, as shown in Fig. 2. The air-soil rough interface
is denoted by a random process z = f(x, y) and the interface between different soils is assumed to
be smooth.

Figure 2: Three-layer soil structure.

Assume the incident plane wave is
⇀

Ei =
⇀

E0e
ikixx−ikizz (1)

where kix = ki sin θi, kiz = ki cos θi, k0, k1, k2 are respectively wave number in each layer. The
co-polarized backscattering coefficient can be written as [3]:

σhh = 16k4 cos4 θi |αLhh|2 W (2k sin θi, 0); σvv = 16k4 cos4 θi |αLvv|2 W (2k sin θi, 0) (2)

for HH polarization:

αLhh = αshh(
1 + Rdhh

1 + RuhhRdhh
)2 (3)

where

αshh = −cos θi −
√

ε1 − sin2 θi

cos θi +
√

ε1 − sin2 θi

(4)
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Ruhh is the Fresnel reflection coefficient from the boundary z = f(x, y):

Ruhh =
cos θi −

√
ε1 − sin2 θi

cos θi +
√

ε1 − sin2 θi

(5)

Rdhh is the lower boundary (z = −d) reflection coefficient:

Rdhh = rdhheiϕ (6)

where
iϕ = 2k1d (iβ − γ) ; β = Re

(√
ε1 − sin2 θi

)
; γ = Im

(√
ε1 − sin2 θi

)
(7)

rdhh is the Fresnel reflection coefficient from boundary z = −d:

rdhh =
√

ε1 cos θt −
√

ε2 − sin2 θi√
ε1 cos θt +

√
ε2 − sin2 θi

(8)

By Snell’s law
θt = arcsin(sin θi/

√
ε1) (9)

for VV polarization:

αLvv = αsvv

1 + R2
dvv + 2Rdvv

sin2 θi − cos2 θt

sin2 θi + cos2 θt

(1 + RuvvRdvv)2
(10)

where

αsvv = (1− ε1)
sin2 θi + cos2θt

(
√

ε1 cos θi + cos θt)2
(11)

Ruvv is the Fresnel coefficient from the boundary z = f(x, y):

Ruvv =
ε1 cos θi −

√
ε1 − sin2 θi

ε1 cos θi +
√

ε1 − sin2 θi

(12)

Rdvv is the lower boundary reflection coefficient:

Rdvv = rdvve
iϕ (13)

where rdvv is the Fresnel reflection coefficient from boundary z = −d:

rdvv =
ε2 cos θt −

√
ε1(ε2 − sin2 θi)

ε2 cos θt +
√

ε1(ε2 − sin2 θi)
(14)

To validate this model we assume d →∞ or ε1 = ε2 it should turn to the SPM, Fig. 3 shows that
they have a perfect match. Using the deduced scattering model we get some simulation results.
Fig. 4 shows the backscattering of soil at different frequencies with the second layer thickness
d=2m. Fig. 5 shows the effect of second layer thickness on the backscattering coefficient. Fig. 6
shows co-polarization ratio at different incident angles with soil dielectric constant (soil moisture)
of the second layer.

4. SUMMARY

A vector network analyzer (VNA) based dual polarized VHF/UHF SAR for deep soil moisture
estimation is presented in this paper. It provides a convenient method for measuring the scatter-
ing of soil under laboratory conditions and provides data for the inversion of deep soil moisture.
Combination with the multilayer rough surface scattering model the VNA-based SAR data can be
used to inverse deep soil moisture. In order to eliminate soil roughness influence co-polarization
ratio data is used to inverse deep soil moisture and depth. Field experiments are scheduled for next
spring and available results will be presented.
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Inversion of Permittivities for Layered Rough Surfaces
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Abstract— Nelder-Mead simplex optimization algorithm is used to retrieve the permittivities
of surface and subsurface of bared soil, based on a dual-frequency multi-polarization radar system.
Although the algorithm is not the typical Newton-type algorithm which is often used, it can not
only get quite good results, but also take relatively small amount of time to calculate. So if we
need a real-time algorithm, this algorithm is a good choice.

1. INTRODUCTION

Since microwave is used to monitor the earth, it has been applied to estimate moisture of soil.
Not only water precipitation, evaporation, and circulation can be obtained by monitoring mois-
ture change in large scale, but also the absolute value of moisture by transmitting, receiving and
analyzing the electromagnetic signals. However, former work has been focused on retrieving the
surface soil moisture. And now we are on the subsurface soil moisture by using a dual-frequency
multi-polarization radar system. Its frequency bands are UHF/VHF. Since they are lower than
most of the former used bands, we can acquire the deeper soil moisture [1]. And the next three
parts are focusing on how to retrieve deep soil moisture, including relationship between permittivity
and moisture, forward scattering model, inversion algorithm.

2. RELATIONSHIP BETWEEN PERMITTIVITY AND MOISTURE

In the 1970’s, Ulaby get the relationship between moisture and permittivity of soil in the 1.4–
18GHz range, based on measured data [2]. Subsequently they get the dielectric properties in the
0.3–1.3GHz range [3]. Figure 1 shows the curves in UHF band. The frequency is assumed to be
450MHz, and the percentages of sand and clay are 31.51% and 43.43% respectively. It is obvious
that the real part of dielectric constant is more sensitive to volumetric moisture than the imaginary
part. And when the permittivity is gotten, moisture then can be retrieved. So in the forth part,
only the inversion of permittivity and depth is discussed.
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Figure 1: Relationship between moisture and permittivity of soil in range 0.3–1.3 GHz.

3. FORWARD MODEL

The models of scattering from rough surface can be classified as academic and experiential models.
The academic scattering model includes SPM (Small Perturbation Model) [4], Kirchhoff approx-
imation [5], etc. As SPM is the same with most of farmland, it is also used here. First order
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solution of SPM is as follows. When permeability equals to 1, the backscattering coefficients can
be calculated through following equation.

σr
pq = 8k4σ2

1 cos4 θ |αpq|2 W (2k sin θ, 0) (1)

where

αhh =
(1− ε)[

cos θ +
√

ε− sin2 θ
]2 , αvv = (1− ε)

sin2 θ − ε
(
1 + sin2 θ

)
[
ε cos θ +

√
ε− sin2 θ

]2

αhv = αvh = 0

and W (2k sin θ, 0) is the Fourier transformation of surface correlation coefficient.
SPM can be extended to layered rough surface [5]. The improved model is as follows.

σr
pq = 8k4σ2 cos4 θ |αpq|2 W (2k sin θ, 0) (2)

where

αLhh = αshh

(
1 + R̃1hh

1 + Rhh · R̃1hh

)2

, αLvv = αsvv

1 + R̃2
1vv + 2R̃1vv

sin2 θ−cos2 θ′

sin2 θ+cos2 θ′

(1 + RvvR̃1vv)2

Rhh =
cos θ −

√
ε− sin2 θ

cos θ +
√

ε− sin2 θ
, Rvv =

ε cos θ −
√

ε− sin2 θ

ε cos θ +
√

ε− sin2 θ

R̃1hh =
√

ε cos θ′ −
√

ε1 − sin2 θ
√

ε cos θ′ +
√

ε1 − sin2 θ
eiϕ, R̃1vv =

ε cos θ′ −
√

ε(ε1 − sin2 θ)

ε cos θ′ +
√

ε(ε1 − sin2 θ)
eiϕ

iϕ = 2kH(iβ − γ), β = Re
√

ε− sin2 θ, γ = Im
√

ε− sin2 θ

θt is the refraction angle, and it obeys Snell’s law sin θ′ = sin θ/
√

ε.

4. INVERSION ALGORITHM

In our work Nelder-Mead simplex optimization algorithm, not the Newton-type algorithms often
used, is employed. It can be applied to optimize unconstrained multi-variable non-linear function.
For the single roughed surface, the forward model is explained by Equation (1), and we can erase
the impact of surface parameters easily through getting the rate of two kinds of co-polarization. So
we make use of the following cost function.

f =

∣∣∣∣∣∣∣

√
σhh

σvv
−

∣∣∣∣∣∣∣

(
εr cos θ +

√
εr − sin2 θ

)2

(
cos θ +

√
εr − sin2 θ

)2 (
εr sin2 θ + εr − sin2 θ

)

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
(3)

Since the backscattering coefficients is less sensitive to variation of imaginary part of dielectric
constant than real part [6]. And according to part 2, we only need to retrieve the real part
of permittivity. Simulated medium dielectric constant εr is assumed to be 10.354–2.4614i, and
radar frequency, incident angle are 450 MHz and 25◦ respectively. Figures 2(a) and (b) show the
inversion results. From Figure 2(a) we can see that when the imaginary part is given, relative error
of reconstructed real part hardly changes with the variation of initial estimated real part. And
when real part is decided, variation of imaginary part influences inversion results, as Figure 2(b)
shows. However, this affection is not strong.

When the forward model is for layered rough surface, there are three variables are needed to be
decided [6]. They are dielectric constants of two mediums, and distance between layers of different
mediums. The cost function is as follows.

L =
n∑

i=1

{
[x(i)− xap(i)]

xap

}2

+
m∑

i=1

{
[f(i)− d(i)]

d(i)

}2

(4)

Two simulated medium dielectric constants ε, ε1 and distance d are assumed to be 10.354–
2.4614i, 12.237–2.7928i and 0.5 m respectively. Frequencies are 450 MHz and 300 MHz, and the
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Figure 2: (a) Reconstructed real part to different initial estimated imaginary part, (b) Reconstructed real
part to different initial estimated real part.

incident angle is 25◦. Figures 3(a), (b), and (c) show the inversion results. When initial assumption
of ε

′
1 and d are 12 and 0.48 m, relative error of reconstructed real part of ε is changing with initial

estimated ε′ in Figure 3(a). When initial assumption of ε′ and d are 10 and 0.48 m, relative error
of reconstructed real part of ε1 is changing with initial estimated ε

′
1 in Figure 3(b). When initial

assumption of ε′ and ε
′
1 are 10 and 12, relative error of reconstructed d is changing with initial

estimated d in Figure 3(c). However, the inversion results show that the relative errors are related
to the initial assumption. And the forward model is more sensitive to ε′ than ε

′
1 and d. So a more

rational forward model should be established.
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Figure 3: Reconstructed results for two-layered rough surface with different initial estimation.

5. SUMMARY

Based on dual-frequency multi-polarization radar system, volumetric moisture for surface and sur-
face of soil can be retrieved. This is very important to monitor the variance of soil, and estimate
the absolute moisture value. A conclusion that only the real part of dielectric constant is needed
to inverse is obtained. In order to inverse permittivities, Nelder-Mead simplex optimization is
used. This kind of method requires relatively small amount of calculating. But when it comes
to tri-variable, the results are more relaying on initial assumption, which requires improving the
algorithm. At the same time, better forward scattering model for layered rough surface should be
established, for the current model cannot reflect actual physical process perfectly.
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Soil Moisture Algorithm Validation with Ground Based Networks

T. J. Jackson, M. H. Cosh, R. Bindlish, J. Du, and X. Zhan
U.S. Department of Agriculture, Agricultural Research Service, USA

Abstract— Soil moisture products from satellite sensors have to be validated because the
retrieval algorithms utilize formulations, parameters and ancillary data that have not been thor-
oughly developed and verified. In addition, due to the complexity in scaling points to large
footprints it will always be impossible to translate first principle physics/electromagnetics to
these levels. Validation programs for the Advanced Microwave Scanning Radiometer (AMSR)
instruments on the NASA EOS Aqua and the JAXA ADEOS-II platforms are currently ongoing.
In order to address the validation issues noted, as part of the AMSR validation activity, several
networks of insitu soil moisture sensors were established. There are now close to five years of ob-
servations available. The soil moisture algorithms used by NASA and JAXA for their respective
standard products are being compared to the network observations, along with an alternative
algorithm. Preliminary results indicate that the algorithms can perform within acceptable error
bounds. The issues addressed here are common to both current and future satellite missions.

1. INTRODUCTION

Validation of satellite-based soil moisture algorithms and products is particularly challenging due
to the disparity of scales. The key issue is spatial scale; conventional measurements of soil moisture
are made at a point whereas satellite sensors provide an integrated area/volume value over a large
area. Spatial variations that must be considered occur at a number of scales including the point
scale, over geographic units defined by land cover, soils, and topography, and as the result of rainfall
events and climate. Land remote sensing has focused on the meter to kilometer scale. For microwave
remote sensing we must consider the kilometer to 40 km scale, which presents new challenges. This
spatial scale issue is common to current satellite instruments (Special Sensor Microwave Imager-
SSMI, Advanced Microwave Scanning Radiometer-AMSR) as well as future missions such as the
Soil Moisture Ocean Salinity (SMOS) mission (Kerr et al. 2002) and the Global Climate Observing
Mission (GCOM).

Soil moisture products from satellite sensors have to be validated because the retrieval algorithms
utilize formulations, parameters and ancillary data that have not been thoroughly developed and
verified. In addition, due to the complexity in scaling points to large footprints it will always be
impossible to translate first principle physics/electromagnetics to these levels.

After acknowledging that validation is a necessity we are faced with how to approach this difficult
problem. The spatial and temporal variability of soil moisture, the large footprint size, and the
significance of other factors (particularly vegetation) pose problems.

Soil moisture validation as discussed here focuses on providing data for the evaluation of surface
soil moisture products. The criterion for validation is the comparison of conventionally estimated
surface soil moisture and the estimates based on the selected soil moisture retrieval algorithm.
Ground based networks, large scale field experiments, and model products can all play a role. Here
we focus on ground based networks.

Historically, validation of a soil moisture product was not a part of passive microwave remote
sensing satellite missions until the AMSR instruments were launched. Validation programs for the
AMSR instruments on the NASA EOS Aqua and the JAXA ADEOS-II platforms are currently
ongoing and include many of the elements that are necessary. There is much to be learned and
gained by using these experiences in future soil moisture missions.

2. U.S. DEPARTMENT OF AGRICULTURE (USDA) WATERSHED NETWORKS

Ground based soil moisture sampling networks have been in existence for many years; however, these
were designed for other applications and did not provide data compatible with satellite validation.
The density of these networks was typically sparse, the temporal frequency was poor, and the
depth of measurement was too deep. At the outset of the AMSR validation program we initiated
a project to correct some of these problems. Networks of dedicated soil moisture observing sites
were established at USDA Agricultural Research Service (ARS) watersheds.

To implement these networks, additional surface soil moisture and temperature sensors (0–5 cm
depth) were installed at and around existing instrument locations in four USDA ARS research
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watersheds. For consistency, the same soil moisture/temperature instrument was used at all sites
and watersheds. By utilizing the existing infrastructure, primarily rain gage networks, it was
possible to establish these networks at a minimal expense.

The general site conditions are summarized in Table 1. Each is located in a different climate
region. These networks provide estimates of the average soil moisture over watersheds and sur-
rounding areas that approximate the size of the passive microwave satellite footprint. This is
performed on a continuous basis (reporting every 15–30 minutes), partially in real time. A public
database of the watershed data for all sites is being developed that will be made available via the
Internet.

Table 1: USDA ARS watershed networks.

Watershed Type No. Sensors Size (km2)
Walnut Gulch, Arizona Semi-Arid Range 21 148
Reynolds Creek, Idaho Mountainous Range and Forest 16 238
Little River, Georgia Humid Agriculture and Forest 19 334

Little Washita, Oklahoma Sub-humid Grazingland 19 610

For each network an attempt has been made to verify the measurements provided by the indi-
vidual site sensors though field and laboratory experiments using gravimetric sampling [1, 2]. In
addition, the scaling of the network to the satellite scale has been established for several sites [3].
Figure 1 shows a comparison between the Walnut Gulch watershed network average soil moisture
(19 sensor sites) and the average of 66 sites during a field experiment in 2004. This result demon-
strates that the network can be used reliably to represent the large scale (footprint) average soil
moisture for validation.
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Figure 1: Comparison of the Walnut Gulch, Arizona watershed network average soil moisture and extensive
field experiments conducted in 2004.

3. SATELLITE PRODUCT COMPARISONS

We have begun the process of comparing the ground based watershed average soil moisture provided
by the networks to the soil moisture algorithm products. This has taken quite some time because
we were waiting to have a significant length of record (to include seasonal and annual cycles), final
approval of the AMSR brightness temperature products, and revisions of the soil moisture algo-
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rithms. Both NASA and JAXA are moving to produce updated datasets, which should be complete
within a few months. Therefore, the results described here should be considered preliminary.

Comparisons include the soil moisture product provided by NASA [6], a retrieval using an
algorithm similar to that used by JAXA, and another algorithm described in Jackson [4]. Each
algorithm has a similar basis but utilizes a somewhat different approach.

We have been able to conduct some preliminary analyses using data from the Walnut Gulch,
Arizona (WG) watershed. Figure 2 shows the network average versus the retrieval from June 18,
2002–Dec. 31, 2005. This is a rather long period of record and some clear patterns of algorithm
performance are apparent in the plot. Features of note include the limited range of response in both
the NASA and JAXA products as compared to the network observations and a positive bias in the
NASA estimates. We do caution that these are preliminary results that need to be reconsidered
once the final agency products are available and all watershed sites are available.
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Figure 2: Preliminary validation of soil moisture algorithms using the Walnut Gulch watershed network
(2002–2005).

4. SUMMARY

Validation of satellite based soil moisture products is necessary to insure the quality of the infor-
mation. Retrieval algorithms have inherent limitations resulting from simplifications required for
implementations. Soil moisture is particularly to validate difficult due to the mismatch in observ-
ing scales of conventional and satellite observing systems. This issue of spatial scale is common
to both current and future satellite missions. An integrated approach using insitu networks, field
campaigns and comparison to other satellite products is necessary but must be built from ground
based observations. Preliminary results presented here indicate that retrievals must be carefully
interpreted and analyzed before being used in any application.
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Validation of Diurnal Cycle and Intra-seasonal Variability of TRMM
Satellite Rainfall

Yimin Ji

College of Sciences, George Mason University, Fairfax, VA 22030-4444, USA

Abstract— The version 6 TRMM rainfall products showed significant improvements on satellite
rain retrievals as compared to rain gauge observations. The differences between TRMM TMI
rain products and gauge observations are less than 10% over Florida, Texas, Kwajalein, and
Darwin ground validation sites for the 8-year period from January 1998 to December 2005. The
rain differences between Version 6 TMI and PR data are also within 10% over these GV sites
except the Darwin area. The diurnal cycle from 8-years TRMM TMI and PR rain data showed
peaks in the early morning over ocean and in the early afternoon over land. These results are
accurate as compared to the gauge statistics over TRMM ground validation sites and other
ground observations. TRMM TMI rain products indicate that variances of diurnal cycle are less
than 5% of intra-seasonal variances over tropical oceans. Parallel spectrum analyses on TMI and
Global Precipitation Climatology Project (GPCP) rain products indicate a near-perfect match
of intra-seasonal spectral distributions over tropical oceans.

1. INTRODUCTION

The Tropical Rainfall Measuring Mission (TRMM) has improved our understanding of rainfall
properties and variations in the tropics since its launch in December 1997 [1]. The most innovative
instrument on TRMM is the first space borne Precipitation Radar (PR). The measurements of PR
have provided invaluable information on the intensity and distribution of the rain, as well as the
3-D structure of storm. The TRMM Microwave Imager (TMI) is a passive microwave sensor based
on the design of the highly successful Special Sensor Microwave/Imager (SSM/I) which has been
flying on Defense Meteorological Satellites since 1987. However, the higher resolution of TMI, as
well as the additional 10.7 GHz frequency made TMI a better instrument than its predecessors. The
coincident PR and TMI measurements, and the coincident TRMM satellite and ground validation
measurements, have supplied valuable information to improve our rainfall retrieval algorithms as
well as our understanding of rainfall structures. Both PR and TMI rain retrieval algorithms have
been advanced significantly since the launch of TRMM through multiple TRMM data reprocessing.
The TRMM data have been reprocessed six times so far. The differences between gauge and TRMM
satellite rain products, and the differences between PR and TMI products had been improved during
each of these reprocessings, reflecting a improved understanding of the mechanisms and structures
of tropical rainfall. TRMM has provided not only single sensor rain products, but also high quality
multi-satellite merged rain data sets.

The local overpass time of TRMM satellite drifts each day completing a daily cycle in 46 days.
This unique design provides a great opportunity of studying diurnal cycle for various TRMM science
parameters, such as rainfall, surface temperature, and fire products. However, due to the poor
sampling of single satellite data, aliasing of a strong diurnal cycle may cause a false intra-seasonal
oscillation and seasonal and intra-seasonal variability may also affect diurnal cycle studies. While
an ultimate way to eliminate such aliasing is to increase temporal and spatial sampling resolutions,
as proposed by Global Precipitation Measurement (GPM) mission, an improved description of
the aliasing effect is necessary and can be obtained from the TRMM observations. This paper
uses version 6 TRMM TMI, PR, and merged rainfall data in the past eight years to compare the
magnitudes of diurnal cycle and intra-seasonal variability over both ocean and land. The TRMM
ground validation (GV) data from a number of GV sites in the same period are used to validate
the results.

2. DIURNAL CYCLE OF TRMM RAINFALL

The spatial distribution of global rainfall for different local time from 8-year TRMM TMI observa-
tions indicate weak diurnal cycle over ocean and a strong diurnal cycle over land as well as warm
pool (Fig. 1, left columns). The peaks of rainfall occur during early morning over oceans (19–24
UTC over warm pool, 07–12 UTC over Atlantic Ocean) and during early afternoon over continental
land (UTC 13–18 in Africa, UTC 19–24 in North and South Americas, UTC 06–12 in South Asia).
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Figure 1: Spatial distributions of global rainfall for different local time from TRMM TMI product (left
panels) and PR product (right panels).

Figure 2: Diurnal cycles of TRMM TMI (solid line), TRMM PR (dashed line), and TRMM Merged products
(dotted line) over Pacific (upper left), Indian ocean (lower left), Amazon area (upper right), and West Africa
(lower right).
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Figure 3: Diurnal cycles of TRMM gauge (solid line), TRMM TMI (dashed line), TRMM PR (dotted line),
and TRMM Merged products (broken line) over SFL (upper left), KSC (lower left), KWA (upper right),
and CSC (lower right) GV sites.

Figure 4: Variances of diurnal cycle (upper), variances of intraseasonal variability (middle), and the percent-
age of variances of diurnal cycle as compared to that of intraseasonal oscillation (lower).
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The results of TRMM PR products (Fig. 1, right columns) are similar. However, PR data show an
overall lighter rain.

Figure 2 compares the diurnal cycles of TRMM TMI, TRMM PR, and TRMM Merged products
over four typical regions. The TMI and PR data cover a period from January 1998 to December
2005. The merged data start from January 2002. In Pacific and Indian oceans (left columns),
diurnal cycles are quite flat. The rainfall has a peak around 6 am local time, which is similar to
the finding of Cronin and McPhaden [2]. The results of the three products are very similar. Over
land (right columns), the rainfall peaks around 3 pm local time in Amazon region and 6 pm local
time in Western Africa region. The early afternoon rain peak in Amazon region was found in other
studies (e. g., [3]). Over selected ocean areas the TMI and PR show less than 10% differences of
mean rainfall.

Inter-comparisons of mean rainfall and diurnal cycles between TRMM satellite and ground
validation (GV) gauge products over four different GV sites are shown in Fig. 3.

Over Florida SFL GV site (Fig. 3 upper left), the 8-year means of TMI, and PR estimates are
about 3% lower than the gauge mean rain. These values are also similar to the local climate mean.
In the smaller GV area (KSC GV site, lower left), the difference of mean rain is less than 10%
between gauge and TMI estimates, but about 20% between gauge and PR estimates. The diurnal
cycles from all the three satellite products are very similar to the gauge observations with rain
peaks around 3 pm local time. The amplitudes of oscillation between PR and gauge data are very
close, while TMI and merged data showed larger amplitudes of diurnal oscillation. Over Kwajalein
ocean site (Fig. 3 upper right), the 8-year means of TMI, and PR estimates are about 10% higher
than the gauge mean. All products show weak diurnal cycles with peaks around 9 am local time.
However, the diurnal cycles of satellite products don’t march the gauge data very well due to the
small size of gauge area (about 0.5◦). For a larger area (Fig. 2, upper left) which covers the KWA
site, the diurnal cycles from all satellite products are very similar gauge results. In Darwin CSC
(lower right), TMI mean rain is about 10% lower than the GV rain while the PR mean rain is
about 30% lower than the GV rain. The peak of diurnal cycle is around 3 pm.
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Figure 5: First eight spectra of intraseasonal oscillations from TMI rainfall in Indian Ocean (left), and from
GPCP products in Indian Ocean (right).
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3. INTRA-SEASONAL VARIABILITY

Aliasing of diurnal cycle may cause a false intraseasonal oscillation if sampling methods are inap-
propriate. Such effects may be removed by increasing grid size or time interval. The aliasing effect
of diurnal cycle on intraseasonal variability is small over ocean since the variance of diurnal cycles
is less than 5% of the intraseasonal variance (Fig. 4, upper panel). However, the results may differ
over land since the variance of diurnal cycle is comparable to that of intraseasonal variability over
land (Fig. 4 middle panel).

The intraseasonal spectrum from TRMM observation (Fig. 5 left) showed validity as compared
to the geostationary satellite based observation (Fig. 5 right) over equatorial ocean region. The
dominant spectrum is the 30-60 day Madden-Julian Oscillation.

4. SUMMARY

The differences of mean rainfall between gauge and TMI are typically within 10%. The diurnal
cycles derived from satellite products are generally agree well among themselves and with the gauge
observations. The results show early morning rain peak over oceans and afternoon rain peaks over
lands.
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Abstract— The article deals with results which were obtained during the process of designing
the LVDS (low voltage differential signal) bus. This bus is very resistant to interference from
the environment and to spurious emission of electromagnetic waves. According to the concrete
requirements we prepared a design of the LVDS by means of numerical methods. The design was
realized and its parameters verified experimentally. The basic parameter of bus is its impedance
Z = 100 Ω, up to frequency f1 = 100 MHz of the first harmonic of rectangle signal.

1. INTRODUCTION

The LVDS bus is used in many applications, especially in those requiring fast and reliable data
transmission. The advantages of this bus are commonly known. In special cases, we need to use
the LVDS transmission technology with great immunity to electromagnetic interference (EMI).
The main problem of the design of this type of bus is how to find the optimal impedance matching
with respect to production technology. Fig. 1 shows the obvious LVDS bus configuration which
interconnects a set of functional blocks, for example plug-in cards.

The high electromagnetic susceptibility (EMS) of the LVDS bus is required by relevant rules,
valid for the system application in nuclear power plants. With respect to electromagnetic compati-
bility (EMS) regulations the specific design of the high-EMS LVDS bus was implemented with the
help of numerical analysis, as shown in Fig. 2. The total length of the bus is l = 265 mm. The
design exploits a multi-layer configuration, including the ground layer ensuring the shielding.

Figure 1: An example of the classical LVDS bus
configuration.

Figure 2: Details of the designed LVDS bus.

The bus design exploits the multi-layer PCB technology. Due to the used multi-layer technology,
some restrictions have to be considered, for example the thickness of microstrip lines or dielectric
layers. Fig. 2 shows basic dimensions of the bus design — the microstrip line spacing (A, B, X),
the layer spacing (H1, H2), the thickness of the microstrip and the ground layer (T ), the width
of the microstrip line (W ) and the width of the reference microstrip line (Ws). The thickness
of the microstrip and the ground layer is H = 35µm. The electrode S in Fig. 2 is the reference
electrode placed on both sides of the PCB. The symbols + and− stand for the pair of the differential
transmission line. The basic scheme of the setup of the LVDS system is in Fig. 3. The setup includes
duplex data transmission. The right part of Fig. 3 shows the interconnection of the transmitter-
receiver pairs via the bus. Each pair of the microstrip lines is terminated with the impedance
Z = 100 + j0Ω. Fig. 4 shows the example of the signal spectrum of the transmitter produced by
TES.
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Figure 3: The interconnection of the LVDS transmitter-receiver system.
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Figure 4: Spectrum of the TES LVDS transmitter.

Measurement of the LVDS transmitter was performed. The model of the transmitter was made
on the basis of obtained results. The amplitudes of all the following significant spectrum frequencies
f1 = 100MHz, f2 = 130 MHz, f3 = 270 MHz, f4 = 500MHz, f5 = 680 MHz are U1 = 1.300 V,
U2 = 0.310V, U3 = 0.031V, U4 = 0.002V, U5 = 0.001V. The finite element method (FEM)
model of the LVDS bus was supplied by the transmitter model. The input impedance of the
differential pair of transmission lines was calculated with the help of the superposition principle.
The bus differential pair was terminated with the pre-defined impedance. However, it’s rather
problematic to talk about the impedance in the case of non-harmonic signal. The optimal design
with constrained conditions was solved with target function with penalties

Φo
V, G, X = fo

W + fo
G + fo

X


1 +

Nd∑

i=1

P o
X(χi) +

NS∑

j=1

P o
G(Gj)


 , O = 1, . . . No (1)

where fW , fG, fX are Kreisselmeier- Steinhauser object, state and shape approximation functions
respectively

fW =
1
ζ

ln




7∑

j=1

e
(ζjVj)
ln


 ∀ζ, ζj ∈ 〈1, 20〉, (2)

fG =
1
η

ln

(
NS∑

`=1

e
(η`G`)
ln

)
∀η, η` ∈ 〈1, 20〉, (3)

fX =
1
ξ

ln

(
Nd∑

k=1

e
(ξkXk)
ln

)
∀ξ, ξk ∈ 〈1, 20〉. (4)

where V, G, X are the object function, the state approximated function, the design approximated
function respectively. This normed approximation function has very good properties and may
be used in a high frequency FEM model and for global optimization. The design process has
fast convergence to optimal solution. This method converges faster than the standard gradient
optimization method.



392 Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30

2. MATHEMATICAL MODEL OF THE LVDS BUS

It is possible to carry out an analysis of an MG model as a numerical solution with the help of the
finite element method (FEM). The electromagnetic part of the model is based on the solution of
full Maxwell’s equations.

∇×E = −∂B

∂t
,∇×H = σE +

∂D

∂t
+ J ,∇ ·D = ρ,∇ ·B = 0, in region Ω, (5)

where E and H are the electrical field intensity vector and the magnetic field intensity vector, D
a B are the electrical field density vector and the magnetic flux density vector, Js is the current
density vector of the sources, ρ is the density of free electrical charge and γ is the conductivity
of material, Ω is thedefinition area of the model. The relationships between the electric and the
magnetic field intensities and densities are given by material relationships

D = εE, B = µH. (6)

The permittivity ε, the permeability µ and the conductivity γ in HFM are generally tensors with
main axes in the direction of the Cartesian coordinates x, y, z. When all the field vectors perform
rotation with the same angular frequency ω, it is possible to rewrite the first Maxwell equations as

∇×E = −jωµH,∇×H = (σ + jωε)E + Js, in region Ω, (7)

where E, H, Js are field complex vectors. Taking into account the boundary conditions given in
(1) and after rearranging (7) we get

(jω)2εE + σE +∇× µ−1∇×E = −jωJs. (8)

We apply Galerkin’s method with vector approximation functions Wi. We use the vector form
of the Green theorem on the double rotation element [3]. After discretisation we get the expression

− k0[M ]{E}+ jk0[C]{E}+ [K]{E}+ {F }, (9)

where {E} is the column matrix of the electric intensity complex vectors. The matrixes [K], [C]
and [M ] are in the form that is given in manual [4] and vector {F } is evaluated from expression

{F } = −jk0Z0

∫

Ω

[Wi]{Js}dΩ + jk0Z0

∫

Γ0+Γ1

[Wi]{n×H}dΓ. (10)

Figure 5: The analysis of LVDS bus impedance.
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(a) (b)

Figure 6: (a) Distribution of electric field intensity vector module E, (b) magnetic field intensity vectormodule
H.

The vector approximation functions W are given in manual [4], k0 is wave number for vacuum, Z0

is the impedance of the free space. The set of Eq. (9) is independent of time and it gives E. For
transient vector E we can write

E = Re
{
Eejωt

}
. (11)

The input impedance of the microstrip line was evaluated with the help of the IMPD program.
Mutual impedances and impedances of wires referring to the common reference potential were
investigated as shown in Fig. 5. In accordance with traces marked as E and H in Fig. 6, the
distribution of the electric and the magnetic field intensities were analyzed. Next, the module of
corresponding impedance was calculated (8).

U =
∫

El

E · d`, I =
∫

Hl

H · d`, Z =
U

I
. (12)

For an optimal bus design, the relation (9) should be kept.

Z1 = Z2 = Z3 = Z4 = Z. (13)

A geometric model utilizing the HF 120 element was built according to the mathematical model
[1].

Table 1: Differential pair mutual impedances.

LVDS1 LVDS2 LVDS3 LVDS4 LVDS5

f [MHz] Z [Ω] ϕ[◦] Z [Ω] ϕ[◦] Z [Ω] ϕ[◦] Z [Ω] ϕ[◦] Z [Ω] ϕ[◦]

1 100 0 100 0 100 0 100 0 100 0

10 98 −1 98 −1 98 −1 98 −1 98 −2

50 86 2 86 2 86 3 87 2 86 1

100 76 −6 88 2 86 5 74 23 78 4

3. CONCLUSION

The analysis was performed for the required frequencies and signal levels. A short APDL program
was used to find the geometrical optimum of the LVDS bus dimension. Fig. 6 shows the distribution
of modules of the electric field intensity vector E and the magnetic field intensity vector H of
the selected bus pair. This evaluation serves to verify the designed characteristic impedance Z. A
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wrong bus design causes the presence of standing waves on the transmission lines. The characteristic
impedance values were experimentally verified for some frequencies. The spectrum analyzer Agilent
N1996A was used in the experiment.
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A Passive Optical Location with Limited Range
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Abstract— We know active and passive methods of a location. This article deals only with
the passive location of dynamic targets (see [1–7]). The passive optics location is suitable just
for the tracking of targets with mean velocity which is limited by the hardware basis. The aim of
this work is to recognize plasma, particles etc. It is possible to propose such kind of evaluation
methods which improve the capture probability markedly. The suggested method deals with the
short-distance evaluation of targets. We suppose the application of three independent principles
of how to recognize an object in a scanned picture. These principles use similar stochastic
functions in order to evaluate an object location by means of simple mathematical operations.
The methods are based on direct evaluation of picture sequence with the help of the histogram
and frequency spectrum. We are trying to find out the probability of appearance of moving
object in pictures. If the probability reaches a setting value, we will get a signal. The processing
of dynamic pictures and their filtration represent a significant part of work [8–13]. Static objects,
background (trees, buildings) must be filtered off before searching the objects. This filtration is
also done by means of the probability function. The probability distribution of an object position
is gained from a sequence of more pictures.

1. INTRODUCTION

At the DTEEE FEEC in Brno we are engaged in experimental ascertaining of water properties,
elements and their moving (slow and quick) in an electric field. One of problems is how to recognize
identical elements, their clusters and objects in dynamic state. It is necessary to realize this
observation through automatic or semiautomatic image recognition according to the lifetime or
speed of these effects. Thus, it is possible to record the trajectories of demanded objects.

 

Moving  
objects 

Quasi-static  

objects 

Background 

Static objects 

Figure 1: Example of an image recorded by a passive optical system.

 

Video camera 
( PAL ) 

A / D converter DSP Record 

Figure 2: Block diagram of a passive optical locator with limited range.

A concept of passive optical location with limited range was designed. The basis of this concept
is an optical system which can locate and deliver (record) pictures with sufficient resolution os and
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sufficient rate or. For the first experiments, delivered components such as F-OS-226CA-PAL or
TVP5150AM are used. The basic concept is shown in Fig. 2. A significant problem is the scanned
picture processing and quick evaluation — with probability pf — of whether the monitored object
is the desired target object. More approaches are possible and they are described in sources [1–12].
The basic methods of image processing are described in source [13].

2. MATHEMATICAL MODEL

The main idea is based on three different methods of dynamic image analysis. The first one is
the method of differential images, the second one is the histogram monitoring method and the
last method is based on an analysis of image frequency and phase spectrum. These methods are
bounded by probability functions.

The main goal of the experimental part of this work is the retrieval of an applicable probability
function (Herodotus, Bernoulli, Bayes, Laplace, Jeffreys, Cox, Shannon) for the monitored target
deliver recognition. The probability of a target delivering is given by:

pf = p(A) · p(B) · p(C) in Ω, (1)

where Ω is the monitored image area, p(A) is the monitored object move probability given by the
first method, p(B) is the monitored object move probability given by the second method and p(C)
is the probability given by the third one.

The basic part of the differential images method model may be described the following way. We
have u0, X: Ω → R, with Ω ⊂ R2 then for the coeficients ω picewise smooth image approximation
holds:

ω1 =
ut+1 − ut

∆Xt,t+1
, ω2 =

ut+2 − ut+1

∆Xt+2,t+1
, u ∼= ω1Xt + ω2Xt+1 in Ω, (2)

the probability of the monitored object delivering is

p(A) = ((ut+1 − ut) /ut) · ((ut+1 − ut+1) /ut+1) . (3)

The method is completed with a method of segmentation [12]. The choice of an applicable number
of segments choice makes the image processing time shorter. It is possible to describe the model as

inf
u,Γ



F (u,Γ) =

∫

Ω

|u− u0|2 dx + k1

∫

Ω−Γ

|∇u|2 dx + k2

∫

Γ

dΓ



 , (4)

where Γ is the border of area Ω, k1, k2 are weight function. We obtain the approximated function
solution u in the desired segment if we find the minimum.

The histogram monitoring method [14] is based on the statistics image processing method; there,
similarly as in the Monte-Carlo method, the evaluation of an image is done depending on the image
color structure. We can describe this method. We have u0, X : Ω → R, with Ω ⊂ R2 then for
weight k3

p(B) = k3
ut+1(X)− ut(X)

ut(X)
in Ω, (5)

The frequency and phase spectrum method is a variant close to the histogram monitoring
method. The difference of this method is in using the continuous image information spectrum
and the added information is in the phase spectrum space. This information can make the whole
image processing more accurate. It is possible to describe the analysis model for u0, X : Ω → R,
with Ω ⊂ R2 from the Fourier transform:

UF (m,n) =
M−1∑

X1=0

N−1∑

X2=0

u0 (X1, X2) e−j
2πmX1

M e−j
2πnX2

N , (6)

where M , N are the information about the image, m, n are the counts of coefficients in the discrete
series. Then the amplitude spectrum is given by

UAF (m,n) = |UF (m,n)| (7)
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and the phase spectrum

UϕF (m,n) = arctan
(

imag (UF (m,n))
real (UF (m,n))

)
. (8)

This approach is not suitable for fast image processing, because in this case each pixel is solved.
A preferable image spectrum processing method uses the discrete cosine transform

Uc(m,n) =
M−1∑

X1=0

N−1∑

X2=0

u0 (X1, X2) cos
(

π(2X1 + 1)m
2M

)
cos

(
π(2X2 + 1)n

2N

)
. (9)

The transformed image has similar properties as the amplitude spectrum of the Fourier transform
for the low-frequency character of image, but it is processed in a faster way. The dependent dynamic
object presence probability is with weight k4

p(C) = k4
ut+1(X)− ut(X)

ut(X)
in Ω. (10)

3. EXPERIMENTS

The experiment was prepared on the basis of the Fig. 2 diagram. In Fig. 3, the experimental
connection of the optical locator with limited range basic parts is shown. Basic measurement
and dynamic image analysis are performed on these components. Next, the device for the plasma
element monitoring will be prepared, as mentioned above. The locator system will be tested on

 

  

Video camera PAL A/D converter  DSP

Figure 3: Basic parts of the passive optical locator with limited range.

bird moves. The real image is in Fig. 4 and the image recorded by the video-camera is in Fig. 5.

 

Figure 4: Example of an image scene.
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Figure 5: Example of a recorded image scene, os = 640× 480 pixels.
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Abstract— This contribution brings the results obtained by numerical modeling of a reactor
chamber design. The reactor chamber is intended for the preparation of oil. The chamber
is designed for the operating frequency f = 2.4 GHz with regulated microwave power. The
power regulation allows the optimization of heat distribution in non-homogenous material with
respect to chemical and physical material changes — phase changes. The paper presents a
numerical model of a coupled problem. The coupled problem includes the radio frequency model
and thermal field with non-linear thermal material. It was solved using sophisticated combined
numerical method — the finite element method (FEM) and the finite volume method (FVM).
The used material respects its own phase change from the liquid condition to the gas phase. The
apparatus serves as an experimental prototype of the commercial one, that is currently being
used by the ARS — Altman Recovery System Company.

1. INTRODUCTION

The reactor exploiting active porous substance was designed for oil preparation. The reactor is fed
with industrially produced mixture of oil and water. The desired reaction proceeds in the ceramic
porous material. To achieve the desired reaction condition, it is necessary to heat the material and,
simultaneously, remove the products of the reaction. After the reaction of water, further heating
is undesirable with respect to side reactions.

Considering the above mentioned requirements, microwave heating was chosen. The microwave
heating effect is selective for the reaction of water. The designed reactor operates at a frequency
of f = 2.4GHz, which allows selective heating in the active porous material of the chamber. The
basic scheme of the reactor is shown in Figure 1.

 Controlled microwave 

power source 

Chamber filled with emulsion 

and active material

Figure 1: The basic scheme of the reactor.
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Figure 2: The phase-change characteristics of water.

2. MATHEMATICAL MODEL

It is possible to carry out an analysis of an MG model as a numerical solution by means of the
Finite element method (FEM). The electromagnetic part of the model is based on the solution of
full Maxwell’s equations

∇×E = −∂B

∂t
, ∇×H = σE +

∂D

∂t
+ J, ∇ ·D = ρ, ∇ ·B = 0 in Ω (1)

where E and H is the electrical filed intensity vector and the magnetic filed intensity vector, D
and B are the electrical field density vector and the magnetic flux density vector, JS is the current
density vector of the sources, ρ is the density of free electrical charge, γ is the conductivity of the
material and Ω is definition area of the model. The relationships between the electrical and the
magnetic field intensities and densities are given by material relationships

D = εE, B = µH. (2)
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The permittivity ε, the permeability µ and the conductivity γ in HFM are generally tensors
with main axes in the direction of the Cartesian coordinates x, y, z. When all the field vectors
performs rotation with the same angular frequency ω, it is possible to rewrite the first Maxwell
equation

∇×E = −jωµH, ∇×H = (σ + jωε)E + JS in Ω, (3)
where E, H, JS are field complex vectors. Taking into account boundary conditions given in (1)
and after rearranging (3) we get

(jω)2εE + σE +∇× µ−1∇×E = −jωJS . (4)
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Figure 3: The simplified iteration algorithm of the model evaluation.

We apply the Gallerkin method with vector approximation functions Wi and use the vector form
of the Green theorem on the double rotation element [3]. After discretation we get the expression

− k0[M ]{E}+ jk0[C]{E}+ [K]{E} = {F}, (5)

where {E} is the column matrix of the electrical intensity complex vectors. The matrixes [K], [C]
and [M ] are in the form that is given in manual [4] and vector {F} is evaluated from the expression

{F} = −jk0Z0

∫

Ω

[Wi]{JS}dΩ + jk0Z0

∫

Γ0+Γ1

[Wi]{n×H}dΓ. (6)
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The vector approximation functions W are given in manual [4]; k0 is the wave number for
vacuum, Z0 is the impedance of free space. The set of equation (5) is independent of time and
gives E. For the transient vector E we can write

E = Re
{
Eejωt

}
. (7)

Teflon
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Ceramic rod

Emulsion 

Conductive shell 

Pressure spring 

Figure 4: The geometric model of the HF reactor chamber.

Figure 5: The distribution of the electric field inten-
sity vector module.

 

Figure 6: The distribution of the current density
vector module.

The results were obtained by the solution of the non-linear thermal model with phase change
of the medium. The phase change occurs via the phase conversion of water to steam. Figure 2
shows the phase-change time characteristic of water. The thermal model is based on the first
thermodynamic law

q + ρ c v · divT − div(k gradT ) = ρc

(
∂T

∂t

)
, (8)

where q is the specific heat, ρ is the specific weight, c is the specific heat capacity, T is the
temperature, t is the time, k is the thermal conductivity coefficient, v is the medium flow velocity.
If we consider the Snell’s principle, the model can be simplified as

q − div(k gradT ) = ρc

(
∂T

∂t

)
(9)
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Figure 7: Temperature distribution in the reactor chamber at a specific moment.

The solution was obtained with the help of the ANSYS solver. The iteration algorithm (FEM/FVM)
was realized using the APDL language as the main program. The simplified description of the
algorithm is shown in Figure 3.

3. FEM/FVM MODEL

A geometric model using HF119, HF120 and SOLID70 [1] in ANSYS software was built — Figure 4.
A solution of the coupled field model was performed using the APDL program. According to the
microwave model solution the specific heat is evaluated. The non-linear thermal model including
the phase change solves the temperature distribution. The analysis was performed for the time
interval t ∈<0, 300> s and the analysis results were experimentally verified. The simulated results
were found to correspond to measured values. A middle electrode was used in the model. The
purpose of the middle electrode was to ensure the homogenous distribution of electromagnetic
power and, subsequently, to increase the reaction efficiency.

4. CONCLUSION

Different variants of the reactor design were analyzed. The aim was to evaluate the process and
time of desiccation. Figures 5, 6 and 7 show the distribution of the electric field intensity vector
module, the current density vector module and the temperature in the reactor chamber. Based on
the results of the analysis, the concept of the industrial reactor was designed. The reactor is under
tests currently. This problem was solved using the novel combined FEM/FVM method, which is
very similar to the exact physical reality.
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E. Kadlecová, P. Fiala, M. Zeman, M. Steinbauer, and Z. Szabó
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Abstract— The paper presents numerical analysis of the microwave absorber design. It is
possible to use modified concept of the absorber. There were used novel numerical methods (finite
element method (FEM)) for thin layers modelling with sandwich non-isotropic electromagnetic
materials. Modified absorber has appropriate properties and it is possible to use it in non-
reflecting chamber construction. The non-reflecting chamber will be used for open space testing
of relativistic microwave pulse generator; Pmax = 500MW, tp = 10−100 ns. An experimental
testing of the proposed pyramidal absorbers was done in the laboratories at University of Defence
Brno, Czech Republic.

1. INTRODUCTION

It is possible to measure the power supplied by open space impulse by use of the calorimetric
converter. The sensor is connected to the measuring device by help of the coaxial line of length
approximately l = 10 m. The closed space has to be realised as a deaden room, see Fig. 1.

Figure 1: Measurement in semi-anechoic room. Figure 2: The shielded laboratory.

The calorimetric sensor has disc design. The carbon with changed crystal lattice is used as one
of the thin layers. Combined calorimetric sensors was designed for microwave vircator with output
power Pmax = 500 MW, length of pulse tp ∈< 10, 100 > ns.

Usually, two types of the absorber materials (non-reflecting) are used. The polyurethane foam
impregnated by graphite is used in high frequency range (more than 1 GHz) — the foam employs
heat losses in material. The ferrite absorber is used in low frequency range — the ferrite absorber
employs magnetic losses. The mentioned materials are used to prevent reflection of the electromag-
netic waves inside the laboratory. The idea is to rebuild the laboratory in Fig. 2 to the shielded
non-reflecting chamber for measurements and experiments with power microwave pulse generators
−Pmax = 500 MW, length of pulse tp ∈< 1, 100 > ns.

2. SHIELDING OF THE WALLS

It is possible to define an electromagnetic shielding by help of shielding coefficient τ . It represents
the ratio of the electrical field Et (magnetic field Ht) in the given place of the chamber to the
electrical field Ei (magnetic field Hi) incoming at the absorber.

τ =
Et

Ei
, τ =

Ht

Hi
(1)

The metal plate is used to prevent the electromagnetic wave go trough the wall. The damping
effect of the metal plate consists of three damping — reflection, absorption and repeatable reflection.
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2.1. Effectiveness of the Reflection
Shielding by means of reflection R is caused by partial reflection of the electromagnetic wave on the
impedance boundary. The impedance boundary consists of the air — characteristic impedance Z0

and metal plate — characteristic impedance ZM . The characteristic impedances and the amount
of the damping from [1] are given

Z0 =
√

µ0

ε0
ZM =

√
jωµ

σ
(2)

R = 20 log
∣∣∣∣
Z0 + ZM

2ZM
− Z0 + ZM

2Z0

∣∣∣∣ = R1 + R2 (3)

2.2. Effectiveness of the Absorption
When electromagnetic wave travels trough metal plate it is absorbed and it causes heat losses.
Absorption coefficient A of the metal plate is given [1]

A = 20 log
∣∣eγt

∣∣ = 20 log e
t

δ [dB], (4)

where δ is depth of penetration into the metal plate of thickness t. The depth of penetration is
given

δ =
√

2
ωµσ

[m], (5)

where ω is frequency, σ is electrical conductivity, µ is the permeability of vacuum. After manipu-
lation of (4) we get the absorption coefficient

A = 8.69 · t

δ
[dB]. (6)

2.3. Pyramidal Absorbers
Nowadays, the longitudinal non-homogenous loss environment is made from pyramid or cylinder
Fig. 3. It uses dielectric losses and is made from polystyrene or polyurethane that is impregnated
by graphite. Linearly increasing cross-section of the pyramid serves as an impedance transformer.
The transformer transforms open space impedance to the very low impedance of the absorber.
However, the damping maximum takes place in the back side of the absorber. It is necessary to
have pyramid with height of λ/4 on the lowest working frequency.

Figure 3: Geometrical model of pyramidal absorber.

3. MATHEMATICAL MODEL

It is possible to carry out analysis of a MG model as a numerical solution by help of Finite element
method (FEM). The electromagnetic part of the model is based on the solution of full Maxwell’s
equations.

rot E = −∂B

∂t
, rot H = σE +

∂D

∂t
+ JS , div D = ρ, div B = 0 in region Ω (7)
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where E and H is the electrical filed intensity vector and the magnetic filed intensity vector, D
and B are the electrical field density vector and the magnetic flux density vector, JS is the current
density vector of the sources, ρ is the density of free electrical charge and γ is the conductivity of
the material, Ω is definition area of the model. The relationships between electrical and magnetic
field intensities and densities are given by material relationships

D = εE, B = µH. (8)

The permittivity ε, the permeability µ and the conductivity γ in HFM are generally tensors
with main axes in the direction of the Cartesian co-ordinates x, y, z. When all the field vectors
performs rotation with the same angular frequency ω, it is possible to rewrite the first Maxwell
equations

∇×E = −jωµH, ∇×H = (σ + jωε)E + JS in region Ω (9)

where E, H, JS are field complex vectors. Taking into account boundary conditions given in (7)
and after rearranging (9) we get

(jω)2εE + σE +∇× µ−1∇×E = −jωJS . (10)

We apply Galerkin’s method with vector approximation functions Wi. We use vector form of
the Green theorem on the double rotation element [3]. After discretisation we get the expression

− k0[M ]{E}+ jk0[C]{E}+ [K]{E} = {F}, (11)

where {E} is column matrix of electrical intensity complex vectors. The matrixes [K], [C] and [M]
are in the form that is given in manual [4] and vector {F} is evaluated from expression

{F} = −jk0Z0

∫

Ω

[Wi]{JS}dΩ + jk0Z0

∫

Γ0+Γ1

[Wi]{n×H}dΓ. (12)

Vector approximation functions W are given in manual [4], k0 is wave number for vacuum, Z0

is impedance of the free space. The set of equation (5) is independent of time and it gives E. For
transient vector E we can write

E = Re
{
Eejωt

}
. (13)

  H  E (a) (b)

Figure 4: Evaluation of modules of magnetic intensity H and electric intensity E.
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4. GEOMETRICAL MODEL

The geometrical model was created with standard tools in FEM system ANSYS with help of
automated mesh and nodes generators. After that the mathematical model was formed. The
applied element is HF120. The geometrical model of HF absorber is shown in Fig. 3. The initial
frequency was taken f = 1, 2, 3, 4, 5GHz. The concept of the absorber uses special properties
of the pyrographite and ferrite dust. These are placed on the pyramid walls with appropriate
densities. By means of this concept it is possible to achieve appropriate damping of the incoming
electromagnetic wave.

     

(a) (b)

Figure 5: Experiments with HF absorber-attenuation tests in UO laboratories, (a) l = 2 m distance between
absorbers and measuring antenna, (b) testing absorbers.

 

(a) (b)

Figure 6: Experiments with HF absorber-attenuation tests in UO laboratories, (a) computer controlled
microwave generator, (b) l = 10 cm distance between absorbers and measuring antenna.

5. RESULTS OF THE ANALYSIS

In the Fig. 4, there is shown module of vector functions of magnetic intensity H and electric
intensity E. There are results for initial TE plane wave with frequency f = 3 GHz, Ex = 100 V/m.
We can see the quality of electromagnetic absorber in one numerical solution in Fig. 4. One can
see good absorption of specific power. The adaptive numerical model of the absorber was created
in the ANSYS program with APDL. It is possible to change the absorber geometry and to perform
the optimization according to given parameters. The results of the model was used in construction
of the prototype. The prototype was measured according to (1) to (6) in the laboratories at UD
Brno. There were used generator and horn antenna with frequency f = 10 GHz. There were tested
HF absorber with l = 100mm and 2000mm inside of receiving antenna, see Figs. 5–7. Measured
attenuation was from 16.09 to 20.8 dB. It depends on number of used absorption plates. The
testing room and apparatus were calibrated with standard absorbers and result was compared with
experimental model. The design of HF absorber was made with special low-cost material.
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(a) (b)

Figure 7: Experiments with HF absorber-attenuation tests in UO laboratories, (a) testing measurement
(calibration) with classical HF absorber, (b) testing experimental absorbers.

6. CONCLUSION

Presented work is a part of the project conducted in co-operation with VTUPV Vyskov, PROTO-
TYPA a.s. and TESLA Vrsovice Praha. The shielded non-reflecting laboratory for microwave pulse
generators is being built. In order to perform the tests of Vircator pulsed generator it is necessary
to have a laboratory with shielding up to the frequency of RTG and the laboratory has to elimi-
nate the reflections of the EMG wave in the rage f > 10MHz. It is necessary to have absorption
coefficient of the EMG wave Amin > 16.5 dB for f = 1 GHz. The HF absorbers were discussed and
the analysis of the basic properties was performed for chosen pyramidal absorber. The absorption
coefficient resulting from numerical analysis is compared with experimental measurement.
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Properties and Numerical Simulation of CaCl2.6H2O Phase Change

I. Behunek, T. Bachorec, and P. Fiala

Department of Theoretical and Experimental Electrical Engineering
Faculty of Electrical Engineering and Communication

Brno University of Technology, Kolejni 2906/4, 612 00 Brno, Czech Republic

Abstract— This paper deals with the application of phase change materials (PCM) for thermal
management of integrated circuits as a viable alternative to active forced convection cooling sys-
tems. The paper presents an analytical description of melting and freezing process, an analytical
solution of CaCl2.6H2O phase change in 1D and the results of a numerical model of phase change.
The numerical model joins thermal field, air flow with respects to material phase change. This
numerical model was obtained by means combined of the finite element method (FEM) and finite
volume method (FVM) applied as main method in ANSYS software.

1. INTRODUCTION

Phase change materials can store large amounts of heat without undergoing significant temperature
changes because of their high latent heat of fusion. We know different PCM — inorganic, organic,
and combinations of amorphous and crystallic substances, clathrates etc. The stored energy is
given by the calorimetric equation

Q = ρV ∆hm +

Tm∫

T0

V ρcdT +

Te∫

Tm

V ρcdT (1)

where ρ is density, V volume, c specific heat, ∆hm enthalpy, Q heat, and Tm temperature. The
PCM may be used for active or passive electronic cooling applications with high power at the
package level.

ribs

PCM

processor

Figure 1: Example of processor cooler with phase change material.

2. PROPERTIES OF CACL2.6H2O

Big latent heat, good thermal conductivity and inflammability are the main advantages of inorganic
materials. But they cause corrosion and suffer from loss the of water. Incongruent melting and
supercooling are the biggest problem of their exploitation. During melting and freezing there are
precipitations of other phases, which do not take part in next process of charging and discharging.
Poor nucleation, slow rate of crystal growth or high rate of heat removal may be the reason for
supercooling. Impurities have a strong influence on the cooling curves as well.

In the Fig. 2 there is exhibited the phase change of CaCl2.6H2O during heating and cooling.
Dashed lines would show theoretical behaviour if melting and freezing were at constant temperature
Tm — case of pure crystallic substance. Impurity and methodology of measuring (probe always is
only in small amount of hexahydrate) are the causes of variances. During solidification the super-
cooling occurred because of weak nucleation. Crystallization was initiated due to a solid particle
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Figure 2: Phase change of CaCl2.6H2O (right — melting, left — freezing).

of PCM which we put to the measured sample. Otherwise there would not be any crystallization.
We can use plastics, mild steel or copper for enclosures. Aluminium or stainless steel are not suit-
able. Sometimes we can see temperature fluctuation above Tm during solidification. We found an
explanation in the binary diagram.

 
40 50 60 70

water % CaCl2

150

100

50

0

C
o

Figure 3: Binary diagram of CaCl2.6H2O.

Modification is possible to do by additives. From number of potential candidates Ba(OH)2,
BaCO3, and Sr(OH)2 were chosen. They seemed to be feasible. When we used Ba(OH)2 and
Sr(OH)2 at 1% part by weight there was no supercooling. We could increase stability of the
equilibrium condition with addition of KCl (2 wt%) and NaCl. NaCl is weak soluble in CaCl2.6H2O,
therefore part by weight is only about 0.5%. Disadvantage is that melting point decreases about
3◦C at 26–27◦C. The melting point of pure CaCl2.6H2O is 29.6◦C. Due to availability on the
market and price we chose for modification BaCO3. We obtained the best results for 1.2 wt%. In
Fig. 1 we can see that supercooling is 3–4◦C but then crystallization started spontaneously and
temperature increased at 28–29◦C. It is obvious that nucleation is slower in comparison with pure
crystallic matter. Supercooling is not considered as a disadvantage. If we use CaCl2.6H2O in the
heat accumulator we will be able to store energy at lower temperature (about 26◦C) and suppress
heat losses. Next disadvantage of BaCO3 is that it carbonates because of atmospheric CO and
CO2. This means the loss of properties. In our case BaCO3 will be isolated from surrounding
environment.
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3. ANALYTICAL DESCRIPTION AND SOLUTION OF PHASE CHANGE

The analytical solution is exact but we consider several simplified assumptions. The most important
of them is that we can solve solidification of PCM only in one dimensional body. The 1D body
could be semifinite plane, cylinder or sphere.

Figure 4: Solidification of semi-infinite plate of PCM.
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Figure 5: Interface position and temperature distribution in CaCl2.6H2O.
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Figure 6: Phase change of CaCl2.6H2O (the comparison between measuring and simulation).

We consider semi-infinite mass of liquid PCM at initial temperature T0 which has been cooled
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by a sudden drop of surface temperature Tp = 0◦C. This temperature is constant during the whole
process of solidification. The simplified assumptions are

• body is semi-infinite plane, heat flux is one-dimensional in the x-axis, plane is an interface
between the solid and the liquid, there is an ideal contact on the interface, temperature
of surface is constant (Tp = 0◦C), crystallization of PCM is at constant temperature Tm,
thermophysical properties of the solid and the liquid are different but they do not depend on
temperature, there is no natural convection in the liquid.

Initial and boundary conditions:

• initial temperature T0 for x ≥ 0 at time 0 s

• temperature equals Tm on the interface between the solid and the liquid (x = s)

x = s ∧ t > 0 ⇒ Ts = Tl = Tm = const (2)

• evolved latent heat during a motion of interface (volume element ds, area 1 m2, time 1 s)

dQ∆hm
= ∆hmρl1

ds

dt
(3)

• position of interface is function of time

s = s(t) = 2ε
√

ast, (4)

this dependence is called the parabolic law of solidification.

• boundary condition for phase change

λs

(
∂Ts

∂x

)

x=s

= λl

(
∂Tl

∂x

)

x=s

+ ∆hmρl
ds

dt
(5)

for

x →∞∧ t > 0 ⇒ Tl = T0 = const (6)
x = 0 ∧ t ≥ 0 ⇒ Tp = Ts(x = 0) = 0◦C (7)

If we solve fourier relations of heat conduction with conditions above for the solid and the liquid,
we get the following equations which allow calculating temperatures in solid, liquid PCM and the
location of interface. The results are in the Fig. 5 which are related to Eqs. (8), (9), (10).

e−ε2

erf(ε)
− λl

λs

√
as

al

T0 − Tm

Tm

e
− as

al
ε2

erfc
(
ε
√

as

al

) =
∆hmρ1εas

√
π

λsTm
(8)

We get ε = 0.3514 for CaCl2.6H2O. Temperatures in the solid and liquid part of body are

Ts =
Tm

erf(ε)
erf

(
x

2
√

ast

)
(9)

Tl = T0 +
T0 − Tm

erfc
(
ε
√

as

al

)erf
(

x

2
√

alt

)
(10)

4. NUMERICAL SOLUTION

In Fig. 6 there is a result of numerical model. We can see time dependence of CaCl2.6H2O tempera-
ture in the package. We can compare results obtained by numerical simulation with the measuring.
Differences between simulation and measuring are caused due to inaccuracy of model with respect
to reality. We used tabular values of pure CaCl2.6H2O but in pipes there is modified hexahydrate
with 1.2% of BaCO3. We would need to know temperature dependence of thermal conductivity,
specific heat, and density during phase change exactly.
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5. CONCLUSION

We showed measured properties of CaCl2.6H2O and did its modification in order to avoid supercool-
ing. There is the demonstration in the article that we can apply theory of solidification of metals
to PCM. We presented analytical description and solution phase change in 1D. In 3D we had to
exploit numerical method. The numerical model was solved by means of combined FEM/FVM
as main software in ANSYS program. If we compare the results of simulation with experimental
measuring, we see quite good congruence.
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Turbulence Modeling of Air Flow in the Heat Accumulator Layer
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Abstract— The article deals with one layer of a heat accumulator which is suitable for solar
systems. Here is presented numerical coupled model with turbulent flow thermal field depends on
time. There is a numerical model of the air turbulence, heat transfer, conduction and also phase
change of CaCl2.6H2O which is used to increase the density of stored energy. The numerical
solution was done by the help of finite element method (FEM) in ANSYS software.

1. INTRODUCTION

Phase changes of materials are a perspective way of thermal energy storage. The application of
PCM offers a lot of advantage. We can reach higher density of stored energy. Table 1 shows the
calculation for classical materials and PCM. The initial temperature 20 ◦C and final temperature
50 ◦C at the end of heating are supposed. Next advantage is a possibility to store heat at low
temperature. We don’t need to have such good thermal insulation and solar collectors work with
better efficiency so the demand for area of collectors decreases.

Table 1: The comparison of classical materials and PCM.

material density of storage energy [kWh·m−3]

water 34.5

gravel 23.0

paraffine wax 62.4

CaCl2.6H2O 117.4

Na2CO3.10H2O 131.7

Na2HPO4.12H2O 134.7

2. MATHEMATICAL AND NUMERICAL MODEL OF TURBULENCE

The model of air velocity distribution is derived for incompressible fluid as

div v = 0 (1)

for a stabile state of flow stands
div ρv = 0 (2)

from the energy conservation law. We suppose a turbulent flow

rotv = 2ω (3)

where ω is the angular velocity of fluid. If we use the Stokes theorem, the Helmoholtz theorem for
moving particle and continuity equation, we can formulate from the balance of forces the Navier-
Stokes equation for the fluid element

∂v

∂t
+ v · gradv = A− 1

ρ
grad p + v ·∆v (4)

where A is an external acceleration and v kinematic viscosity. In the Equation (4) we can substitute
pressure losses

grad p = −
(

Kxρvx|v|+ f

Dh
ρvx|v|+ Cxµvx

)
ux −

(
Kyρvy|v|+ f

Dh
ρvy|v|+ Cyµvy

)
uy

−
(

Kzρvz|v|+ f

Dh
ρvz|v|+ Czµvz

)
uz (5)
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where K are suppressed pressure losses, f resistance coefficient, Dh hydraulic diameter, C air
permeability of system, µ dynamic viscosity and u unit vector of the Cartesian coordinate system.
The resistance coefficient is obtained from the Boussinesq theorem

f = aRe−b (6)

where a, b are coefficient from [3].
The model of the velocity field is formulated from the condition of steady-state stability which

is expressed ∫

Ω

fdΩ +
∫

tdΓ = 0 (7)

where f are specific forces in area Ω and t are pressures, tensions and shear stresses on the interface
of area Γ. By means of the transformation into local coordinates we obtain a differential form for
the static equilibrium

f + div2Tv = 0 (8)

where Tv is a tensor of the internal tension

Tv =

[
Xx Xy Xz

Yx Yy Yz

Zx Zy Zz

]
(9)

where X, Y , Z are stress components which act on elements of area. It is possible to add a form
of specific force from (1)–(3) to the condition of static equilibrium. The form of specific force is
obtained by means of an external acceleration A, by condition of pressure losses and shear stresses
τ

ρ

(
∂v

∂t
+ v · gradv

)
− ρA−

Ns∑

l=1

F1 + div2Tv = 0 (10)

where F1 are discrete forces. The model which covers forces, viscosity, and pressure losses is

ρ

(
∂v

∂t
+ v · gradv

)
− ρA−

Ns∑

l=1

F1 + grad p− v ·∆v = 0 (11)

We can prepare a discretization of Equation (20) by means of the approximation of velocity v and
acceleration a

v =
Nϕ∑

k=1

vvkWk(x, y, z), ∀(x, y, z) ⊂ Ω,

a =
Nϕ∑

k=1

avkWk(x, y, z), ∀(x, y, z) ⊂ Ω, (12)

where vv, av are immediate node values, W is a base function, Nϕ is a number of mesh nodes. If
we apply the approximation (10) and Galerkin principle in (11) we get the semidiscrete solution

∫

Ω

Wj

[
ρ

(
Nv∑

i=1

Wi
∂vvi

∂t
+

Nv∑

i=l

Wivvi · gradvvi

)
+

Nv∑

i=l

Wigrad pi−ρ

Nv∑

i=l

WiAvi−
Nv∑

i=l

Wi

Ns∑

l=1

Fli

]
dΩ

−
∫

Ω

Wj

[
Nv∑

i=1

Widivv · gradvvi

]
dΩ−

∫

Γ

Wi

[
Nv∑

i=1

WiXi

]
dΓ = 0, j = 1, 2, . . . , NV (13)

where X are the known conditions on the interface of area. We substitute pressure losses in (13)
for the function (5) and we obtain the model of air flow
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ρ

∫

Ω

WjWidΩ
dvvi

dt
+ ρ

∫

Ω

Wjvvi ·
(

dWi

dx
ux + . . . +

dWi

dz
uz

)
dΩvvi

+
∫

Ω

Wj ·
(

dWi

dx
ux + . . . +

dWi

dz
uz

)
dΩpi − ρ

∫

Ω

WjdΩAi −
∫

Ω

WjdΩFli

−
∫

Ω

(
dWj

dx
+

dWj

dy
+

dWj

dz

)
vi ·

(
dWi

dx
ux +

dWi

dy
uy +

dWi

dz
uz

)
dΩvvi

−
∫

Γ

WjdΓXi = 0, i, j = 1, 2, . . . , Nv. (14)

On the interface there are conditions
n · (v) = 0 (15)

on the border Γvr1 where n is a normal vector to direction of air flow

n · (p) = 0 (16)

on the border Γvr2 where Γvr1 ⊂ Γvr2 is the interface between the solid body and the liquid. We
can write

[
Cf

ij

]{dvvi

dt

}
+[Ksx

ij−KFx
ij ]{vvi}+[Kcx

ij ]p=[Kgx
ij ]{Ai}+[F bx

ij ]{Fli}+[F sx
ij ]{Xi} i, j =1, 2, . . . , Nv. (17)

Matrixes Cf
ij , Ksx

ij , KFx
ij , Kcx

ij , Kgx
ij , F bx

ij , KFx
ij , F sx

ij are related to coefficients of equations (14). We
can rewrite a form for an element of mesh

[
Cf

e

]{dvvi

dt

}
+

[
Ksx

e −KFx
e

]{vvi}+[Kcx
e ] pi =[Kgx

e ]{Ai}+[F bx
e ]{Fli}+[F sx

e ]{Xi} e=1, 2, . . . , Ne. (18)

For the solution we used the standard k-ε model, the standard k-ω model and the SST (Shear
Stress Transport Model). The standard k-ε gives exact results and use two equations for turbulent
kinetic energy and its dissipation. Model k-ω solves the equations for turbulent kinetic energy and
its specific dissipation rate. This model gives better results in the nearness of wall but worse in the
distance from wall. The SST model combines and switch between k-ε and k-ω model in order to
get the best result (see [5, 6, 9]).

3. NUMERICAL MODEL OF HEAT ACCUMULATOR LAYER

There is geometric model of one layer of accumulator in the Fig. 1. It consists from 26 PVC pipes in
the square configuration. Inside of pipes there are 9.36 liters of modified CaCl2.6H2O. The air flows
through the layer and transfers heat into pipes. Progress of numerical solution had two parts. First
we solved turbulence model and got heat transfer film coefficients. These results were the input
of solution for second part when thermal model was calculated. Time dependence of temperature
distribution in the layer is final result.

Initial and boundary conditions

Figure 1: Geometric model of layer with mesh of elements.
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• inlet temperature of the air is 50◦C, inlet velocity of the air is 0.4 m·s−1, outlet pressure is
101.3 kPa + 10 Pa, initial temperature of the air, PVC and CaCl2.6H2O is 20◦C

There are distributions of velocity in Fig. 2 and next results for distribution of the turbulent
kinetic energy, dissipation, temperature, and pressure in following pictures.

Figure 2: Velocity distribution of the air.

 
 

 

Figure 3: Distribution of kinetic energy, dissipation.

 

 

Figure 4: Distribution of temperature and pressure.

4. CONCLUSION

We presented a numerical model of one layer of heat accumulator. This heat accumulator exploits
advantages and suppresses disadvantages of water and gravel accumulator. The numerical model
was solved by means of FEM in ANSYS software. We solved coupled problem of air flow turbulence,
heat transfer, conduction, convection, and also phase change. There are also problems with solution
stability during iteration in ANSYS FLOTRAN. Finite element method (FLOTRAN) is not suitable
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for turbulence modeling. The application of finite volume method (e.g., ANSYS CFX, FLUENT)
for more complicated tasks is necessary.

The paper was prepared within the framework of the research plan No. MSM 0021630516 of the
Ministry of Education, Youth and Sports of the Czech Republic.
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Identifying of the Special Purpose Generator Pulses
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Abstract— There are some suitable methods for the measurement of ultra-short solitary
electromagnetic pulses (EMP) that are generated by high power microwave generators. The
characteristics of EMPs are high power level (Pmax = 250 MW) and very short time duration
(tp∈<1, 60> ns). Special requirements for measurement methods have to be considered because
of the specific EMPs properties. In the paper, two suitable methods for this application are
presented. The first one, the calorimetric method, utilizes the thermal impacts of microwave
absorption. The second method presented — the magneto-optic method — uses the Faraday’s
magneto-optic effect as a sensor principle. A combined calorimetric sensor was realized and there
were made some experimental EMP measurements with good results. The sensor utilizing the
magneto-optic method is still in development.

1. INTRODUCTION

In connection with the events of the last few years and with the increased number of terrorist
activities, the problem of identifying and measuring the impact of electromagnetic weapons or
other systems occurred. Among these weapons or systems there are also microwave sources which
can reach extensive peak power of up to Pmax = 250 MW. Solitary, in some cases several times
repeated, pulses lasting from tp ∈< 1, 60 >ns cause the destruction of semiconductor junctions.
The analysis of possible measuring methods convenient for the identification and measurement of
the ultra-short solitary electromagnetic (EM) pulses is presented in this paper; some of the methods
were selected and used for practical measurement.

2. METHODS

2.1. Method Based on Faraday’s Induction Law

One group of methods is based on the application of Faraday’s induction law where the pulse is
located by sensor (coil with Ns = 1÷50 turns). The signal induced in the coil is led to the recording
device, generally an oscilloscope. Due to safety requirements, the distance between the sensor and
the oscilloscope is l = 50 m. This parameter introduces quality decrease of the recorded information
in the way of the signal amplitude reduction, change of the signal phase and the pulse prolongation.

The elimination of this limitation is in Version I, depicted in Figure 1, made by backward
correction exploiting the Laplace transform. Pulses up to limit pulse length Tmax = 1 ns were
measured by this method and magnetic flux φ was evaluated [4]. Version II exploits the possibility
of principal elimination of influence of the transmitting line between the sensor and the measuring
device by an analogue U/f. converter. Available measuring devices can achieve measured pulses
with the limit length Tmax = 5 ns.

The solution in Version III is similar to Version II; the difference is in the digital converter
applied. By an available measuring devices application and fulfilled sampling theorem we can
measure pulses with the limit length Tmax = 20 ns.

2.2. Method Based on Faraday’s Magneto-optic Effect

Version IV in Figure 1 is based on Faraday’s magnetooptic effect [4]. The connection between the
sensor and the measuring device is implemented in the optical wavelength.

There are three basic types of the possible active sensors. The first type is a garnet with high
Verdet constant, the second one is an optic fiber and the third one is based on magneto-optic
properties of ferromagnetic mono/multi thin film. Other types of Version IV sensors are based on
the magneto-optic Kerr’s effects (MOKE), or surface MOKE (SMOKE) effect. By an available
measuring devices application we can measure pulses with the limit length Tmax = 0.1 ns.

The named methods indicate the electromagnetic parts of the wave — electric or magnetic. They
don’t express the power conditions of the electromagnetic wave. For some of the measurement it
is essential to evaluate power flow through the defined area.
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l=50 m
Version I

B1(t) u1(t)
u2(t), B2(t)

Version II
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Figure 1: Principles of the methods based on Fara-
day’s induction law and magnetooptic effect.
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Figure 2: Calorimetric measurement of the solitary
pulse power.

2.3. Calorimetric Methods

The group of calorimetric methods represents another type of converter to be introduced. We can
measure power supplied by pulse (Poynting’s vector when we use the calorimetric converter. The
sensor is connected to the measuring device (oscilloscope) by an optic fiber of l = 50 m length.
Figure 2 depicts four versions of the method utilizing calorimetric measurement.

Version I discussed in [5, 6] has a sensor in the form of an ideal resistor and enables measurement
of the maximum value of microwave power Pmax. The analyzed peak voltage corresponds to peak
value of power Pmax. For available measuring devices we can measure pulses with the limit length
Tmax = 50 ps.

Version II scans the change of resistance of the sensor, created by an evaporated thin layer, in
dependence on the pulse energy. For available measuring devices we can reach the accuracy of 30%
up to impulse limit length Tmax = 0.1 ns.

Version III is based on the measurement of the temperature change of the thermistor placed in
contact with the layer. Under the same conditions as for the previous version we can reach the
accuracy improvement of an order of magnitude.

Version IV is the bridge connection of version III. Several thermistors are attached in series to
the evaporated layer; then, three resistors create a DC bridge of Weston type with the thermistors.
The change of resistance in the thermistor arm is evaluated. The voltage in measuring the bridge
diagonal is consequently integrated. Thus, the value of the pulse energy is obtained (and recorded
by the measuring device). For available measuring devices we can measure pulses with the limit
length Tmax = 0.03 ns with accuracy to 10%.

3. USED CALORIMETRIC METHOD

The advantage of the calorimetric method is the capability of physically correct high power mea-
surement. However, it doesn’t provide the information about pulse waveform.

The calorimetric sensor was of the disc design. The carbon with changed crystal lattice was
designed for use as one of the thin layer types.

3.1. Mathematical Model

It is possible to carry out an analysis of an MG model as a numerical solution by means of the
Finite element method (FEM). The electromagnetic part of the model is based on the solution of
full Maxwell’s equations

∇×E =
∂B

∂t
, ∇×H = σE +

∂D

∂t
+ J , ∇ ·D = ρ, ∇ ·B = 0 in Ω, (1)
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where E and H are the electrical field intensity vector and the magnetic field intensity vector, D
and B are the electrical field density vector and the magnetic flux density vector, Js is the current
density vector of the sources, ρ is the density of free electrical charge, γ is the conductivity of
the material and Ω is the definition area of the model. The relationships between electrical and
magnetic field intensities and densities are given by material relationships

D = εE, B = µH. (2)

The permittivity ε, the permeability µ and the conductivity γ in HFM are generally tensors with
main axes in the direction of the Cartesian coordinates x, y, z. When all the field vectors perform
rotation with the same angular frequency ω, it is possible to rewrite the first Maxwell equations

∇×E = −jωµH, ∇×H = (σ + jωε)E + Js in Ω. (3)

where E, H, Js are field complex vectors. Taking into account boundary conditions given in (1)
and after rearranging (3) we get

(jω)2εE + σE +∇× µ−1∇×E = −jωJs. (4)

We apply Galerkin’s method with vector approximation functions Wi and use vector form of
the Green theorem on the double rotation element [3]. After discretisation we get the expression

− k0[M ]{E}+ jk0[C]{E}+ [K]{E} = {F }, (5)

where {E} is column matrix of electrical intensity complex vectors. The matrixes [K], [C] and [M ]
are in the form that is given in manual [4] and vector {F } is evaluated from the expression

{F } = −jk0Z0

∫

Ω

[Wi]{Js}dΩ + jk0Z0

∫

Γ0+Γ1

[Wi]{n×H}dΓ. (6)

Vector approximation functions W are given in manual [4]; k0 is the wave number for vacuum,
Z0 is the impedance of free space. The set of equations (5) is independent of time and gives E.
For transient vector E we can write

E = Re{Eejωt}. (7)

3.2. Model in FEM

The geometrical model was created with standard tools in ANSYS program using the automated
generator of mesh and nodes; then the mathematical model is formed. The applied element is
HF120.

Figure 3: Experimental construction of vircator,
Pmax = 250 MW.
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Figure 4: Waveform of vircator’s anode current.
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4. REALIZATION OF THE CALORIMETRIC SENSOR

Pursuant to the results obtained by numerical analysis, the calorimetric sensor was built. The
prototype of the sensor was designed for the measurement of vircator with output power of Pmax =
250MW, length of pulse tp ∈<10, 60>ns. Vircator is a pulse high-energy source of microwave
energy based on the virtual cathode effect; its experimental construction is shown in Figure 3.
Figure 4 shows the waveform of vircator’s anode current by initiation. The concept was designed
after consultation [7] for the supposed power and pulse length with room for absorption and damping
of the possible back EMG wave.

4.1. Waveguide-fitted Calorimetric Sensor
The first prototype of the calorimetric sensor was intended for waveguide connection with a mi-
crowave vircator. Figure 5 shows the outer shell. The purpose of the calorimetric sensor was to
measure the energy (power) of the emitted EMP. It was not possible to use the probe because the
mode of the field, waveform and spectrum were not known.

carbon layer

wave-mode converter shielded 

circuitry

Figure 5: Waveguide-fitted calorimetric sensor. Figure 6: Realization of optimized combined calori-
metric sensor.

4.2. Free-space Combined Calorimetric Sensor
For the measurement of free-space vircator EMP, the new combined calorimetric sensor was built.
The sensor operation is based on version I and version IV of the calorimetric method in Figure 2.
The first part (version I) serves as the sensor of instantaneous power and the second part (version
IV) serves as the sensor of pulse energy. The realization of the combined sensor is shown in Figure 6.
Both parts are equipped with Horn antennas to ensure the matching of the free-space EMG wave
to the sensor input.

The sensor was calibrated with an RF generator in an absorption room. The calibration was
performed for microwave pulses with defined duration and power level.

Due to safety requirements, the connection between the sensor and the measuring device was
ensured by means of coaxial cable of the minimum length lmin = 10m.

The combined calorimetric sensor was used for the measurement of vircator-emitted EMP. The
supply of the vircator was provided by pulse high-voltage source powered by Marx bank. When the
vircator is in the operational mode, hard RTG emission is generated in addition to the microwave
emission. The energy of the electron beam is Wb = 1 MeV. Therefore, safety requirements equal
to those mentioned above have to be considered.

The waveform of the measured small microwave power is in Figure 7. The peak value of the
vircator-emitted EMP reached Pmax = 50 kW in this experiment.

However, vircator is able to emit EMP with peak value of hundreds of MW when supplied with
pulsed power generators.

5. DESIGN OF THE MAGNETO-OPTIC METHOD

The magneto-optic (MO) method is proposed for further experiments. The magnetooptic method
allows ultra-short pulses waveform measurement because of its high bandwidth. The polarization
rotation of light passing the MO sensor is affected by the magnetic part of EM pulse. The rotation
is due to the magnetic field and properties of the sensor material (Verdet constant). For free space
measurement the MO garnet, glass or thin film may be used.
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Figure 7: Measured waveform of small microwave power, Pmax = 50 kW.

The absolute measurement method utilizing the MO glass element was experimentally realized
with low frequency magnetic field. Laser beam with linear polarization passes the MO glass placed
in Helmholtz coil. The laser beam is subsequently fed through an analyzer and the polarization
rotation is converted to intensity modulation. The intensity of light is sensed by a photodiode. The
magneto-optic glass FR-5 by Hoyoa Optics was used in this experiment.

6. CONCLUSION

The overview of several methods suitable for the measurement of short solitary pulses with high
power level was given. The characteristics of the designed method were discussed. Some methods
were experimentally tested and evaluated. A combined calorimetric sensor for free-space measure-
ment was built and the functionality of the calorimetric sensor was proved by real measurement of
vircator-emitted EMP.
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Abstract— The article describes the test of a numerical model of the electron beam according
to the present knowledge of references [1–5]. The basic configuration of the electron beam was
experimentally verified at the Institute of Scientific Instruments Academy of Sciences of the
Czech Republic. We prepared the numerical model which is based on the particle theory. In fact,
the model respects the classical Electrodynamics Material Wave Theory (MWT). The numerical
results were evaluated. The second model was prepared with respect to the theory of wave packet
(Louis de Broglie) and solved again. The results of both models were the same in their quality;
we evaluated electric field intensity E on the electron impact area, and they corresponded with
the results from experiments.

1. INTRODUCTION

One of the problems solved at the Department of Theoretical and Experimental Electrical En-
gineering is the determination of water molecule properties exposed to the electric field. Nuclear
magnetic resonance (NMR) is a promising experimental method for this purpose. The disadvantage
of this method is the presence of a strong magnetic field. It is not easy to analyze the influence of
the electric field, because of the above mentioned disadvantage.

The numerical model can serve as a means of solution to this problem. First, we can perform
the simulation of the magnetic field influence and, consequently, determine the influence of the
electric field. Next, we can carry out an experiment using the NMR spectrometer and compare
the experimental results with the results of the simulation. This approach allows us to determine
the influence of the electric field on the water molecules. If we want to build a suitable numerical
model, we have to decide how to interpret the particle theory and the material theory (MT).

We based the numerical models on two of the known material theory approaches — the particle
theory (PT) and the material wave theory (MWT). The numerical models were verified on a simple
example and we started to define the relation between these two models. The finite element method
(FEM) was used for the model solution. The results obtained by the comparison of the PT and
MWT models are presented in this paper. The material wave theory phenomena [1–4] can be
demonstrated and verified on the simple example described below. The principles of the material
wave theory are presented in [3].

2. PHYSICAL MODEL

Numerical models based on the particle theory and the material wave theory were built. On the
basis of these, the test example was built. The example consists of a pair of electrodes for electron
microscope testing [6]. The test example is shown in Fig. 1.

In Fig. 1, the electrode system is supplied by a high voltage source U(t). Electrons exiting
the A electrode are moving toward the A’ electrode. The A’ electrode collects the electrons. The
electrode system B–B’, supplied by the uc source, allows the correction of the electron trajectory
and the impact point. This test example was solved by means of the finite element method,
utilizing ANSYS system and APDL algorithms. The first of them was designed in accordance with
the classical macroscopic theory. The results were obtained by the solution of partial differential
equations formulated on the basis of reduced Maxwell equations [5]. The solution of the mass point
dynamics has utilized the coupled electrostatic model and the Lorentz force law:

F = qE + qv ×B in Ω, (1)

where F is the vector of the resultant force which acts on the particle, q is the particle charge,
E is the external electric field intensity vector, v is the speed of the moving particle, B is the
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Figure 1: An example setup for the MWT test. Figure 2: The FEM mesh for moving particle model.

magnetic flux density vector of the external magnetic field, Ω is the definition area of the model.
The obtained results were experimentally verified at the Institute of Scientific Instruments of the
Academy of Sciences of the Czech Republic.
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Figure 3: Boundary conditions obtained by the solution of the PT model.

Figure 3 shows the result of the numerical model of the electrode system test from Fig. 1.
The simulation results correspond with the results obtained by the experiments of the Institute
of Scientific Instruments. The parameters of the experiment were as follows: U(t) = Umax · f(x),
where Umax = 10 kV, uc = 10 V, the distance of the B–B’ electrode dBB′ = 20 mm, the distance
of the A–A’ electrode dAA′ = 50 mm. We can evaluate the count of electrons collected by the A’
electrode as the space charge qd with spatial distribution

E =
1

4πε

∫

S

σ

|r|2 dS in ΓA′ , (2)
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where ε is the vacuum permittivity, σ is the surface charge density, r is the position vector, S is
the oriented surface. After the evaluation (Fig. 4), Fig. 5 shows the module of the electric field
intensity vector on the ΓA′ boundary. The results of the particle theory model were compared with
the results of the MWT model. The MWT model utilizes the wave equation. The wave equation
is formulated with the help of Maxwell equations in the partial differential form [5]. Boundary
conditions were obtained by the PT model solution. The boundary conditions are represented by
intensities of the electric field on the electrode system surface in Fig. 3. Here, Emax1 = 670V/m,
Emax2 = 2.9 · 105 V/m, Emax3 = 2.1 · 107 V/m.

 *A´

Figure 4: The resultant trajectory of moving electrons in the electrode system C particle theory model.

E  (V/m)

 *A´

Figure 5: The electric field intensity E module — particle theory model.

The model of the source of the electromagnetic field was simplified:

E(t) = E(x, y, z) · sin(g(t)) in ΓA, (3)

where E(x, y, z) is the vector of the maximal electric field intensity on the A electrode, ΓA is
the surface of the electrode, E(x, y, z) = Emax · h(x, y, z), Emax = 670 V/m, g(t) is the exciting
function on the surface A, for simplicity g(t) = sin(2πf) and f = 3 · 1010 Hz. This simplification
was considered because of the reasonable computing time. In accordance with the MWT the
appropriate electron frequency should be f = 3 · 1027 Hz

f =
c

λ
(4)

where c is the speed of light, λ represents the electron size (λ = 1 · 10−19 m). The solution with
valid electron size is currently verified.
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3. DISCUSSION

The performed experiments show that it is possible to substitute the macroscopic, microscopic
material model (described with the particle theory) with the material wave theory. The powerful
tool for basic material models was discovered [1–4]. It is possible to explain many experiments with
the help of this new approach.

 *A

Figure 6: The electric field intensity E module — MWT model.

4. CONCLUSION

On the basis of the experiments mentioned above, the model of basic particles will be built. The
next point is to set up the model of basic elements. This activity is connected with the research plan
FRVS CR No. MSM 0021630513 ELCOM, No. MSM 0021630516. The aim of this research is to
describe the water molecule behaviour in the electric field, with know intensity E. The behaviour
is experimentally tested on the NMR spectrometer.
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5. Prosser, V a kolektiv, “Experimentálńı metody biofyziky,” Academia, Praha, 1989.
6. Delong, A., “Verbal information,” Czech Academy of Science, ISI Brno, Vol. 7, No. 2, Brno,

2006.



Progress In Electromagnetics Research Symposium 2007, Beijing, China, March 26-30 427

Numerical Model of Optimization of the Lead-acid Accumulator
Grids

E. Kadlecova, I. Behunek, and P. Fiala

Department of Theoretical and Experimental Electrical Engineering
Faculty of Electrical Engineering and Communication, Brno University of Technology

Kolejni 2906/4, 612 00 Brno, Czech Republic

Abstract— This article deals with chemical processes during charging and discharging of the
lead-acid accumulator. There is presented one shape of electrode grids in this work, but we
researched more variants. We prepared numerical models based on the combined finite element
method (FEM) and finite volume method (FVM) of those variants and computed current density
distribution on the surface of electrodes. The model joins magnetic, electric and current fields,
flow field and chemical nonlinear ion model. Results were obtained by means of the FEM/FVM
as a main application in ANSYS software.

1. INTRODUCTION

The lead-acid battery uses lead dioxide as the active material of the positive electrode and metallic
lead, in a high-surface-area porous structure, as the negative active material. Typically, a charged
positive electrode contains both α-PbO2 (orthorhombic) and β-PbO2 (tetragonal). The equilibrium
potential of the α-PbO2 is more positive than that of β-PbO2 by 0.01 V The α form also has a
larger, more compact crystal morphology which is less active electrochemically and slightly lower
in capacity per unit weight; it does, however, promote longer cycle life. Neither of the two forms
is fully stoichiometric. Their composition can be represented by PbOx, with x varying between
1.85 and 2.05. The introduction of antimony, even at low concentrations, in the preparation or
cycling of these species leads to a considerable increase in their performance. The preparation of
the active material precursor consists of a series of mixing and curing operations using leady lead
oxide (PbO + Pb), sulfuric acid, and water. The ratios of the reactants and curing conditions
(temperature, humidity, and time) affect the development of crystallinity and pore structure. The
cured plate consists of lead sulfate, lead oxide, and some residual lead (< 5%). The positive active
material, which is formed electrochemically from the cured plate, is a major factor influencing the
performance and life of the lead-acid battery. In general the negative, or lead, electrode controls
cold-temperature performance (such as engine starting). The electrolyte is a sulfuric acid solution,
typically about 1.28 specific gravity or 37% acid by weight in a fully charged condition. On the
grids there are following reactions.

Negative Electrode

Pb
discharging⇔
charging

Pb2+ + 2e− (1)

Pb2+ + SO2−
2

discharging⇔
charging

PbSO4 (2)

Positive Electrode

PbO2 + 4H+ + 2e−
discharging⇔
charging

Pb2+ + 2H2O (3)

Pb2+ + SO2−
4

discharging⇔
charging

PbSO4 (4)

Overall Reactions

Pb + PbO2 + 2H2SO4
discharging⇔
charging

2PbSO4 + 2H2O (5)
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2. MATHEMATICAL AND NUMERICAL MODEL

Electromagnetic part is derived from reduced Maxwell equations

rotH = 0, (6)
divB = 0, (7)

where H is the vector of magnetic field intensity, B is the magnetic field induction, J is vector of
current density.

rotE = 0, (8)
divJ = 0, (9)

where E is the vector of electric field intensity. Vector functions of electric, magnetic field are
expressed by means of a scalar potentials φe, φm. Final current density from (9) J is influenced by
velocity v of the flowing ion solution and the outer magnetic field

J = γ(E + v ×B). (10)

If electrodes E1 and E2 have different electric potentials, then the current density J is created in
the Ω area according to (10) and the current IL flows in the ion solution

IL =
∫∫

Se

J · dS =
∫∫

Se

γ(E + v ×B) · dS. (11)

where Se is a directed area of electrodes E1 and E2 into space Ω. In Eq. (11) there is the electric
field intensity E for ion solution much smaller than product of v ×B, so we ignore the influence
of electric field intensity. The specific force f affects the moving charge q and the force F in the
whole Ω area is

F =
∫∫∫

Ω

J ×BdV. (12)

We obtain the voltage between electrodes E1, E2 from

UL =

E2∫

E1

F

q
· d`. (13)

where the electric field intensity is derived from the force F which affects a charge q. After
modification voltage on electrodes is

UL =
∫∫∫

Ω

(
J (v)
IL

×B

)
· (v)dV. (14)

The current density J(v) depends on immediate ion velocity between E1 and E2.
The magnetic field, which is expressed in (14) by the induction B, we gain from Biot-Savart

law by means of different scalar magnetic potentials (DSP)

T =
1
4π

∫

Ω

J c ×R

|R|3 dV, (15)

where R is a distance between a point where we look for the magnetic field intensity T and a
point where magnetic field source is with the current density Jc. We can write the magnetic field
intensity H in the area as

H = T − gradφm, (16)

where T is the previous or estimated magnetic field intensity. Boundary conditions are

n · µ0µr(T − gradφm) = 0 on the boundary ΓPb−0, (17)
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where n is the normal vector. ΓPb−0 is the interface between areas ΩPb and Ω. The continuity of
tangential components of the magnetic field intensity on the area interface with a ferromagnetic
material is

n × (T − gradφm) = 0 on the boundary ΓPb−0. (18)

By the help of relations (6), (7) we get

divµ0µrT − divµ0µrgradφm = 0. (19)

We get the discretization of equation (19) by means of the approximation of the scalar magnetic
potential

φm =
Nφ∑

k=1

ϕmkWk(x, y, z), ∀(x, y, z) ⊂ Ω, (20)

where ϕm is the nodal value of the scalar magnetic potential, W is the base function, Nϕ is number
of mesh nodes. We obtain the semidiscrete solution by means of the approximation (20) in the
relation (19) and Galerkin method

Nφ∑

j=1

−
∫

Ω

µtj · gradWi + µgradϕmj · gradWidΩ = 0, i = 1, . . . , Nϕ, (21)

where t j is the nodal value of the known magnetic field intensity. Equation (20) may be written
briefly as

− [KTij ] + [kij ]{ϕ} = 0 i, j = 1, . . . , Nϕ. (22)

Coefficients for (22) are written as

kem
Tij = −

∫

Ωe

µetj · gradWidΩ i, j = 1, . . . , Ne

kem
ij = −

∫

Ωe

µegradϕj · gradWidΩ (23)

where Ωe is the area of the selected element of mesh, µe is the material permeability of the selected
element, Ne is the number of elements of mesh. The equation system changes into relation

− [
kem

Tij

]
+

[
kem

ij

] {ϕ} = 0 e = 1, . . . , Ne. (24)

We can solve the equation system (24) by means of standard algorithms. The solution by means
of DSP consists of two parts. Firstly, we express the distribution of magnetic field intensity T from
current sources according to (16) with the respect to boundary conditions (17) and (18) in the area
ΩPb. Secondly, we have to find out the solution of the magnetic intensity H distribution according
to (16) from the previous step.

The model of the electrical or current field is formulated from previous equations

γdiv gradφe = 0. (25)

On the interface there are conditions

n · γ(gradφe) = 0 on the boundary ΓE−k, (26)

where n in the normal vector to the surface of the electrode. ΓE−k is the interface between the
liquid and the electrode. The continuity of tangential components of electric field intensity on the
interface is

n × (gradφe) = 0 on the boundary ΓE−k. (27)

We can do the approximation of the scalar electric potential in the similarly way like in the relation
(20) and by means of (20), (25) and the Galerkin method we get the semidiscrete solution

Nφ∑

j=1

−
∫

Ω

γgradϕej · gradWidΩ = 0, i = 1, . . . , Nϕ, (28)
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where ϕej is the nodal value of the scalar electric potential. We can rewrite the equation system
(28) by the help of

[
kJ

ij

] {ϕ} = 0 i, j = 1, . . . , Nϕ. (29)

kJe
ij = −

∫

Ωe

γegradϕej · gradWidΩ, (30)

where Ωe is the area of the selected element of mesh, γe is the specific conductivity of liquid in
the static state of the selected element, Ne is the number of elements. The relation for the voltage
drop during discharging U(t) = U0 −∆u is

∆u=

√√√√√Z




∫

Ω

J−e q−e ·v−e
∆Veγe


dΩ+Z

∫

Ω

(J e×Be)·v−e dΩ+Z




∫

Ω

J+
e q+

e ·v+
e

∆Veγe


dΩ+Z

∫

Ω

(J e×Be)·v+
e dΩ (31)

where

v+
e =

Eeγ

Fc∆Ve

Nion+∑
k=1

c+
k N+ion

k

, v−e =
Eeγ

Fc∆Ve

Nion−∑
k=1

c−k N−ion
k

,

q+
e = Fc∆Ve

Nion+∑

k=1

c+
k N+ion

k , q−e = Fc∆Ve

Nion−∑

k=1

c−k N−ion
k (32)

where Fc is the Faraday constant, Fc = 96484 C.mol−1, E e the electric field intensity in direction
of ions motion in an element of mesh, c+ the positive ions concentration, c− the negative ions
concentration, ∆Ve is the element volume, N+ion

k is the integer multiple of electron charge for
specific positive ion, N−ion

k is the integer multiple of electron charge for specific negative ion, q−e
is the whole charge of negative ions in one element, q+

e is the total charge of positive ions in one
element, Nion+ is the number of different positive charge carriers (elements, compounds), Nion− is
the number of negative charge carriers. There are concentrations ck in fluid
Positive ions Negative ions
H+ . . . 9,9193.102 mol.m−3 SO2−

4 . . . 4,9597.103 mol.m−3

Pb4+ . . . 2,2028.104 mol.m−3 OH−. . . 8,8110.104 mol.m−3

3. NUMERICAL SOLUTION FEM/FVM

The numerical model was prepared by means of ANSYS tools [1] and main FEM/FVM solution
was solved with APDL program over ANSYS system. In Fig. 1, we can see distribution of current
density module J on the grid surface and in the electrolyte between positive and negative electrodes.
For computation we used initial voltage was 2.3V, minimal voltage of discharged accumulator,
supposed discharging time, and time period between steps of computation.

Figure 1: Current density distribution on the grid surface (left) and in the electrolyte (right), charged state.
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4. CONCLUSION

This work deals with chemical processes on the electrodes and in an electrolyte of a lead-acid
accumulator. There is mathematical and numerical description in the article and results of current
density distribution in the electrodes area. Such analysis could be used for an optimization of grid
geometry. The best shape we get if module of current density is constant on the electrode surface.
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