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Abstract - We developed a method of finding arrival directions of earth-origin electromagnetic 
(EM) pulses from detected electric E and magnetic H components of the pulses. The sensor system 
is composed of a vertical electric dipole antenna and horizontally- and orthogonally-arranged two 
search coils, which is inserted into a bore-hole of 10 cm in diameter and 100 m in depth. We detected 
electric and magnetic pulsed waveforms just when an earthquake occurred on Jan 6, 2004. From 
these waveforms, we first derive frequency dispersion characteristic curves of each field component. 
Next using amplitudes and phases of three EM components in all frequencies obtained in deriving 
their dispersion curves, we could provide frequency-dependent arrival directions by Poynting vector 
E x H, and could determine a direction toward the source location of the EM pulse. Third, we could 
determine propagation distance of the EM pulse, by comparing the obtained dispersion curve to 
theoretical curves of tweek atmospherics, and we picked up one of the theoretical curves which 
matched with the measured one. As the result, the source location of the EM pulse was just in the 
epicenter of the earthquake. Therefore, we could find that the earth-origin EM pulses could have a 
possibility of a precursor of the earthquake.  

In the analysis, however, we used theoretical dispersion curves for determining the propagation 
distances of the measured pulses. Therefore, hereafter, we need to determine source locations of EM 
pulses by direct measurements. For this purpose, we are preparing to establish a network observation 
system which is composed of plural observation sites equipped by the same system developed here. 
By the observations of the network sites we will be able to determine source locations of earth-origin 
EM pulses directly and on real time basis, by means of triangular measuring method in which each 
detection site provides own detected arrival directions toward source locations of EM pulses.  
   Furthermore, we needed to know wave propagation mode of the detected EM pulses and to 
explain the necessity of the bore hole for detecting earthquake related EM pulses. For this purpose, 
we here introduce a wave mode of the detected earth-origin EM pulses.  
 
1. Introduction 
   In 1999, we began to observe electromagnetic (EM) waves in the earth, using electric sensor 
installed into a borehole made of electrically non-conductive pipe of 10 cm in diameter and 100 m in 
depth. From July to September in 2000 when seismic movements were abnormally active, we 
detected many electric pulses in both regions above and under the ground surface. We found, from 
the dynamic spectra (time-changes of frequency spectrum) of the detected electric pulses, that those 
pulses would be generated in the deep earth because the intensities of the pulses detected in the earth 
were stronger than those simultaneously detected above the ground [1]. In order to investigate the 
generation and propagation mechanisms of the EM pulses detected in the earth, we attempted to find 
their source locations. For this purpose, we manufactured a sensor system for finding arrival 
directions of EM pulses and developed a system for analyzing the detected EM pulses on real-time 
basis [2]. After accomplishing the system, we started to observe EM pulses in the earth at the end of 

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 Session 2A1



2003. In January 6, 2004, we detected an intense EM pulse just when an earthquake of M5.4 
occurred at 34.2oN, 136.7oE in the Sea of Kumano of Kii-Peninsula, Kansai, Japan. The sensor 
system captured waveforms of a vertical electric component and horizontal and orthogonal two 
magnetic components of the EM pulse. From the analysis of these pulsed waveforms, we could find 
a direction to the EM pulse source. Furthermore, we could also obtain its propagation distance, by 
comparing the dispersion characteristic curve of the EM pulse to those of tweek atmospherics which 
are generally generated by lightning discharges and 
are propagating in the space between the ionosphere 
and the ground surface. As the result, we could 
determine the source location of the EM pulse, and 
identified that the source location of the EM pulse 
was in the epicenter region of the earthquake as 
shown in Fig. 1 [4]. This measured result has clearly 
proved a positive causality between movements of 
earth crust and generations of EM pulses.  

However, we need to show reliable propagation 
mode of the earth-origin EM pulses. For this purpose, 
we propose a model of propagations from a relation     Fig. 1. Source location of an earth-origin  
between forms of frequency dynamic spectra (f – t            EM pulse obtain from its arrival  
form) of detected EM pulses and their propagation           direction and estimated propagation  
paths.                                               distance [4]. 
 
2.  Different f – t forms of Earth-origin EM Pulses  
   In the analysis of EM pulses, we usually derive the time change of the frequency spectrum (f-t 
form) from detected pulsed waveforms. Since waveforms of earth-origin EM pulses at their 
excitation are considered to be the δ-function which contains finite frequency components, the f – t 
forms of detected pulses would show dispersion characteristic curves as those of “tweek 
atmospherics” when they have been propagating in a dispersive medium such as ionosphere plasma, 
and would show a trend of increase of time-delays in accordance with the decreasing frequency 
down to a cutoff [3]. Thus, if the f-t forms of EM pulses showed such dispersion curves resemble to 
those of tweek atmospherics, they 
are regarded that they have been 
reflecting to the ionosphere. In 
this case, we can estimate  
propagation distances of the EM 
pulses by comparing their f - t 
forms to theoretical dispersion 
characteristic curves of tweek 
atmospherics [5], and we can 
determine their source locations.  

During the period of six  
days before and after the             Fig. 2. Detected waveforms and their f – t forms detected 
earthquake occurred on January             (a) at the occurrence of an earthquake, and 
6, 2004, we detected about 500              (b) before the earthquake. 
EM pulses. However, we found 
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that most f - t forms neither show clear dispersive curves nor clear frequency cutoff. Figure 2 shows 
two examples of f – t forms of earth-origin EM pulses detected (a) at just the earthquake, and (b) 
before it. Figure 2(a) shows clear dispersion curve above the cutoff frequency at 2.7 kHz. For 
obtaining propagation distance of the EM pulses, we can apply the dispersive part which is resemble 
to those of “tweek atmospherics”. However, Fig. 2(b) shows no such the dispersive form but shows 
noisy spectral form. From pulse intensities of these two examples, we can imagine a reason of 
forming such the different spectral forms. Figure 2 (a) shows intense pulse waveform and a clear 
dispersion characteristic curve. On the other hand, Fig. 2 (b) shows the weak pulse and no such clear 
dispersion. This difference suggests that they might have been propagating along different paths in 
relation to their intensities. Therefore, we propose a following model of wave propagations. 

  
3. A Model of Propagations of Earth-origin EM pulses  
Figure 3 shows a schematic illustration 
of possible features of propagations of 
earth-origin EM pulses. When an 
earthquake occurred, EM pulses would 
be excited by piezo-electric effect in the 
earth crust by its own distortions, and 
the EM pulses would be emitted to all 
directions. Most energy of an EM pulse 
would be attenuated due to dissipations 
in rather conductive medium of the 
earth. However, a part of the pulse 
energy would spurt out of the ground 
surface of the earthquake epicenter.        Fig. 3. Propagation paths of earth-origin EM pulses. 
One part of the energy would  
propagate into the space above the ground as a free space mode and would reflect to the ionosphere. 
Therefore, the f – t forms of detected EM pulses of this mode would show clear dispersion curves as 
shown in Fig. 2 (a) which is similar to those of tweek atmospherics. However, we found, from the 
observed data, that most f- t forms of EM pulses neither show clear dispersive curve and no clear 
frequency cutoff. As described above, the difference between those showing clear and non-clear 
dispersion characteristics in f - t forms would be explained by the difference of intensities of the EM 
pulses after spouting out of the ground surface.  If the intensity of the EM pulse is strong, one part 
of energy of the pulse would reach to the ionosphere. However, if its intensity is weak, the energy of 
the spouted out of the ground would be strongly refracted at the boundary. Thus the most detected 
pulses showing non-dispersive spectra would not have been coming to the ionosphere.  
 
4. Refractions of the earth-origin EM pulse at ground surface 
Zenneck proposed that electromagnetic waves which got into a conductive medium from a 
non-conductive medium (such as air) would change their mode after its refraction to a surface wave 
which would propagate along the boundary between the two media. He studied a property of radio 
waves propagating above the ground and getting into the ground. This effect could be applicable to 
the earth-origin EM pulses.  They would also change their mode to the surface waves when they 
spurted out, because they are getting into the rather conductive sedimentary layer than the lower 
earth crusts. At the boundary of the sedimentary layer facing to the earth curst below it, some of EM 
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waves would refract and propagate 
along the boundary.  Figure 4 
shows a model of three-layers as the 
present situation. They are layers of  
the air, the rather conductive 
sedimentary layer and the 
earth-crust from top to bottom. In 
the figure, the propagation 
constants k0, k1 and k2 in these 
media and their related dielectric 
constant, magnetic permeability and 
electrical conductivity ε, µ,  σ are 
also given as k0(ε0, µ0), k1(ε1, 
µ1,  σ1)and k2(ε2, µ2,  σ2),                Fig. 4.  A model layers and Zenneck surface wave  
respectively. In a region including the               changed from earth-origin EM pulse. 
boundary of the sedimentary layer  
facing  to  the earth-crust, complex values of  k2sin i (=k1 sin φ ) = β –j a,  k2cos i = q – j p,  
k1cos φ = v – ju are used as an incident and a refracted wave for the incident angle i and the 
refractive angle φ, respectively, under a condition that there exists no reflecting wave at the boundary. 
Therefore, amplitudes Ei of the incident wave and Et of the refracted wave are given by  

Ei ~ exp{-αx –py-j(βx – qy)}  
Et ~ exp{-αx -uy- j(βx – vy)},  

where y indicates the geographically vertical direction and x is the horizontal one along the 
boundary between the two media. In these formula, since α, β, u, v, q > 0 and p < 0, the wave 
amplitudes of the incident wave from the bottom and the refracted wave will both decay for -y and  
+y directions due to the factors exp{-py} and exp{-uy}. By these effects, the propagation energy 
would concentrate along the boundary, then these waves would finally become a surface wave 
propagating along the boundary in the x direction although they would also decay with exp{-αx}. 
This refracted wave is called the Zenneck surface wave [6][7].  

If the conductive sedimentary layer is thin, the earth-origin EM pulses as a Zenneck mode will 
easily penetrate the sedimentary layer and propagate along the ground surface. In such the case, the 
waves propagate without strong dissipation due to the parameter α in the free space, and they will be 
detected even by the EM sensor in the borehole.  

Above the ground surface, however, there exist other pulsed waves generated by lightning. They 
would also become other Zenneck surface modes and would propagate along the ground surface. 
However, in the case that the conductive sedimentary layer is thick, the layer will take a role of an 
effective EM shielding for the EM sensor installed in the bore-hole from the lightning Zenneck 
mode. On the other hand, another Zenneck mode of earth-origin EM pulses propagating along the 
lower boundary of the sedimentary layer can be detected by the sensor at the deep earth without 
interferences of the lightning Zenneck mode.  

 
5. Conclusion 

We needed to explain the reason why the earth-origin EM pulses were detected as a free space 
mode. In the present consideration, we can understand that intense waves of the earth-origin EM 
pulses would spout out of the ground surface and propagate and reflected to the ionosphere. 
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However, weak EM pulses would be affected by refractions at the boundary of media with different 
conductivities. Thus we proposed that the earth-origin EM pulses would change its mode to a 
Zenneck wave which would propagate along the ground surface.  

In the future, the propagation mode of these EM pulses will be more clear, if we accomplish a 
network of observation sites equipped with the same system including deep bore-hole and detect 
more earth-origin EM pulses. Furthermore, we are now preparing measurements of wave 
polarizations of the earth-origin EM pulses as the Zenneck waves by a new sensor system which is 
under manufacturing. They will provide us more clear understand about the propagation feature of 
the earth-origin EM pulses.  
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Abstract � Some effects on the ionosphere of the electromagnetic fields from earthquake have been 
studied in this presentation through some model calculations. The expressions of the variation of 
electron concentration and electron temperature as the ionospheric precursors of the earthquake have 
been deduced. The production of periodic inhomogeneities and their decay at different heights due to 
precursors at the active regions of the ionosphere as a whole have been considered through 
quasihydrodynamic formulations.  
 
 1.    INTRODUCTION 
 
There are different models for seismic waves and seismo-associated electromagnetic phenomena on 
the occasion of any earthquake [1-4]. The electromagnetic emissions are observed prior to the 
occurrence of earthquakes. Both precursory and post-seismic variations in ELF-VLF amplitude and in 
ionospheric parameters have been reported from satellite based observations surrounding earthquakes 
[5-10]. 
 The study of seismic related phenomena shows the enhancement of DC electric field 
accompanied with the generation of periodic inhomogeneities in the electrical conductivity of the 
lower ionosphere and formation of geomagnetic field-aligned plasma layer in the upper atmosphere 
[11-14]. The lower ionosphere disturbances produced by the electromagnetic fields are due to large 
scale current systems in the terrestrial core at the final stage of earthquake generation [15, 16].  
 Preceding an earthquake, a strong variation in the electric field is observed which changes the 
direction of the field near the surface. As a result, significant changes in the electric field amplitude 
would be expected in the lower atmosphere that initiates the changes in the lower atmospheric 
parameters [17, 18].  
 The results of model calculations have been presented in this paper to estimate the changes in 
the electron concentration and electron temperature through energy balance equation, continuity 
equation and ionization balance equation for the ionospheric regions. The system of equations is  
solved for temperature and density irregularities for the stated situation. Ion-collision energy losses are 
more that those of electrons and the ion conductivity is less than those of electrons. For this, ion 
heating is relatively small. The electron-neutral molecule collision frequency and the electron energy 
loss per collision with molecule depend on temperature. As a result, the equation for electron 
temperature variation becomes non-linear. The equations for fluctuations of electron temperature and 
electron density are derived under the stated circumstances which can be used for numerical 
estimations. 
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2.    MATHEMATICLA FORMULATIONS 
 
In this model, the following momentum transport equation, energy balance equation and continuity 
equations are chosen to investigate the effects of electromagnetic field due to earthquake on the 
variation of ionospheric parameters: 
 

2( . ) ( ) ( ) ( )e e
v e p eNN N v v NE t N T v v v H
t m m m

ν η∂ ∇+ ∇ = − − − − ∇ − ×
∂

r r rr r r r r                                (1) 

 
3 3( ) . ( ) ( ) . 0
2 2e e e e i

NNkT eNv E T Nk T T W Q
t t

δν∂ ∂+ + − − ∇ + =
∂ ∂

r rr                                (2) 

 
2(1 ) {( ) }i de a r t

N Nq N N N D D
t Z Zαν λ ν α λ∂ ∂ ∂= + − − + + +

∂ ∂ ∂
                                (3) 

 
2 2(1 ) (1 ) {( ) }i r i t

N Nq N N D D
t Z Zαα λ α λ λ

+ +∂ ∂ ∂= − + − + + +
∂ ∂ ∂

                               (4) 

 
N N N+ −= +  
 
where, ( )E t

r
is the external seismo-electric field; H

r
, the geomagnetic field; iq , the ionization rate; deν , 

the effective electron detachment rate from the ions; aν , the rate of electron attachment to neutrals; 

tD , the eddy diffusion coefficient; Dα , the molecular diffusion coefficient; rα , the effective 
coefficient of the dissociative recombination of electrons and positive ions; Z , the altitude ; iα , the 
ion- ion recombination coefficient; k , the Boltzmann constant; eν , the effective electron collision 
frequency; iQ , the ionization energy of the plasma medium ; vr , the average electron velocity; N , 

electron number density; /

2m
m

δ = , /m , the mass of the heavy particle; T , the equilibrium temperature; 

eT , the electron temperature; η , the coefficient of viscosity and W
r

is the heat flow vector. It is 
expressed as  
 

( )e eW T Tλ= − ∇
r

 
 
where ( )eTλ is the effective coefficient of electron energy conduction. 
 

/
0(1 / )T Tk kλ µτ σ= −  

 
Tk is the coefficient of electron energy conduction at constant electron velocity; µ , the coefficient of 

electron energy conduction due to dc electric field; /τ , the current flow coefficient due to thermal 
gradients at constant pressure, ep NkT= and 0σ is the dc electrical conductivity. The other symbols 
have their usual significance.  
 
3.    RESULTS 
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In the presence of external electric field due to earthquake, the expression for fluctuation of electron 
temperature within the upper atmosphere has been deduced in the approximation of small perturbation. 
It is given by 
 

/ /

2
0 0

2
2

0 02

2
// / // /

0

1 [ ( ) ( ) ( ) ] ( )

2 [ ( ) ( ) (1 ) ]
3 ( )

2 .[exp{( ) }[ ( )exp{1 } ]
3 ( )

e
i dc e e r e e e

e e

i
i de t r

e e

t t t

e e t t

T
q N N T i N T N T

t T

Q Nq N D D N
kT T Z

e N e eE A Xdt E t Xdt dt
mkT T m m

α

α α

ν λ ν δν α λ δν
δν

ν λ ν α λ
δν

δν

∂∆
+ + ∆ − + − + ∆ = ∆ −

∂

∂− + − + + − + +
∂

∆+ − + +∫ ∫ ∫
r r

       (5) 

 
where 
 

( )e eT tτ δν= ,  0N N N= + ∆ ,  0e e eT T T= + ∆ . 
 
Following Belikovich et al. [13], the expression for density fluctuation under this situation is obtained 
as 
 

2 2
0

02 2

2
0

2

( ) 2( ) ( ) ( )[( ) ( )] 2 (1 )
3

3 ( )( ) 2
2

e i
t e e r

e

de e de

N k T T QN N ND D T N N
m Z kT Z t

N k NT T
m Z t

α ν α λ

δν ν λ

− ∂ ∆ ∂ ∆ ∂ ∆+ + + = − + ∆ −
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∂ ∆− − +
∂ ∂

      (6) 

 
From (5) and (6), the expected changes in the temperature and number density at different heights due 
to precursors at the active regions of the ionosphere can be estimated numerically. 
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Abstract - The polygon meshes represented by several triangles are applied to implement the
physical optics (PO) approximation method. The polygon meshes can now be easily generated by the
intrinsic function of MATLAB. “Polygon Meshed PO” method was implemented and examined for
modeling the scattering characteristics from 3D objects. Using Polygon Meshed PO, the calculation
of the induced current and the scattered field can be systematically simplified by summing the con-
tribution on each triangle. Furthermore, the parametric study and the analytical solutions including
integral equation (IE) techniques were introduced in order to evaluate the performance of this method.

1. Introduction

Propagation mechanisms which degrade the performance of mobile communication system in urban
areas are basically wall reflections, building edges and roof diffractions. From the experiment results
[1], however, the scattering from other objects in the environment can have strong impact on the urban
propagation channel. Careful analysis of these results reveals that these scattering objects, such as
signboards, street lights, traffic lights and traffic signs, are involved in scattering transmitted signals
to the receiver [2].

To study the impact of those scattering objects in the mobile communication channel, geometrical
optics (GO) and geometrical theory of diffraction (GTD) which are currently used to simulate the
propagation channel for mobile communications can not be applicable. Instead, we are going to use
physical optics (PO) to simulate the scattering from small objects relative to the first Fresnel zone
of the scattering paths. To simplify the calculation of the induced current and the scattererd field,
polygon meshes represented by several triangles are applied to implement a PO approximation method
called “Polygon Meshed PO”. Polygon meshes represented by triangles can be easily generated by
using intrinsic functions in MATLAB for 2D cases. For 3D cases, a mapping to a 2D object is necessary
to be able to use the MATLAB intrinsic functions. Then, the height is put back to the meshed 2D
object to obtain the meshed 3D object. Furthermore, the parametric study and the analytical solutions
including integral equation (IE) techniques were introduced in order to evaluate the performance of
this method.

2. Physical Optics (PO) Approximation

PO is a type of high frequency approximation method, meaning the surface of the object is much
bigger than the wavelength of the signal. In PO approximation [4], the induced electric current is
approximated as the scatterer is replaced by an infinite ground plane, which is tangential to the
surface of the scatterer at the point of interest. When the scatterer is a perfect electric conductor
(PEC), then the simple image theory is applied. Only the tangential component of magnetic field
is doubled, while the normal component is cancelled. The equivalent electric current I is given by
2n̂ × Hi on the illuminated part of the surface Sl while on the shadowed part Ss of the scatterer,
the current I is zero, Hi is the unperturbed incident magnetic field. For PEC, M is always 0, as the
tangential electric field vanishes on the PEC surface. Then

IPO = 2n̂ ×Hifor illuminated part Sl; (1)

MPO = 0 (2)

1
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In this case, the field at an observation point expressed in terms of electric and magnetic vector
potentials, A and B respectively, is simplified.

E = Ei − jωµA− j
∇∇ · A

ωε
(3)

Furthermore, if the observer P is in the far field region of the scatterer, the second term of the
scattering field just eliminates the radial component of the first term and the electric field is expressed
by using the unit vector r0 towards the observer as follows:

E = Ei − jωµA× r̂0 × r̂0 (4)

3. Polygon Meshed PO

“Polygon Meshed PO” method is constructed by applying the polygon meshes represented by
several triangles in PO. Since the scatterer is modeled by a polygon discussed in the next section, the
complex calculation of A can also be represented in the summation form of each polygon mesh instead
of the surface integral in the case that each polygon mesh has a suitable size.

A =
1

4π

∫
S

J
e−jkr

r
dS =⇒ A =

1

4π

∑
J

e−jkr

r
∆s (5)

Moreover, to study about the convergence, a parameter called normalized polygon area is defined
to determine the appropriate size of the polygon mesh as the following relationship.

Normalized polygon area =
avg(polygon area)

λ2
(6)

3.1 Polygon Mesh Method

Although there are a variety of algorithms available to generate this kind of structure, the trian-
gulation of a polygon is utilized since curved surfaces being subdivided into triangles can be handled
efficiently. The triangulation algorithm is a fundamental operation in computational geometry under
the assumption that the polygon is simple, i.e., that the vertices of the polygon are the only points of
the plane that belong to two edges, and that no point of the plane belongs to more than two edges.
Moreover, this well-known algorithm is provided as an instrinsic function of MATLAB and utilizes the
Constructive Solid Geometry (CSG) model paradigm [5] to model the basic 2D geometrical objects
consisting of circle, rectangle, ellipse and polygon and designs the mesh generation based on Delaunay
triangulation [6].

For generating the triangulation in 3D geometrical objects, a mapping to a 2D object is necessary
to be able to use the MATLAB intrinsic functions. Then, the height is put back to the meshed 2D
object to obtain the meshed 3D object as shown in Fig. 1.

Square Circle Ellipse Semi− sphere Half − cylinder

Figure 1: Varieties of scatterer shapes in 2D and 3D geometry

2
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4. Simulation Results

To evaluate the performance of Polygon Meshed PO, the simulation parameters were chosen as in
Table 1.

Table 1 : Simulation parameters
Scatterer shape Square
Size 0.09 m. x 0.09 m.
Frequency 5.2 GHz
Observer distance 20 meters
Incident θi 60◦

Incident φi 30◦

Scatterer φ 210◦

Polarization Parallel

Figure 2 : Plane wave scattering from a plate

Figure 2 shows the scattering of a plane wave by a square plate sized a×b in the x-y plane. The K̂i

represented by (θi, φi) in polar coordinates with the parallel polarization (θi component only) while

the observer is in the direction of K̂d or (θ, φ).
Figure 3 illustrates how the polygon mesh method can construct the scatterer when the size of

each polygon mesh is varied by the normalized polygon area and Fig. 4 illustrates the magnitude of
the scatterer fields from the square plate with respect to the elevation angle at the observer point.
From these figures, it can be seen that when the normalized polygon area decreases, the sidelobe
also decreases. Furthermore, the parametric studies show that the normalized polygon area of 0.1 is
sufficient for the scattering field to achieve the convergence, therefore, the normalized polygon area
below 0.1 will be utilized in the further simulations.
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Figure 3 : Geometrical shape
by varying polygon mesh ratio
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Figure 4 : Scattering field corresponding to
polygon mesh ratio using Polygon Meshed PO

However, to justify whether the polygon mesh method can be applicable in PO approximation, we
need to compare the results with the PO analytical model as derived in [4]. From this reason, the
comparison between Polygon Meshed PO and PO analytical method is illustrated in Fig. 5. A high
accuracy for both PO cases in the direction of main radiation (θ = 60◦) is observed. This reveals that
Polygon Meshed PO can perform as well as the PO analytical one. Since the characteristics of PO

3

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 Session 2A2



treats only the portion of the scatterer that can be observed by the source (illuminated portion), the
simulated scattering field will deviate from the numerically accurate method of moments (MoM) as
the observer moves away from the illumated portion and into the shadowed region. Moreover, Fig. 6
illustrated the magnitude of scattering field in the specific direction of observer for different θ and φ
in order to observe the field outside the specular direction.
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Figure 5 : Comparion with conventional models Figure 6 : Scattering field according to Fig. 2

In the real environment, the simple shape can not represent all the obstructions in the channel,
for example, traffic light and its pole, car, etc., the 3D objects should also be simulated so that the
simulation of a sphere, which is a typical 3D object, was conducted. It is known that the scattering
from the sphere can be analytically calculated. Therefore, polygon meshed PO for 3D geometrical
cases can be evaluated by comparing output with this analytical result.

Table 2 : Simulation parameters
Scatterer shape Sphere
Radius 0.29 m. (5λ)
Frequency 5.2 GHz
Incident θi 180◦

Incident φi 0◦

Scatterer φ 0◦

Figure 7 : Plane wave scattering from a sphere

The structure of the sphere is modeled whose radius is 5λ (0.2885 m.) as illustrated in Fig. 7 and
simulated under the conditions as shown in Table 2. The observer is varying from 90◦ < θ < 180◦

at φ = 0◦. In the simulation, only lower-half of the sphere was utilized since in PO, induced current
exists only on the illuminated part.

To evaluate the accuracy of this approach, the simulation is conducted and compared with the
analytical model as shown in Fig. 8. The well-known characteristic of PO, in which the accuracy is
expected in the region of main direction but degraded in the oblique incidence was observed in both
2D and 3D geometrical cases.

4
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Figure 8 : Scattering field corresponding to Polygon Meshed PO and the analytical model

5. Conclusion

This study introduced the polygon mesh method applied in PO approximation to simplify the
complex model and calculation of the scatterer and scattered field. This approach was called “Polygon
Meshed PO”.

Simulations of the scattered field from 2D and 3D geometrical objects by either varying the inci-
dent directions or varying the observer directions were conducted to evaluate the performance of this
approach. By defining the polygon mesh ratio, the convergence of the simulated scattered field can be
found.

The verification of this approach was performed by comparing with the PO analytical model and
MoM in the 2D geometrical case. The analytical solution of the perfectly conducting sphere was
used in the 3D geometrical case to verify the accuracy. From the results of both 2D and 3D cases,
PO analytical and PO using polygon mesh have great agreement with each other; however, they can
perform high accuracy only in the region of main direction and is slowly degraded in the shadow region
as a result of PO’s simplification.
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Study of High Fundamental Frequency Crystal-based Voltage Control Oscillator

for 10 Gbit Ethernet Application
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Abstract - Nowadays, the operations of clock and data recovery (CDR), clock smoothing or frequency

translation of optical fiber communication systems such as the SONET/SDH (Synchronous Optical

Network / Synchronous Digital Hierarchy), are provided by voltage-tunable high frequency clock

sources with, absolute pulling range exceeding ±50 ppm in an operating temperature range of -40 to 85

OC, frequency-voltage linearity smaller than 10%, and phase jitter less than 1 pSec integrated from 12

KHz to 20 MHz of the offset frequency from the carrier. A voltage-controlled crystal oscillator (VCXO)

is good for clocking up to about 100 MHz. For crystal to meet the requirements at high frequencies,

high fundamental frequency (HFF) crystal blanks are required. In this paper, the developing

procedures and test results for a HFF crystal-based 622.08 MHz voltage control oscillator are recorded.

The VCXO is composed of a 155.52 MHz HFF crystal and a multiplier circuit is used to generate a

622.08 MHz clock. The test results include the variation of frequency over control voltage range,

phase noise, and phase jitter. The pulling range, frequency-voltage linearity and phase jitter

measured are + 155ppm/-133 ppm, 9.6 % and 0.21 pSec, respectively.

1. INTRODUCTION
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Nowadays, the operations of clock and data recovery (CDR), clock smoothing or frequency translation

of fiber-optic communication systems such as the SONET/SDH (Synchronous Optical Network /

Synchronous Digital Hierarchy), are provided by voltage-tunable high frequency clock sources with,

absolute pulling range exceeding ±50 ppm in an operating temperature range of -40 to 85 OC,

frequency-voltage linearity smaller than 10%, the phase jitter integrated from 12 KHz to 20 MHz must

be less than 1 pSec.[1,2]

In the case of voltage control SAW oscillator (VCSO), the frequency temperature stability is +/- 80ppm

from -40 OC to 85 OC. On the other hand, VCXO that uses AT-cut crystal, the frequency temperature

stability is +/- 20ppm from -40 OC to 85 OC. The noise added in voltage control port will induce the

phase noise of voltage control oscillator. Since a wider frequency tuning range is more needed for

VCSO than that of VCXO to compensate the temperature variation. Thus the higher frequency

sensitivity of VCSO is needed than that of VCXO at the same control voltage range. The phase noise

of VCSO is worse than that of VCXO.[3-5]

For crystal to meet the requirements of 622.08 MHz clock, a 19.44 MHz VCXO composed of a 19.44

MHz crystal and with x32 phase lock loop can be used. But the phase jitter integrated form 12 KHz to

20 MHz will be larger than 1 pSec. The purpose of this paper is to develop a 622.08 MHz voltage

control oscillator by a 155.52 MHz high fundamental frequency (HFF) crystal and x4 multiplier for

SONET/SDH timing applications. The prototype can also be used in phase lock loop applications for

clock smoothing and frequency translation. Testing results, including of the pulling range, linearity,

phase noise and phase jitter are included.

II. DESIGN OF VCXO
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The thickness shear AT cut crystal provides excellent temperature characteristic. The resonance

frequency is inverse proportion to the thickness of the substrate. The substrate of AT cut crystal has

to be approximately 10 micro-meter to achieve 155 MHz in the fundamental mode. Conventional

mechanical fabricating method is not possible for mass production. But by a chemical etching method

can be realized. As shown in figure 1, the equivalent circuit near resonant for such a 1-port crystal

resonator has series resonant arm containing the motional elements Cm, Lm, and Rm shunted by a static

capacitance Co.

The Pierce-type oscillator circuit of the VCXO is shown in figure 2. The capacitor at the base-to-GND

and capacitor at the collector-GND along with the crystal resonator, which acts as an inductor, form a

pi-network to provide the required phase shift so to fulfill the Barkhausen’s oscillation criteria. From

another viewpoint, oscillation can be sustained because the capacitor C1, together with the C2 and the

transistor, provides the negative resistance (gain) which cancels with the loss due to resistance of the

resonator. C1 and C2 affect the center frequency and the frequency tuning bandwidth. The

inductance L1 can drag the load capacitance into the inductive domain such that frequency control

range can be widened. In other words, the separation between the resonating frequency and

anti-resonating frequency will increase when an inductor is added in series with the crystal resonator.

Through this, the pulling range of the VCXO can be increased. By changing the load capacitance of

the oscillation circuit with the characteristic of capacitance versus reverse direction voltage of the

varactor diode D1 (varicap), one can change the output frequency. Crystal, L1 and D1 together act as

an effective resonator whose reactance can be changed by the control voltage. R1 is a shunt

feedback resistor from the collector to base for adjusting the feedback power into the effective

resonator. The supply voltage for the VCXO is 3.3 V instead of the conventional 5.0 V so to achieve

lower power consumption and faster signal processing.
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III. TESTING RESULTS

The variation of the output frequency for the prototype 622.08 MHz VCXO with control voltage from 0.3

to 3.0 V with a 0.15 V step is as shown in figure 3. The center value of the control voltage is 1.65 V,

which is the half value of the supply voltage. The frequency increases with the increase of the control

voltage and puling range is about +155 ppm/-133 ppm. The generally accepted definition of linearity is

the ratio between frequency error and total deviation, expressed in percent, where frequency error is

the maximum frequency excursion from the best straight line fit. The linearity calculated is 9.6 %.

The phase noise of the 622.08 MHz VCXO is measured with the three components comparison method

using an Agilent phase noise testset. As seen from figure 4, the phase noise is -59, -93, -118, -138

and -142 dBc/Hz at 10 Hz, 100 Hz, 1 KHz, 10 KHz and 100 KHz offset from the carrier, respectively.

The phase jitter can be calculated by using equation as shown below which involves the integration the

phase noise result from 12 KHz to 20 MHz:

RMS Jitter in seconds = (360/2/3.14) x 10(Value of definite integral/20)/360 x Frequency

The calculated phase jitter is about 0.21 pSec.

IV. CONCLUSION

This study is to develop a 622.08 MHz VCO composed of 155.52 MHz VCXO composed of a 155.52

MHz HFF crystal and x4 multiplier for the fiber-optic communication systems. The pulling range

achieved is about +155 ppm/-133 ppm. The linearity is about 9.6 % with the control voltage range

from 0.3 to 3.0 V. The phase noise at 10 Hz, 100 Hz, 1 KHz, 10 KHz and 100 KHz offset from carrier

is -59, -93, -118, -138 and -142 dBc/Hz, respectively. The phase jitter is 0.21 pSec in the frequency

range from 12 KHz to 20 MHz.
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Figure 4. Phase Noise of the 622.08 MHz VCXO from 10 Hz to 100 KHz.
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Abstract ⎯ In this work, using a microstrip line employing Periodically Perforated Ground Metal (PPGM) on GaAs MMIC, 

a highly miniaturized and broadband on-chip impedance transformer was developed for application to low impedance matching 

in broadband. Its size was 0.0425 mm2 on GaAs substrate, which was 2.3 % of the one fabricated by conventional microstrip 

line. The transformer showed a good RF performance over a broadband including Ultra Wide Band (UWB).  

 

1. Introduction 

Recently, demands for broadband and fully integrated MMICs (Monolithic Microwave Integrated Circuits) have increased 

in the broadband wireless communication systems market [1]-[3]. In order to realize broadband and fully integrated MMICs, 

broadband low impedance transformer performing low impedance transformation between active devices is indispensable and it 

should be highly miniaturized for an integration on MMICs, because the real part of the input and output impedances of FETs 

are much lower than 50 Ω in RF band[3]. However, conventional impedance transformers [4] have been fabricated outside of 

MMICs due to their large sizes, and used for application to the high impedance transformation (in the range of 40 - 70 Ω) 

because the line width of conventional microstrip line with low impedance is very large and it can’t be realized on MMIC. For 

example, the line width W should be 500 µm to obtain a characteristic impedance Z0 of 15 Ω from the conventional microstrip 

line on GaAs substrate. 

In this work, to realize on-chip low impedance transformer in a broadband system including UWB (Ultra Wide Band), we 

propose highly miniaturized on-chip transformer employing PPGM (Periodically Perforated Ground Metal) structure [5] that has 

a much lower characteristic impedance and shorter guided-wavelength than the conventional microstrip line structure, which 

allowed the integration of the transformer on MMIC via its miniaturization. 

 

2. Microstrip Line Employing PPGM Structure 

Figure 1 (a) shows a top view of the microstrip line employing PPGM, and Figure 1 (b) corresponds to a cross-sectional 

view according to Y-Y direction of Fig. 1 (a). As is well known, conventional microstrip line without PPGM has only a 

periodical capacitance Ca (Ca is shown in Fig. 1 (b)) per a unit length, while the microstrip line employing PPGM has additional 

capacitance Cb as well as Ca due to PPGM. From this figure, we can see that the microstrip line with PPGM exhibits much lower 

characteristic impedance (Z0) and shorter guided-wavelength (λg) than conventional one, because Z0 and λg are inversely 

proportional to the periodical capacitance, in other words, Z0 =(L/C)0.5 and λg=1/[f⋅(LC) 0.5]. The wavelength (λg) for 

conventional microstrip line and PPGM structure on GaAs substrate with a height of 100 µm is shown in Fig. 2, where the 

thickness of SiN film and T for PPGM structure are 700 nm and 20 µm, respectively. As shown in this figure, the wavelength 

was highly reduced by using the PPGM structure. Figure 3 shows measured characteristic impedance ZB, where T is the spacing 

between periodically perforated rectangular holes shown in Fig. 1 (a) and (b). Microstrip lines were fabricated by Au plating on 

GaAs substrate with a height of 100 µm. The width L for the holes and line width W, which are shown in Fig. 1 (a) and (b), were 

set to 20 µm, respectively. The thickness of the SiN layer was 700 nm. As shown in Fig. 3, characteristic impedance of the 

conventional microstrip line, which corresponds to the data at the spacing T = 0, is 80 Ω, and low ZB can be obtained by 
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increasing the spacing T because an increase of T causes an enhancement of periodic capacitance Cb. The value for ZB can be 

easily controlled by only changing the spacing T. Above results mean that the PPGM structure can be used for application to low 

impedance and miniaturized on-chip components on MMIC. 

We also investigated the loss of PPGM structure with double and single-sided via holes, which are shown in Fig. 4(a) and 

(b), respectively. The insertion loss of the PPGM structure with double and single-sided via holes are shown in Fig. 5, where the 

loss of the conventional microstrip line was also plotted for comparison. The insertion loss was measured at a port impedance of 

50 Ω, and it was normalized by characteristic impedance Z0 of the microstrip lines.  
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Fig. 1 (a):  A top view of the microstrip line employing PPGM. 

 (b):  A cross-sectional view according to Y-Y direction of Fig. 1 (a). 
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As shown in this figure, the microstrip line with PPGM structure shows higher insertion loss than the conventional one. 

Concretely, the loss with double-sided via holes is less than 2 dB up to 40 GHz. For application to highly miniaturized passive 

components, however, the PPGM structure seems very attractive in spite of its relatively high loss, because the loss (less than 2 

dB up to 40 GHz) is not so serious for a development of on-chip passive components, and it can be easily compensated by 

increasing the gain of amplifiers of RF system. As shown in Fig. 5, we can see that the insertion loss of the PPGM structure is 

dependent on the ground condition, and therefore, the PPGM structure with double-sided via holes exhibits lower loss than the 

one with single-sided via holes. Up to 20 GHz, however, there is no difference between the two structures. Therefore, in this 

work, the PPGM structure with single-sided via holes was employed for a development of further miniaturized on-chip 

transformer, because the transformer was designed for application to frequency band lower than 20 GHz.  

 

3. Highly Miniaturized and Low Impedance Transformer Employing PPGM Structure 

In this work, we fabricated highly miniaturized on-chip transformers employing PPGM. We fabricated a single section λ/4 

impedance transformer using the PPGM structure and measured its RF characteristics. Figure 6 and 7 shows a schematic 

diagram and photograph of the single section λ/4 impedance transformer employing PPGM structure on GaAs substrate. As 

shown in Fig. 6, the characteristic impedance Z0T of the transformer is given by [6], 

 

(1) 

 

where ZLR and Z0 are the load and port impedance, respectively. In this work, the ZLR and Z0 are 20 and 10 Ω, respectively, and 

the Z0T is 14.1 Ω. In this work, for the PPGM structure, we employed SIN film with a thickness of 100nm for a further 

miniaturization of transformer. Therefore, the length of the λ/4 transformer at 7 GHz is 0.425 mm for a line width W of 20 µm. 

Therefore, the size of the transformer including via holes is 0.0425 mm2, which is 2.3% of the size of the transformer fabricated 

by conventional microstrip line. In other words, if λ/4 transformer with a Z0T of 14.1 Ω is fabricated by conventional microstrip 

line on GaAs substrate, the line width W and length should be 550 µm and 3.3 mm, respectively, and its size is 1.82 mm2[6]. 

The sizes for the transformer are summarized in Table 1. Figure 8 shows measured return loss S11 (Γ of Fig. 6) and insertion loss 

S21, respectively. As shown in this figure, we can observe return loss values lower than -9 dB from 3 GHz to 10.5 GHz, and 

insertion loss values lower than 1 dB in the above frequency range. 

 

 

 

(a) 

 

 

(b) 

LRT ZZZ 00 =

Fig. 4 (a): PPGM structure employing double-sided via holes. 

 (b): PPGM structure employing single-sided via holes. 
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Fig.7:  A photography of the single-section impedance

transformer 
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Fig.6:  A schematic diagram of the single-

section impedance transformer 
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Fig. 8:  Measured return and insertion loss of the

single-section impedance transformer 

Table 1: Size of the single-section transformer employing conventional microstrip lines 

and PPGM. 

 

 W λg/4 Size 

Conventional  
microstrip line 

550 µm 3.3 mm 1.82 mm2 

PPGM 20 µm 0.425 mm 0.0425 mm2 
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4. Conclusion 

In this work, using a microstrip line employing Periodically Perforated Ground Metal (PPGM) on GaAs MMIC, we 

fabricated a highly miniaturized and broadband on-chip impedance transformer for application to low impedance matching in 

broadband including UWB. Its size was 0.0425 mm2 on GaAs substrate, which was 2.3 % of the one fabricated by conventional 

microstrip line. The transformer showed loss values lower than -9 dB from 3 GHz to 10.5 GHz, and insertion loss values lower 

than 1 dB in the above frequency range. Above results indicate that the on-chip impedance transformer employing PPGM is a 

promising candidate for application to the on-chip matching components in broadband system including UWB. 
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A highly miniaturized and low impedance on-chip Wilkinson 

power divider employing PPGM on MMIC 

C.R. Kim and Y. Yun 
Dept. of Radio Sciences and Engineering, Korea Maritime University, Korea 

 

Abstract: In this work, we propose a low-impedance and highly miniaturized on-chip Wilkinson 

power divider on MMIC, which was fabricated by a microstrip line structure employing periodically 

perforated ground metal (PPGM) with single-sided via holes. Using the microstrip line with PPGM, a 

miniaturized 13 Ω power divider was fabricated. The size of the power divider was 0.110 mm2, which 

was 6 % of conventional one. 

 

1. Introduction 
 RF components dealing with high frequency signals are most important in wireless communication 

system and the performance of the system depends on them. In order to realize highly miniaturized and 

fully integrated MMICs, the development of miniaturized on-chip passive components is indispensable. 

The development of miniaturized on-chip passive components with low port impedances will especially 

greatly reduce the size of MMICs by removing bulky impedance transformation circuits between the 

passive components and low-impedance FETs; generally, the input and output impedances of the FETs 

are much lower than 50Ω in the RF frequency. Therefore, impedance transformation circuits should be 

employed for impedance matching between 50Ω - based passive components and low-impedance FETs 

[1]. However, in case of fabricating low impedance line using the conventional microstrip with ground 

metal on the backside of GaAs substrate, the width of the line becomes very large. For instance, when 

making 15 Ω line on the GaAs substrate with 100 µm height, the width of the line reaches 800  µm. 

 In this work, using Periodically Perforated Ground Metal (PPGM) structure with single-sided via 

holes, we developed a low-impedance and highly miniaturized on-chip Wilkinson power divider on 

MMIC.  

 

2. A microstrip line employing PPGM 
 In this work, we employed Periodically Perforated Ground Metal (PPGM) structure with high 

capacitive element [2] in order to develop a low impedance on-chip Wilkinson power divider. Especially, 

the PPGM structure with single-sided via holes was used for size reduction, which highly miniaturized 

the Wilkinson power divider. Figure 1 (a) and (b) show a top view of the PPGM bend structure with 

double-sided and single-sided via holes, respectively, and Fig. 1 (c) corresponds to a cross-sectional view 
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according to Y-Y direction of Fig. 1 (a) and (b). As shown in Figure 1 (a)-(c), PPGM was inserted at the 

interface between SiN film and GaAs substrate, and it was electrically connected to backside ground 

metal through the via-holes.  
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Figure 1   (a) PPGM bend structure with double-sided via holes 

(b) PPGM bend structure with single-sided via holes 

(c) A cross-sectional view according to Y-Y direction of Fig. 1 (a) and (b) 
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 As is well known, conventional microstrip line without PPGM has only a periodical capacitance Ca 

(Ca is shown in Fig. 1 (c)) per a unit length, while the microstrip line employing PPGM has additional 

capacitance Cb as well as Ca due to PPGM. From this figure, we can see that the microstrip line with 

PPGM exhibits much lower characteristic impedance (Z0) and shorter guided-wavelength (λg) than 

conventional one, because Z0 and λg are inversely proportional to the periodical capacitance, in other 

words, Z0 =(L/C)0.5 and λg=1/[f⋅(LC) 0.5]. Table 1 shows the calculated wavelength for the conventional 

microstrip line and PPGM structure. As shown in Table I, line width and wavelength of the PPGM 

structure with a characteristic impedance of 13 Ω are 20  µm and 2.35 mm, while line width and 

wavelength of the conventional microstrip line with a characteristic impedance of 13 Ω are 640 µm and 

18.5 mm. From the above results, we can conclude that low impedance and highly miniaturized passive 

components on MMIC can be realized by using the PPGM structure.  

A number of via holes are required for perfect ground condition of the PPGM structure. In this work, 

however, the number of via holes was minimized in order to reduce the component size as much as 

possible, and the PPGM bend structure with single-sided via holes shown in Fig. 1 (b) was used for 

further reduction of the power divider. Figure 2 shows the insertion loss of the PPGM bend structures 

with double- and single-sided via holes shown in Fig.1 (a) and (b). As shown in this figure, a significant 

difference between the two structures is not observed up to 25 GHz, and the PPGM bend structure with 

single-sided via holes was employed for MMIC applications in lower frequencies than K band. 

 

Table 1 The size comparison for the PPGM structure and the conventional microstrip line (at 5GHz) 

 

 W λ 

Conventional microstrip line 640 (µm) 18.5 mm 

PPGM structure 20 (µm) 2.35 mm 
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Figure 2  Insertion loss of the PPGM bend structure with single-sided and double-sided via holes 
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3. A miniaturized and low impedance on-chip Wilkinson power divider 
employing PPGM structure with single-sided via holes. 

 In this work, using the PPGM structure with single-sided via holes, a highly miniaturized on-chip 

Wilkinson power divider with a low port impedance of 13 Ω was developed. The photograph for the 

power divide is shown in Fig.3. Real size of the power divider corresponds to the part surrounded by 

dotted line because GSG pad was connected for on-wafer measurement, and its size is 0.11 mm2, which is 

6 % of the size of the one fabricated by conventional microstrip line (the size of the power divider 

employing conventional microstrip line is 1.82 mm2 at a 5 GHz [3]). Figure 4 (a) and (b) shows measured 

power division (S12 and S13) and isolation characteristics (S23) for the Wilkinson power divider employing 

PPGM structure respectively. As shown in Fig. 4 (a), we can observe equal power division characteristics 

due to its symmetrical structure. From Fig. 4 (a) and (b), we can observe insertion loss values lower than 

5.5 dB, and isolations values higher than 7.5 dB from 4.5 to 6 GHz. Isolation characteristics can be 

improved by increasing the number of via holes for the PPGM structures, however, the PPGM bend 

structures with only two via holes (see Fig. 3) was employed for size reduction. 

  

 
Figure 3 A photograph of the Wilkinson power divider employing PPGM bend structure with single sided 

via holes 
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(a)                                       (b) 

Figure 4   (a) Measured power division characteristic for the Wilkinson power divider 

(b) Measured isolation characteristic for the Wilkinson power divider 
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4. Conclusion  
In this work, highly miniaturized and low impedance on-chip Wilkinson power divider employing 

PPGM structure with single-sided via holes was fabricated on GaAs MMIC. Its size was 0.117 mm2, 

which was 6 % of the conventional one. Equal power division characteristics were observed from the 

power divider. The power divider showed insertion loss values lower than 5.5 dB and isolations values 

higher than 7.5 dB from 4.5 to 6 GHz. 
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Abstract - The GaAs-based low loss transmission lines, dielectric-supported air-gapped microstrip lines (DAMLs), are developed 
using surface micromachining technology. The proposed DAMLs have major advantages such as easiness for fabrication and 
integration on MMICs compared to the established low loss transmission lines. The DAML-based hybrid ring coupler is successively 
developed and the novel single balanced active mixer using the hybrid ring coupler and 70 nm gate length MHEMTs is designed and 
fabricated. This mixer showed that the conversion loss and isolation characteristics were 2.5 dB ~ 2.8 dB and under -30 dB in the 
range of 93.65 GHz ~ 94.25 GHz, respectively. The low conversion loss of the mixer is mainly attributed to the high-performance of 
the MHEMTs exhibiting a maximum drain current density of 607 mA/mm, an extrinsic transconductance of 1015 mS/mm, a current 
gain cutoff frequency (fT) of 330 GHz, and a maximum oscillation frequency (fmax) of 425 GHz. High isolation characteristics are due 
to the DAML-based hybrid ring coupler which shows isolation characteristics of -34 dB at center frequency of 94 GHz. To our 
knowledge, these results are the best performance demonstrated from 94 GHz single balanced mixer utilizing GaAs-based HEMTs in 
terms of conversion loss as well as isolation characteristics. 
 
Keywords: single balanced active mixer, 70 nm, MHEMT, DAML, hybrid ring coupler 
 
1. INTRODUCTION 

 
Recently, the development of the millimeter-wave systems for both commercial and military applications leads to an 

increase in the demand for low cost and miniaturization characteristics by integrating passive components with active 
MMICs (micro-wave and millimeter-wave integrated circuits). For passive components, conventional planar transmission 
line structures such as microstrip line and coplanar waveguide (CPW) are widely used at present. However, the geometric 
structure of these conventional transmission lines has dielectric loss and dispersion characteristics due to the 
semiconductor substrate, which degrades the circuit performance at high frequency range. For the purpose of solving this 
problem, MEMS-based low loss transmission lines have been reported with various structures [1]-[6]. Specially, 
membrane-supported transmission lines have been proven to be one of the most promising candidates for millimeter-
wave application [6]. Although these MEMS-based transmission lines can reduce the substrate loss, they have some 
critical drawbacks such as difficulty for fabrication, large size, and trouble of integration on MMICs, resulting in high 
costs per unit area.  

In order to solve these problems, we proposed the novel dielectric-supported air-gapped microstrip lines (DAMLs) 
structure which the signal lines were elevated from ground plates, to reduce the substrate dielectric loss and obtain low 
losses in the range of millimeter-wave. Using our transmission lines, DAMLs, we developed hybrid ring couplers to 
demonstrate the possibility of application for the passive components in the range of millimeter-wave. The fabrication 
process of DAMLs is compatible with the standard MMIC techniques. Moreover the ground plate of the DAMLs is the 
same that of the MMIC fabricated by using CPW structure. Therefore, the developed hybrid ring coupler can be easily 
integrated into the MMICs. In addition, we can curtail the cost due to the reduced area by integrating the passive 
components on plane-structural MMICs vertically. 

In this paper, we designed and fabricated a novel single balanced active mixer using the 70 nm gate length MHEMTs 
and the DAML-based hybrid ring coupler on the same GaAs substrate in order to prove the potential of integration 
between high performance passive components adopting DAML structure and MMICs. The low conversion loss of the 
mixer is mainly attributed to the high-performance 

 
2. GAAS-BASED 70 NM MHEMT 

 
GaAs-based epitaxial structures for MHEMTs were grown by molecular beam epitaxy (MBE) on 4-inch semi-

insulating (S.I.) (100) GaAs substrates. To achieve low conversion loss of the mixer, a HEMT device should have high 
peak transconductance as well as low gate capacitance [7]. The epitaxial structure of the MHEMT device was designed 
with double silicon delta doping in a lower plane (1.3 × 1012 /cm2) and an upper plane (4.5 × 1012 /cm2) for high free 
electron sheet density lead to high peak transconductance [8]. We adopted a low linear grading rate for the InxAl1-xAs 
buffer layer with indium mole fraction, x, graded from 0 to 0.5 grown on the GaAs substrate to provide high band off-set 
In0.52Ga0.48As/In0.53Al0.47As heterojunction structure with the high electron mobility and free electron sheet density. The 
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layer consisted of the following layers: a 1 ㎛ metamorphic buffer layers, a 400 nm In0.52Al0.48As buffer layer with a 
silicon delta doping layer, a 4 nm In0.52Al0.48As spacer layer, a 15 nm In0.53Ga0.47As channel layer, a 3 nm In0.52Al0.48As 
spacer layer, a 10 nm In0.52Al0.48As schottky layer with a silicon delta doping layer, and finally a 15 nm n+ In0.53Ga0.48As 
cap layer. Hall measurement of this structure, after moving the InGaAs Cap layer, showed a two-dimensional electron 
gas with a sheet density of 3.36 × 1012 cm-2 and a mobility of 9070 cm2/V⋅s at room temperature. The gate capacitance 
was minimized using an optimized narrow recess structure with short gate length. To obtain low gate capacitance, we 
fabricated the MHEMTs with a 70 nm gate length using the in-house developed submicron technology [9]. 

The fabricated 70 × 2 ㎛ (unit gate width of 70 ㎛ and two gate fingers) MHEMTs with a 70 nm gate length were 
characterized by measuring the DC and RF. Fig. 1 shows the extrinsic transconductance (gm) and drain current (Ids) as 
functions of the gate voltage (Vgs) at 1.6 V of drain voltage (Vds). We obtained a good pinch-off property of Vp = -0.8 V 
and a maximum drain current density of 607 mA/mm. The measured maximum extrinsic transconductance (gm) was 
1015 mS/mm at a drain voltage (Vd) of 1.6 V and a gate voltage (Vg) of   -0.3 V. The RF measurements were performed 
in a frequency range of 1 GHz ∼ 75 GHz. As a consequence of extrapolating by a slop of -6 dB/octave from the 
measured current gain (|h21|2) and Mason’s unilateral gain (Ugain), we obtained a current gain cutoff frequency (fT) of 
330 GHz and maximum oscillation frequency (fmax) of 425 GHz as shown Fig. 2. 

 
3. DAML-BASED HYBRID RING COUPLER 
 
3.1. DAML: Dielectric-supported Air-gapped Microstrip Line 

 
The structure of the proposed DAML is shown in Fig. 3. The signal line is fabricated using GaAs-based surface 

micromachining techniques to rise in the air with the help of polyimide dielectric posts. This structure has the advantage 
of reduced dielectric losses because most of the electric field is confined in the air between the signal line and the 
ground plate, not in the GaAs substrate which has a typical thickness of 680 ㎛ and a relative dielectric constant of 12.9. 
Also, the DAML relieves the burden of the complex backside process in the realization of a microstrip structure, 
because the signal line and the ground plate are on the same plane. Another interesting possibility of this technology is 
that we may achieve a compact, 3-D integration of active and passive devices, because active devices may be located 
under the elevated signal lines or passive devices based on these lines. Design parameters such as the characteristic 
impedance (Z0), the insertion loss (dB/cm), and the dielectric constant were simulated by a commercial electromagnetic 
simulator, HFSS. The signal line width was varied from 10 ㎛ to 110 ㎛ by 10 ㎛ steps. The entire line length was 5 
mm. The spacing between adjacent dielectric posts was 500 ㎛, and the size of the bottom plane of the post was 10 ㎛ × 
10 ㎛. The height of the post was varied from 2 ㎛ to 18 ㎛ by 1 ㎛ steps. From the electromagnetic (EM) simulation, 
we observed that the insertion losses saturated when the height was over 9 ㎛. The SEM photograph of the fabricated 
DAML is shown in Fig. 4. Sacrificial layers are completely removed between signal line and ground metal and signal 
line is stably elevated by dielectric post. From the SEM measurements, we verified that the maximum space between 
the dielectric posts to elevate the signal line on air with stability is 2 mm.  

The process flow of DAML is as follows. Initially, Ti and Au are evaporated on a GaAs substrate as a ground metal, 
and then dielectric posts with height of 10 ㎛ are fabricated. Dielectric post is photo-definable and their size is 10 ㎛ × 
10 ㎛. After patterning sacrificial layer with height of 10 ㎛, Au thin film is evaporated to prevent the development of a  
 
 

             
Fig. 1. Transconductance (gm) and drain current (Ids) as functions          Fig. 2. Current gain (|h21|2) and Mason’s unilateral gain (Ugain)  

of the gate voltage (Vgs) at 1.6 V of drain voltage (Vds)                          characteristics as a function of frequency 
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Fig. 3. Schematic view of the DAML structure                       Fig. 4. SEM photograph of the fabricated DAML 

 
sacrificial layer, which can occur during signal line patterning. This Au thin film is also used as a seed metal, to form 
the signal line with metal thickness of 5 ㎛ by an electroplating. Finally, we carry out the PR-strip process and remove 
the sacrificial layer. Fig. 5 shows the simulation and measurement results of the characteristic impedance with a 10 ㎛ 
height and a 5 ㎛ metal thickness with reference to the signal line width. The characteristic impedance varied from 29 Ω 
to 112 Ω as the line width varied from 110 ㎛ down to 10 ㎛. This corresponds to an effective dielectric constant value 
of 1.04 and 1.026, respectively. For the signal line width of 30 ㎛, 50 ㎛, and 70 ㎛, we obtained an insertion loss of 
3.55 dB/cm, 2.75 dB/cm, and 1.88 dB/cm at 94 GHz, respectively, as shown in Fig. 6. 

 
3.2. Hybrid Ring Coupler 

 
The hybrid ring coupler was designed based on the characteristic impedance of signal line width and wavelength at 

94 GHz. We obtained a characteristic impedance of 70 Ω and 50 Ω, when the width of transmission lines used for the 
design of the hybrid ring coupler are 29 ㎛ and 49 ㎛, respectively. A wavelength is 2.92 mm. Using these results, we 
designed the 3 dB hybrid ring coupler with a phase difference between port 2 and port 3 of 180˚, which has the space 
between each port with the 2 Z0 transmission line of 4/λ  and 4/3λ . The hybrid ring coupler was fabricated on a 680 
㎛ thick GaAs substrate as described from the previous section. These processes are compatible with the standard MMIC 
techniques, and the hybrid ring coupler can be easily integrated into active GaAs MMICs. The radius of the designed 
coupler is 730 ㎛ and the height of the elevated structure is 10 ㎛ from the ground plate. The SEM photograph of the 
fabricated ring coupler is shown in Fig. 7. To measure the full four-port characteristics of the fabricated ring coupler 
using two-port vector network analyzer measurement system, three identical couplers were designed and fabricated for 
different two-port measurement. The simulation and measurement results for the hybrid ring coupler are shown in Fig. 8. 

Fig. 8 shows the insertion and reflection losses of the 3 dB hybrid ring coupler. The fabricated hybrid ring coupler 
shows wideband characteristics of the coupling loss of 3.57 ± 0.22 dB and the transmission loss of 3.80 ± 0.08 dB 
across the measured frequency range of 85 GHz to 105 GHz. The isolation characteristic is observed to be -34 dB at 94 
GHz. From the figure, the center frequency of the coupler is shifted to a lower band of approximately a 1 GHz due to 
the process margin. We also found a phase difference between port 2 and port 3 of 180 ± 1˚ at 94 GHz.  

 
 

              
 Fig. 5. Measured and simulated characteristic impedance              Fig. 6. Measured insertion loss versus frequency of the 

versus signal line width of the DAML.                                           fabricated DAML. 
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Fig. 7. SEM photograph of the fabricated hybrid ring coupler        Fig. 8. Measured results compared with the simulated results  

of the fabricated hybrid ring coupler  
 
4. SINGLE BALANCED ACTIVE MIXER 
 

To demonstrate the possibility of a 3-D integration of active and passive elements using DAML technology, we 
designed and fabricated a 94 GHz monolithic single balanced active mixer using the developed hybrid ring coupler. The 
single balanced active mixer can suppress the leakage of LO signals. However, it is usually quite difficult to realize this 
mixer in single MMIC because the passive element such as a coupler, a transformer, or a balun either are too bulky or 
complicate the overall fabrication steps excessively. Using the hybrid ring coupler based on the DAML technology as 
described above may provide an elegant solution to this problem. 

Design of the low conversion loss and high isolation single balanced active mixer is based on a systematic 
characterization of MHEMT devices and hybrid ring coupler with DAML. To design the mixer, we used Agilent ADS 
circuit design tool embedded the measured dataset of the fabricated hybrid ring coupler. The single balanced active mixer 
was designed using 70 nm MHEMT, metal-insulator-metal (MIM) capacitors, Ti-thin-film resistor, CPW, and DAML 
library. The RF, LO, and IF frequencies were designed to be 94 GHz, 94.2 GHz, and 200 MHz, respectively. The bias 
conditions were drain voltage of 1.5 V and gate voltage of -0.7 V and the drain current of the MHEMT in the mixer was 5 
mA. Matching circuits, bias lines, and the IF ports were designed using CPW lines. On the other hand, the RF and LO 
ports were designed using the hybrid ring coupler with DAML structure in order to obtain higher RF-LO isolation 
characteristics. The MHEMT, bias lines, and matching circuits on the substrate were fabricated using the standard MMIC 
process of MINT [10]. The hybrid ring coupler was subsequently fabricated above the planar structures using the DAML 
technology. Since the DAML process is carried out at a low temperature below 120 ˚C and does not include any harsh step 
such as a dry etching process, the performance of the active devices is not degraded in any way. Fig. 9 shows the SEM 
photograph of the fabricated single balanced active mixer and the total chip size is 1.8 mm × 2.1 mm.  

The fabricated mixer was measured using a cascade on-wafer probing system. For measurements, a RF and LO input 
signal at 94 GHz was generated by connecting Quinstar 94 GHz VCO and Millitech W-band variable attenuator for 
varying the power of input signals. The two separated, out-of-phase IF output signals from the mixer were combined using 
an external balun. The measured results of conversion losses versus RF and LO input power are shown in Fig. 10. A good 
conversion loss of 2.5 dB was obtained with an applied RF frequency of 94 GHz at a LO input power of 6 dBm and LO 
frequency of 94.2 GHz. Conversion loss and isolation characteristics versus frequencies were obtained at a RF power of  

 
 

 
Fig. 9. SEM photographs of the fabricated single balanced active mixer; (a) Overview, 

(b) 70 nm MHEMT, (c) DAML-to-CPW transition part.  

(a) 

(b) 

(c) 
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Fig. 10. Conversion loss characteristics versus RF and                    Fig. 11. Conversion loss and isolation characteristics  

LO input power (at a LO frequency of 94.2 GHz,                            versus frequencies (at a RF power of -10 dBm, 
a RF frequency of 94 GHz)                                                                a LO power of 0 dBm) 

 
-10 dBm and LO power of 0 dBm. Conversion loss and isolation characteristics were 2.5 dB ~ 2.8 dB and under -30 dB, 
respectively, in the range of 93.65 GHz ~ 94.25 GHz as shown Fig. 11. The low conversion loss of the mixer is mainly 
attributed to the high-performance of the MHEMTs and high isolation characteristics are due to hybrid ring coupler. 

 
5. SUMMARY 

 
We successfully demonstrated the potential of integration between high performance passive components adopting 

DAMLs structure and MMICs by developing the novel single balanced active mixer. This mixer showed that the 
conversion loss and isolation characteristics were 2.5 dB ~ 2.8 dB and under -30 dB, respectively, in the range of 93.65 
GHz ~ 94.25 GHz. At center frequency of 94 GHz, this mixer showed the minimum conversion loss of 2.5 dB at a LO 
power of 6 dBm. The low conversion loss of the mixer is mainly attributed to the high-performance of the MHEMTs and 
high isolation characteristics are due to hybrid ring coupler. To our knowledge, these results are the best performances 
demonstrated from 94 GHz single balanced mixer utilizing GaAs-based HEMTs in terms of conversion loss as well as 
isolation characteristics. We convince that this technology can lead to the fabrication of a fully integrated micro-system 
such as a single-chip transceiver for advanced millimeter-wave applications. 
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Abstract—As SOC chips develop to higher and higher frequency, the singularity problem in high speed circuits
has remarkably challenged the accuracy and computation time of the state-of-the-art circuit simulators. Taking
advantage of the local support and multi-resolution properties of wavelets, the singularity problem in high
speed circuits can be efficiently handled by wavelet collocation method with adaptive scheme. The last decade
has seen the development of wavelet theory for solving ODE/PDE and its applications in simulation of high
speed and large scale linear and nonlinear circuits. This survey will review a series of wavelet theories and fast
computation techniques in the transient, steady state and noise analysis of nonlinear circuits, and model order
reduction and fast simulation of linear interconnect circuits, as well as analog behavioral modeling. Compared
with the traditional approaches using global support functions, the wavelet methods can significantly improve
the simulation speed and accuracy, and consequently establish a new direction for high speed circuit simulation.

1. Introduction

The singularities existing in high speed circuits pose great challenges to today’s circuit simulation and
modeling techniques in both computational cost and accuracy. For instance, in model order reduction of
interconnects, steady state analysis of nonlinear circuits, noise analysis and analog behavioral modeling, the
global functions, such as Chebyshev function, harmonic function, sampling function and polynomial function,
are employed by the traditional simulation approaches. These global functions require much more number of
basis functions to achieve higher accuracy when dealing with singular waveforms. The augment of the number
of global functions will drastically increase the computation cost while not evenly reduce the approximation
errors. It is therefore desperately demanded to exploit new methodologies for simulation of high speed circuits.

The concept of wavelet approximation was firstly proposed in geophysics domain to analyze the earthquake
wave propagation problems [1]. In electrical engineering, wavelet methods have been developed for function ap-
proximation involved in imaging compression and signal decomposition [1,2]. In electromagnetics computations,
wavelets have also been employed to compress the integral operator as reported in [3, 4].

Table 1: Wavelet Theory and its Applications in Circuit Modeling and Simulation

Wavelet Theory and Applications Traditional Methods Wavelet Based Method

Fundamental Theory PDE Solving - SIAM NA, 1996 [5]

Basic Principles Transient Analysis Time matching TCAS-I, 1999 [6,7]

for Circuit Analysis

Linear Circuit Time-domain MOR Chebyshev basis [8] DATE’2006 [9]

Analysis Frequency Domain - ISCAS’2003 [10], ASICON’2001 [11]

Clock Network - ISCAS’2002 [12]

Nonlinear Circuit Steady-state Harmonic balance [13] TCAS-I, 2002 [14]

Analysis Noise Sampling function [15] ASP-DAC’2005 [16]

Circuit Modeling Behavioral Modeling Polynomial basis [17] TCAS-II, 2003 [18]

In circuit modeling and simulation, when traditional methods based on global support functions suffered
from accuracy and computation cost difficulties in high speed circuit simulation, wavelet theory [5] has been
developed with solid mathematic fundamental and extensively applied to analyze not only high speed but also
very large scale VLSI circuits. In Table 1, we outline the road map of the main research activities in this
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and Technology committee Key project 04JC14015 and Shanghai AM R&D fund 0418, partly by NSF grants CCR-
0306298, partly by the US National Science Foundation (grant numbers: DMS-0408309, CCF-0513179), Department of
Energy ( DEFG0205ER25678 ) and NERSC Computing Award.
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area since last decade. In 1996, W. Cai et al. firstly established the fundamental wavelet theory for solving
nonlinear PDEs with boundary conditions [5] in mathematics. The construction of wavelet basis functions for
handling non-homogenous boundary conditions, the collocation method for solving PDEs and adaptive scheme
etc. were completely developed in this work. In 1999, D. Zhou and W. Cai further established the basic wavelet
circuit simulation theory by studying transient analysis of nonlinear ODE in time domain, while traditionally
the classical time marching method has encountered with error accumulation difficulty in simulation of strong
singularities in high speed circuits [6, 7]. A series of research of applying wavelets in large scale linear and
nonlinear simulation have been extensively explored by X. Zeng, D. Zhou and W. Cai since 2001. For large scale
linear circuit analysis, the wavelet approaches have been developed to clock network [12] and frequency domain
analysis [10, 11] as well as model order reduction [9] etc.. Specifically, in model order reduction of high speed
interconnect circuits, the wavelet functions [9] turn to be more efficient than the global support Chebyshev [8]
polynomials to tackle with circuit singularities. Most importantly, for all of the spectrum approaches, like
Chebyshev or wavelet method, a large scale coefficients matrix needs to be solved, which is very time consuming
by vector equation solver [8] and becomes the bottleneck to prevent the spectrum methods from solving very
large scale interconnect circuits with order up to 106 . We have proposed a fast Sylvester equation solver [9] which
is two to three orders faster than the vector equation solver [8]. This fast numerical computation technique is so
significant that it makes the wavelet method from circuit theory to solving really large scale interconnect circuits.
For nonlinear circuit analysis, we have extended wavelet method to steady-state analysis and noise analysis
in [14] and [16], respectively. The wavelet methods remarkably improve the simulation accuracy and efficiency
compared to the global function based methods, such as harmonic balance method [13] and sampling function
based method [15]. For behavioral modeling of analog circuits, we have proposed a wavelet collocation method
with nonlinear companding technique to reduce model errors and control the error distribution continuously
according to the system simulation requirements.

The rest of the paper is organized as follows. In Section 2, we give an introduction to basic principles of
wavelet collocation method. We present wavelet applications in linear circuit analysis, nonlinear circuit analysis
and behavioral modeling of analog circuits in Sections 3, 4 and 5, respectively. The fast Sylvester equation
solver as a significant numerical method is presented in Section 6. We draw conclusions in Section 7.

2. Basic Principles of Wavelet Collocation Method

In this section, the basic principles of wavelet collocation method proposed in [5–7] are reviewed.
2.1 Wavelet Basis Functions

Let H2[0, L] be a Sobolev space, which basically contains all functions with square integrable second order
derivatives. We first introduce spline wavelets function subspaces of H2[0, L] for a given J ≥ 0, which are
developed in [5], as follows.

Vb = span {η1(t), η2(t), η2(L− t), η1(L− t)} V0 = span{ϕ0,−1(t), ϕ0,0(t), · · · , ϕ0,L−4(t), ϕ0,L−3(t)}
Wj = span

{
ψj,k(t),−1 ≤ k ≤ 2jL− 2

}
, 0 ≤ j ≤ J − 1 Vj = Vj−1 ⊕Wj−1, 1 ≤ j ≤ J − 1 Vbj = Vb

⋃
Vj

(1)
where η1(t), η2(t), η2(L−t) and η1(L−t) are specially designed to handle the non-homogeneity of the boundary,
functions ϕ0,k(t) and ψj,k(t) denote scaling functions and wavelet functions, respectively. ⊕ denotes direct sum.

Wavelet basis functions have the distinct property of local support, namely, having nonzero values only in
a small time interval. The indexes j and k of wavelet functions ψj,k(t) represent the operations of dilation and
translation, respectively. The dilation generates high frequency wavelets and the translation moves wavelets to
cover the whole physical time space. When using wavelets as the basis functions to approximate an arbitrary
function, we can insert the wavelets at the needed physical time location by the translation operation and go to
any high resolution by the dilation. Hence, we can achieve any high resolution at any physical location as we
wish. In contrast, such a nice property is not shared by the global support function like Fourier series.
2.2 Wavelet Collocation Method

Collocation method is developed to solve the wavelet function coefficients when applying wavelet method
to solve ODEs/PDEs [6]. In this subsection, we illustrate the wavelet collocation method by solving an ODE
problem defined in time interval [0, L], as described in (2).

Ẋ(t) = f(X, t) (2)

where X(t) = [X1(t), · · · , Xn(t)]T are the n unknown state variables, and f(X, t) is a given nonlinear vector
function. Firstly, the state variables X(t) are expanded by wavelets.

X(t) =



X1(t)
...
Xn(t)


 =



H11 · · · H1K

...
. . .

...
Hn1 · · · HnK


 ·



θ1(t)
...
θK(t)


 = H · θ(t) (3)

where H ∈ Rn×K is the coefficient matrix, {θi(t), i = 1, 2, · · · ,K} are wavelet basis functions defined in (1),
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and K is the total number of basis functions that have been employed. By substituting (3) into (2) and let the
expansion satisfy the original ODEs at the collocation points {t1, t2, · · · , tK}, we get (4).

H ·
[
θ̇(t1), θ̇(t2), · · · , θ̇(tK)

]
= [f (Hθ(t1), t1) , f (Hθ(t2), t2) , · · · , f (Hθ(tK), tK)] (4)

The wavelet coefficients can be calculated by solving these nonlinear algebraic equations (4) by some iterative
schemes [6].
2.3 Adaptive Scheme

One of the main advantages of the wavelet approximation is that there exists an adaptive scheme, which
relies on the multi-resolution analysis in wavelet theory [5]. Using the adaptive technique, those wavelet basis
functions, which are needed for approximating the given nonlinear function, can be employed automatically.
It, in turn, improves the approximation efficiency significantly. The magnitude of the wavelet coefficients
corresponding to basis functions in Wj will indicate whether a refinement, by increasing the wavelet space level,
is needed or not [5]. More importantly, because of the local support of wavelet bases, not all wavelet basis
functions in higher wavelet spaces Wj′ (j

′ > j) are needed in order to achieve more accuracy. In fact, only basis
functions, whose positions near the singularities should be included.

3. Application of Wavelet Method in Linear Circuit Analysis

We have successfully applied wavelet method to linear circuit analysis problems, including time-domain
model order reduction [9], frequency domain analysis [10, 11] and clock network analysis [12] etc.. In this
section, we mainly present time-domain model order reduction of interconnect circuits by wavelet method [9].

With the continuous advance of semiconductor technology, interconnects have become the dominant factor
to determine the performance of integrated circuits. The state-of-the-art technique for interconnect analysis is
model order reduction. Generally, a linear circuit can be described by

ẋ(t) = Ax(t) +Bu(t)
y(t) = CTx(t)

(5)

where x(t) = [x1(t), x2(t), · · · , xN (t)]T is the unknownN dimensional state vector and u(t) is the input function.
y(t) is the outputs. A ∈ RN×N , B ∈ RN×p, C ∈ RN×q are the system matrices. Here, p and q denote the
number of inputs and outputs, respectively. Time domain model order reduction techniques approximate the
time domain behavior of the linear circuit by sufficiently accurate lower order model. The existing global
function based time-domain model order reduction techniques like Chebyshev polynomial method [8] have the
following limitations. Firstly, these methods cannot handle large scale problems due to their high computational
cost. Secondly, these methods cannot tackle fast changing waveforms because of the global support properties
of the global functions. We propose to apply wavelet method to time domain model order reduction in [9]. For
simplicity, the simulation interval in time domain is supposed to be [0, L]. Similarly, x(t) is expanded by wavelets
defined in (1), i.e. x(t) = Hθ(t), where H ∈ RN×K is the coefficient matrix, θ(t) = [θ1(t), θ2(t), · · · , θK(t)]T are
wavelet basis functions, K is the number of wavelet basis functions. By substituting the expansion x(t) = Hθ(t)
into (5) and discretizing it at collocation points {t1, t2, · · · , tK}, we get (6).

H [θ̇1(t1), θ̇2(t2), · · · , θ̇K(tK)] = AH [θ1(t1), θ2(t2), · · · , θK(tK)] +B[u(t1), u(t2), · · · , u(tK)] (6)

which can be formulated as a Sylvester equation. We have proposed a fast Sylvester equation solver in [9],
as described in Section 6, to solve the coefficient matrix H . After coefficient matrix H is calculated and
orthonormalized as V , the reduced order model is obtained by performing projection on V [9].

Compared with the global function based methods [8], wavelet based time domain model order reduction
method can efficiently tackle high speed interconnect circuits with strong singularities, and is capable of reducing
the original system into much smaller size.

4. Application of Wavelet Method in Nonlinear Circuit Analysis

In this section, wavelet methods for nonlinear circuit analysis, including steady-state analysis and noise
analysis are reviewed.
4.1 Steady-State Analysis [14]

Taking a non-autonomous circuit as an example, the steady-state analysis of (2) is to find a X̄(t), which
not only satisfies (2), but also satisfies the following two-point boundary constraint, X̄(0) = X̄(T ), where
the steady-state response period T is determined by input excitations. We propose to solve the steady-state
analysis problem by wavelet balance method [14]. Wavelet balance method follows the basic principles of the
wavelet collocation method in (4) but with the difference that the two-point boundary constraint imposes one
more vector equation for the coefficient matrix in wavelet balance method. Hence, optimization algorithms like
Levenberg-Marquardt Method [14] are employed to obtain the least-square-error solution of coefficient matrix.

Compared with the conventional harmonic balance method [13], the proposed wavelet-balance method has
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the following advantages. Firstly, the wavelet-balance method has a high-convergence rate, resulting in low
computational complexity. Secondly, the wavelet-balance method works in the time domain, so that many
critical problems in frequency domain, such as nonlinearity and high-order harmonics, can be handled efficiently.
Thirdly, localized singularities exhibited in the response of nonlinear circuits can be easily captured by the
wavelet approach through adaptivity.
4.2 Noise Analysis [16]

The noise analysis of a nonlinear circuit described by (2) is to calculate the continuous spectrum of the
unknown state variables X(t). The traditional frequency-domain simulation method like harmonic balance can
only calculate the discrete frequency spectrum of X(t). To obtain the continuous spectrum, the spectra of X(t)
is expanded by Fourier series over a finite frequency interval in [15]. The coefficients of the Fourier series are
then calculated by sampling the time domain response of (2) i.e. X(t), according to sampling theorem [15]. The
noise analysis problem is then transformed to a transient analysis problem. In [15], the time domain response
is obtained by expanding X(t) with finite sinc series, which are the time domain series corresponding to the
Fourier series in frequency domain, and then forcing the finite sinc series satisfy the ODEs at uniform sampling
points. However, since sinc series are global support, the finite truncation of the expansion series will introduce
inevitable simulation errors in calculating the time domain response, and correspondingly affect the accuracy
of the coefficients of Fourier expansion in frequency domain.

In contrast, wavelet collocation method was proposed to obtain the time-domain solution of (2) in [16]. The
coefficients of the Fourier series in frequency domain are calculated by sampling theorem in terms of the transient
solution obtained by wavelet collocation method. Compared with sinc function based method [15], by taking
advantage of the local compactness and multi-resolution properties of the wavelet bases, wavelet based method
achieves high simulation speed and high accuracy in time domain transient analysis. Furthermore, an adaptive
scheme exists to automatically select the wavelet basis functions for a desired accuracy. The high accuracy of the
transient analysis, accordingly, enhance the accuracy of the coefficients of Fourier series in frequency domain.

5. Behavioral Modeling of Analog Circuits by Wavelet Method [18]

The most challenging task involved in behavioral modeling for bottom-up verification is how to accurately
characterize the nonideal input-output relation with simple model representation. Furthermore, controlling
error distribution of the behavioral model is an effective way to improve the overall simulation efficiency and to
save memory space.

We propose to apply wavelet collocation method with nonlinear companding to accurately characterize the
nonlinear input-output function of analog circuit. We take one-dimensional function approximation as example
here. Denote the nonlinear function for approximation y = g(x). For behavioral modeling, we expand function
g(x) by wavelet basis functions and employ collocation method to calculate the expansion coefficients. The
companding algorithm is used to continuously control the modeling error distribution. The companding algo-
rithm uses a companding function to map wavelet basis functions to basis functions with desired singularities.
According to the wavelet approximation theory, the approximation error depends on the singularity of wavelet
basis functions. Hence, the modeling error distribution can be continuously controlled by changing the singu-
larity of wavelet bases with companding algorithm. The nonlinear companding function can be constructed
by heuristic analysis [18] or automatic technique [19]. Experiments show that with adaptive and companding
techniques, the number of wavelet basis functions required to approximate the input-output function and the
approximation errors are remarkably reduced at the same time.

The above companding-oriented wavelet collocation method is able to reduce the modeling errors and control
the modeling error distribution continuously based on system-level simulation requirements. Moreover, this
companding scheme can efficiently reduce the number of basis functions, i.e. the number of coefficients needed
to represent the model. It, in turn, improves the simulation efficiency significantly at the system level.

6. Fast Sylvester Equation Solver [9]

Solving large scale coefficient equation is a key problem to time domain model order reduction of large scale
interconnect circuits. The coefficient equations no matter employed in wavelet based or Chebyshev polynomial
based time domain model order reduction methods can be formulated in a matrix equation called Sylvester
equation [9]. For instance, the matrix equation (6) can be rewritten as a Sylvester equation as HZ −AH = G,
where Z ∈ RK×K , A ∈ RN×N , H ∈ RN×K and G ∈ RN×K , if we denote Φ = [θ1(t1), θ2(t2), · · · , θK(tK)],
U = [u(t1), u(t2), · · · , u(tK)], Z = dΦ

dt Φ−1 and G = BUΦ−1.
The Sylvester equation can be solved in an equivalent vector equation formulation, or more directly and

efficiently, in a matrix equation formulation [9]. The computational complexity of solving the equivalent vector
equation is O((N×K)3), which would be prohibitive as the original circuit order N and number of wavelet bases
K increase. The traditional matrix equation solver like Complete Schur method requires Schur decompositions
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of both A and Z. Since N could be 106 in real applications, the Schur decomposition of A with the complexity
of O(N3) hampers Complete Schur method for large scale problems.

Based on the observations that A ∈ RN×N is a large scale but sparse matrix while Z ∈ RK×K is a much
small scale matrix, we propose a fast Sylvester equation solver, i.e. Partial Schur decomposition method. In
this solver, Schur decomposition is done only on the small matrix Z ∈ RK×K , and the equation involving
A is solved efficiently with iterative schemes like GMRES etc., by taking advantage of the sparsity of A.
Hence, the computational cost of the Partial Schur decomposition solver is much less than the Complete Schur
decomposition one. Numerical experiments show that the Partial Schur decomposition Sylvester solver gains
up to three orders and one order speedups compared with the vector equation solver and Complete Schur
decomposition solver, respectively. This fast numerical computation technique is very crucial to make the
wavelet method from circuit theory to solving really large scale interconnect circuits.

7. Conclusion

During the last decade, we have established the fundamental theory of wavelet collocation method and
successfully applied wavelet collocation method to high speed and large scale circuit simulation and modeling.
Taking advantage of the localization property, wavelets can accurately and efficiently catch singularities existing
in high speed circuits. The series of work surveyed in this paper have opened a new direction for high speed
circuit simulation.
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Abstract  - Resonance noise, or power/ground bounce noise, on the power and ground planes of 
high-speed circuit packages is one of main concerns of the signal integrity (SI) or power integrity (PI) issues. 
This paper proposes a time-domain approach to extract the equivalent models of power/ground planes with 
the resonant effect being considered. Employing the general pencil of matrix method (GPOM), the 
pole-residue representation of the time-domain responses of the planes structure is obtained. The broadband 
SPICE-compatible model then can be transformed based on the simple network transformation method. It 
is found that the extracted models accurately predict the power/ground bouncing or resonance behavior in 
wide-band range. The developed models can be efficiently incorporated to the HSPICE simulator with 
considering the power/ground bouncing noise in high-speed circuits. 
Index Terms –finite-difference time-domain (FDTD), power integrity, SPICE model, time-domain 
reflectometry (TDR). 
 

Ⅰ. INTRODUCTION 
In recent high-speed digital circuits with pico-second rising/falling edges, it is reasonable to 

consider the power/ground planes as a dynamic electromagnetic system [1]. The simultaneous 
switching noise (SSN) or ground bounce noise, resulting from the transient currents which flow 
between power/ground planes during the state transitions of the logic gates, has become a critical factor 
to degrade the signal integrity (SI) and power integrity (PI) in PCB or package design [2]. In order to 
accurately perform overall system-level power integrity simulation, extracting the SPICE-compatible 
models with the resonant effect being considered in the power/ground planes and incorporating the 
model into the conventional circuit simulator, such as SPICE, is essential. 

Several works had been contributed to the equivalent circuit extraction of the physics-based 
distributed lumped-circuit models approach based on physical structures of power/ground planes 
[3]-[4]. The lumped models are efficient in the simple prediction of the power/ground planes with 
resonance effect on the PI, but the cell size of the element array must be small to keep the good 
accuracy of the model. It will cost much computing time and many memory spaces. Several full-wave 
numerical techniques such as method of moment (MoM) and finite-element method (FEM) have also 
been developed to understand the propagation and resonance behavior of the power/ground planes 
[5]-[6]. Recently, based on time-domain responses either from simulations or measurements, the 
resonance effect of the power/ground planes  was characterized using a complicated process [7]. 

In this paper, a time-domain approach is proposed for transforming the SPICE-compatible circuits 
of the power/ground planes based on a simple network model. According to either the measured or 
simulated time-domain reflected waveforms, the generalized pencil of matrix method (GPOM) [8] is 
employed to construct the time-domain step response of the power/ground planes by the rational 
functions. The equivalent model in terms of the rational functions pairs is obtained through a simple 
network transformation. The equivalent circuits of the model are finally transformed by a systematic 
lumped-model extraction technique (SLET) [9]-[10]. 

 

Ⅱ. MODELING METHOD 
A. Simulation or Measurement Setup 

Time-domain waveforms are employed to obtain the step response of the power/ground planes.  
The time domain waveforms are made available either through FDTD simulation or a TDR 
measurement.  Fig. 1 shows an example of the power/ground planes for a two-layer board (εr = 4.3).  
For the simulation setup, a resistive voltage source injects a step waveform into the power/ground 
planes, and a 50Ω resistance is connected between the planes as a load.  In addition, for measurement 
setup, we can use a general TDR, such as Tektronix CSA8000B or Agilent DCA86100C, to launch a 
step waveform into the power/ground planes.  This setup is used for the power/ground planes model 
extraction both from the FDTD simulation or the TDR measurement. 
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            (a)                                          (b) 
 
Figure. 1 (a)  TDR setup for analyzing the characteristics of power/ground plane by measuring  

time-domain reflection signal of the DUT.  (b) FDTD modeling of the TDR simulation with 
resistive voltage source. 

 
B. Systematic Lumped-Model Extraction Technique (SLET) 

As shown in Fig. 1, a step waveform with rise time τ is injected into port 1, and the reflected 
voltage waveform is recorded.  The step response of the power/ground planes is obtained by 
normalizing the reflected waveform with respect to the incident wave amplitude, and is denoted as y(t).  
By employing the general pencil of matrix method, the step response can be expressed as a summation 
of complex exponential terms (modes) as 

1
( ) exp( )

=
= −∑ i i

L

i
y t r p t , (2.1) 

where ri and  pi are the residues and poles on the complex plane, and L is the number of exponential 
terms.  After the best estimates of L, ri, and pi with i=1,…, L, are available through the GPOM 
method, the corresponding step response of the power/ground planes in frequency domain is obtained 
through the Laplace transform of (2.1) as 

                      
1

( )
=

=
+∑

iL

i
i

rY s
s p

                                    (2.2) 

where s=j2πf is the complex frequency.  In order to characterize the power/ground planes with circuit 
model, the step response just obtained is transformed into an impedance representation, as shown in Fig. 
2.  The reflection coefficient at the incident end of the DUT which represents the power/ground planes 
can be derived as 

                  ( ) ( )
( )

2

1 1 2

2
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Γ = −⎢ ⎥
+ +⎢ ⎥⎣ ⎦

in

in

Z s Z
s

Z s Z Z Z
,  (2.3) 

 

Figure. 2 Relation of the reflection coefficient with the input impedance at the input end of the 

DUT. 
 
where Zin(s) is the input impedance looking into the DUT.  When the input source is an impulse 
function, then the reflection coefficient thus obtained is also the impulse response.  The relation 
between step response and impulse response is a simple differentiation: 

( ) ( )1
= ΓY s s

s
. (2.4) 

Combining (2.3) and (2.4), the input impedance can be written in a form relating to Y(s) as 

,
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After substituting (2.2) into (2.5), the partial fraction expansion of (2.5) can be expressed as 
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where ai, bi, ci, di, ei, fi are all real numbers.  The corresponding circuit models for the first-order and 
second-order terms in (2.6) are shown in Fig. 3(a) and 3(b), respectively.  Corresponding values of 
the circuit elements are easily recognizable a as RL =bi and L=RL/ai for first-order terms, and L=ci/ei, 
RL=ci/(di-fi/L), Rc=fi×RL/(RL-fi), and C=RL/(ci×(RL+Rc)), for second-order terms. The remaining term Q(s) 
is then realized by converting to the admittance as  

0 1
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                        (a)                              (b) 
 
 
 
 
 
 
 
 
 
 
 

(c)                              (d) 
 

Figure. 3 Four types of equivalent model extracted from the pole-residual representations of the input 
impedance. 

 
where qi, hi, ri, vi, ui, mi are also real numbers. Similarly, the corresponding circuit models for the 
first-order and second-order terms in (2.7) are shown in Fig. 3(c) and 3(d), respectively. The 
corresponding values can be derived as Rc=1/qi and C=1/hiRc for the first-order term and C=vi/mi, 
Rc=(ui-ri/C)/vi, RL=1/ri-Rc, and Li=RL×ri/(C×mi) for the second-order terms. The remaining term R(s) in 
(2.7) is the summation of the first-order and second-order terms with negative value qi and vi, 
respectively. By employing the voltage-control-voltage-source (VCVS), they can be synthesized as 
the model shown in Fig. 4, respectively, for the first-order and second-order terms. The corresponding 
values can be derived as Rc=1/qi and C=-1/hiRc for the first-order term and C=-vi/mi, Rc=(ui+ri/C)/vi, 
RL=1/ri-Rc, and Li=RL×ri/(C×mi). VC(s) and VL(s) are the voltage crossing on the corresponding 
capacitor and inductor, respectively. 
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Figure. 4 Four types of voltage-control-voltage-source (VCVS) equivalent model. 
 

Ⅲ RESULT 
    An FDTD simulation with a 0.4V step source of 10ps rise-time was launched to port 1 to 

obtain the time domain response. Using the proposed approach, the equivalent model of the 
power/ground planes can be extracted successful.  The accuracy of the equivalent lumped model is 
verified both in time- and frequency-domain.  Fig. 5 shows the reconstructed waveforms using the 
extracted model in ADS and the original waveform computed by the FDTD method.  Difference 
between the two results is almost indistinguishable.  For comparing the results in the 
frequency-domain, S11 calculated by the extracted model and Ansoft HFSS is shown in Fig. 6.  Both 
the magnitude and phase agree reasonably well. Good agreement both in magnitude and phase is also 
seen in frequency range from DC to 6GHz.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure. 5 The reconstructed waveforms using the extracted model in ADS and the original 
waveform computed by the FDTD method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure. 6 Comparison of S11 with extracted model in HSPICE and HFSS simulations(a) magnitude 
and (b) phase. 
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Ⅳ CONCLUSION 
 Based on the TDR-measured or FDTD-computed time-domain data, an efficient systematic 

approach has been proposed to extract the SPICE-compatible models of the power delivery 
networks. According to either the measured or simulated time-domain waveforms, the GPOM is 
employed to construct the time-domain step response of the power/ground planes by the rational 
functions. The rational functions are then used to extract the lumped circuits of DUT by SLET.  
The good accuracy of the proposed approach both in time- and frequency-domain has been 
presented. 
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Abstract- A primary challenge faced in the design of high performance lossy metal interconnect (HPLI) circuits in 
digital and communication systems  is to obtain and maintain signal integrity (SI) requirements on these lines while 
operating under significant signal dispersion and attenuation. The recent discovery of a special signal waveform, 
called Speedy Delivery (SD), with controlled signal dispersion, attenuation and delay promises to reduce the 
challenge in extending the data rate above the current state-of-the-art HPLI circuits. 
 
1. Introduction 
 
 A primary challenge faced in the design of high performance lossy metal interconnect (HPLI) circuits in digital 
and communication systems  is to obtain and maintain signal integrity (SI) requirements on these lines while 
operating under significant signal dispersion and attenuation. 
 
 As an example, designing 6 GHz half-meter serialized high-speed back plane digital interconnects currently 
demand overcoming high signal dispersion and 30db attenuation while maintaining adequate SI specifications.  
Further improving the data rate in these interconnects has been a challenge. 
 
2. Applications of the SD signal to increase data rate on metal digital and communication circuits  
 
 A simple HPLI design improvement process utilizing the SD signal (i.e. positive exponential[1][2][3])  is proposed in 
this paper whose goal is to obtain a higher data rate from an existing interconnect originally designed for 
conventional amplitude modulated digital signals.  The key to improved data rate in this approach is to modify the 
conventional data pulse by altering the leading edge of the amplitude modulated digital pulses. This is accomplished 
by incorporating the shape preserving [1][2][3] SD signal in the leading edge of the digital pulse and coding[4][5] the SD 
shape parameter (exponent coefficient, “α ”) in the edge. Coding additional bits by varying the SD signal shape 
parameter (α ) yields a significantly higher HPLI data rate without requiring any tangible increase in the bandwidth 
of the conventional interconnect design. 
 
 The SD waveform and its accompanying propagation properties can thereby be incorporated into the signal 
waveforms of digital and communication systems [4][5].  The new coding modalities unique to the SD waveform can 
be utilized that complement current waveform coding techniques [4][5].  For example, since the SD waveform does 
not change shape during propagation in dispersive and lossy media, the SD shape parameter α  (exponential 
coefficient) may be varied from one transmitted SD pulse to another with the pattern of discrete changes in α  
detected at the receiver.  In this manner, the value of α  may be coded to convey information transmission in the 
channel [4][5]. Experimental measurements are discussed below showing that this process of modulation on a long 
metal cable, produces essentially no increase in the spectral width of the transmitted data pulses. Thus, an increase in 
transmission data rate is obtained while the interconnect bandwidth requirements are essentially unchanged. 
 
 In addition, this process of encoding also allows multiple distinct values of α  to be simultaneously incorporated 
into SD portions of the leading edge of each of the data pulses.  An example using a long interconnect (200m cable) 
is illustrated in the figures that follow. 
 
 Figure1 shows the faceplate of a software controlled arbitrary waveform generator producing a signal waveform 
with two distinct shapes of SD signals comprising the leading edge of the pulse.  The lower voltage range of the 
edge consists of an SD signal with a shape parameter α 1 = 72 10× (1/sec) and the higher voltage range of the leading 
edge consists of a second SD waveform shape with α 2= 73 10× (1/sec).  These distinct shapes incorporated in the 
leading edge of the voltage pulse applied to a RG 58/U coaxial cable are preserved while propagating 200m 
distance.  Figure2 illustrates the preservation of the first SD signal section of the pulse with shape parameter α 1 (= 

72 10×  1/sec) with the input pulse shown on the left of the figure and the output pulse after traveling 200m on the 
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right.  Figure3 illustrates the natural log of the voltage amplitudes of these input and output signals with slopes of 
both consistent with α 1= 72 10× (1/sec).  Figures 4 and 5 illustrate the shape preservation of the second SD signal 
portion of the leading edge with 7

2 3 10α ×  (1/sec). 
 
 Figure 6 shows a pulse with these two sections of SD signals interchanged with α 1= 73 10× (1/sec) for the first 
section and α 2 = 72 10× (1/sec) for the second section.  Figures 7 and 8 show the preservation of the shapes for 
the α 1 ( 73 10× 1/sec) section of the input and output pulse edges and figures 9 and 10 for the second α 2 
( 72 10× 1/sec) section of the input and output pulse edges. 
 
 These two pulses with composite SD shapes in their leading edge, together with two pulses with distinct single SD 
shapes corresponding to either α 1 or α 2 in their leading edge, provide a modulation scheme capable of conveying 
additional two bits per symbol in the channel.  The standard pulse amplitude modulation process may be combined 
with this modulation of SD shapes creating a composite modulation technique enhancing the signal data rate by two 
bits per symbol period with essentially no increase in bandwidth of the transmitted waveforms.  The values of α  in 
the SD sections of these pulses may be detected (decoded[4][5]) by DSP filters using standard slope detection 
algorithms processing the linear log amplified edges. 
 
3. High frequency CMOS SD pulse driver circuits 
 
 These experimental results illustrating how to apply the SD signal to increase an interconnect data rate discussed 
above employed 200m cable and was therefore using an appropriately low data symbol frequency. Applications of 
this approach to other interconnect designs such as high speed backplanes would entail a much higher pulse 
frequency requiring high frequency drivers for SD signal generation.  
 
 A high frequency SD driver circuit can be implemented in CMOS.  In fact, conventional high speed latched 
comparator circuits in CMOS contain a middle stage (unstable feedback loop) that produces the positive exponential 
waveform [6][7]. 
 
4. Conclusion 
 
 A simple HPLI design improvement process utilizing the SD signal is proposed in this paper whose goal is to 
obtain a higher data rate from an existing interconnect originally designed for conventional digital signals.  The key 
to improved data rate in this approach is to modify the conventional data pulse by altering the leading edge of 
conventional amplitude modulated data pulses. That is, by including the shape preserving [1] SD signal as the leading 
edge and coding[4][5] the SD shape (exponent coefficient, “α ”) parameter of the edge. Coding additional bits by 
varying the SD signal shape parameter (α ) yields a significantly higher HPLI data rate without requiring any 
tangible increase in the conventional interconnect bandwidth design. 
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Figure 1: Faceplate of a software controlled arbitrary waveform generator ( 1 2α α< ) 

 

 
Figure 2: Preserves Shape: 200m 
Propagation of Speedy Delivery 

Waveform on Coaxial Cable 
(Portion of SD Leading Edge 

with × 7
1α = 2 10 1/sec , 1 2α α<  ) 

 

 
Figure 3: Natural Log of the Voltage Amplitudes of These Input 

and Output Signals (Portion of SD Leading Edge 
with × 7

1α = 2 10 1/sec , 1 2α α<  ) 
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Figure 4: Preserves Shape: 200m 
Propagation of Speedy Delivery 

Waveform on Coaxial Cable (Portion 
of SD Leading Edge 

with × 7
2α = 3 10 1/sec , 1 2α α<  ) 

 
Figure 5: Natural Log of the Voltage Amplitudes of These Input and Output 

Signals (Portion of SD Leading Edge with × 7
2α = 3 10 1/sec , 1 2α α<  ) 

 

 
 

 
Figure 6: Faceplate of a software controlled arbitrary waveform generator ( 1 2α α> ) 

 
 
 
 

α2= 72.99 10× (1/sec)

α2= 72.69 10× (1/sec) 
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Figure 7: Preserves Shape: 200m 

Propagation of Speedy Delivery Waveform 
on Coaxial Cable (Portion of SD Leading 

Edge with × 7
1α = 3 10 1/sec , 1 2α α>  ) 

 
 

 
Figure 9:   Preserves Shape: 200m 

Propagation of Speedy Delivery Waveform 
on Coaxial Cable (Portion of SD Leading 

Edge with × 7
2α = 2 10 1/sec , 1 2α α>  ) 

 

 
Figure 8:  Natural Log of the Voltage Amplitudes of These 

Input and Output Signals 
(Portion of SD Leading Edge 

with × 7
1α = 3 10 1/sec , 1 2α α>  ) 

 
Figure 10:  Natural Log of the Voltage Amplitudes of These 

Input and Output Signals 
(Portion of SD Leading Edge 

with × 7
2α = 2 10 1/sec , 1 2α α>  ) 

 
 
 

 
 

α1= 73.01 10× (1/sec)

α1= 72.97 10× (1/sec)

α2= 72.00 10× (1/sec) 

α2= 71.98 10× (1/sec)
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Abstract—This paper presents a software tool capable of automatic interconnect parasitic resistance, 
inductance and capacitance（RLC）extraction. Employing a multipole accelerated Generalized Minimal 
Residual (GMRES) algorithm based fast three-dimensional (3-D) field solver, the tool extracts 
parasitics very quickly and accurately for arbitrary interconnects embedded in piece-wise constant 
dielectrics. A grid-type parallel capacitance extraction solver is also integrated into this tool for 
large-scale layout and complex net extraction. The interconnect extraction tool also assembles a quick 
2-D RLC extraction tool which is useful for some special applications. Architecture of the tool and 
numerical techniques of parasitics extraction solvers are discussed in this paper. Some experimental 
results to demonstrate the accuracy and performance of the extraction solvers are also presented. 
 
 
1. Introduction 

For sub-micron, deep sub-micron, and nanometer IC designs, electrical performance of on-chip 
intercomnects is increasingly important. The success of interconnect-centric design flows depends 
heavily on the availability of sophisticated electromagnetic modeling methodologies and 
computer-aided-design tools. Accurate and quick field based parasitic RLC extraction tools can be 
used not only for critical nets, block IP, standard and custom cell analysis, but also for characterization 
of interconnect models or library patterns which constitute kernels of model-based or library-based 
full-chip extraction solvers. This paper will describe the architecture of the parasitic extraction tool, 
multipole accelerated GMRES based fast 3-D field solvers, and Message Passing Interface (MPI) 
based parallel algorithm for interconnect capacitance extraction. The tool also assembles a quick field 
based 2-D solver that is useful for some special applications such as buses where several wires go for 
a long way in parallel. Different solvers can be invoked according to different conditions to maintain 
accuracy yet quick extraction speed. Some examples are presented to demonstrate the accuracy and 
performance of these solvers, and some advice for future work will be given. 
 
 
2. Tool Architecture 

Figure 1 depicts the architecture of the parasitics extraction tool. The user is IC designer, and the 
software includes the following use cases: 
(1) Input layout file 

IC designer input layout file. This software supports standard layout format like GDSII, which is 
a binary stream file format. 
(2) Input technology file 

IC designer input interconnect technology file [1]. The interconnect technology file describes the 
manufactory information, including geometric and electric information of interconnect layers. 
(3) Input netlist file 

IC designer input netlist file. This netlist file is a schematic netlist file, and its corresponding 
circuit is the same as the one which layout file describes. The netlist is used to back-annotate the net 
ID information to parasitics when output parasitic parameters file. This software supports standard 
netlist format like SPICE. 
 
This work is supported by the National Science Foundation of China grants No. 90307017 
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(4) View interconnections 
IC designer can view interconnections. After inputting layout file and interconnect technology 

file, IC designers can view the interconnections of a layout, including 2-D view and 3-D view. 
(5) Extract parasitics 

IC designer extract interconnect parasitic resistance, inductance and capacitance. Because the 
tool includes different solvers, the user can choose to extract what kind of interconnect parasitic 
parameter separately, and can choose to use 2-D solver or 3-D solver under different conditions. For 
capacitance extraction, the user can choose to use Message Passing Interface (MPI) method.  
(6) Output parasitic parameters 

IC designer output interconnect parasitic parameters. This software outputs standard parasitic 
parameters file format including SPF and DSPF format. 

 
 

 
Figure 1: Architecture of parasitics extraction tool 

  
 
 
3. RLC extractors 
3.1 field based 3-D capacitance extractor 

The capacitance of an m-conductor geometry is summarized by an mm×  capacitance matrix C. 
To determine the j-th column of the capacitance matrix, we compute the surface charges on each 
conductor by raising conductor j to unit potential 1 while grounding the other conductors. Cij is 
numerically equal to the charges on conductor i. This procedure is repeated m times to compute all 
columns of C. 

Each of the m potential problems can be solved using an equivalent free-space formulation where 
dielectric-dielectric interface is replaced by a charge layer of density dσ . The potential is given by 
           ∫ ∫ −
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where )(rψ  is the known conductor surface potential, and cσ  is the charge density on conductor 
surfaces. In this approach, a 3-D free space Green’s function in junction with total charges on the 
conductor-dielectric interfaces and polarization charges on the dielectric-dielectric interfaces is used. 
This formation has the advantage that there is no theoretical limit to the number of dielectric layers. 
The dielectric interface condition 

                             0
)()(
=

∂
∂

−
∂

∂

a

b
b

a

a
a n

r
n

r ψ
ε

ψ
ε                            (2) 

should be satisfied at any point r on the dielectric- dielectric interfaces. aε  and bε  are the 
permittivities of two adjacent dielectrics a and b, na is the normal to the dielectric dielectric interface 
at 

-
r pointing to dielectric a. )(raψ  and )(rbψ  are the potentials approaching r  from dielectric a 

and b respectively. 

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 2A3b



A Galerkin scheme is used to numerically solve (1) and (2) for cσ . In this approach, conductor 
surfaces and dielectric- dielectric interfaces are divided into nc and nd small panels. Assuming uniform 
charge distribution on each panel, we can transform (1) and (2) into a dense linear system [2]. The 
dense linear system is efficiently solved with preconditioned generalized minimal residual algorithm 
(GMRES)[3], in which each iteration is accelerated significantly with adaptive hierarchical multipole 
accelerated method [4] and number of iterations is decreased considerably using an electrostatic 
screening based preconditioner. 

 
3.2 field based 2-D capacitance extractor 

The capacitance problem of m transmission-lines embedded in piecewise-constant dielectric 
medium is similar to that of the m conductor geometry discussed above, except that the 3-D free space 
Green’s function in (1) is substituted by a 2-D one [5]. Then a boundary element method (BEM) [6] is 
applied to solve the integral equation. 

 
3.3 MPI based 3-D capacitance parallel extractor 

Large scale layout or complex net parasitic capacitance extraction problem are mainly solved by 
window techniques [7] and divide techniques [8]. At first, scan the layout and use quick parasitic 
analytical formulae to evaluate all the interconnect capacitance, and then mark the net where 
capacitance is above the threshold the critical net. Only consider the critical net and the near conductor 
can get enough extraction result accuracy. The article [8] refers to a dividing algorithm for critical net, 
thus divides a complex critical net and its neighboring conductors into many small sub-windows and 
then parasitics can be extracted separately in parallel mode.  

Because we need a process to control the critical net selection and dividing, and to collect 
extraction result of all sub-windows, the master-slave mode Message Passing Interface (MPI) based 
parallel algorithm is suitable for the complex interconnect parasitics extraction. Master process 
controls the critical net window selection and dividing, and sends the geometric information of 
conductor and dielectric surface to slave processes. Each slave process accepts these data, meshes the 
conductor and dielectric surfaces, invokes the multipole accelerated GMRES based fast 3-D field 
solver as describes in section 3.1, and sends result to master process for capacitance synthesis. The 
architecture of the parallel program can be extended to inductance extraction with careful interconnect 
dividing. 
 
3.4 3-D inductance and resistance extractor 

The numerical technique of 3-D inductance and resistance extraction is something like the 
capacitance extraction. The impedance of an m-port interconnects is summarized by an mm×  
impedance matrix Z. To determine the j-th column of the impedance matrix, we compute the voltage 
on each port by putting the current of port j to 1 while the other ports current are 0. Zij is numerically 
equal to the voltage on port i. This procedure is repeated m times to compute all columns of Z. 

To solve each of the m voltage problems, we use mesh analysis method [9]. After discretize the 
conductor into a number of filaments, use mesh analysis method to build mesh matrix, and use a 
multipole accelerated GMRES matrix solution to solve the matrix quickly. 
 
 
4. Experimental Results 
4.1 3-D capacitance extraction  
(1) Calculation accuracy 

In this experiment, we extract capacitance of 3x3 Cross Buses in different dielectric media. The 
upper three buses are located in a dielectric with permittivity 

02 8.6 εε = , while the lower three buses in 
a dielectric with permittivity 

02 9.3 εε =  where 0ε  is vacuum permittivity. Each one of buses is 1.2 
mμ  wide, 1.2 mμ thick and 8.4 mμ  long and the space between any two buses is also 1.2 mμ . 

The field based 3-D solver is invoked to extract the capacitance matrix of the 3x3 cross bus geometry. 
Table 1 and Table 2 compare capacitance matrix computed by our method with that by Fastcap [10]. 
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Conductor 2 and 5 are not listed for the symmetry of the 3x3 bus structure.  
 

Table 1                                                Table 2 
Capacitance results of quick solver for 3x3 buses (In fF)        Capacitance results of Fastcap for 3x3 buses (In fF) 

 

 

 Cond 0 Cond 1 Cond 3 Cond 4
Cond 0 1.694 -0.475 -0.301 -0.247 
Cond 1 -0.475 1.881 -0.258 -0.208 
Cond 2 -0.051 -0.475 -0.301 -0.246 
Cond 3 -0.304 -0.260 2.737 -1.093 
Cond 4 -0.248 -0.208 -1.093 3.277 
Cond 5 -0.304 -0.260 -0.136 -1.093 

 Cond 0 Cond 1 Cond 3 Cond 4
Cond 0 1.696 -0.4762 -0.3036 -0.2475

Cond 1 -0.4762 1.882 -0.2593 -0.2072

Cond 2 -0.05083 -0.4758 -0.3038 -0.2476

Cond 3 -0.3036 -0.2593 2.743 -1.095 

Cond 4 -0.2475 -0.2072 -1.095 3.28 

Cond 5 -0.3041 -0.2597 -0.1358 -1.094 

 
(2) Calculation speed 

In this experiment, we extract capacitance from the kk ×  cross buses for k=2,4,8. Each bus is 
mmm μμμ 10055 ×× . The distance between buses on the same layer is mμ5 , and the distance 

between layers is mμ10 . Table 3 compares the time needed for the kk ×  examples by multipole 
accelerated GMRES based solver and a direct solver without multipole accelerated GMRES 
processing. We can see the quick solver represents significant performances leap in 3-D interconnect 
capacitance extraction. 

 
Table 3: Capacitance extraction time needed for kk ×  cross buses (In second) 

 
 k 

Solver Type 
2 4 8 

MA GMRES 25.1 78.4 338.7 
Direct 130.0 1179.2 15120.1 

 
 
 
 
 
4.2 capacitance parallel extraction  

In this experiment, we extract capacitance from 100 of 4x4 cross buses. Each bus in the   
examples is mmm μμμ 10055 ×× . The distance between buses on the same layer is mμ5 , and the 
distance between layers is mμ10 . Figure 2 depicts the relationship of extraction time and the number 
of parallel running machines. And another result of this experiment indicates the acceleration rate of 
parallel extraction is almost linear increase with the number of machines increase. But this 
performance experiment result may not denote the real layout extraction performance very accurately, 
because the real interconnects structure are more complex and the communication cost in parallel 
processes perhaps will take more time.   
 
4.3 resistance and inductance extraction 

In this experiment, we extract inductance from k parallel buses for k=2,4,8,16. Each bus is 
mmm μμμ 10055 ×× . The distance between buses is mμ5 . Figure 3 depicts the relationship of the 

extraction time with the number of mesh m: direct extraction time increases approximately with 
, and multipole accelerated GMRES based inductance extraction time increases 

approximately with m. 
2m
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Figure 2: parallel extraction time for 100 of 4x4 buses              Figure 3: inductance extraction  
 
 
5. Conclusion 

In this paper, a quick parasitics extraction tool is introduced. Compare to direct solvers, the quick 
3-D capacitance, inductance and resistance solvers use multipole accelerated GMRES method to 
improve extraction performance significantly. All experiments environment is Redhat 9.0 Operation 
System, on the computer with 512M memory and Celeron 2.0GHZ CPU. In future work, we will 
improve conductor geometry modeling and mesh algorithm to process interconnet having more 
complex geometric structures. And we will build a database to manage all the data produced during 
extraction period.  
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Abstract— We demonstrated a biological sensing application using thin metallic mesh — a two-dimensional 
array of sub-wavelength holes. The band-pass filter property of the thin metal mesh depends not only on its 
geometrical parameters, but also on the refractive index of the medium in the vicinity of the mesh openings. In 
order to demonstrate the applicability of this principle in THz biosensing, we used electrospray deposition for 
realizing a uniform and controllable layer of avidin on a metal mesh substrate. We found out that a quantity of 
200 ng/mm2 electrosprayed avidin produced a distinct shift in the mesh transmission spectrum towards lower 
frequencies. This observation suggests that it is possible to achieve label-free sensors in the THz range using 
thin metal mesh sample substrates. 

1. Introduction 

Many researchers have been investigating various methods for analyzing biomolecules using terahertz (THz) 
waves [1-6]. This interest is explained by the fact that large molecules exhibiting complex structures have 
absorption peaks lying in the THz band; for example, the hybridization of DNA and the antigen-antibody 
reaction can be distinguished without labeling them with fluorescent agents. At present, the THz time-domain 
spectroscopy (THz-TDS) technique is used for most of the research on biomolecules in the terahertz region. 
Although THz-TDS is a sensitive detection method, it involves building complex and expensive systems. 
Consequently, a simpler and cheaper analysis method would be very beneficial. 

In parallel, research in the far-infrared using metallic meshes to build band-pass filters has started from 
around the 1960s. It became clear that the frequency characteristics are determined by geometrical parameters 
such as the grid’s spatial period and aperture size, and application in spectroscopic analysis was suggested [7, 
8]. 

We have been developing a novel sensing method which uses the band-pass characteristics of a thin 
conductive metal mesh. This sensing method relies on the change in the transmittance of the THz radiation 
through a metal mesh when a sample substance is inserted in its openings; the transmittance changes not as 
much because of the absorption in the sample, but mostly because of the different refractive index of the 
propagation medium near the openings. Our target is to develop a simple and cheap label-free biochip by 
using a monochromatic light source and a metal mesh. 
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2. Characteristics of thin metal mesh 

Figure 1 shows pattern diagrams of a thin metal mesh (also called an inductive two-dimensional grid) and the 
equivalent electrical circuit to illustrate its transmission properties. The circuit parameters are determined as 
functions of the grid geometric parameters [7] and can be calculated approximately from the grating period (g), 
its thickness (t) and the wire strip width (2a). 

 

Figure 1. Schematic of the thin metal mesh and the equivalent circuit. 

Ulrich’s theory shows that at long wavelengths (g/λ < 1) and for very small thickness (t ≪ λ) the optical 
properties of the thin metal mesh are conveniently represented as an equivalent electrical circuit by a single 
admittance (Y) shunting the input. The complex amplitude reflection coefficient of this circuit is 

 21
2
Y

Y

+
−=Γ

 (1) 

In our experiment, the material of metal mesh is electroformed nickel. The thickness of this metal mesh is 
5 µm, the grating constant (mesh period) is 63.5 µm, and the side of the square apertures is 45 µm. The 
transmission spectrum, shown in Figure 2, was measured by FTIR spectroscopy. Figure 2 also shows the 
calculated transmission spectrum resulting from the geometric parameters of thin metal mesh, based on 
Ulrich’s theory.  

This metal mesh behaves as a high-pass filter and the transmittance is approximately 7% at 1 THz. The 
difference between the experimental curve and the calculated values are relatively small at low frequencies, 
approximately up to where g/λ is 0.6. Large differences around the peak transmittance are explained by the 
propagation of diffracted modes [9]. 
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Figure 2. A measured transmission spectrum of the thin metal mesh (●) and its theoretical version calculated 
using Ulrich’s theory (solid line). The dashed line indicates where g/λ = 0.6. 

We first investigated the transmission characteristics of this metal mesh and the way they change depending 
on the refractive medium in the vicinity of the mesh. For this purpose we coated the mesh with vegetable oil 
(n = 1.5, k = 0.01) as a sample. The sample quantity was about 1.0 mg/cm2 on the mesh. The oil extended 
uniformly so that its thickness was approximately the same as the metallic mesh, that is, 5 µm. 

 

Figure 3. Measured transmission spectra of the thin metal mesh without sample (●) and with vegetable oil as 
sample (△). 

The amplitude of the transmission peak in the spectrum decreases by about 10% when the oil covers the mesh 
apertures; at the same time the peak frequency drops from 4.1 THz to 3.3 THz. This result demonstrates that 
the thin metal mesh is sensitive to the refractive index of the sample. Noting that in the frequency range below 
the peak of the thin metal mesh without sample the transmittance of the thin metal mesh with sample is higher, 
we conclude that it should also be possible to perform an imaging of the refractive index change at a single 
frequency. 
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3. Electrosprayed protein sample 

Considering the results presented in the previous section, it is natural to infer that the transmission of the thin 
metal mesh is also sensitive to biomolecular samples, such as avidin and biotin. The affinity between biotin 
and avidin is nearly as strong as covalent bonding. To disrupt the complex, extreme denaturing conditions are 
required. The highly specific and strong binding of the avidin-biotin system has led to its wide usage in a 
variety of biotechnological applications [4]. 

In order to apply an avidin sample uniformly and in a controllable quantity, we used the electrospray 
deposition (ESD) technique [10]. ESD is a versatile method for forming thin films, applicable for solute 
molecules with a wide range of molecular weights, such as DNA, proteins, and polymers. In the ESD 
technique, solutions of these materials are transformed into droplet jets; charged electrospray products are 
deposited onto specific areas of a conductive substrate under control of electrostatic forces. One major 
advantage of the ESD is that it preserves the functional properties of the electrosprayed biological molecules, 
such as antigenic and catalytic properties of proteins and hybridization ability of DNA molecules. 

In our experiments, electrospraying was carried out using an electrospray deposition device (Esprayer, Fuence 
Co., Ltd., Japan); the sprayed area was 8 mm in diameter, and the surface density of avidin was 200 ng/mm2. 
We investigated the basic sensor property of a thin metal mesh made of nickel (thickness: 6 µm, grid period: 
76.2 µm, aperture size: 58 µm). Figure 4 shows the result of transmittance measurements of the thin metal 
mesh with and without avidin, obtained using an FTIR spectrometer. 

 

Figure 4. Measured transmission spectra of the thin metal mash without any sample (●) and with avidin (△). 
Expanded parts of the plot are shown in (A) and (B). 
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The transmission spectrum of the avidin-sprayed mesh was found to shift towards lower frequencies relative 
to the bare mesh. As a result, at 2 THz the transmission of the mesh with avidin is approximately 0.8% higher 
than without avidin. Simultaneously, the resonance absorption peak at 2.82 THz was shifted to 2.79 THz. This 
shift is believed to be caused by the different refractive index in the vicinity if the metal mesh surface when 
the small amount of avidin is sprayed on the mesh [11]. 

4. Conclusion 

We demonstrated a sensor application using thin metal mesh, based on the change in the transmission 
characteristics produced by a variation of the refractive index near the mesh. This result suggests the 
possibility of realizing a label-free biosensor that may be used, for example, in investigating the biological 
affinity, such as DNA hybridization and protein interaction. In this report, we will present some detailed 
results of a sensitivity evaluation of the mesh sensor. Additionally, to confirm the feasibility of biochip 
sensors, we performed a series of imaging experiments using a monochromatic source at 1 THz. 
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Abstract—We have investigated performances of a compact terahertz (THz) time-domain spectroscopy system 
using 1.5 µm Er-doped fiber laser. 1.5 µm excitation of InSb realizes the most efficient THz emission in our 
emitters with a maximum available frequency of 4 THz. Defocus excitation of p-InAs emitter provides stronger 
THz signals due to phased array effect with reduced bandwidth. 
 

1. Introduction 
Terahertz time domain spectroscopy (THz-TDS) systems are expected to be one of powerful tool to open the 

new research field in THz science and technology. [1-3] Many researchers are utilizing the pulsed THz systems 
based on Ti: sapphire lasers, which have the center wavelength of 800 nm. The standard THz systems show the 
power dynamic range of 1×106 and maximum available frequency of 4 THz. However, development of practical 
THz systems requires more stable and more compact lasers than the Ti: sapphire lasers, because Ti: sapphire lasers 
are bulky and unstable against changes in lasing environment as temperature, humidity and air turbulence. A fiber 
laser is one of the candidates for the practical compact system. The fiber lasers offer high performances in 
portability and stability. However, the typical wavelength of the fiber laser is 1.5 µm. Therefore, it is technological 
importance to develop efficient THz emitters and detectors for 1.5 µm laser operation. 

Since Howells et al. have reported excitation wavelength dependences of THz emssion from InSb, THz devices 
for 1.5 µm laser operation have been studied and developed. [4-11] Current development of 1.5-µm-optimized THz 
emitters based on surface radiation is in the stage of characterizing various emitters as InAs and InSb, which show 
high THz emission efficiencies. [5,6] Development for 1.5-µm-excited THz detectors is far behind that of the 
emitters.  Detection efficiency of the 1.5-µm-triggered PC antenna based on low-temperature grown GaAs is 
roughly one-tenth of the detector excited by 800 nm pulses. [7,8] Very recently, the research progress in 
1.5-µm-optimized THz devices has gone a step further. Nagai et al. have demonstrated THz wave generation by 
optical rectification and electro-optical detection with GaAs using a 1.5 µm fiber laser. [9] We also have reported 
THz wave generation and detection by Fe-implanted InGaAs PC antennas excited by 1.5 µm light. [10,11] 
Therefore, these 1.5-µm-excited THz devices achieve a high level of performance for the prototype of THz systems 
with 1.5 µm fiber lasers. In this letter, we investigate basic performances of a compact THz-TDS system with a 1.5 
µm fiber laser. 
 
2. Experimental setup 

A compact mode-locked laser based on Er-doped fiber oscillator (IMRA Femtolite) operating at a repetition 
rate of 50 MHz is used as an optical pulse source of our THz spectroscopy systems. The output beam has the center 
wavelength of 1560 nm and the pulse width of 70 fs. The total output power is 70 mW. The fiber laser system with a 
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palm-size laser head can be operated at room temperature without external cooling. 
In the THz systems, the output beam from the fiber laser is split into the pump and the trigger pulses by a 

beamsplitter. The pump beam at incidence angle of 45 degrees is focused onto an emitter surface by a lens. We 
examine n- and p-type InAs, and InSb emitters to compare emission properties. The pump pulse is also modulated 
by an optical chopper at 2 kHz. THz emission from the emitter is collected and guided into an LT-GaAs dipole 
antenna detector on a semispherical silicon lens by off-axis parabolic mirrors. The probe beam through a scan delay 
stage is focused onto the 5 µm gap of the antenna detector by an objective lens.  To maximize a THz signal, 
crystalline axis of an emitter and polarization planes of pump and trigger pulses are adjusted by rotation of an 
emitter holder and half wave plates, respectively. A THz waveform is obtained by delaying the timing of the trigger 
pulse to the pump pulse and lock-in detection referenced to the chopper modulation at the time constant of 300 ms. 
 
3. Results and discussion 

Figures 1 (a) and (b) show pump power dependences of the peak THz amplitude signals of focus- and 
defocus-excited emitters, respectively. The spot sizes for the focus and defocus excitations are estimated to be about 
140 and 600 µm, respectively. At a focus excitation condition, InSb becomes the most efficient emitter at a pump 
power of more than 12 mW. The peak amplitude of focus-excited InSb at the pump power of 35 mW is two times 
larger than that of p-InAs owing to the linear power dependence of InSb. On the other hand, the peak amplitudes of 
n- and p-type InAs emitters saturate with increase in the pump power. Our results show that in high power 
excitation case, 1.5 µm-excited InSb is a more efficient emitter than the 1.5 µm-excited InAs. 

Defocus excitation enhances THz radiation in the reflected direction due to phased array effect. The directional 
THz radiation is easily collected by an off-axis parabolic mirror to increase the magnitude of THz signals. In fact, 
the detected amplitude of the defocus-excited p-InAs is larger than that of the focus-excited InSb due to the 
directional THz wave. Additionally, the power dependences of all defocus-excited emitters become linear because 
of low optical densities as shown in Fig. 1 (b). Optical densities at the defocus excitation are one twentieth of these 
at the focus excitation. Thus, Fig. 1 (b) corresponds to a magnified view of Fig. 1 (a) in the power range of 0-1.9 
mW. This is the reason for defocus-excited p-InAs becoming the most efficient emitter. 

The power and the spot size of the pump pulses play important parts in choosing the best emitter for a THz 
system. In general, the directional THz wave induced by defocus excitation can suppress loss caused by the solid 
angle of THz radiation. The amplitude of THz radiated field also increases with the optical density of pump pulses. 
To enhance THz signals, however, we must adjust the spot size to obtain large phased array effect and high optical 
density excitation. In our case, defocus-excited p-InAs becomes one of candidates for the emitter of THz systems 
using 1.5 µm pulses, although InSb is a more efficient 1.5-µm-excited THz emitter than InAs at high optical density 
excitation. 

Frequency bandwidth of the THz systems is one of important features from the viewpoint of application to 
spectroscopy. Figures 2 (a) and (b) show normalized waveforms and Fourier power spectra of our THz system with 
various emitters at excitation by 1.5 µm pulses. The pump and trigger powers of the waveforms in Fig. 2 are 32 and 
30 mW, respectively. As shown in Fig. 2 (b), maximum frequency available from the focus-excited InSb and InAs 
are achieved to be 4 THz, a typical value of the bandwidth for standard THz systems. From these results, THz 
systems operated by 1.5 µm pulses can be utilized instead of standard THz systems for 800 nm laser operation. In 
contrast with increasing the THz amplitude, frequency bandwidth of defocus-excited p-InAs is limited to 2.5 THz 
because of low optical density excitation. One of reasons for this is that THz pulses from p-InAs at low optical 

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 2A4



density becomes broader than that at high optical density due to the difference of THz radiation mechanism between 
high and low optical density excitation. 
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Fig. 1.  Pump power dependence of the THz radiation from n- and p-type InAs and InSb in the 
cases of focus (a) and defocus (b) excitation 
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Fig. 2. The temporal waveform (a) and Fourier spectra (b) of the THz radiation from focus- and 
defocus-excited p-type InAs and focus-excited InSb. The waveforms and spectra of focus-excited 
InSb and p-InAs are shifted. 
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4. Conclusion 
We have demonstrated performances of a compact THz spectroscopy system with a 1.5 µm compact fiber laser.  

The emitters and the detector for the THz system are selected to be a narrow gap semiconductors as InSb and InAs, 
and an LT-GaAs-based dipole antenna detector, respectively. At focus excitation, InSb has higher radiation 
efficiency compared to that of InAs and linear power dependence of THz power. At defocus excitation, p-InAs 
becomes one of candidates for the emitter of our THz system due to phased array effect. The maximum frequency 
components of THz radiated fields from the focus-excited emitters are achieved to be 4 THz. Therefore, the 
bandwidth of the THz system operated by 1.5 µm lights corresponds to that of standard THz systems for 800 nm 
lights. 
 
Acknowledgment 

This work was supported in part by the Strategic Information and Communications Research and Development 
Promotion Fund of Ministry of Internal Affairs and Communications (MIC), Special Coordination Fund for 
Promoting Science and Technology of the Ministry of Education, Sports, Culture, Science and Technology (MEXT). 
The authors thank Professor X.-C. Zhang for the p-InAs emitters used in this work. 
 
REFERENCES 
1. B. Ferguson and X.-C. Zhang, Nat. Mat. 1, 26 (2002). 
2. Sensing with Terahertz Radiation edited by D. Mittleman(Springer, Berlin, 2003). 
3. Terahertz Optoelectronics edited by K. Sakai (Springer, Berlin, 2005). 
4. S. C. Howells, S. D. Herrera and L. A. Schlie, Appl. Phys. Lett. 65, 2946 (1994). 
5. T. Kondo, M. Sakamoto, M. Tonouchi, and M. Hangyo, Jpn. J. Appl. Phys. 38, L1035 (1999). 
6. H. Takahashi, Y. Suzuki, M. Sakai, S. Ono, N. Sarukura, T. Sugiura, T. Hirosumi, and M. Yoshida, Appl. 
Phys. Lett. 82, 2005 (2003). 
7. H. Erlig, S. Wang, T. Azfar, A. Udupa, H. R. Fetterman, and D. C. Streit, Electron. Lett. 35, 173 (1999). 
8. M. Tani, K.-S. Lee, and X.-C. Zhang, Appl. Phys. Lett. 77, 1396 (2000). 
9. M. Nagai, K. Tanaka, H. Ohtake, T. Bessho, T. Sugiura, T. Hirosumi, and M. Yoshida, Appl. Phys. Lett. 85, 
3974 (2004). 
10. M. Suzuki and M. Tonouchi, Appl. Phys. Lett. 86, 051104 (2005). 
11. M. Suzuki and M. Tonouchi, Appl. Phys. Lett. 86, 163504 (2005). 

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 2A4



Target Enhancement Oriented Fusion Method using
Polarimetric SAR Data

Yilun Chen, Jian Yang
Department of Electronic Engineering, Tsinghua University

Beijing, 100084, P.R.China
chenyl@mails.tsinghua.edu.cn

Abstract—Polarimetric Synthetic Aperture Radar (SAR) can provide multi-dimensional radar images with
different transmitting and receiving polarization states of antennas. For the application of target detection, an
essential problem is to combine multi-dimensional images into a single one to enhance the contrast between the
target and the clutters. In this paper, a novel fusion method is proposed for the enhancement of local contrast.
The optimal local contrast of each pixel is first defined based on the ratio between neighboring pixels. Then the
problem is formulated in a least square minimization framework. It is proved that the solution can be obtained
by solving a discrete Poisson equation via the Fast Fourier Transform (FFT) implementation. With polarimetric
synthetic aperture radar data, we demonstrate the effectiveness of our method for target enhancement, where
road detection is used as an example.

1. Introduction

Synthetic Aperture Radar (SAR) has attracted more and more attention in recent years for its all-day and
all-weather capability of earth observation. Polarimetric synthetic aperture radar can provide multi-dimensional
data by transmitting and receiving electromagnetic waves with different polarizations, which can be especially
helpful in the application of target detection. An important problem for target detection using polarimetric SAR
data is how to fuse information from different channels to make the target more salient from the background,
i.e., to enhance the target/clutter contrast by combining data from different channels in a proper way.

For years researchers have devised several methods to utilize the polarimetric information for target en-
hancement. Optimal polarimetric contrast enhancement (OPCE) is to choose optimal polarization states for
enhancing a desired target versus an undesired target/clutter [1]- [5]. By incorporating more parameters, Yang
et al. extends the OPCE into a more general form with more encouraging results [6].

However, traditional methods tend to enhance the contrast between single target and single clutter and
require the statistics of these targets first, which limits their use. Because in practice the statistical characteristics
of different targets may vary significantly, and so do the clutters. For the problem of multi-targets/multi-clutters
enhancement, traditional methods might not work well.

In this paper, a new fusion method is proposed to solve this problem. The optimal local contrast for
polarimetric SAR data is first defined. A fused image is then reconstructed from the obtained optimal local
contrast. The problem is formulated in a least square minimization framework. The fused image can be
obtained by solving a discrete Poisson equation with the Fast Fourier Transform (FFT) implementation. We
use polarimetric SAR data from the NASA/JPL L-band AirSAR to demonstrate the effectiveness of the proposed
method.

2. Poisson reconstruction based fusion method for polarimetric SAR images

2.1 The definition of local contrast
The local contrast is defined to measure the difference of neighboring pixels. For a SAR image with intensity

value I, the horizontal contrast and the vertical contrast of the pixel(i, j) are defined as

rx
i,j =

Ii,j

Ii−1,j
, ry

i,j =
Ii,j

Ii,j−1
, (1)

respectively. The ratio form in eq.(1) is adopted due to the multiplicative speckle noise of SAR images.
For polarimetric SAR data, a Sinclair scattering matrix [S] can be obtained from each pixel:
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[S] =
[

sHH sHV

sV H sV V

]
. (2)

In a reciprocal isotropic medium for the monostatic case, the reciprocity theorem holds and thus the Sinclair
scattering matrix is symmetric, i.e., sHV = sV H . Therefore, we have three images from independent channel
denoted as HH, HV and V V , respectively. With these images from three different channels, the optimal
horizontal local contrast Rx is defined as

Rx
i,j =

{
Mx

i,j if Mx
i,j > 1/mx

i,j

mx
i,j else

, (3)

where

Mx
i,j = max

{∣∣∣∣
HHi,j

HHi−1,j

∣∣∣∣ ,

∣∣∣∣
HVi,j

HVi−1,j

∣∣∣∣ ,

∣∣∣∣
V Vi,j

V Vi−1,j

∣∣∣∣
}

(4)

and

mx
i,j = min

{∣∣∣∣
HHi,j

HHi−1,j

∣∣∣∣ ,

∣∣∣∣
HVi,j

HVi−1,j

∣∣∣∣ ,

∣∣∣∣
V Vi,j

V Vi−1,j

∣∣∣∣
}

. (5)

Similarly, the optimal horizontal local contrast Ry is defined as

Ry
i,j =

{
My

i,j if My
i,j > 1/my

i,j

my
i,j else

, (6)

where

My
i,j = max

{∣∣∣∣
HHi,j

HHi,j−1

∣∣∣∣ ,

∣∣∣∣
HVi,j

HVi,j−1

∣∣∣∣ ,

∣∣∣∣
V Vi,j

V Vi,j−1

∣∣∣∣
}

(7)

and

my
i,j = min

{∣∣∣∣
HHi,j

HHi,j−1

∣∣∣∣ ,

∣∣∣∣
HVi,j

HVi,j−1

∣∣∣∣ ,

∣∣∣∣
V Vi,j

V Vi,j−1

∣∣∣∣
}

. (8)

2.2 The reconstruction framework
Based on the optimal local contrast Rx and Ry defined in the above subsection, the fusion problem is to

reconstruct the fused image P from Rx and Ry, i.e., to find an image P with its local contrast (defined in eq.(1))
closest to Rx and Ry:

Pi,j

Pi−1,j
→ Rx

i,j ,
Pi,j

Pi,j−1
→ Ry

i,j . (9)

Let f = ln P , gx = ln Rx and gy = ln Ry, we use the following form to approximate eq.(9) for the convenience
of calculation,

fi,j − fi−1,j → gx
i,j , fi,j − fi,j−1 → gy

i,j . (10)

The approximation is implemented by minimizing the following energy function

min E =
∑

i,j

((
fi,j − fi−1,j − gx

i,j

)2 +
(
fi,j − fi,j−1 − gy

i,j

)2
)
. (11)

Let ∂E
∂fi,j

= 0, it can be proved that the optimization of eq.(11) is equivalent to the solution of the following
linear equations

4fi,j − fi−1,j − fi,j−1 − fi+1,j − fi,j+1 = gx
i+1,j − gx

i,j + gy
i,j+1 − gy

i,j , (12)

which turns to be the discrete form of Poisson equation [7].
The log image f can be solved by Poisson reconstruction using the Fast Fourier Transform (FFT). Define a

set of image operators as follows
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h =




−1
−1 4 −1

−1


 , hx =


 0 −1 1


 , hy =




0
−1
1


 . (13)

Expressing eq.(12) in the convolution form

h ∗ f = hx ∗ gx + hy ∗ gy, (14)

and applying the Fourier Transform on both sides, there is

H · F = Hx ·Gx + Hy ·Gy, (15)

where H, Hx,Hy, Gx and Gy are the Fourier Transformation of h, hx, hy, gx and gy, respectively. f is then
reconstructed by

f = ifft
(
H−1 (Hx ·Gx + Hy ·Gy)

)
, (16)

and the fused image P can thus be obtained:

P = exp (f) . (17)

3. Experimental results

A National Aeronautics and Space Administration SIR-C/X-SAR L-band image of a forest area is used for
validating the effectiveness of the proposed method. In this area, several roads pass through the forest area.
Fig.1(a) - Fig.1(d) show HH image, HV image, VV image and the span image of this area, respectively. The
fusion result obtained from the proposed method is shown in Fig.1(f). From this image, one can easily find the
roads in the forest area which are more clear than those in Fig.1(a) to Fig.1(d). For comparison, we also use the
OPCE to enhance the contrast between forest area and non-forest area, and the result is shown in Fig.1(e). We
can see that difference of the OPCE and the proposed method: only a limited number of roads are enhanced
from the background in OPCE results. That is because the statistics of targets vary from region to region,
OPCE tries to enhance the contrast of only two types of targets which fails in the multiple targets/multiple
clutters enhancement scenarios, as the experiment shows.

To see the results more clearly, we zoom a selected sub-region, as shown in Fig.2. Two roads are marked
with arrows. The first road is clear to see in the HH image but blurred in the HV image, while the second road
is easy to be found in the HV image but is not distinct in the HH image. For the scattering characteristics of
the two roads are different with each other, OPCE could enhance only one of them from the background (see
Fig.2(c)). By taking advantage of local contrast from all the polarizations, the proposed method achieves the
best contrast-preserving fusion result, where all the roads are easy to be found in Fig.2(d).

4. Conclusion

In this paper, we have presented a new fusion method for target enhancement in polarimetric SAR images.
The basic idea is to fuse the local contrast of image from each channel to obtain an optimal contrast image. A
fused image is then reconstructed from the optimal contrast image, by solving a discrete Poisson equation. The
proposed method focuses its attention on enhancing local contrast between the target and its neighboring pixels
and does not require prior statistical knowledge of the targets to be enhanced. The effectiveness of the proposed
method is demonstrated by experimental results using polarimetric SAR data. The algorithm is applied to
polarimetric SAR images in this paper, however, it can be naturally extended to general multi-channel SAR
data processing, such as multi-frequency and etc.

Acknowledgment

This work was supported by the National Important Fundamental Research Plan of China (2001CB309401)
and by the Fundamental Research Foundation of Tsinghua University.

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 2P1a



(a) (b)

(c) (d)

(e) (f)

Figure 1: Experimental results.(a) The HH image.(b)The HV image.(c) The VV image. (d) The span image.
(e) Result obtained by OPCE. (f) Result from the proposed method.
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(a) (b) (c) (d)

Figure 2: Results from a selected region of the area. (a) The HH image .(b)The HV image. (c) Result by
OPCE. (d) Result by the proposed method.
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Abstract—Polarimetric signatures have been used successfully to present the scattering characteristics of a wide
range of target types. However, most of previous researchers tend to provide a qualitative description rather
than a quantitative analysis. In this paper, we propose a mathematical framework for analyzing the polarimetric
signatures. The inner product between two polarimetric signatures is first defined, which is proved to have a
simple form from elements of the Kennaugh matrices. The distance measurements are then introduced to
quantify the difference between two polarimetric signatures. All these parameters are shown to have a compact
form which is convenient for calculation. Based on these parameters, a novel target decomposition method
is proposed which divides the target into several typical scattering mechanisms. With the least square rule,
the proposed decomposition method can be carried out by the constrained quadratic programming. By using
polarimetric Synthetic Aperture Radar (SAR) data, we demonstrate that the signature based decomposition
method’s ability to reflect the target’s scattering mechanism, such as the components of single- and double-
bounce, which can be employed for weak target detection.

1. Introduction

For target detection and target recognition in radar polarimetry, an important problem is how to analyze
characteristics of a radar target. According to the features of some typical targets, Huynen [3] proposed
a set of parameters for describing the symmetry, structure, torsion and helicity of a target. Krogager [4]
decomposed a target into three components corresponding to a sphere, a diplane and a helix. Cloude and
Pottier [5, 6] introduced the concept of entropy for target decomposition and classification. Yang et al. extracted
characteristics of a target based on the similarity parameter between two scattering matrices, which is convenient
for analyzing some characteristics of a target. In this paper, a new target decomposition method is proposed
based on the analysis of target’s polarimetric signatures.

Polarimetric signatures, first introduced by van Zyl [1], are an effective way to characterize the polarization
properties of microwave backscatter. These signatures have been used successfully in the past to present the
scattering characteristics of a wide range of target types [2]. The signatures are significant because they utilize
full amplitude and phase information from targets, which display backscattered intensity as a function of the
polarization state of the backscattered TEM wave. The concept of a polarization ellipse is useful to provide a
geometric interpretation of the polarization state of each point in the signature. This ellipse may be described
in terms of two angles [χ, ψ] : the angle χ gives the ellipticity, or “fullness” of the scatter, while ψ gives the
orientation with respect to the horizontal.

For the col-pol case, the polarimetric signature P (χ, ψ) is determined for any arbitrary polarization state
by calculating the Kennaugh matrix [K] and the transmit-receive polarization vectors

P (χ, ψ) = gT [K]g, (1)

where g = (1, cos 2χ cos 2ψ, cos 2χ sin 2ψ, sin 2χ)T and T indicates the transpose. The cross-pol case may be
realized by letting receive antenna ellipticity χ be the negative of the transmit antenna ellipticity and by letting
the receive orientation angle ψ be orthogonal to that of the transmit antenna, i.e., ψ + 900.

The rest of this paper is organized as follows: in section 2, we provide quantitative descriptions to analyze
the relation between two polarimetric signatures, including the concept of inner product as well as their distance
measurement. Based on these descriptions, the polarimetric signature based decomposition method is proposed
in section 3 and validated by using polarimetric synthetic aperture radar data in section 4. Conclusions are
summarized in section 5.
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2. Quantitative descriptions of two polarimetric signatures

2.1 The inner product of polarimetric signatures
Here we take the col-pol case first, the inner product between two signatures is defined as

〈P1 (χ, ψ) , P2 (χ, ψ)〉c =

−π/4∫

−π/4

−π/2∫

−π/2

P1 (χ, ψ) P2 (χ, ψ) dχdψ, (2)

where P1 (χ, ψ) and P2 (χ, ψ) denote the col-pol polarimetric signatures of target 1 and target 2, respectively;
the subscript c stands for the col-pol case. By substituting eq.(1) into eq.(2), we can prove that

〈P1 (χ, ψ) , P2 (χ, ψ)〉c = qT
1 Wcq2. (3)

Here q is defined as the target’s characteristic vector, which is composed of elements from the Kennaugh
matrix [K] = (kij)i,j=0...3:

q = (k00, k01, k02, k03, k11, k12, k13, k22, k23)
T

. (4)

The weighted matrix Wc is calculated to be

Wc =




19/16 0 0 0 −9/32 0 0 −9/32 0
0 1/2 0 0 0 0 0 0 0
0 0 1/2 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
−9/32 0 0 0 25/128 0 0 19/128 0
0 0 0 0 0 3/32 0 0 0
0 0 0 0 0 0 1/8 0 0
−9/32 0 0 0 19/128 0 0 25/128 0
0 0 0 0 0 0 0 0 1/8




π2. (5)

From eq.(3) one can see that the defined inner product of polarimetric signatures turns to be the weighted
inner product of two vectors q1 and q2, which provides a simple form for computation.

Similar results can be obtained for cross-pol case, where we replace Wc by Wx in eq.(3)

Wx =




3/16 0 0 0 −1/32 0 0 −1/32 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−1/32 0 0 0 25/128 0 0 19/128 0
0 0 0 0 0 3/32 0 0 0
0 0 0 0 0 0 1/8 0 0
−1/32 0 0 0 19/128 0 0 25/128 0
0 0 0 0 0 0 0 0 1/8




π2 (6)

obtaining

〈P1 (χ, ψ) , P2 (χ, ψ)〉x = qT
1 Wxq2, (7)

where the subscript x denotes the cross-pol case.
2.2 The distance measurement of polarimetric signatures

The distance measurement of two signatures is defined as

‖P1 (χ, ψ)− P2 (χ, ψ)‖c =

−π/4∫

−π/4

−π/2∫

−π/2

(P1 (χ, ψ)− P2 (χ, ψ))2 dχdψ. (8)
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Expanding the right term in eq.(8), there is

‖P1 (χ, ψ)− P2 (χ, ψ)‖c = 〈P1 (χ, ψ) , P1 (χ, ψ)〉c − 2 〈P1 (χ, ψ) , P2 (χ, ψ)〉c + 〈P2 (χ, ψ) , P2 (χ, ψ)〉c (9)

Based on the results of the inner product which has been derived, we obtain the quadratic form

‖P1 (χ, ψ)− P2 (χ, ψ)‖c = (q1 − q2)
T

Wc (q1 − q2) . (10)

For the cross-pol case, we just replace Wc by Wx .

3. Polarimetric signature based target decomposition

The problem of target decomposition is to find the combination of several typical scattering mechanisms
to represent a given target. For the signature value stands for the received power, one can expect a target’s
polarimetric signature to be decomposed as N typical scattering mechanisms with distributed scatters in a
resolution cell:

P (χ, ψ) =
N∑

i=1

aiPi (χ, ψ), (11)

where Pi (χ, ψ) denotes a specific scattering component’s signature, and ai is its corresponding coefficient which
should be a non-negative value.

Due to the presence of speckle noise, we obtain the component coefficients {ai}i=1...N by solving the following
constrained least square problem

min ||P (χ, ψ)−
N∑

i=1

aiPi (χ, ψ)||γ
s.t. ai ≥ 0, i = 1...N,

(12)

where γ = c or x, denoting the col-pol case or the cross-pol case, respectively. Eq.(12) can be proved to be
equivalent to

min 1
2a

T Ra− cT a
s.t. a ≥ 0.

(13)

a is the unknown vector (a1, a2, ..., aN )T , R is a N × N matrix where Rij = 〈Pi (χ, ψ) , Pj (χ, ψ)〉γ , and

c = (c1, c2, ..., cN )T is a N × 1 column vector where ci = 〈Pi (χ, ψ) , P (χ, ψ)〉γ , the subscript γ = c or x.
Eq.(13) can be solved via the standard quadratic programming method [9].

Given the coefficients {ai}i=1...N , we define the normalized component coefficients {ri}i=1...N as

ri =
ai

N∑
i=1

ai

, i = 1, ..., N. (14)

ri reflects the percentage of the i th scattering component’s contribution to the whole scattering mechanism.
Since {ri}i=1...N are normalized, they are determined by the shape of the polarimetric signature (i.e., the
scattering mechanism) rather than the absolute received scattering intensity.

According to Huyen’s theory, one knows that
[
K0

]
denotes the Kennaugh matrix of a target in a special

position, where the orientation angle of the target equals to zero. If [K] is known,
[
K0

]
can be obtained [3],

therefore polarimetric signatures with zero target’s orientation angle can also be obtained. In practice, we
first ”shift” a polarimetric signature to the zero orientation angle and then apply the proposed decomposition
method. In this way, the decomposition results are invariable with target’s orientation angle.
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Figure 1: The span image of NASA ARC with decomposition results. (a) The span image (b)r1 (c) r2 (d) r3.

4. Experimental results

A NASA/JPL AIRSAR L-band image of the NASA ARC is used to test the proposed target decomposition
method. The span image is shown in Fig.(a). In this experiment, we use a plate, a diplane and a wire as
three kinds of basic scattering mechanism. Their Kennaugh matrices are supposed to be [K1], [K2] and [K3],
respectively, where

[K1] =




1
1

1
−1


 , [K2] =




1
1

−1
1


 , [K3] =




0.5 0.5
0.5 0.5

0
0


 . (15)

The Kennaugh matrix of each pixel is first pre-processed to rotate the target’s orientation angle to zero
and then applied with the proposed decomposition method, here we use the col-pol signatures. The normalized
component results r1 - r3 are shown in Fig. 1(b) - Fig.1(d), respectively. From these figures we can find that r1

has large value in the sea region (region A), which hints the main scattering mechanism of sea region is single-
bounce. For the man-made objects, r1 turns to be small value and r2, r3 begin to rise up. For instance, the
linear-structured targets on the sea (region B)tend to have larger value of r3, i.e., the wire-like targets.

If we zoom in region B in Fig.1, we can find some linear objects, as the arrow points out (Fig.1(b)). These
objects are weak scatters which are not easy to observe from the power image (Fig.3(a)), however, they are more
salient from the proposed signature based decomposition results. The dark line on the sea hints the possibility
of man-made objects. The picture from optical satellite of this region is also shown in Fig.3(c), where we can
see that these objects do exist.

We also use other decomposition methods for comparison. The polarization entropy and alpha angle [5, 6]
are shown in Fig.2(a) and Fig.2(b), respectively. Fig.2(c) and Fig.2(d) show the similarity parameter [8] of
single- bounce and double- bounce. From the comparison, it can be seen that the signature based decomposition
results’ potential to detect weak targets.

5. Conclusion

A new target decomposition method is presented in this paper which is based on the quantitative analysis
of polarimetric signatures. The inner product and the distance measurement of two signatures are defined and
then shown to have a simple form for calculation. Based on these quantitative descriptions, the signature based
target decomposition method is proposed, where a target’s signature is divided into components from several
typical targets. The normalized component coefficients can be used to reflect the scattering mechanism of the
given target. Experimental results demonstrate the proposed method’s potential to discover weak man-made
scatters, which is an important problem for target detection.
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(a) (b) (c) (d)

Figure 2: (a)The polarization entropy H. (b)The alpha angle α. (c)The similarity parameter of single- bounce
s1. (d) The similarity parameter of double- bounce s2.

(a) (b) (c)

Figure 3: The decomposition results of weak targets. (a) The span image. (b) The decomposition result r1. (c)
The ground truth (optical image from satellite).
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GPR with an Electronically Steered Footprint  
 
 
 
 
 
 
Abstract –To investigate the possibilities of electronic steering of an antenna footprint in the near field, an 
array-based GPR has been built. The antenna system of this GPR consists of a single transmit antenna and 6 
receive ones. For the transmit antenna a Vivaldi antenna has been used, while shielded loop antennas have 
been used as receives one. The antenna array has been optimized to provide high-resolution images of the 
shallow subsurface. Footprint steering has been implemented in the digital signal processing via true time 
delay of the received signals. The performance of the radar has been investigated experimentally. Electrical 
scanning along the array has been achieved, and 2D localization of buried objects without mechanical 
scanning has been demonstrated.  

1.   Introduction 
Ground Penetrating Radar (GPR) is a useful tool for detection of all kinds of electrical inhomogeneities in 

the ground, and is widely used in geological, geotechnical, archeological and forensic investigations [1]. The 
exact localization of detected inhomogeneities and their characterization requires mechanical 2D scanning of 
the area under investigation with GPR and off-line processing of the acquired data (see e.g. [2]). This state-of-
the-art procedure can be improved by replacing the mechanical scanning over the area by an electrical 
scanning of the subsurface, similarly to far-field scanning in phased arrays. The principal difference between 
the conventional phase-array approach and GPR lies in a need to focus and steer not a far-field radiation 
pattern but a near-field footprint.  

To investigate the possibilities of electronic steering of the antenna footprint in the near-field we have built 
a proof-of-principle demonstrator, which includes an antenna array and RF electronics. To demonstrate the 
electronic footprint steering we built a linear array of receive antennas. Such an array together with a dedicated 
signal processing implemented via a true time delay should result in 1D footprint steering. Object localization 
in the second dimension (e.g., depth) is realized via short down-range resolution of the transmitted signal. As 
for archeological applications and utility detection penetration up to 1m into the ground should be combined 
with a reasonably high down-and cross-range resolution, we have selected the operational bandwidth of the 
system between 500MHz and 3GHz. This demonstrator is described in the current paper. The antenna system 
is described in Chapter 2, while the footprint steering algorithm is described in Chapter 3. The first 
experimental results are described in Chapter 4.  

2.   Antenna Array Design 
Based on previous experience of IRCTR with GPP antenna systems [3-4] we have developed and 

manufactured an antenna system, which consists of a transmit antenna and a linear array of receive ones. For 
the transmit antenna we have selected the Vivaldi antenna, previously developed for radioastronomic 
application, and we have built the linear array from 6 shielded loop antennas [5] (Figure 1). To mount the 
antenna system on the scanner, a special junction between the transmit antenna and the vertical axis of the 
scanner has been made. 

The transmit antenna has been fed by a step generator with a rise time of about 100ps. The spectrum of the 
transmitted pulse as it was measured by a probe buried at the depth of 17cm [6] is shown in Figure 2. The dip 
in the spectrum at approximately 500MHz is due to the balun of the transmit antenna, while the dip around 
3GHz is due to a resonance in the probe. The bandwidth of the probing signal at -10dB level starts at 
approximately 600MHz and stops as 2.5GHz. At the higher frequencies the probing signal spectrum 
monotonically decreases until 5GHz.  
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Figure 1: Photo of the developed antenna array. Figure 2: Spectrum of the probing signal in the ground. 

 

The peak-to-peak footprint of the transmit antenna in the ground is shown in Figure 3. On -10dB level it 
measures 1m in E-plane by 1.2m in H-plane. Within this footprint we can demonstrate the electronic footprint 
steering of the receive array. The footprints of the elements of the receive antenna array have been also 
measured for different array elevations above the ground. The footprint of a single receive antenna is shown in 
Figure 4.  
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Figure 3: Peak-to-peak footprint of the transmit antenna. 
Signal magnitude is shown in dB. 

Figure 4: Peak-to-peak footprint of a single receive 
antenna. Signal magnitude is shown in linear scale. 

 
To determine the optimal separation between the receive antennas the array of 6 shielded loop antennas 

with a diameter of 3.41cm has been simulated. From this simulation it has been found that the coupling 
between loops has a narrow-band nature and results in a sharp peak of the loop sensitivity. The frequency at 
which this peak happens depends on the loop separation. For a loop separation of 5cm, the peak takes place at 
around 3.7GHz (see Figure 5). As, at this frequency, the spectral content of the transmitted pulse is of about 
20dB lower than in the maximum, the mutual coupling between the loops cannot cause substantial impact of 
the receive signal. So the distance between the loop antennas has been selected to be 5cm, resulting in the total 
length of the array of 25cm. 

To cover the necessary bandwidth we use in the radar a step generator with a rise time of about 100ps. To 
acquire the data from the terminals of the receive antennas we use a seven-channel signal conditioner and an 
eight-channel sampling converter (built by GeoZondas Ltd., Lithuania). The receiver chain has an analog 
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bandwidth from 300MHz up to 6GHz and a linear dynamic range of 69dB (with averaging over 128 samples). 
The sampling converter operates with the sampling rate of 500kHz per channel. The observation time window 
can be varied from 32ps till 20ns with a number of acquisition points available from 16 till 4096. The large 
flexibility in the duration of the observation time window and the sampling time allows us to adjust the system 
to different ground types and data acquisition scenarios. A very important feature of the sampling converter is 
its high measurement accuracy. The maximal error in the amplitude scale and the time scale linearity of the 
sampling converter is of about 1%. 
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Figure 5: Computed sensitivity of the receive antennas within the antenna array.  

 
3.   Signal Processing 

The electronic steering of the receive antenna footprint is done via true time delay of the received 
signals realized via digital signal processing. The propagation delay for each antenna has been calculated in 
the receive antenna plane based on the following equation 
 

( )2 2 2 2
1 2

1 2 1 2

y L Hd d L Dt
v v v v

− + += + = +    (1) 

 
In (1) the speed of propagation in air and ground are designated as v1 and v2 ; H is elevation of the receive 
antenna above the ground; D is the depth of the imaging point; L is point of refraction (see Figure 6). 
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Figure 6: Receive antenna geometry and focusing point position.  
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4.   Experimental Results 
The performance of the system has been tested in IRCTR test site for GPR antennas [6]. A typical target 

response is shown in Figure 7. The short duration of the scattered signal proves high down-range resolution 
of the radar. The spectrum of the target response keeps its shape while measured by different loops in the 
array. This feature is very important for the application of the focusing algorithms to the measured data. 
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Figure 7: Typical waveform of a received signal.  

 
Imaging of a scatterer buried 17cm beneath the ground is shown in Figure 8. The figure shown on the 

left side is the total energy of the signal processing output, while the figure on the right reflects the peak 
power of the output. The “hot spot” in the images correspond to the location from which the most amount of 
energy was received after processing. Due to receive array data processing along the Y-axis the size of the 
image in this direction is considerably smaller than along the X-axis, where no focusing has been 
implemented. At the later stage a migration algorithm can be implemented along this direction as well. The 
asymmetry of the image along the Y-axis can be explained by an asymmetric position of the scatterer with 
respect to the transmit antenna. 
 

 
Figure 7: Output of the focusing procedure at the depth of 20cm.  
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5.   Conclusions 
We have developed a proof-of-principle phased-array antenna system for GPR. This includes both 

hardware and dedicated software for footprint steering. The hardware consists of an antenna array and RF 
electronics. The antenna array consists of a single transmit antenna and 6 receive ones. For the transmit 
antenna a Vivaldi antenna has been used, while shielded loop antennas have been used as receive ones. The 
antenna array has been optimized to provide high-resolution images of the shallow subsurface. The RF 
electronics block consists of a pulse generator, signal conditioner and 8 channels stroboscopic receiver. 

Via processing based on a true time delay realized in digital processing, we have demonstrated both the 
focusing of the energy radiated by the array and the shift of the footprint by applying a progressive time delay 
to the received signals. Combination of the footprint steering in the array plane and high down-range 
resolution due to short duration of the probing pulse results in 2D localization of buried objects without 
mechanical scanning.  
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Abstract— Stepped Frequency Ground Penetrating Radar ( SFGPR ) is a promising alternative technique for realizing the  
GPR tranceiver which has more features than Pulse GPR technique. Moreover, with the decreasing of RF component 
costs in the market, the realization of GPR equipment would be cheaper than ten years ago. In this paper, we will describe 
the design and realization steps of 1 – 2 GHz SFGPR transceiver  for metal detection  under the ground. Before using 
prototyped GPR for detecting the metal under the ground, several calibration processes must be performed, namely phase 
calibration and monocycle pulse waveform calibration. After completing the calibrations, this prototyped GPR would be 
ready for detecting the hidden object such as a metal plate 5 cm under the ground in our small test range size 25 cm x 75 
cm x 10 cm. From the calibration and detection results, we concluded that the prototyped SFGPR passed the technical 
specifications of the design and could perform the metal detection under the ground with high SNR. 
 
1. Introduction  
 
Stepped frequency radar ( SFR ) is a microwave imaging technique that can be used as an alternative imaging technique 
with impulse radar (IR) to get scattering parameter data in wideband time domain [1] [3]. By using the Inverse Fourier 
Transform, SFR data consist of magnitude and phase can be changed to synthetic time domain pulse. Therefore, by 
combining time domain imaging technique with data collection via SFR, a B-scan image from objects buried underground 
can be well-visualized. SFR is used not only for underground measurement (GPR), it can also be applied for non-
destructive evaluation to detect the road pavements and imperfect structure in building , bridges,  tunnels, highway and 
runway. Beside that, SFR is developed to detect human existence in a building or in beneath, even in medical care, SFR is 
developed to monitor heartbeat and lung-breathe without using electrodes touching to the patients’ body like what the 
usual conventional technique applies.The advantages of SFR are its higher SNR comparing to IR, so that it has better 
accuracy and stability, and its simplicity to implement the receiver tool since it does not need high sampling rate [1] [3]. 
The disadvantage of SFR is its longer time needed for data collection comparing to IR. But with the electronic 
technological advances, this problem can be solved.  
 
In this report, we will describe the Stepped Frequency Radar microwave imaging system for GPR (SFGPR) and other 
non-destructive evaluation (NDE) applications. This system consists in microwave sensors with 1 – 2 GHz working 
frequency, data acquisition subsystem and computer with signal processing software for target imaging. By using the 
Inverse Fourier Transform algorithm, SFGPR data can be changed into synthetic time domain pulse to get the intended 
target image. We also use the calibration procedures to eliminate distortion in synthetic pulses because of phase instability 
or non-linearity from transmitter, distortion by connector and transmission line, and antenna ringing. After doing the 
calibration procedures, SFGPR is used for single target imaging under the ground with low homogeneity to examine the 
real target imaging ability. From calibration and target imaging trial result, we conclude that SFGPR is able to detect 
objects under the ground well according to design specifications. 
 
2. SFR Description  
The working flow of SFR system can be described as follows : Signal with bandwidth B, lowest frequency fr, and highest 
frequency ft is discretized into N frequencies separated by frequency space ∆f. Scanning process is done by transmitting 
signal with initial frequency fr from  t0 until t0+∆t.At t0+∆t, transmitter re-transmit signal with new frequency  fr+∆f 
which can be described as : 
 
 
 
 
 

 
 
 
 
 
 

 
 
Figure 1. Stepped Frequency Radar Signal 
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This process continues until the highest frequency fr is transmitted. Total time to complete the scanning process at this N 
frequencies is N∆t. If the signal from fr until ft touches the linear material such as soil and plastic, the reflected signal will 
have the same frequency but the phase and the amplitude have changed. If SFR is designed at working frequency from 1 – 
2 GHz (fr = 1GHz and ft = 2 GHz ), we will get about 10 cm resolution, and by advanced post-processing the resolution 
can be enhanced into 5 cm.  SFR block diagram is shown in figure 2.  
 
Subsystems that build an SFR system are : 

1. Antenna subsystem : transmit signal to the target and receive the reflected signal.  
2. RF transceiver subsystem : stepped frequency signal source and detect received signal.  
3. Hardware controller subsystem : hardware controlling from microwave sensor and  also functions for PC 

communications. 
4. Software controller subsystem : data acquisition and raw data storage into file text. 
5. Software imaging subsystem : application to visualize target imaging data.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. SFR Block Diagram   Figure 3. 1 – 2 GHz Circular end Bowtie Antenna  
 
2.1. Antenna Subsystem  
In this experiment, we will implement circular-end bowtie antenna with 70o flare angle, as shown in figure 3.  Bowtie 
antenna is included in 2D planar bicone antenna family [2] which has very wide working frequency bandwidth. The 
reason for choosing bowtie antenna in this SFR system is beside its working frequency bandwidth characteristics, also 
because of the simplicity in its implementation. In bowtie antenna design and implementation, some parameters that 
influence the antenna performance are :  

1. Physical dimension : effective length and width of the antenna  
2. Flare angle of antenna arm  
3. Antenna edge profile 
 

For SFR with 1 – 2 GHz working frequency, bowtie antenna with circular end profile, 70o flare angle and 25 cm effective 
length has  fulfilled the spesifications. 
 
2.2. RF Transceiver Subsystem  
RF transceiver diagram block which is implemented in this SFR research can be described in figure 4 :  
 
 
 
 
 
 

 
 
 
 
 

                 Figure 4. RF Transceiver Subsystem   Figure 5. The Implemented Transceiver Prototype  
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This RF transceiver consists of transmitter which generates stepped sinusoidal signal at 1 - 2 GHz frequency and receiver 
which detects quadrature of reflected signal. The working flow of this subsystem can be described as follows : IF signal 
source for reference is generated by RIF (1) and through coupler went to mixer (4) to be mixed with stepped-frequency 
local oscillator (LO) (2). This reference IF signal is also used by IQ demodulator (10) to get information on reflected 
signal amplitude and phase. The mixing result of RIF signal with LO by bandpass filter (5) mixer (4) is then sent to the 
target through transmitter antenna. After reflected by target, receiving antenna receives reflected signal then bandpass 
filtered (6) and amplified by an LNA (7) to be mixed with local oscillator (LO) signal. Before entering IQ demodulator, 
signal coming out from mixer (8) is re-filtered by IF bandpass filter (9) and then fed to IQ modulator (10) to get 
information on amplitude and phase.  
 
2.3. IQ Demodulation 
 
The performance of SFR depends on some important factors, such as discrete frequency generation stability, 
nondispersive antenna system, and IQ demodulation reliability. IQ demodulation relates to the information extraction of 
amplitude and phase of reflected signal from the transmitting signal. Herewith, we will describe mathematically the 
principles of IQ demodulation. For example, a reference IF signal RIF with unit amplitude and zero phase angle follows 
the equation : 

RIF(t) = cos (ωRIF t)          (1) 
Then, we assume the IF receiving reflected signal is : 

IF(t) = Acos (ωIF t +θ)         (2)  
where : ωIF =ωRIF=ω 

By using trigonometry : 
cos A.cos B = ½ cos (A+B) +  ½ cos (A-B)        (3) 

The mixture between RIF and IF signal will result in equation :  
cos (ω t). Acos (ω t +θ) = ½ A cos (2ω +θ ) + ½ A cos (θ)     (4) 

by doing lowpass filtering, we will get :  
I = ½ A cos (θ)                       (5) 

Meanwhile, if the mixture is between IF signal and 90o phase-shifted RIF signal, by using the same method we will get 
the signal equation : 

Q = ½ A sin (θ).          (6) 
Then, to get the value of A and θ, we have to calculate using the equation :  

A=sqrt ( I2 + Q2 ) dan θ = tan-1 (Q/I)       (7) 
 
2.4. Hardware Controlling Subsystem  
 
To do the stepped-frequency measurement, we need RF transceiver controlling to control the sequence and frequency 
distance from the generated sinusoidal signals.  Beside that, hardware control is also needed to coordinate the IQ data 
recording as an output of RF transceiver to the PC. In this research, microcontroller mini board is using the ADC (Analog 
to Digital Converter)  dan DAC (Digital to Analog Converter ) [6] as shown in figure 6. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Block diagram and Photograph of microcontroller mini board to control SFGPR hardware [5] 
 
To generate stepped frequency signal, mikrocontroller board is programmed to generate numerical sawtooth signal at 
every VCO (Voltage Contolled Oscillator ) . Figure 7 shows part of listing program to control SFGPR : 
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Figure 7. Listing program in AT89C51   Figure 8. Result of Phase Calibration on SFGPR system  

                                  assembler language [5 ]    (upper: before signal processing using software,  
lower: after signal processing using software[4] ) 

3. Calibration  
 
Before SFR system is used for target imaging, some tests and calibrations are done to guarantee the SFR works well as the 
specifications. In this part, we will describe phase linearity test on transmitting and receiving signals and synthetic 
waveform test. Phase linearity calibration is based on theory that an ideal channel is the channel that has linear phase 
response, while synthetic pulse calibration is based on theory that ideal SFGPR signal is monocycle. Test is done by 
connecting the output port of  SFR transmitter to the input port of SFR receiver using 50 Ω impedance coaxial cable. This 
figure 8 shows the result of phase calibration on SFGPR system before and after signal processing using software.In 
figure 8, we can see that phase response of SFGPR system at 1 – 2 GHz frequency is closed to the ideal linear curve with 
some relatively small phase discontinuities in some segments. This phase discontinuity is caused by the use of some 
VCOs with different frequency bands [7] to include the 1 – 2 GHz working band. 
 
The reason for using some VCOs is its cheaper implementation cost comparing to VCO with wide working band ( 1 – 2 
GHz). So, to develop next stage SFGPR prototype, if this multi VCOs architecture is still used, then for system 
improvement, look-up-table algorithm can be used to avoid / minimize phase overshoot when SFGPR changes from one 
VCO to other VCOs. However, to reduce these phase overshoot effects, we can apply phase linearity correction with 
software, so the phase response is better, as shown in figure 8.  
 
While this figure 9 below shows result of monocycle calibration on SFGPR system before and after signal processing with 
software [4]. 
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Figure 9. Results of SFGPR Monocycle Calibration 

 (left : before signal processing using software, right : after signal processing using software) 
 
Synthetic monocycle pulses produced by SFGPR, as shown in figure 9, have quite good shape with 46 samples pulse 
duration, which is equivalent with 1 nanosecond duration or 1 GHz bandwidth.  While for deembedding process results 
from monocycle pulse imperfection, we can apply pulse shape correction using software, as shown in figure 9. 
 
4. Metal Detection Test Results  
 
After SFGPR prototype is phase and monocycle waveform calibrated, this equipment is used to do imaging on metal 
cylinder placed underground. For this purpose, we make a box, sized 25 cm x 75 cm x 10 cm, filled with nonhomogen 
soil. Then, a metal cylinder is buried in the box filled with the soil at 5 cm depth.  
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4.1. Signal Processing for SFGPR Data  
Signal processing on raw data from conventional GPR has 2 main objectives : first, signal processing is applied to 
eliminate disturbing signals coming from clutter, and second, signal processing is needed to improve S/N in image data to 
enable human operator interpretation.  
 
4.2. Clutter Disturbance Elimination  
Clutter can be defined as scattered and reflected signal from non-target objects that appear at the same time window and 
with similar spectral characteristics with the target. In GPR application, clutter can be reflections coming from air-ground 
interface, repeated reflection between antenna and the surface, sidelobe reflection, and discontinuities coming from stones  
or grasses.  
 
4.3. S/N Data Image Enhancement 
Noise can be defined as disturbance signal which has different spectral characteristics than target reflection or clutter. 
Noise will reduce image quality that makes vis ual interpretation difficult. There are some noise reducing techniques 
known, namely : focusing technique to improve disturbance coming from antenna beamwidth, and filtering technique 
such as median filter or wiener filter [4] to reduce AWGN.Figure 10 shows A-scan images of 45 signals, where each 
signals is time domain signal, results from Inverse Fourier Transformation from SFGPR raw data.  Figure 10 (upper) 
shows A-scan signal set before eliminating clutter, while figure 10 (below) shows A-scan signal set after eliminating 
clutter.  
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Figure 10. A-scan signal for 45 sweeping positions  Figure 11. B-scan image from metal cylinder imaging which 
               (upper : before eliminating clutter,             was buried in a test box at 5 cm depth 
          lower: after eliminating clutter using software )                           (upper : before eliminating clutter 
                                                                                                        lower : after eliminating clutter using software) 
5. Conclusion 
 
The result of calibration and metal cylinder detection test shows that the implemented SFGPR prototype works well as the 
intended specifications. This shows that the implemented SFGPR hardware is able to generate quite stable frequency 
source and the prototype is able to IQ demodulate the transmitting signal with echo signal well. Raw data processing 
software also has important role in eliminating clutter and enhancing S/N that improves the performance of imaging. 
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Abstract – A new inversion technique to locate buried pipes has been developed. The inversion algorithm 
estimates the location by searching the minimum prediction error for the first arrival time. Thus, the 
technique is a kind of parameter optimization techniques and does not image anything, but it can indicate 
the location obviously. The comparison of the predictions with measurements is performed focusing on 
the arrival curve shape unlike conventional ray tomography. Thus, the arrival time picking does not affect 
the estimation, and the arrival curve can easily be selected by maximum amplitudes or thresholding, for 
instance. The technique can explicitly and efficiently use a priori information on the target in the forward 
modeling. Therefore, the inversion calculation can be done very quickly and is stable. The inversion 
technique is verified with field data for a metallic pipe. The inversion result can estimate the location 
successfully. Therefore, the inversion technique is suitable for this purpose and to use on site. It can 
provide useful information also to non-specialists of radar and geological technologies who are involved 
with civil engineering. 
 
 
1. Introduction 

GPR operated on the ground surface is commonly used to locate buried pipes and subsurface cavities 
non-destructively, because it can achieve high resolution and possesses visualization capabilities. Surface 
GPR, however, cannot be used for deeply buried pipes because of strong attenuation of the 
electromagnetic wave in the subsurface medium. For such cases, borehole radar is generally used because 
its antennas can approach to a target via drilled boreholes. Nevertheless, the antennas can only be scanned 
along the wells, and range resolution (horizontal resolution for vertical boreholes) yields relatively poor. 
On can achieve higher resolution by using higher frequencies at the expense of the detectable range. Thus, 
localization of pipes and other objects with high accuracy is still challenging problem. 

Numerous imaging, tomography, and imaging techniques have been studied for borehole 
measurements using two or more wells, i.e., cross-hole measurements. Most of these techniques are 
computationally expensive to calculate very complex scattering mechanisms in order to achieve accurate 
results. Moreover, they do not directly and efficiently use a priori information and number of parameters 
to be estimated is too much, yielding that they are unstable and requires much time to compute. 

A new inversion technique has been developed to locate deeply buried pipes precisely by borehole 
radar measurements [1], [2]. The inversion is based on a parameter optimization technique, thus it only 
estimates the location of the targets and it does not image anything unlike conventional inversion and 
tomographic techniques. Moreover, the inversion can implement a priori information on the target, 
yielding stable and fast computation. 

This paper describes the inversion algorithm and demonstrates it with field datasets to show the 
performance and effectiveness. 
 
2. Inversion Algorithm 
2.1 Procedure 

In most cases, some information on a target is available prior to measurements and investigations, for 
example, the target material and the dimension. Moreover, a separation of boreholes and properties of 
subsurface medium must be known when the boreholes are drilled. The inversion technique firstly 
assumes the information available. For a metallic pipe, the cross section of the pipe may be a circle, thus 
the approximated first arrival times can be calculated very easily, for example by geometrical optics for a 
homogeneous subsurface space, when a pipe location is fixed at a particular location. The approximated 
arrival time varies for various transmitter and receiver positions and the pipe location. The inversion 
technique compares the approximated arrival times with times selected from measured datasets, and the 
comparison is repeatedly performed for all the possible locations of the pipe, i.e., the technique uses a 
parametric approach. Then the technique determines the pipe location as the location that yields arrival 
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times most similar to those of measured data. To compare the approximated with selected arrival times, a 
new scheme is proposed to avoid errors of arrival time pickings from measured data. 
 
2.2 Comparison of Arrival Time Curves 

It is very easy to select a time ( , )meas t rt z z  at the maximum amplitude in a measured time trace for a 
transmitter at a depth of tz  and a receiver at rz  for instance. The selected time by this manner is no 
longer true for the first arrival. However, it can be assumed that the curves connecting the times are 
parallel to the true first arrival curve, meaning the medium has less anisotropy and dispersion, and the 
directivity effect of an antenna is small. This situation is illustrated in Figure 1. The similarity between the 
measured maximum-amplitude curve ( , )meas t rt z z  and the approximated first arrival curve 

( , , , )cal t rt z x z z  with an assumed pipe at ( , )z x  can be evaluated by taking an error ( , , )te z x z  of the 
curve gradients with respect to the receiver depth rz  and the integration. 

1( , , ) ( , ) ( , , , )t meas t r cal t r r
r r r

e z x z t z z t z x z z dz
N z z

∂ ∂
= −

∂ ∂∫    (1) 

where rN  is the number of receivers for a transmitter. The error can be calculated for each transmitter 
depth. The lower error indicates higher similarity between the two curves, meaning the higher probability 
of the object location. Then a total error for a series of all transmitter depths ( , )totale z x  is defined by 
integrating ( , , )te z x z  along the transmitter depth tz  as 

1( , ) ( , , )total t t
t

e z x e z x z dz
N

= ∫       (2) 

where tN  is the number of transmitters. In the distribution of the ( , )totale z x , a low value region has a 
high probability of the pipe location. 
 
3. Experimental Result 

Field measurements were carried out in an urban area in the city of Sendai, Japan. The target is a 
metallic pipe for water supply having a diameter of 0.9 m. It is known prior to the cross-hole fan 
measurements that the pipe is buried about 12 m. Two boreholes were drilled with a separation of 3.3 m 
on both sides of the pipe as shown in Figure 2. The measurements were conducted using a borehole radar 
system developed by Center for Northeast Asian Studies, Tohoku University [3]. The system is based on a 
vector network analyzer and is stepped-frequency radar system. A frequency range from 2 to 402 was 
used with dipole antennas whose length is 900 mm. The dominant frequency of the measured data is 
about 80 MHz, which corresponds a wavelength of 1-2 m in subsurface medium. Figure 3 shows the 
obtained radar profiles for the transmitter at depths of 11.0, 11.5, 12.0, 12.5, and 13.0 m and the receiver 

 

zr

t

True arrival
curve

Picked arrival
curve

 
Figure 1: An example of a true arrival curve and an arrival curve selected by 
maximum-amplitude. 
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scanned at 10.0-14.0 m. 
Since we can find discontinuities in the radar profiles, the subsurface may be layered with two kinds of 

media. As the forward modeling, a two-layer model shown in Figure 4 is constructed for a 
two-dimensional TE finite difference time domain (FDTD) method, in order to obtain approximated 
arrival times. The model has a layering interface at a depth of 12.5 m, and the relative permittivities are 
set to 25 0ε  and 20 0ε  for the upper and lower media, respectively. The cell size is 0.1× 0.1 m, and the 
time step is 0.1 ns. An absorbing boundary condition (ABC) is not implemented in the model, and the 
calculation is terminated when a first arrival is observed. The pipe locations are assumed every 0.1 m in 
both horizontal and vertical directions. 

For the inversion, an approximated arrival time is selected by a threshold at 40 % of maximum 
amplitude in a measured trace. The threshold value is determined just as it gives smooth curves. The 
result is shown in Figure 5. A low error region is localized and the minimum error is located at a depth of 
12.4 m and 2.0 m apart from the borehole BH1. The estimated location agrees well with the known 
information that the pipe is close to the borehole BH2 rather than BH1. 
 
4. Conclusion 

The new inversion technique has been developed to locate buried pipes. As demonstrated in this paper, 
the inversion can retrieve the location of a buried pipe from field data even it has strong influences of the 
geological structure. It shows that the inversion is very stable and robust. Since only simple calculation is 
employed in this inversion, the computation requires very low costs. Moreover, the inversion explicitly 
indicates the location of a target unlike the conventional imaging techniques and the detailed 
interpretations of the results are unnecessary. The features can be rather important advantages to use 
onsite and to provide useful information to non-specialists. The technique can easily be applied to various 
targets by slightly modifying the forward modeling. Therefore, the inversion has very high usability and 
potential. 
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Figure 2: Configuration of the measurements in Sendai, Japan. 
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Figure 3: Radar profiles measured by the transmitter at 11.0 m (a), 11.5 m (b), 12.0 (c), 12.5 (c), and 
13.0 m (d). 
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Figure 4: Model of 2D TE FDTD employed as the forward model of the inversion. 

 

 
Figure 5: Total error distribution calculated for the metallic pipe. The white cross indicates the 
minimum error at a depth of 12.4 m and 2.0 m apart from the borehole BH1. 
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Construction of Rain Attenuation predictive model at

FWA and Ka band Satellite Communications
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Abstract—The technology of compensating degradation of the communication quality by rain attenuation
is studied for many years. However, in the field of satellite communication, the research has been actively
at Ku band. So, there are still few research examples of the rain attenuation characteristic in terrestrial
communication and satellite communication at Ka band. The actual proof experiment using the 18GHz band
FWA was conducted by North-South Daito island of Okinawa Prefecture from September, 2003. As a result of
this experiment, we could obtain precious data sets. Furthermore, the propagation experiment using a 18GHz
and 26GHz band FWA is due to be started between Tsuken island and University of the Ryukyus (about 17km)
in April, 2006.

In this research we examine about the rain attenuation model based on a time series analysis technique and
we do the molding of the rain attenuation characteristic in a short-tarm.

1. Introduction

Recently, demands for high speed and large capacity of the wireless communication have been increaced.
Okinawa Prefecture is the island area of subtropical climate. The islands is scattered over a large area of
North, south, east and west. Therefore, there are many areas where the high-speed Internet network is not
provided with basic services. In order to remedy the area, It is necessary to use the easy sub-millimeter wave
band radio communications of high bandwidth called Ka band satellite communication (WIDNS: Wideband
InterNetworking engineering test and Demonstration Satellite) and FWA (Fixed Wireless Access) as remedy.

However, this frequency band is weak in rain. An attenuation of radio wave by the rain is called ‘Rain
Attenuation’. It is very important problem for the communication using high frequency band in the subtropical
region. There have been researches to find an effective technique to compensate the loss of the rain attenuation.
Those researches, however, were mainly discussed for the use of the sattelite communication, and there have been
quite few case for the terrestrial communication. Furthermore, there is also a need for obtaining the transmission
characteristics in Okinawa, where the transmission path is built mostly on the ocean in the archipelago.

In general, although a statistics approach has been a mainstream method that clarify the relationship between
the rain attenuation time (disconnection time) and the cumulative time distribution of rain, it is quite difficult
to apply to a short-term rain attenuation made by the typhoon or rain squall.

In this paper, to model the rain attenuation characteristic for a short-term such as rainstorm, we propose
new type of method based on time-series analysis.

2. Experiment procedure

Minamidaito Island and Kitadaito Island are the detached island of Okinawa Pref. The distance of them
are about 11Km. Fig.1 shows the propagation path.

The experiment has been started since October, 2003. Rain rate, Rx level and BER (Bit Error Rate) are
measured in each base station in this experiment. The experiment data is shown in Fig.2. In Fig2, the data
which the typhoon passes is included in this period. It is recognized that the difference was seen in rain rate by
the measurement point when the heavy rain attenuation cause. Generally, when the rain attenuation exceeds
30dB, it is assumed that phenomenon such as disconnection occurs. With the latest analysis, using the part
above attenuation 30dB, it draws up the model.

3. Modeling of Rain Attenuation Characteristics

As for rain attenuation problem research is advanced from the time before in satellite communications field.
When designing the circuit, there is many a thing which uses the accumulation time distribution of rain rate.
Mostly, accumulation time distribution of rain rate is used for communication circuit design. Communication
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Figure 1: Daito islands
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Figure 2: Rain-rate, Rain-attenuation

circuit design uses ”an accumulation time distribution of rain intensity” in many cases. However, strong rain have
a brief duration. In this study we investigate ”Characteristics of the attenuation by especially intense Rains”.
Therefore, it examines concerning the technique where short duration the modeling does the characteristic of
variation not only accumulation time distribution.

3.1 Statistical method

Generally, the satellite communications circuit designs that disconnection time is less than 0.01% of year at
Ku band. Cumulative time distribution of rain for one year with the antenna installation position is measured.
Rain-rate of 0.01% of the circuit design place is calculated from the result. The value is fitted in formula of the
rain attenuation quality which is advised with ITU-R, value of cumulative time 0.01% of the rain attenuation
is estimated. Fig.3 shows the cumulative time distributions of rain attenuation and rain rate. That data has
displayed the north and south Daito islands and the Minamidaito island due to Meteorological Agency. When
example is increased from this figure, cumulative time rate 0.01% of the Kitadaito island is rain rate 51mm/h.
This value is introduced into ITU-R advice system and estimator of rain attenuation is calculated.
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Figure 3: Cumulative time distributions of rain rate

This method, using cumulative time, estimates the rain attenuation. It becomes estimate with the long span
such as some minute during 1 years. Main cause of circuit cutting is the typhoon or heavy rain. It is difficult
to model a characteristics of short continuous duration. This paper presents the rain attenuation model which
uses the time series model.

3.2 Proposal Method

It applies rain attenuation phenomenon making use of the time series model which is used well putting to
the field of control and statistical modeling, sets.

The time series model is classified broadly into the short memory model and the long-term memory model.
As time interval becomes large, the characteristics of coefficient of correlation which is while observation quickly
becoming 0 is called short-term memory characteristic. Conversely, long-term memory nature is the character
which cannot disregard the correlation coefficient between observation values even if a time interval becomes
large.(Fig.4) In this paper, the attenuation is presumed making use of three models of the 1)ARMA model,
2)the ARMAX model, and 3)the ARFIMA model which are used generally with time series analysis.
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1) and 2) are the stationary linear model and it belongs to the ”short-term memory”. In contrast, 3) belongs
to the ”long-term memory”. That recently is observed in various fields such as traffic and economic issue and
weather phenomenon of Internet.

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20 25 30 35 40

Time Lag

au
to

c
o
rr

e
la

ti
o
n
 f

u
n
c
ti
o
n

(a) long-term memory

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20 25 30 35 40

Time Lag

au
to

c
o
rr

e
la

ti
o
n
 f

u
n
c
ti
o
n

(b) short-term memory

Figure 4: autocorrelation function of long-term an dshort-term memory

3.3 short-term memory model

In this research, the rainfall attenuation model is expressed by the ARMA model known well by the time
series analysis. In addition, the ARMAX model from whom an exogenous input is added to the ARMA model
is examined too.

Until recently the thing which measures the rain phenomenon in propagation path regarding law, is equal
to the impossibility.

Therefore, a rain gauge on the strength is installed near a transceiver antenna, and rain intensity of the
measured base station is made into typical rain intensity.

In this research, rain rate at both bureaus is measured in the opposition system of 11Km, and the attenuation
is estimated from that data as an input.

Let y(t) and u(t) be a output and a input，and q expresses path-delay operator. The important thing is
how to treat a disturbance signal denoted by e(t). Let nk be a number of time delay at output, three equations
are described as follows.

A(q) = 1 + a1q
−1 + · · · + anaq

−na (1)

B(q) = b1 + b2q
−1 + · · · + bnbq

nb (2)

C(q) = 1 + c1q
−1 + · · · + cncq

−nc (3)

By using of these polynomials, following model is derived.

3.3.1 ARMA(AutoRegressive Moving-Average) model

It is the auto-regressive moving-average model which have two large features of ”linearity” and ”short-term
memory characteristic”. By using of these characteristics, the equation is simplified as follows.

A(q)y(t) = C(q)e(t) (4)

When C (q) is equal to 1, it becomes AR (Auto-regressive model).

3.3.2 ARMAX(AutoRegressive Moving Average eXogenous)model

The ARMAX model is the model which considers exogenous input u positively. Where y(t) is output，u(t)
is input, e(t) is disturbance(modeling error and noise)．nk is time delay.

A(q)y(t) = B(q)u(t− nk) + C(q)e(t) (5)

When C(q) = 1 is, the ARMAX model is equal to the ARX model. It becomes an ARX model when an
ARMAX model is C(q) =1. It verified also about the ARX model. The input section of the ARX model and
the ARMAX model rain rate, the rain attenuation applied the output section.
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Figure 5: Examples of short-term memory model

There were six sections where typical data was included in the all observational input/output data sets.
Then, six models are first derived by using the six data sets. Next, five data sets other than the data used to
decide the model respectively in that are applied, and a qualitatively excellent parameter is decided.

The degree of the parameter was decided based on both AIC criteria and trial and error. Here, example as
an observation data, concerning sampling time 1 minute is expressed. A Model is calculated from the data 2004
August 28th. Fig.5(a), Fig.5(b) the event of the Kitadaito island August 26th of the same year to the formula
is the example which it tries fitting with the ARX model and the ARMAX model.

Both the ARX model and the ARMAX model relatively it is the satisfactory result, but, there was a problem
where it cannot follow the attenuation when influence of the rain of the Minamidaito island is large in another
event.

Then, also the rain rate data of the Kitadaito island and the model of 2 input 1 outputs which input both
of rain rate of the Minamidaito island constituted concerning the above-mentioned ARX model. The result is
shown in the Fig.6.

But, when either one between both base station rain phenomenon occurs with one side regarding a certain
event, precision deteriorated even from 1 input time.
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Figure 6: Example of ”2 input 1 output” ARX 2 Model”

It could cancel the problematical point of single input model, but, when either one between both base station
rain phenomenon occurs with only one side, precision deteriorated even from single input model.

3.4 long-term memory model

The ARX model and the ARMAX model are the model which estimates linear stationary process.　 So when
modeling at nonlinear or non-stationary process, those mathematical models can not be suitable for estimating.

Moreover, because ARX and the ARMAX model are models by whom the short-term memory process is
shown, these cannot be used for the modeling of the long-term memory process.

Then, we examine whether the characteristic of the rain attenuation and rain rate belongs to the long-term
memory process.
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Hurst Analysis

There is a decision index of long time memory process so called ”Hurst parameter”. Hurst parameter is the
important parameter which characterizes long-term memory process.

The influence that a present event exerts on the event in the future is given by the next expression.

C = 2(2H−1) − 1 (6)

where C is a scale of correlation and H is Hurst parameter. The values of Hurst parameter range between
0 and 1. A value of 0.5 indicates a true random walk. In the random walk there is no correlation between any
element and a future element. A Hurst parameter H, 0.5 < H < 1 indicates long-term memory process. A
Hurst parameter H, 0 < H < 0.5 indicates short-term memory process.

But, because various techniques are lifted in decisive method of Hurst parameter, this time it tried with
typical seven methods.

Furthermore, in order to inspect simultaneously whether there is the influence with the sampling time of the
data, 5 minutes, 10 minutes, 30 minutes, dividing into 60 minutes and 4 stages, it tried. The result is shown in
the figure.
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Figure 7: Hurst parameter of Oct.2003 - Mar.2004

It can presume that it is the data where rain rate, both attenuation as for Hurst parameter those of the 1
or less of 0.5 or more are more than the figure, have long-term memory characteristic.

4. Conclusion

In this research, rain attenuation characteristics was modeled by using of time series analysis method. The
experimental results, as for the rain rate and the rain attenuation both could verify that it possesses the character
which is called the long-term memory dependency. Future work makes the model by whom the long-term storage
dependency is positively considered.

Additionally, we recorded six times of disconnection in total by an invasion of a typhoon all over the
experiment period. The data at the time of the typhoon is very valuable, not only the side which this time was
examined, it is necessary to examine from various angles.
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Abstract - We have been conducting 24 hours monitoring observations of FM broadcasting waves using PLL 
synthesized tuners at the Hitachi, Yokosuka and Nobeyama observational sites. All the three sites are monitoring FM 
Sendai (77.1 MHz), and the Nobeyama site is also monitoring FM Niigata (82.3 MHz). These systems were working 
at the Mid Niigata Prefecture Earthquake (MEQ) on Oct. 23, 2004, and we have obtained the data to discuss whether 
seismic propagation anomalies caused by the MEQ exist. In this paper, we report the propagation characteristics of 
these broadcasting waves by comparison of the data on usual days and the MEQ day. We have confirmed that the 
ordinary propagation state in the frequency 77.1 MHz is subject to tropospheric propagations. In order to check the 
peculiarities of EM, we have verified all the data during Oct. 17-25, 2004. The results are that no anomalies could be 
seen at the three sites, and the received level variations during this period were dominated by tropospheric propagation 
as usual. In addition, the results of 82.3 MHz observations were also the same as those of 77.1 MHz. We conclude that 
in 77.1 MHz and 82.3 MHz, any EM phenomena related with the reflection or disturbance of the ionosphere were not 
detected before and after the MEQ. 
 
 
1. Introduction 

Since the coming of the 1995 Hyogoken-Nanbu earthquake, eyes in some people have turned towards 
seismic electromagnetic (EM) phenomena. Some researchers insisted that they had received the 77.1 MHz FM 
broadcasting wave that had been reflected by the ionosphere before this earthquake1, and such concerns about 
the relationship between earthquakes and EM phenomena have spawned a number of vigorous studies with 
diverse frequencies covering DC, ULF, ELF, VLF, LF, MF, HF and VHF bands2. Despite these efforts there is 
not always consensus on this issue because the phenomena would be quite subtle and only sensitive instruments 
installed under the EM-noiseless environments are required for detection. 

Besides broadcasting waves, modern society has numerous artificial sources of EMs from electrical 
appliance. In addition, natural phenomena such as solar flare and radiations from Milky Way, thunderstorm, 
snow clouds etc. can be the sources of EM noises. Both the artificial and natural contaminations should be 
identified and segregated from observational data in order to discuss whether the radiations of EMs can be a 
candidate for the precursor of earthquake. 
From 1997, we have been conducting 24 hours monitoring observations of EM phenomena in VHF bands, 
especially 76-90 MHz, which are assigned for FM broadcastings in Japan. The observational sites have been 
installed over the east part to west in Japan, and the number amounts to 13. We show the data before and after 
the Mid Niigata Prefecture Earthquake (MEQ) obtained at the Hitachi, Yokosuka and Nobeyama sites. All the 
three sites are monitoring FM Sendai (77.1 MHz), and the Nobeyama site is also monitoring FM Niigata (82.3 
MHz). These systems were working at the MEQ on Oct. 23, 2004, and we obtained the observational data to 
discuss whether seismic propagation anomalies caused by the MEQ exist. It is noteworthy that at the 
Nobeyama site, we observed the 82.3 MHz broadcasting waves which had passed above the epicenter of the 
MEQ. 

In this paper, we show instruments setting and observational methods which are used at the Hitachi, 
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Figure 1: Observation system. 

 

Yokosuka, and Nobeyama sites in chapter 2, and then results and discussions are described in chapter 3 and 4. 
 
2. Observations  

We have selected the VHF bands (30 MHz ~ 300 MHz) for observations, especially monitored the FM 
broadcasting wave, which are allocated over the range 76 MHz ~ 90 MHz and well controlled in Japan. A 
PLL synthesized FM tuner which has the detection limit of –120 dBm was used as a receiver3,4,5. The 4 
antennas typically directed towards the NSEW are installed on the roof of the building. Observed received 
levels were recorded every two seconds with PCs. We also recorded demodulated sounds in the PCs to 
confirm and discern the arrival of extraneous FM broadcasting waves. The observational system is 
illustrated in Figure 1, and observational sites, Hitachi, Yokosuka and Nobeyama , and the epicenter of the 
MEQ , are marked in Figure 2. 

The instruments were shielded to eliminate noises coming from surroundings and instruments 
themselves. The struggle with these artificial noises, such as selecting noiseless location and shielding of 
instruments, always has much difficulty in doing, can attain the detection of the radiation from the Milky 
Way (~ -115 dBm). We regard the Milky Way as a useful indicator of the EM noise level in the VHF 
bands. 
 
3. Propagation characteristics of 82.3 MHz 

We show the 82.3 MHz data before and after the MEQ occurred at 17h 56m 00, Oct 23, (Local time) in 
2004, and those of the same day but different year (2005) for comparison. As shown in Figure 2, the 82.3 
MHz broadcasting waves passed above the epicenter of the MEQ, and it must be an interesting topic to 
see if any anomaly can be found in the data on adjacent days. The Figure 3(a) and Figure 3(b) illustrate the 
received level variations in 82.3 MHz at the Nobeyama site on Oct. 17-25 in 2004 and 2005, and Figure 
4(a) and Figure 4(b) do cumulative probabilities, respectively. The time MEQ occurred is also marked. 
The 2004 data indicate that around –110 dBm, the received levels have fluctuation +/-2 ~ 10 dBm after 
and before the MEQ, and the Oct. 18 data show a remarkable increase; the received level had a peak –97 
dBm at midnight. One would think that this anomaly may be the precursor of the MEQ, at least have any 
relation with the MEQ, but we never hasten to draw a conclusion from these results. We compared the 
2004 and 2005 data to investigate whether such anomaly could be seen in other days. From Figure 3(b), 
the 2005 data also have the similar variations; e.g. on Oct 20, the peak level reached ~–90 dBm, so that the 
variation seen in Oct. 18 would not be extraordinary. To confirm the ordinal variability in 2004 and 2005, 
we verified daily cumulative probabilities in the received levels (Figure 4(a) and 4(b)). While the 2004 
data have the range –106~-97 dBm of 1 % value, the 2005 the range –107~-86 dBm, which means the 
fluctuation in 2005 have 10 dB larger than those in 2005. It is well known that the state of atmosphere, 
whose refractive index is described as a function of temperature, wind velocity, pressure etc. along 
propagating paths, often affects the received levels of EMs, and increase of the received level is frequently 

The Epicenter of the MEQ

Yokosuka

Nobeyama

Hitachi

FM Sendai (77.1 MHz)FM Niigata (82.3 MHz)

 
Figure 2: Loci of observational sites, FM radio 
stations and the epicenter of the MEQ 
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observed in a place where high atmospheric pressure overlies6,7. Actually, on Oct. 18, the Nobeyama site 
and its propagation paths were under high-pressure area, and therefore it is valid to consider that the 
variation was due to the duct propagation. On the other hand, on Oct. 19, 20 and 21, the received levels 
were almost constant because atmosphere was stirred by the typhoon No. 23 passing across Japan on 
these days, and the refractive index of the atmosphere became homogeneous. 

According to these results, we assert that the usual received level variations at the Nobeyama site in 
82.3 MHz are subject to the tropospheric propagation, and then the variation on the Oct. 18 was ordinary 
rather than precursory.  
 
4. Propagation characteristics of 77.1 MHz 

We also monitor the 77.1 MHz (FM Sendai) because the propagation anomalies in this frequency were 
reported when 1995 Hyogoken-Nanbu earthquake occurred. The observations have been carried out at the three 
different sites, Hitachi, Yokosuka and Nobeyama. Figure 5 illustrates the received level variations at the three 
sites from Aug to Nov in 2004. Since in the frequency 77.1 MHz, received levels at each site have interferences 
by the radio station that has the same frequency in Tokyo (Housou-Daigaku: The University of the Air), we 
sampled the data only when the broadcasting of the Housou-Daigaku stopped at midnight. From the Figure 5, 
we found that there are differences in the received levels among the three sites. The received levels at the 
Hitachi and Yokosuka sites wander around –105 dBm ~ -95 dBm, whereas the Nobeyma site –115 dBm ~ -120 
dBm; i.e. the received levels at the two former sites exhibit about 20 dB higher than those at the Nobeyama site. 
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Figure 3(a): Received level variations in 82.3 
MHz at the Nobeyama site on Oct. 17-25,  2004
 

R
ec

ei
ve

d 
Le

ve
l (

dB
m

)

12:000:00 12:000:00 12:000:00

-90

-100

-110

-120
-90

-100

-110

-120
-90

- 100

- 110

- 120

Oct.17 Oct.18

Oct.20 Oct.21 Oct.22

Oct.23 Oct.24 Oct.25

Oct.19

R
ec

ei
ve

d 
Le

ve
l (

dB
m

)

12:000:00 12:000:00 12:000:00

-90

-100

-110

-120
-90

-100

-110

-120
-90

- 100

- 110

- 120

Oct.17 Oct.18

Oct.20 Oct.21 Oct.22

Oct.23 Oct.24 Oct.25

Oct.19

 
 
 
Figure 3(b): Received level variations in 82.3 
MHz at the Nobeyama site on Oct. 17-25, 2005
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Figure 4(a): Cumulative probabilities of received levels 
in 82.3 MHz at the Nobeyama site on Oct. 17-25, 2004
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Figure 4(b): Cumulative probabilities of received levels 
in 82.3 MHz at the Nobeyama site on Oct. 17-25, 2005 
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This is due to the terrain differences in propagation paths from the FM Sendai broadcast station to each site. As 
indicated in Figure 6, there is no line of sight for each site, and thus the received levels are most affected by 
terrain features. The mountains, Abukuma-Highlands, which are located along the paths of the Hitachi and 
Yokosuka sites and are several hundred meters in height in average. In contrast, the mountains along the path of 
the Nobeyama site are as much as 2000 m in height, and thus the pass loss in 77.1 MHz becomes larger 
compared with those of the Hitachi and Yokosuka. If the ionosphere reflected the 77.1 MHz EM waves, the 
received levels would be similar at the three sites because all the sites are within the lines of sights from the 
ionosphere. Accordingly, we insist that the explanation that observed differences were induced by the 
reflections of the ionosphere is implausible from the reasons mentioned above, and such differences are caused 
in chief by the terrain features. 

In order to see the widths of the variations around the MEQ day, we verified the received levels at the 
Nobeyama site in 2004 and the same day/month in 2005 for comparison. Figure 7(a) and Figure 7(b) denote the 
cumulative probabilities in 77.1 MHz on Oct 17-25 in 2004 and 2005, respectively. We should note that the 
range of variations in 2004 is the same as that in 2005; both are about -119 dBm ~ -117 dBm, which indicates 
that none of peculiar things were found in the data, even on the MEQ day. We conclude that no phenomenon 
was found in the 77.1 MHz before and after the MEQ at the Nobeyama site, and the same conclusion has been 
obtained in the case of 82.3 MHz. 
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Figure 5: Received level variations in 77.1 MHz 
at the Hitach, Yokosuka and Nobeyama sites on 
Oct. 17-25, 2004 
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Figure 6: Propagation Paths from FM Sendai to 
the Hitachi, Yokosuka and Nobeyama 
Observational sites 
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Figure 7(a): Cumulative probabilities of received 
levels in 77.1 MHz at the Nobeyama site on Oct. 
17-25, 2004 
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5. Conclusions 
(1) We have been conducting 24 hours monitoring observations of FM broadcasting waves using PLL 

synthesized tuners at the Hitachi, Yokosuka and Nobeyama observational sites. The used frequency is 77.1 
MHz at the Hitachi, Yokosuka and Nobeyama sites, and 82.3 MHz at the Nobeyama site. 

(2) At the Nobeyama site, we could observe the 82.3 MHz broadcasting wave that had passed above the 
epicenter of the MEQ, however we could not detect any anomalies in the data, moreover, no precursor was 
found before/after the MEQ. 

(3) The Hitachi, Yokosuka and Nobeyama observational sites are monitoring the 77.1 MHz broadcasting 
wave from FM Sendai. The propagation properties were characterized by the terrain features along the 
paths. In this case also, we could not find any phenomenon related to the precursor of the MEQ. 
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Abstract—The proper planning of the Earth-space Mobile Satellite systems requires propagation data from
different regions in the world to fit into the Land Mobile Satellite (LMS) propagation models. This report
investigates a cheaper, simpler but efficient measurement technique using the Global Positioning System (GPS)
receiver to study the LMS link. The commercially available GPS receivers are able to provide the related signal
strength intensity data which has a big potential for the study of the LMS link. In this report, the measurement
method used to obtain propagation data for different LMS propagation environments is explained and discussed.
In addition, results obtained from the measured data are presented.

1. Introduction

In the LMS system, two main sources of signal degradation are shadowing effect and multipath fading. The
shadowing is caused by the presence of obstacles that impedes the line-of-sight (LOS) signal such as building and
trees. Multipath effect is due to the arrival of the reflected LOS signals of different amplitude and phase which
can cause signal fluctuations. These reflections are due to the surrounding environment such as buildings, trees
and electric poles. The fading statistical characterization requires data from large quantity of measurements to
fit the parameters of the mathematical models used to represent the land mobile satellite link.

The LMS system designers require information regarding signal degradation effects for various environmental
or geographical areas. Many investigations have been performed at different frequency bands [1] - [5] and have
addressed issues such as the effect of shadowing and multipath on the land mobile satellite signal.

Over the last two decades, the investigations were done using the existing geo-satellite system or airborne
platform [1] - [5]. These methods are complex and costly which prevent more data representing different parts
of the world to be obtained easily. Some researchers have been using the GPS in their research as an alternative
to the common method of existing geo-satellite system or airborne platform [8], [9].

The GPS system which has a constellation of 21 Medium-Earth-Orbit (MEO) satellites transmitting at L–
band (1575.42MHz) provides a cheaper and simpler alternative. Since GPS receivers are readily available and
also able to provide information about signal strength intensity of many satellites at the same time, the current
work concentrates on the signal intensity measurement using the GPS receiver. This measurement technique
allows a lot of data to be recorded simultaneously from different satellite at any instant of time for different
number of propagation environments (urban, suburban, rural) with different elevations.

Due to these advantages, we will develop an LMS propagation environment evaluation system based on
the raw propagation data obtained from the portable and commercially available GPS receivers. This LMS
evaluation system would be able to predict propagation signal performance of mobile users when moving in any
geographical environment.

By using the portable GPS receiver, measurements were carried out for the open space and the tree-shadowed
environments under fine weather conditions with clear open sky. Raw GPS data was automatically recorded
for later analysis. This paper is organized in the following way. Section 2 describes the experimental aspect of
the propagation measurement at L-band. In Section 3, the experimental results are discussed followed by the
conclusion in Section 4.

2. Propagation Measurement

2.1 Measurement Methodology

In this measurement, a commercially available, portable handheld Garmin eTrex GPS receiver is used which
can track up to 12 satellites at the same time, providing data such as signal-to-noise-ratio (SNR), elevation
angle and azimuth. These data are automatically recorded on a notebook computer for later analysis. For
the purpose of this preliminary study, data has been measured within the vicinity of the Hakozaki Campus in
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Kyushu University. This location has been chosen since it has the geographical environment that represents the
mobile satellite environment; i.e. open space, shadowed and multipath.

Figure 1 shows a sample of the output data obtained from the GPS receiver by a computer. This data have
the National Marine Electronic Association (NMEA) data format, a specification that defines the common data
structure between various pieces of marine electronic equipment. GPS receiver communication belongs to this
specification. The idea of NMEA is to send a line of data called a sentence that is totally self contained and
independent from other sentences. For this study, the sentence of interest is the GPGSV (Satellite in view)
sentence which contains the information about the SNR together with the elevation and azimuth information.

Figure 1: GPS receiver output.

The value of the undisturbed SNR given by Butsch [8] to be in the order of 45dBHz to 50dBHz while the loss
of lock threshold is between 28dBHz and 30dBHz. We have chosen the 45dBHz as the reference SNR and this
value is consistent with the raw data that has been measured under the open space environment. In this study,
signal with values below the 45dBHz are considered as experiencing attenuation. For this portable receiver, the
lost of signal lock occur when the SNR is less than 30dBHz. The receiver will give 0 dBHz when signal lock is
lost. Therefore, the attenuation of up to 15dBHz can be observed with this one.

To show the feasibility of this method, data have been recorded for different geographical environments
such as open space and shadowed environments. The same measurements have been repeated to validate the
previously obtained data. For all measurement, the GPS receiver has been placed flat facing the sky in order
to make it behaves like an omnidirectional antenna. The receiver also has the ability to reject signals arriving
from behind and this removes the effect of multipath signals due to the ground. From this set up, data for a
number of satellites for different elevation and azimuth can be measured simultaneously.

2.2 Open Space Set Up

Figure 2(a) shows the experimental set up for the open space environment. The GPS receiver was placed
at the very top of a building directly facing the sky with no obstacles within the 30m radius of the receivers.
Measurements were taken under the sunny, clear sky conditions.

Figure 2: (a) Open space set up (b) Measurement locations for Table 1.

Table 1 shows a number of visible satellites when the GPS receiver was placed facing the sky. During the
measurement, SNR for the open space environment was measured for a period of about 30 minutes at 3 different
locations and at different times. These observation points correspond to locations A, B and C in Figure 2(b).
From Table 1, the number of satellites visibled for each measurement are shown in the second column from left
and the number of satellites having SNR equal or greater than 45dBHz are shown in the third column. It can
be observed that there are a lot of satellites giving SNR of equal or greater than 45dBHz for this experimental
set up out of the total satellites visibled during the measurement.

Progress In Electromagnetics Research Symposium 2006-Tokyo, Japan, August 2-5 Session 2P2



Table 1: A Number of Visible Satellites under the Open Space Environment.

Measurement Total Visibled Satellite No. of Satellite with SNR ≥ 45dBHz

Location A 9 7

Location B 10 6

Location C 10 6

As expected, for this set up, we obtained more satellites giving SNR of equal or greater than 45dBHz for
elevation angle as low as 15◦. In this experiment, those satellites with SNR less than 45dBHz are due to signal
arriving from low elevation angles. These low elevation angles are outside the receiver’s 3-dB beamwidth and
thus the SNR experienced drop in gain. By having many satellite SNRs from the same measurement, we can
utilize the data to study the attenuation effect on the signal arriving from different positions; by refering to the
values of the azimuth and elevation angle.

3. Results and Discussion

3.1 Open Space Results

Other measurements were carried out to validate the SNR result obtained from the same satellite at different
times. Data was measured over a single day period and compared with that measured in a five-day period (Figure
3). These figure shows the value of SNR against elevation and azimuth of Satellite ID 3 (SID3). The actual
value of the azimuth can be obtained by multiplying the value of azimuth in Fig. 3 by a factor of 4.

It can be observed that the SNRs for the single-day and the five-day show similarity in their respective SNR
pattern over the same elevation and azimuth angles. This validated that data obtained from the receiver is
consistent regardless on which day it is measured. The missing data from Fig.3(b) was due to the data partially
measured over the period of five days. For low elevation, less than 15◦, the SNR is given as 0dBHz because the
receiver will only provide SNR of equal or greater than 30dBHz. The SNR of equal or greater than 45dBHz was
obtained for elevation of about 15◦.

Figure 3: (a) SNR of SID3 (Single–day data) (b) SNR of SID3 (Five–day data).

In Figure 4, the result obtained for SID9 and SID22 are depicted. These results have been obtained from the
same set of data as that of Fig.3(a). The small fluctuations on the SNR are due to the effect of multipath fading.
Under the open space environment, the received SNR will still experience peak–to–peak power variations of less
than 5dB due to multipath fading [5].

From Fig. 4, it can be observed that for a long period of time over a wide range of elevation and azimuth
the measured SNR was equal or greater than 45 dBHz. These value can be measured for elevation angle as low
as 15◦ and as high as 90◦.

The difference in the elevation and azimuth of the SID9 and SID22 is because the two satellites orbiting the
earth along their own orbit. They will be visible from the point of view of the GPS receiver at different time of
the day. For the purpose of the analysis, the time axis has been set from 0s.
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Figure 4: (a) SNR of SID9 (b) SNR of SID22.

On the other hand, the roadside shadowing model given in the Rec. ITU-R P.681-6 only covers elevation
angle from 20◦ to 80◦. By using the GPS receiver, it is possible to obtained data for elevation angle lower than
20◦ and greater than 80◦.

3.2 Tree-shadowed

Figure 5 shows the set up for a tree shadowed environment. During this measurement, the GPS receiver was
placed on top of a circular table on the ground. From the GPS receiver point of view, it is receiving satellite
signals which experience shadowing effect due to the presence of trees. Since the GPS receiver is receiving
satellite signals from different directions, results for heavily-shadowed and moderately-shadowed are given in
this report to show the effect of shadowing.

Figure 5: Tree-shadowed environment

Figure 6 shows the SNR of SID3 and SID19 for this set up. The SNR for SID3 and SID19 were obtained
from the same set of data. This data was measured for about 1 hour 10 minutes under fine weather condition.
In Fig. 6, there are two SNR values plotted on the graphs; the SNR for the open space environment and the
SNR for the tree-shadowed environment.

Figure 6: (a) SNR of moderately-shadowed environment (b) SNR of the heavily-shadowed environment
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It can be observed from Fig. 6(a) that the SNR for the tree-shadowed environment follows the same pattern
as that of the open space environment but experienced slight fluctuations. This is due to the effect of tree leaves
and woody parts that give rise to the multipath component of the arriving signal. High SNR (about 45dBHz)
was obtained because the GPS receiver was receiving signal from the position where there were less dense tree
leaves and also due to the presence of a space between the ground and the tree leaves during this period of
measurement. This corresponds to the moderately-shadowed area shown in Fig. 5.

In Fig. 6(b), the SNR dropped below the 45dBHz line after about 1200s. This is due to the presence of tree
leaves as well as woody part of the tree which attenuated the received signal (Heavily-shadowed area in Fig.
5). As the satellite moves along the orbit, the increase in the elevation together with the change in position
from where the signal arrive (azimuth) caused the GPS receiver to experience line-of-sight (LOS) environment
to the tree-shadowed environment. Under the shadowing condition, the value of SNR is below the 45dBHz line
and in some cases, the lost of signal lock happened. For the period between 0s to 1200s, the SNR exceeded the
45dBHz line but experienced more fluctuation compared to the SNR under the open space environment. This
is expected due to the presence of more multipath components for the tree-shadowed environment.

From Fig. 6, we have shown that the effect of shadowing due to trees could be studied by using this portable
GPS receiver with signal attenuation of up to 15dBHz can be observed.

4. Conclusion

This preliminary study has been carried out to show the feasibility of using the commercially available
portable GPS receivers to study the quality of the LMS link. The ability of GPS receivers to provide SNR
of many satellites at any instant of time allows comparison to be made for any geographical environment of
interest. With this simple and cheap technique, more propagation data representing land mobile satellite system
for different part of the world can be obtained easily.

The results can be summarized as follows:
a) under the open space environment, the SNRs received from different number of satellites are consistent over
a wide range of elevation angle and azimuth.
b) under the shadowed environment, the SNR experiences fluctuations due to the presence of tree leaves,
branches as well as the woody part of the tree.
c) the ability of the portable GPS receiver to measure signal strength intensity up to the 90◦ elevation angle
enables data to be measured for all range of elevation angles.
d) with this method, the cost of doing research and data measurement time can be greatly reduced due to the
low-cost of the receiver and also it is readily available and easy to manage.
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Abstract—The electromagnetic fields due to a vertical dipole radiating in the presence of a stratified sphere
(used to model the earth) is represented by infinite summation in spherical systems. It is known that the series
usually has slow convergence when both the source and the observation point are on or close to the same surface.
For an electrically large sphere, the field is more difficult to calculate because the number of the series terms
is about 10ka (where a is the radius of the sphere and k is the wave number). In this paper, a convergence
acceleration method is used to compute the fields generated by a vertical electric dipole over a stratified large
sphere. As a practical and interesting application, the simulation results are given for the fields near the surface
of the earth. The convergence property is analyzed. The results are also computed and compared with those
by asymptotic methods based on Watson transformation.

1. Introduction

The radiation of an electric dipole over an electrically large sphere has been the subject of numerous inves-
tigations. It is fairly straightforward to obtain exact series solutions for the fields where the associated dyadic
Green’s functions (DGFs) are given in terms of double infinite series. However, for the wavelength in the air
being much smaller than the radius of the sphere, the series converges very slowly. Therefore, most of the
research works focused on asymptotic methods such as steepest descents, stationary phase [3, 2], and uniform
asymptotic expansions [1]. The kernel of these methods is the Watson’s transformation by which the slowly
converging eigenfunction expansion in partial waves was converted into an integral which in turn generated a
rapidly converging series. However, those methods are not universally accurate or even valid regardless of the
positions of the source and observation points. The series representation of the radiated electromagnetic field
due to a dipole still serves as a good and especially an exact solution form for the problem.

In this paper an accurate and efficient method is obtained for all positions of source and observation points.
The series of the scattered field is then accelerated by using Kummer’s transformation. Numerical results are
presented to compare with asymptotic solution. Also, the convergence property with respect to an angle θ from
0 to π is discussed.

2. Formulations and Equations

The problem defined here is a vertical electric dipole (VED) radiating in the presence of a three-layered
sphere. The center of the sphere is the origin of the spherical coordinate system (r, θ, φ). The sphere is a perfect
conducting sphere coated with a dielectric shell, and surrounded by air (r > a). The air and the dielectric
medium are characterized by wave number k1, and k2, respectively. The radius of the sphere from the surface
of the dielectric coating to the center of the sphere is a. The height of the VED from the dielectric surface is
zs. The dipole is located at a distance b = a + zs from the center of the sphere. The current distribution under
the spherical coordinates is expressed by

J(r′) = I0
δ(r′ − b)δ(θ′)δ(φ′)

b2 sin θ′
r̂,

where I0 denotes the amplitude of the current distribution while δ(•) stands for the Dirac delta function.
2.1 Exact Series Solutions

The electric field in the outer space is expressed by use of the dyadic Green’s functions [5]. The total field
can be split into direct wave and scattered wave as follows:

Etotal(r) = Edirect(r) + Escat(r) (1a)
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Furthermore, the direct wave have the analytic expressions [4]

Edirect(r) = −ωµ0I0

4πb

1
k1

∇ × ∇ ×
[
eik1R

ik1R
r

]
, (2a)

Escat(r) = −ωµ0I0

4πb

∞∑

n=0

(2n + 1)B11
N h(1)

n (k1b)
[
n(n + 1)

k1r
h(1)

n (k1r)Pn(cos θ)r̂ + ∂~(k1r)
∂Pn(cos θ)

∂θ
θ̂

]
(2b)

where B11
N is the reflection coefficient defined by

B11
N =

k1jn(k1r1)(∂~22∂=21 − ∂~21∂=22) + k2∂=11(∂=22h
(1)
n (k2r1) − ∂~22jn(k2r1))

k1h
(1)
n (k1r1)(∂~21∂=22 − ∂~22∂=21) − k2∂~11(∂=22h

(1)
n (k2r1) − ∂~22jn(k2r1))

, (3a)

∂~ij(z) =
1
z

d[zh
(1)
n (z)]
dz

∣∣∣∣∣
z=kirj

, ∂=ij(z) =
1
z

d[zjn(z)]
dz

∣∣∣∣
z=kirj

, R =
√

b2 + r2 − 2br cos θ (3b)

while jn(z) and h
(1)
n (z) denote the spherical Bessel functions of the first kind and the third kind, respectively,

Pn(cos θ) is the Legendre function of the first kind, and an e−iωt time dependence is assumed and suppressed
in the expression of the above and subsequent fields.

In order to accelerate the convergence of the series in equation (2b), we propose to extract the contribution
of the electric field due to an image dipole of the real dipole in the presence of a large-radius sphere. The image
location of a real source at r = b can be approximated as at r = 2a − b. Employing the expression in Eq. (2a),
for r >

< 2a − b, we have the electric field radiated from the image source if the surface is planar given as

Eimage(r) = −ωµ0I0

4πb

1
k1

∇ × ∇ ×

[
eik1R′

ik1R′ r

]
, where R′ =

√
r2 − 2r(2a − b) cos θ + (2a − b)2. (4)

Further, we can derive the following asymptotic expression:

jn[k1(2a − b)]

B11
N h

(1)
n (k1b)

≈ −(
2a − b

b
)n k2

1 + k2
2

k2
1 − k2

2

as n → ∞. (5)

The series term in (2b) at n = 0 is zero and therefore it is equivalent to start from n = 1. Further, the
scattered field can be rewritten as

Escat(r) = − b

2a − b

k2
1 − k2

2

k2
1 + k2

2

Eimage(r) + Ecorr(r), (6a)

Ecorr(r) = −ωµ0I0

4πb

∞∑

n=1

(2n + 1)
[
B11

N h(1)
n (k1b) +

b

2a − b

k2
1 − k2

2

k2
1 + k2

2

jn[k1(2a − b)]
]
·

[
n(n + 1)

k1r
h(1)

n (k1r)Pn(cos θ)r̂ + ∂~(k1r)
∂Pn(cos θ)

∂θ
θ̂

]
. (6b)

Since Eimage has the analytic expression, computation efforts are focused on the term Ecorr. For a large order
of n, it is time-consuming to computer Hankel functions and the Legendre functions which are obtained by an
iteration method. Therefore, Debye’s formulas for Hankel functions [8] and the following asymptotic expression
of Legendre functions [9] are employed to avoid the iteration and thus greatly reduce the computational time

Pn(cos θ) =

√
2

πn sin θ
cos [(n + 0.5)θ − π/4] . (7)

Numerical results show that Ecorr converges much faster than Eimage.
2.2 Asymptotic Residue Solutions

The height of the dipole is zs from the surface of the earth and the height of the observation point is zr from
the surface of the earth. Based on Watson’s transformation, the electric field is given by Fock [6] and Wait [7]

Er = E0 · eiπ/4 ·
√

πx ·
∞∑

s=1

1
ts − q2

w1(ts − ys)
w1(ts)

w1(ts − yr)
w1(ts)

eitsx, (8)
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where

E0 =
iIdsk1

2π

ηeik1aθ

a
√

θ sin θ
, (9a)

ys =
(

2
k1a

)1/3

k1zs, (9b)

yr =
(

2
k1a

)1/3

k1zr, (9c)

x =
(

k1a

a

)1/3

θ, (9d)

q =
k1

√
k2
2 − k2

1

k2
2

· tan
(√

k2
2 − k2

1l

)
·
(

k1a

2

)1/3

, (9e)

while w1(t) is the Fock notation of the Airy function and the ts are the solutions to the following equation

w′
1(t) − qw1(t) = 0. (10)

3. Numerical Results

In this section, we consider the example of the radio waves on the spherical earth. The earth radius is taken
to be 6370 km. The numerical results by convergence acceleration method are given and compared with those
from asymptotic expression. Investigation of the series shows that the oscillation of the series gets faster with
the increase of the observation angle θ. Also, the series converges much slowly when θ → 0 or θ → π while for
θ not in the neighborhood of 0 or π, the convergence speed is not much different.

Figure 1 shows the series solution of the correction part Ecorr computed from n = 1 to n = 16000 with a
truncation error 10−4. The thickness of the dielectric layer is taken to be l = 100 m and εr = 15 at a frequency
of 100 kHz. The dipole is placed at 10 m above the earth surface. The observation point is taken to be at
zr = 500 and the arc distance is 200 km.
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Figure 1: Convergence pattern of Er
corr

From Figure 1 we can see that the magnitudes of the fist 10000 terms are very small. The main contribution
is from the terms near k1r which is coincident with the analysis of Fock [6]. Figure 2 shows that the real and
imaginary part of these terms. The summation of the first 10000 terms are 0.397905 − i0.33541, while the
summation of the first 16000 terms are 57.2283 + i107.29.

Figure 3 shows the simulation results based on series and asymptotic solutions. The curve by series com-
putation oscillates drastically, but the curve by asymptotic residue methods is very smooth and passes through
the middle of the oscillating curve. Therefore, the residue method is verified to be a good approximation while
the series solution is still an exact one.
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Figure 3: The comparison of field strengths between series solution (dash line) and residue solution (continuous
curve).

4. Conclusion

The slow convergence problem of the radiation of a vertical dipole in the presence of a three-layered sphere
is resolved in this paper. The total field is spit into two parts and the analytical representation of the direct field
and the convergence acceleration method for the scattered field are combined to give an efficient and accurate
solution. The convergence property is analyzed. The computational results based on two methods are also
compared.
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Abstract—Using a simple approach for data analysis, we present and discuss the derivation of fade slope
conditional probability distribution based on its symmetry. From our analysis, we found that a more accurate
distribution function is obtained by modeling the fade slope distribution based on its symmetry property rather
than carrying the modeling process on the whole fade slope data set. Therefore, we proposed that the analysis
process should be carried out using the absolute value of the fade slope in order to obtain more accurate results.

1. Introduction

With the congestion of lower frequency bands and the permanent demand by commercial satellite traffic
for high data rate transfer capability, satellite designers tend to move to Ka (30/20 GHz) and above frequency
bands which provide a prompt response to their need. Unfortunately, these frequencies are subject to severe
climatic effects, especially rainfall, which generally constrain available bandwidth, thereby making the satellite
link inefficient. This happens because link models used for estimation and control of satellite systems during
the fading period, combined or not, refer to long-term and yearly averaged statistics. Therefore, real-time
estimation and statistics of fades through the fade slope could be an alternative to efficiently understand the
time to time behavior of satellite channels.

Many programs have been achieved by the European Space Agency and the NASA in order to efficiently
characterize the satellite link for reliable services [1]. The data and results from these experiments are now
used for link fade dynamics modeling and validation. Recently, these results have been adopted by the ITU-R
community under the reference ITU-R P.1623 [2]. However, most of the measurements stored in databases
during these campaigns had been made in temperate zones of the Northern Hemisphere [3][4] where rainfall
outages seem to be minimal and reveal less fade dynamics than tropical and subtropical areas. Hence, the
ITU-R results do not agree mostly with data from experiments carried out in latter areas. It therefore seems
important to make worldwide measurements and build more reliable models that may agree with experiment
from most rain regions.

Since the real-time estimation of fades turns out to be difficult due to the randomness of various physical
phenomena affecting the satellite link, it is essential to use an important database of receive signal level in order
to guarantee that the derived fade slope model should be close to the reality of the link. Due to the lack of
enough data and in order to reduce the error between the model and the data, we exploited the symmetric of
the fade slope that has been observed and confirmed by other researchers. In the paper, instead of deriving the
fade slope distribution from the complete data set, we used the absolute value of the slope to increase the data
set and capture all variations of the distribution. Then, based on the obtained conditional probability density
of the absolute fade-slope, we derived the conditional fade slope distribution.

2. Experimental System and Fade Distribution

Kyushu University is situated between the ITU-R rain regions M and K. Since Kyushu is located in southern
Japan, typhoons frequently cross this area, bringing a lot of rain. Our experimental system used for the data
acquisition operates in Ku-band(14/12 GHz) and consists of 2 rainfall intensity sensors and 4 Very Small
Aperture Terminals (VSATs) of 1.8 m diameter directed toward JCSAT-1B communication satellite at the
geostationary orbit of longitude 150◦E. The elevation angle is 45.6◦ for these stations. These VSATs are located
as shown in Fig.1. The experimental system observes the received signal level and the rainfall intensity every
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Figure 1: The location of Kyushu University VSATs
experimental stations.
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Figure 2: Number of data points collected for each
VSAT station.

0.2 second and 1.0 second respectively. The modulation type is the QPSK with coding rate r = 1/2. During
experiments, one of these VSATs is used for data transmission to the satellite and all of them receive the
returned signal. This experimental stations are being used to conduct several experiments for earth-satellite
link clarification in Ku-band since 1997. In this paper, these stations are called: Station JI, Station JII, Station
Z, and Station C.

The analyzed data are the received signal levels. In order to contain as much rain events as possible, based
on rainfall data, occurred attenuation data have been collected in 3 years (2000-2002) from June to September
for stations JI, JII, and Z while for station C the data have been collected in 2000 from June to September. We
can see from the distribution of rain attenuation presented in Fig. 2 that, although the number of faded points
decrease with attenuation within the chosen period, the attenuation characteristic is almost the same as those
observed in some tropical region [5].

3. Evaluation approach of the absolute fade slope conditional probability distribution

By definition, the fade slope is the measurement of the attenuation rate with respect to time [1]. If we
suppose that we have a continuous time random received signal Sl(t) = Sl0(t) + m(t), where m(t) is a
zero-mean random process. Although the received signal level is continuous, it is always collected after a certain
period of time and therefore the collected data are not often continuous. It is then important to define the
discrete fade slope as follows:

ζ∆t(ti) =

(
Sl0(ti +

∆t

2
) − Sl0(ti −

∆t

2
)

)
/∆t (1)

This difference process is perfectly defined for any fixed ∆t > 0 and ζ∆t should converge to the desired continue
time fade slope ζ as ∆t → 0. Many methods have been developed for the fade slope estimation [6]-[9].

Although the fade slope measures the slow varying rain attenuation rather than the fast-varying scintillation,
we believe that it is reasonable to apply a strict filtering process rather than to use a long sampling period and
differential step for suppressing scintillation effects. Long steps could lead to a reduction of the fade slope’s
range and therefore could give a false fade slope estimation as shown in Ref. [10]. In this reference, we showed
that by applying a sampling period of 0.2 s and for the worst case 0.4 s could be used without aliasing the
real variation of the received signal. In the following analysis, the raw data collected at 0.2 second period (i.e
differential step ∆t = 0.4 s) is filtered by applying a 30 s moving average filter.

Let pA(ζ) and p̃A(|ζ|) be the fade slope and the absolute fade slope conditional probability distribution
respectively. For the most general case, pA(ζ) and p̃A(|ζ|) are related by Eq. (2).

p̃A(|ζ|) =

{
pA(−ζ) + pA(ζ) if ζ 6= 0

pA(ζ) if ζ = 0
(2)

Previous studies on fade slope have shown that the fade slope conditional probability distribution has a symmet-
ric shape along the p axis with a maximum at ζ ∼= 0 [2][3][10]. This characteristic implies that pA(−ζ) ∼= pA(ζ).
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Since the |ζ| ∈ R
+ and that |ζ| = 0 is binned together with |ζ| → 0, pA(ζ) will be calculated as follows:

pA(ζ) =
1

2
p̃A(|ζ|) if ζ 6= 0 (3)

and p(ζ = 0) will be obtained by extrapolating p̃A(|ζ|) to ζ = 0.

4. Data Analysis and Results

By using the absolute value of the slope, we can increase the number of data points while reducing the
fluctuation and then allow an accurate derivation of the probability distribution model. Figure 3 presents the
variation of conditional probability distribution of the absolute fade slope for each experimental station.

In order to model the variation of the conditional probability distribution of absolute fade slope, we evaluated
the standard deviation and the normalized absolute fade slope as follows:

σ|ζ|(A) =

√√√√ 1

N

N∑
i=1

(|ζ|i − |ζ|ave)2 (4)

σ̂|ζ| =
σ|ζ|

A · F (f3dB,∆t)
(5)

where |ζ| is the absolute fade slope set calculated at the attenuation threshold A and |ζ|ave the average of |ζ|,
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Table 1: Parameters obtained in Eq. (7)

Stations α β γ α′ β′

Standard deviation of ζ (σζ)

With C 2.53 × 10−2 1.79 -1.69 4.62 × 10−2 −31.76 × 10−2

Without C 2.37 × 10−2 1.95 -1.86 4.92 × 10−2 −32.19 × 10−2

Standard deviation of |ζ| (σ|ζ|)

With C 1.58 × 10−2 1.81 -1.61 3.30 × 10−2 −32.22 × 10−2

Without C 1.47 × 10−2 1.97 -1.77 3.53 × 10−2 −32.62 × 10−2

F (f3dB,∆t) = π
√

2
[
f−b

3dB +(2∆t)b
]−1/2b

is given in ITU-R P.1623 with b = 2.3.
f3dB is the 3 dB cut-off frequency of the 30 s moving average filter. f3dB = 1.47×10−2, 1.46×10−2, 1.45×10−2,
1.44 × 10−2, and 1.43 × 10−2 Hz for sampling rate 0.2, 0.4, 0.6, 0.8 and 1.0 s respectively (i.e. ∆t = 0.4, 0.6,
1.2, 1.6 and 2.0 s respectively).

Figure 4 shows the variation of the standard deviation and the normalized standard deviation of the absolute
fade slope. From this graph we can still observe as mentioned in [10] that the standard deviation of the fade slope
has a maximum around 8 dB and that its normalization depends only on the attenuation threshold. Figure 5
presents the impact of the absolute value on the standard deviation. We can observe that the absolute value
reduces considerably the variations observed around the mean value of the fade slope i.e. reduces the standard
deviation of the slope. With an optimal curve search software and according to the fact that pA(−ζ) ∼= pA(ζ),
we observed that the distribution presented in Fig. 3 can be modeled by Eq. (6) for most rain regions [5].

pA(|ζ|; ν, σ|ζ|) =
ν

πσ|ζ|

(
1 +

(
|ζ|
σ|ζ|

)2
)n ⇒ pA(ζ; ν, σζ) =

ν/2

πσζ

(
1 +

(
ζ
σζ

)2
)n (dB/s)

−1
(6)

where ν, σ|ζ| are positive and real parameters that vary according to the rain region and n ∈ N
∗. ν is derived by

fitting the curves in Fig. 3 for all stations. From the fitted data and for all stations the best fit for all stations
is obtained for ν = 1 and n = 2. We assumed that the normalized standard deviation does not depend on the
geographical position of the station. By fitting σ̂|ζ| and σζ as shown in Fig. 6 for all stations with and without
the station C and considering the Eq. (5), we derived σ|ζ| as described by Eq. (7). We note that similar function
was also obtained for σζ .

σ|ζ|(A) = AF (f3dB,∆t) ×

{
αβAAγ for A ≤ 4 dB

α′(1 + β′ ln(A)) for A ≥ 4 dB
(7)

where α, β, γ, α′ and β′ are given in Table 1 for σ|ζ| and σζ .
To evaluate the model performance, we defined the Root Mean-Square Error (RMSE) as follows:

RMSEA =

√√√√√√ 1

N + 1

i=
N
2∑

i=−
N
2

(
pA(ζi; ν, σζ) − p̃A(ζi)

)2

(8a)

RMSE =
1

17

A=17∑
A=1

RMSEA (8b)

where A is a given attenuation threshold in dB, pA(ζi; ν, σζ) the modeled function and p̃A(ζi) the distribution
obtained from experimental data. By applying Eq. (8) to experimental data using σζ without C, we obtained
for the proposed analysis approach a RMSE ≈ 0.0011, 0.0010, 0.0013 and 0.0017 for stations JI, JII, Z and C
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respectively while using the distribution function proposed in Ref. [10], we obtained the RMSE ≈ 0.7, 0.75,
0.73 and 0.8 for stations stations JI, JII, Z and C respectively. We can see from these results that the proposed
approach can help in an efficient derivation of the fade slope conditional probability distribution. We note
that the fade slope obtained in studied rain region does not agree with the model proposed in Refs. [2][4] as
mentioned in Ref. [10]. Therefore comparisons are carried out only for improved fade slope model from our
stations.

5. Conclusion

This paper evaluated the conditional probability distribution of absolute the fade slope and derived the
conditional probability of the fade slope. From the analyses carried out in this paper, we found that the fade
slope probability distribution function could be derived from data with high accuracy (RMSE ≈ 0.002) if the
symmetry of the fade distribution is exploited. Therefore, we would like to recommend the estimation steps
used in this paper to be the fade slope distribution modeling process.
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The Two-Sample Model: Short-term Prediction of Rain Attenuation 
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Abstract—The ‘Two-Sample Model’ predicts the probability distribution of rain attenuation a short time after a 

measured value, dependent on the values of two previous samples of rain attenuation. This model can be used in the 

design of FMT systems, to determine the required tracking speed, and can also be implemented in the FMTs themselves, 

to predict the probability of fades in the very near future. Furthermore, it can be used for data simulation models of rain 

attenuation, useful for channel modelling, to test FMTs. 

A theoretical model has been developed to calculate the three parameters of the Two-Sample-Model from rain rate 

measurements. This model depends on wind speed, wind direction, vertical air velocity and rain height, and on the 

elevation and azimuth angles and the frequency of the link. The model is compared to measurements of attenuation on a 

satellite link in the UK, and gives good results on the long term. The verification of the dependence on meteorological 

parameters is limited by the resolution of the meteorological data used. 

With this addition, the Two-Sample-Model parameters can be derived for different configurations using only rain rate 

measurements and other meteorological data. This will provide a great opportunity for the assessment of the parameters 

on many sites on earth where expensive satellite link measurements have not been performed, which will facilitate the 

design of FMTs for these sites.  

1. Introduction 

Rain attenuation is one of the most fundamental limitations to the performance of satellite communication links in the 

microwave region, causing large variations in the received signal power, with little predictability and many sudden 

changes. In the Ka- and V-bands, the attenuation caused by rain is too severe to be accounted for by a fixed margin in the 

link budget. This is why Fade Mitigation Techniques (‘FMTs’) are developed, which compensate for rain attenuation by 

adaptively improving the quality of the link only when the signals are degraded.  

To aid the design of FMT systems, the ‘Two-Sample Model’ [1] [2] has been developed, which predicts the 

probability distribution of rain attenuation a short time after a measured value, dependent on the values of two previous 

samples of rain attenuation. This model can be used in the design of FMT systems, to determine the fade slope to be 

expected with a certain attenuation, and determine the required tracking speed. It can also be implemented in the FMTs 

themselves, to predict the probability of fades in the very near future. Furthermore, it can be used for data simulation 

models of rain attenuation, which are useful for channel modelling, to test FMTs. 

The Two-Sample Model is described as follows. The probability distribution p(A) of attenuation A at time t+∆t is 

dependent on the two previous attenuation values A0 at time t, and A-1 at time t–∆t, as: 

 ( ) ( )ln
sech

2 2

A AA

A A

m A mm
p A

A

π
σ σ

 
=  

 
 (1)

 ( ) 2
0 0 1Am A A A

α
−=  (2)

 ( )0 1

0 2 0 2

ln
1 eA

A A
A ∆t Aσ β γ − −

= + − 
 

 
(3)

where ∆t = 10 s. The parameters α2, β2 and γ2 are site dependent; recommended values obtained from averages over 

western Europe are: α2 = 0.4, β2 = 2×10
-4
 s
-1
, and γ2 = 0.4. For a given link, the parameters can be calculated from three 

dynamic quantities of rain attenuation: the autocorrelation Aζ of fade slope for a time lag of 10 s, and the variance σζr
2
 and 

kurtosis Kζr of relative fade slope. The fade slope ζ and relative fade slope ζr are defined as 

 ( ) ( ) ( ){ }t A t ∆t A t ∆tζ = + −  (dB/s) (4)

 ( ) ( ) ( ){ } ( )r t A t ∆t A t A t ∆tζ = + −  (s
-1
) (5)

The autocorrelation Aζ of fade slope and the variance σζr
2
 and kurtosis Kζr of the relative fade slope are related to the 

model parameters α2, β2 and γ2 as follows: 

 2αζ =A  (6)
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Kζr is related to α2 and γ2 as shown in Figure 1 [1].  

Because the Two-Sample Model uses two previous samples, when used for 

short-term prediction of rain attenuation it predicts the attenuation distribution 

more accurately than similar models which use only one previous sample value. 

When used in simulation of time-series data, the result of the Two-Sample 

Model represents better the dynamic behaviour of a rain attenuation event [1]. 

2. Theory of the dynamics of rain attenuation  

Because the input parameters of the Two-Sample Model are dependent on 

location and on meteorological parameters [3], these have to be determined for 

every link separately. It would be useful if these could be estimated from rain 

rate measurements instead of attenuation measurements.  

According to the ITU-R recommendation [4], rain attenuation A is related to the rainfall intensity, or ‘rain rate’ R 

(mm/hr) as LEaR
b
, with LE is the effective path length through rain, and a and b are frequency-, elevation- and 

polarisation-dependent coefficients [5]. However, rain rate is not uniform along the propagation path, so the path length 

LE should be expressed as an integral along the path. In Figure 2, the situation is depicted seen from above. The integral is 

performed along the line S1-P1, with S1 the ground station. The orientation of this line is defined by the azimuth angle θl of 

the link. 

Now suppose the ‘frozen-storm’ hypothesis [6]: measured 

variations in rain rate are caused by the wind, moving a 

geometrically stable rainstorm across the measurement site. 

Say the wind velocity vector is vw, its azimuth angle is θw and 

the magnitude of its speed is vw. Under the frozen-storm 

hypothesis, the rain intensity at time tm+∆t is equal to the rain 

intensity that was at time tm present on the line S2-P2 in Figure 

2. This line is a translation of the line S1-P1 by the distance 

vw∆t, in the direction opposite of vw. Using these assumptions, 

the three dynamic quantities of rain attenuation can be 

calculated as [3]: 
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with AA
*
 is the autocorrelation of attenuation, and AA its correlation coefficient (normalised); these are given by [3]: 
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with hr is the rain height and ε is the elevation angle, and ARb
*
 the spatial autocorrelation of R

b
, for a distance of d12, 

and ARb  is its autocorrelation coefficient. From Figure 2 can be derived that the distance d12 is equal to: 

 ( ) ( ) ( )22 2

12 1 2 1 22 cos
w w w l

d v x x x x vτ τ θ θ= + − + − −  (13)

Furthermore, in (10) AA
*
(0, ∆t, ∆t), etc., is the integral of the product of four samples of attenuation separated by three 

time shifts. These can be found similarly as (11) [3]. 
The spatial autocorrelation of rain rate ARb

*
 can be found from the dynamic model of rain attenuation derived by 

Maseng and Bakken [7] using stochastic theory. Since in the derivation of their model, they did not take into account any 
path integration effect, the model may be expected to describe the temporal dynamic behaviour of rain rate. This can be 
converted to a spatial model using the ‘frozen storm’ hypothesis: the dependence on time τ can be converted to 
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Figure 1: Contour plot of Kζr as a 

function of α2 and γ2. 
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Figure 2: Configuration (seen from above) with the 

wind moving a rainstorm across the measurement site. 
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dependence on distance d along the wind direction by substituting τ = d/vw, where vw is the magnitude of the wind speed. 
Using this model, the spatial autocorrelation ARb

*
 and autocorrelation coefficient ARb of R

b
 are found as [7]: 
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where mR is the long-term median value of R, σlnR is the long-term standard deviation of lnR and Bx is a parameter 

describing the spatial dynamics of rain rate. 

In order to derive the parameters Bx and σlnR, the autocorrelation was derived from rain rate data measured by 

Rutherford Appleton Laboratory (RAL), in Sparsholt and Chilbolton (8 km apart), UK, consisting together of 85 months 

of data measured in April 1997 - July 2005. To study the relation with meteorological information, meteorological data 

were obtained from the European Centre for Medium-range Weather Forecasts (ECMWF), from their ‘ERA-40’ database 

and its continuation ‘Operational Data’ [8]. These global data have a resolution of 6 hours and of 2.5º in longitude and 

latitude. From this database, the absolute value of wind speed vw (m/s) at the pressure level 850 mbar was obtained, which 

is on average approximately 1.5 km high, the approximate height where the rain clouds are. Furthermore, the vertical air 

velocity vver (Pa/s) at the same height was obtained. This parameter is an indicator for the type of rain, since convective 

rain is associated with the updraft of air. The values were bilinearly interpolated to obtain the values in Sparsholt and 

Chilbolton. 

The values of the parameters Bx and σlnR were derived by fitting the Maseng-Bakken model to the autocorrelation 

derived from the rain rate measurements, dependent on vertical velocity vver and wind speed vw. The result of this is 

 Bx = 1.05×10
-3
 m

-1 

ln

1.495
0.748e ver

R

vσ =  (15)

3. Comparison with measurements 

The theoretical model for the three dynamic quantities of rain attenuation, presented in the previous section, was 

tested by comparison to the parameters calculated from Italsat rain attenuation data, which were measured in Sparsholt, 

UK, by RAL during 44 months in April 1997 - January 2001, at 19, 40 and 50 GHz. The system parameters of this link 

are: θl = 161.7º, ε = 29.9º, ∆t = 10 s, and b = 1.08, 0.93 and 0.87 for 19, 40 and 50 GHz respectively. The input 

parameters vw, θw, vver and hr for the model of the dynamic parameters of rain attenuation, meteorological parameters were 

obtained from ECMWF.  

First, the model for the autocorrelation coefficient of fade slope for a time length ∆t, given in (8), was tested. The data 

from the three frequencies were put together to increase statistical significance, because the autocorrelation of fade slope 

is very similar for these three frequencies. Figure 3 (left) shows the autocorrelation of fade slope as a function of vw and 

for θw = 30º, 60º and 90º (± 15º), and for hr > 1600 (because it was found that the model does not depend significantly on 

hr in this range). Also included is the model for θw = 30º and 60º (the latter of which is very close to the result for 

θw = 90º), and using the long-term average values of hr = 2550 m and vver = –0.131 Pa/s (the average values during the 

attenuation measurements in Sparsholt). This figure shows in general a good agreement between the model and the 

measurements. Only for vw decreasing below about 12 m/s, the measurements and the model start deviating, suggesting 
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Figure 3: The measured autocorrelation coefficient of fade slope, as functions of vw: (left) dependent on θw, with 

hr > 1600 m; and the model for hr = 2550 m and vver = –0.131 Pa/s; and (right) dependent on vver , with hr > 1600 m 

and 50º < θw < 90º; and the model for hr = 2550 m and θw = 60º. 
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that for low wind speeds, the assumption of the frozen storm hypothesis is not entirely correct, and some of the dynamic 

behaviour of rain is caused by the development of rain storms.  

Figure 3 (right) shows the autocorrelation of fade slope as a function of vw for vver = –0.3 Pa/s and 0 Pa/s (± 0.15), and 

using hr > 1600 m and 50º < θw < 90º (the model does not depend significantly on θw in this range). Also included are the 

results of the model, with hr = 2550 m and θw = 60º (average values in Sparsholt). This figure shows that the theoretical 

dependence on vver is not observed in the measurements, but on the other hand, this dependence is so weak that this is not 

very surprising. 

Because the model for the variance σζr
2
 of relative fade slope, given in (9), depends significantly on frequency, this 

was compared to measurements at 50 GHz only. For the purpose of comparing to measurements, the ‘effective wind 

speed’ vw,eff is used, which is equivalent to the wind speed for θw = θl + 90º, and takes into account the dependence on 

both vw and θw. 

Figure 4 (left) shows σζr
2
 as a function of hr for different values of vver, and the model, with vw,eff = 13.6 m/s (average 

value in Sparsholt). This figure shows that the model increases with vver similarly to the measurements. The variation with 

hr is only slightly recognised in the measurements. However, it should be noted that the fact that the values are in the right 

order of magnitude is already an indication that the dependence of the model on rain height is in agreement with the 

measurements. If the model would be based on attenuation calculated from point rain rate, its result for the relative fade 

slope would be much larger, as can be seen in Figure 4 for hr = 0 m (equivalent to a zero path length). It is the integrating 

effect along the path length which reduces the variance of relative fade slope to the order of magnitude observed. The 

results in this figure therefore show that the incorporation of the rain height in the model is well in agreement with 

measurements.  

Figure 4 (right) shows σζr
2
 as a function of vw,eff for different values of vver, and compared to the model, with 

hr = 2550 m. This figure shows again that the average values of the model are in agreement with the measured values, but 

the model increases with vw,eff stronger than the measurements. Especially for small wind speeds, the measured σζr
2
 is 

larger than the model. This is possibly due to the frozen-storm hypothesis. Furthermore, it was found that the use of a 

long-term average effective wind speed of 13.6 m/s (as in the left hand graph) gives a good agreement with 

measurements. This suggests that the wind speed used, with a resolution of 2.5º and 6 hours, may not be a good 

representative of the instantaneous wind speed on the propagation path during the measured rain event. Given the 

generally strong variability of wind, it seems likely that meteorological data with a higher temporal and spatial resolution 

would improve the correlation between the variance of relative fade slope and wind speed. 

The model for the kurtosis of relative fade slope Kζr, given in (10), was compared to measurements at 40 and 50 GHz. 

Figure 5 (left) shows Kζr as a function of hr, and the results of the theoretical expression, with vw = 16.3 m/s and  

vver = –0.131 Pa/s (average values in Sparsholt). This figure shows that the model agrees reasonably with the 

measurements only for rain heights above about 2500 m. Below this, the model increases with decreasing rain height 

while the measured values decrease. 

Figure 5 (right) shows Kζr as a function of vw, and compared to the model, with hr = 2550 m and vver = –0.131 Pa/s. 

This figure shows that for the dependence on wind speed, the model agrees with the measurements: neither show any 

significant dependence on wind speed, and their values agree well for both frequencies. 
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Figure 4: The measured variance of relative fade slope for three ranges of vver (·····): (left) as a function of hr, and the 

theoretical expression with vw,eff = 13.6 m/s (–––); (right) as a function of vw,eff, and the model with hr = 2550 m (–––). 
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4. Conclusions 

The Two-Sample Model is a useful tool in the design for FMT systems. A model has been developed to predict the 

parameters of the Two-Sample Model from rain rate measurements. This model uses the frozen-storm hypothesis, and the 

property that the attenuation is a result of the integrated effect of rain along the propagation path.  

The models for all three dynamical quantities agree well with the measurements for long-term average values of the 

meteorological parameters, and also in correlation with some meteorological parameters, but not with all parameters. This 

may be partly due to the frozen-storm hypothesis being not correct for small wind speeds, and partly due to the limited 

resolution of the meteorological data. At least, the results suggest that the expressions can be used to derive static climate-

dependent values of the dynamical quantities of attenuation for a particular site from rain measurements and other 

meteorological data.  

After these expressions are further validated with other measurements, they will allow to assess the long-term values 

of the parameters of the Two-Sample Model from rain gauge data, without the use of rain attenuation data. This can prove 

very useful to obtain the parameter values for sites where satellite measurements have not been performed, but rain rate 

measurements, which are much cheaper and easier to do, have. 
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Figure 5: The measured kurtosis of relative fade slope (·····): (left) as a function of hr, and the model with 

vw = 16.3 m/s (–––); (right) as a function of vw, and the model with hr = 2550 m (–––). vver = –0.131 Pa/s. 
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Abstract － Rain attenuation characteristics of up- and down-link radio waves of Ku-band satellite 
communications in both Japan and Indonesia are presented for the past three years of 2003-2005, 
using Japan’s domestic communication satellite Superbird C (144°E in orbit) that connects Research 
Institute for Sustainable Humanosphere of Kyoto University (RISH) to Equatorial Atmosphere Radar 
Observatory (EAR; 0.2°S, 100.3°E).  The yearly cumulative time percentages of the observed rain 
attenuation are in good agreement with the ITU-R (International Telecommunication Union – 
Radiocommunication Sector) predictions for both locations in Japan and Indonesia.  At EAR in 
Indonesia, however, the time percentages of both up- and down-link attenuation become much smaller 
than the ITU-R predictions in the range of larger than 10 dB.  This indicates the reduction of 
equivalent path length down to about 2 km, as also revealed by the X-band radar observations along 
the same propagating path.  This equivalent path length seems rather short compared with those 
obtained in other tropical observation sites, being attributed to unique features of the EAR site that is 
located in a highland basin and has a comparatively low elevation angle of 39°even in the tropics. 
Key words: Rain attenuation, Ku-band, Satellite Communication, Tropi s c
 
1. Introduction. 
    Rain attenuation of the radio wave used in satellite communications is a significant problem for 
frequency bands of higher than 10 GHz such as Ku band (14/12GHz) and Ka (30/20) GHz [1-3].  The 
rain attenuation problem becomes quite severe even for Ku-band radio waves in heavy rain regions 
like tropics [4-5].  Demand for high capacity satellite communications using the Ku band, however, is 
rapidly increasing in new developing areas such as the South-East Asia, which is included in one of 
the world heaviest rain regions [6-7].  Therefore, it is urgent to investigate the Ku-band rain 
attenuation characteristics in more detail in the tropics. 
    In this study, signal levels of Ku-band satellite radio waves are received at both VSAT (Very Small 
Aperture Terminal) stations of Superbird C that connect Research Institute of for Sustainable 
Humanosphere of Kyoto University (RISH) in Japan to Equatorial Atmosphere Radar Observatory 
(EAR) in Indonesia [8].  The measurements of the signal levels have been continuously conducted 
since January 2003 at both stations.  The up-link attenuation at each station in rainy condition, 
which is usually difficult to obtain, is estimated from the down-link signal level simultaneously 
measured at its opposite station in clear sky condition. The measurements of up-link attenuation are 
thus made possible by the property of SCPC (Single Channel Per Carrier) signals used in this 
experiment, which are linearly amplified without saturation of the satellite transponders [9]. 
  This paper presents the rain attenuation characteristics of the Ku-band satellite communications 
in the tropics for the past three years from January 2003 to December 2005.  Some differences are 
pointed out in their characteristics between the temperate and tropical regions.  Specifically, their 
statistics are compared with the recent ITU-R (International Telecommunication Union – 
Radiocommunication Sector) predictions [10], and discrepancies in time percentages in a high 
attenuation range are discussed in light of the reduction of equivalent path length through the 
tropical convective precipitating clouds.  The discussion is partly verified by simultaneous X band 
radar observations conducted at the EAR Observatory.  Also, observational results on Ku-band 
satellite signal measurements in other nearby tropical sites are introduced for the comparison. 
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2. Observational Results 
    The EAR observatory of Kyoto University is located in West Sumatra Prefecture, Indonesia (EAR; 
0.2°S, 100.3°E).  The VSAT station here uses the up-link transmission frequency of 14.4651 GHz 
and the down-link receive frequency of 12.3992 GHz.  The elevation angle is 39°, which is rather low 
for the equatorial region, since it is connected to Japan’s domestic communication satellite (144°E in 
orbit) launched around the longitude of Japan.  At RISH, in Uji, Japan, the up-link transmission 
frequency is 14.1292 GHz, and the down-link receive frequency is 12.7351 GHz.  The elevation angle 
is 49°.  At both stations, the up-link radio waves use the vertical linear polarization, while the 
down-link radio waves use the horizontal linear polarization.  Also, both VSAT systems have an 
off-set Gregorian parabola dish with diameter of 1.8 m and a data transmission rate of 128 kbps. 
    In our previous study [11], some remarkable features are already obtained for the tropical rain 
attenuation statistics, which are largely different from those of the temperate regions.  First, at EAR 
in Indonesia, the attenuation ratio is larger than that observed at RISH in Japan even in the severe 
attenuation range of more than 10 dB.  The simultaneous X-band radar observations suggest that 
this larger ratio is primarily caused by simple convective clouds with one single cell possibly carrying 
smaller raindrop size distributions (DSD).  On the other hand, the difference between worst month 
and yearly average statistics is rather smaller due to the lack of seasonal temperature variation in the 
tropics, while the yearly time percentages are, in general, larger than those at RISH in Japan.  Also, 
the yearly average attenuation statistics are, as a whole, in good agreement with the ITU-R 
predictions (2003) for both up- and down-link attenuation at both stations in Japan and Indonesia, 
using their local 0.01% values of rainfall rate.  In the attenuation range of more than 10 dB, however, 
the time percentages at EAR become much smaller than the predictions, indicating the remarkable 
reduction of the equivalent path length down to about 2 km.  The radar observations also reveal that 
intense echo cores of the convective clouds are confined to 2 km along the same propagation path. 
    Figure 1 depicts qui-probability values of the down-link attenuation against the rainfall rates 
obtained at (a) RISH and (b) EAR, respectively.  The observational periods are the two years of 
2004-2005 for (a) RISH and the three years of 2003-2005 for (b) EAR, respectively, since the rainfall 
rate measurement started at the end of 2003 at RISH.  Solid and dashed lines indicate theoretical 
relationships between attenuation and rainfall rate for equivalent path lengths of 2-6 km.  In this 
calculation, the raindrop size distribution (DSD) is based on the Marshall-Palmer type [12]. At RISH 
in Japan, the equivalent path length is estimated to be around 4 km from these theoretical lines in 
Fig.1(a).  It slightly decreases down to 3 km as the rainfall rate exceeds 60 mm/h or so.  This 
equivalent path length of about 4 km agrees with that obtained by the CS propagation experiments for 
Ka-band beacon signal (19.5GHz) with elevation angle of 48°at Kashima, Ibaraki, in Japan [13]. 
   
(a)                                             (b) 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 

igure 1: Equi-probability values of down-link attenuation against the rainfall rate obtained at (a) 
RISH and (b) EAR. 
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At EAR in Indonesia, however, the equivalent path length similarly estimated in Fig.1(b) rapidly 
ecreases down to 2 km as the rainfall fate approaches 130 mm/h, whereas it is kept more than 3 km 
elow about 60 mm/h.  These characteristics of the equivalent path lengths are found in the up-link 
ttenuation at both stations in a similar manner.  Also, the simultaneous radar observations 
emonstrate that the size of intense rain cells along the propagation path is reduced down to about 2 
m as the rainfall rate extremely increases [11]. 
   Next, Fig.2 shows equi-probability values of the Ku-band down-link satellite radio wave 
ttenuation against the rainfall rates obtained at other nearby locations in the tropical region.  
ig.2(a) is taken from the observations conducted at Bandung in Indonesia for two years from January 
999 to July 2000 [7], while Fig.2(b) from those at Lae in Papua New Guinea for four years from 
ebruary 1991 to January 1995 [4].  These equi-probability relationship in Figs.2(a) and (b) are 
ferred from their cumulative time percentages of rainfall rate and attenuation that originally 

ppeared in their literatures [4],[7].  Solid and dashed lines similarly indicate theoretical 
lationships between attenuation and rainfall rates for equivalent path lengths of 2-6 km using the 

uency at Bandung in Indonesia is 12.247 GHz with elevation angle of 64.7°, 
and
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relevant radio wave frequencies, polarizations, and elevation angles at each site.   

The radio wave freq
 it is 12.75 GHz with elevation angle of 73°at Lae in Papua New Guinea  Both stations receive 

horizontal linear polarization radio waves.  Bandung is located in a high land about 700 m above the 
mean sea level (MSL), similar to EAR which is 865 m above the MSL, while Lae is situated in a low 
land near the MSL.  It should be noted in Figs.2(a) and (b) that the equivalent path lengths 
estimated from their equi-probability relationships are still kept around 3 km up to the attenuation of 
20 dB at both locations even in the tropical region
    From the comparison of the observations at EAR with those of other tropical locations, the very 
short equivalent path length obtained from the qui-probability relationships between attenuation and 
rainfall rate in Fig.1(b) is, thus, attributed to the unique features of the location that lies in a high 
land basin and propagation path condition at the EAR site, rather than a general property of the 
tropical convective precipitating clouds.   

As was mentioned in our earlier study [11], the X-band radar observations revealed a 
comparatively simple structure of convective precipitating clouds over the EAR site and their 
relatively low cloud tops since it is located in a highland basin.  Also, compared with the other 
tropical locations, the relatively low elevation angle (39°) at the EAR site may yi

agation path length through isolated convective clouds with one single cell, in contrast to 
widespread stratiform clouds in the temperate region. 
 
(a)                                             (b) 
  
 
 
 
 

 
 
 
 
 
 

Figure 2: Equi-probability values of down-link attenuation against the rainfall rate obtained at (a) 
Bandung in Indonesia [7] and (b) Lae in Papua New Guinea [4]. 
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3. Conclusions 
   This study has presented the three year stat

from the Ku-band satellite communications links at
the equator.  The statistical results are compar
satellite communications link and those previousl
site.  The yearly time percentages of the observ
with the ITU-R predictions (2003) for both locati
however, the time percentages become much smalle
range of larger than 10 dB.  Consequently, the 
to about 2 km through the heavy rain area with rain
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Abstract 
 
Long-term satellite beacon measurements have been extensively used to establish ground truth data for prediction 
procedures.  Initially, attenuation and depolarization were the key parameters sought, supplemented more recently 
with secondary data on fade duration and intervals, site diversity, and fade rates.  An analysis of four years worth of 
data from an experiment in Papua New Guinea has shown evidence of diurnal, seasonal, and annual variations in 
the clear-sky level that appear to show evidence of atmospheric tidal effects of cloud water-droplet concentration 
and tropospheric water-vapor content that have implications in the design of satellite systems. 
 
1. Introduction 
 
A 12.75 GHz beacon receiver located in Lae, Papua New Guinea (PNG) – approximate coordinates 7o S, 147o E – 
received transmissions from OPTUS satellites located at 160o E longitude.  The elevation angle was close to 73o.  
The main experimental results have been documented [1, 2, 3].  In the design of satellite communications links, 
account has to be taken of the likely impairment levels to be experienced for those time intervals when specified 
performance and availability criteria have to be met.  These criteria are normally specified for average annual 
periods or worst months.  Propagation data acquired from experiments such as the one conducted at Lae, PNG, 
permit the validity of propagation prediction procedures to be verified, or if necessary, changed.  Since propagation 
measurements are key to verifying modeling accuracy, great care is taken to ensure the accuracy of the results. 
 
Many factors can affect the accuracy of measured beacon data.  The principal causes for variations in received 
beacon level in essentially clear sky are thought to be due to: 

- Thermal effects on the spacecraft  
- Satellite antenna beam pointing changes 
- Satellite orbit perturbations 
- Earth station equipment instabilities 
- Variations in atmospheric water vapor and liquid content 
- Variations in scintillation activ ity 
 

Most of the above can be compensated for with a good knowledge of the satellite transmission and beam pointing 
variations and the use of a co-located radiometer to provide a baseline clear sky level.  However, after removing as 
far as possible satellite and earth station-induced effects, there still remained a significant variation in the perceived 
clear-sky level over daily, seasonal, and annual periods within the Lae data.  These variations in clear sky level – 
essentially changes in the transmission level in the absence of rain – were investigated further.  Fig. 1 shows a 
typical Hot Season 4-day period of clear-sky beacon level and sky-noise temperature diurnal variations.  The 
average received beacon level was -67 dBm (shown as 0 dB reference).  A Cool Season example is shown in Fig. 2. 
 
2. Analysis of Variations  
 
Initial inspection of the radiometric data showed, as expected, the lowest sky-noise levels in the coolest part of the 
pre-dawn period between 2 to 6 a.m. local time (around 38 K) and the highest sky-noise levels just after the midday 
period between 11 a.m. and 1 p.m. local time (around 52 K).  These are also confirmed by analyzing the beacon 
signal data, which show a maximum at 5 to 7 a.m. and minimum at 1 to 3 p.m. (Fig. 3).  On top of these changes in 
simple absorption levels  due to water vapor and droplets, there was a marked variation over the diurnal period in the 
tropospheric scintillation activity.  Scintillation amplitudes for the cooler and hotter periods of the day were ±0.5 dB 
and ±1.5 dB, respectively.  However, the sky-noise temperature variations in both seasons were similar, i.e. ±7 K.  
This phenomenon may be explained by the fact that the 12.75 GHz beacon receiver will detect scintillations due to 
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humidity and turbulence effects, while the 11.4 GHz radiometer will only detect enhanced sky noise emissions from 
the humidity component. 
 

 
 

Figure 1: Diurnal beacon signal and sky-noise temperature variations from 24/02/93 to 27/02/93 (Hot Season) 
 

 
 

Figure 2: Diurnal beacon signal and sky-noise temperature variations from 03/08/93 to 06/08/93 (Cool Season) 
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Overall, the variation in the clear-sky level due to changes in water vapor content and scintillation activity could be 
as much as 3 dB peak-to-peak.  For a Ku-band VSAT system that is designed to operate with a 7 dB margin, a 
change of 3 dB of signal level (and hence C/N) in just clear-sky conditions is significant. 
 
Changes in signal level in clear-sky that are due to satellite-induced effects will have a periodicity of one sidereal 
day (23 h 56 m 4 s), reflecting one rotation in geostationary orbit.  Those that are due to atmospheric changes driven 
by solar heating will have a periodicity of one solar day (24 h).  To establish what the overall long-term variations 
were and their periodicity, an analysis was conducted to find the spectrum of the signal variations.  These are shown 
in Figs. 3 and 4. 

 
Figure 3: Scatter plots indicate peak beacon level occurs at 6:00 a.m. and minimum occurs at 1:00 p.m. 

 

 
 

Figure 4: Variations in the received beacon level from 01/02/93 to 31/01/95 
 
Fig. 4 shows changes in the received beacon level in a two -year period.  The central and outer solid lines correspond 
to the average level and the envelope of the diurnal variations, respectively.  The la rge negative level changes are 
due to rain attenuation, while the enhancements are due to scintillation activity.  The average signal level in the 
hotter convective season (October to March) is about 0.5 dB lower than that in the cooler stratiform season (April to 
September).  This indicates that the convective cloud (≥10 km) is much thicker than the stratiform cloud (≤5 km). 
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The diurnal peak-to-peak level differences during the convective and the stratiform season are about 1.5 dB and 2.5 
dB, respectively.  One of the reasons for these differences is the seasonal humidity – 85 to 95 % in convective 
season and 90 to 100 % in stratiform season.  The other reason is the diurnal temperature variations – from 30 to 35 
oC in the convective season and from 20 to 30 oC in the stratiform season.  Water content in clouds and air is 
proportional to humidity and temperature. 
 
In Fig. 5, the major spectral component corresponds to a solar day, with harmonics of the line having lesser 
intensity.  The other significant component is a solar year, which indicates the seasonal variations. 
 

 
 

Figure 5: DFT analysis of the spectrum of the signal variations 
 
3. Conclusion 
 
The variations in the received clear-sky level of the satellite beacon show evidence of a diurnal variation that is a 
solar day, not a sidereal day, and so the cause of the variations would appear to be the variation in the incident solar 
energy [4].  This was somewhat expected as scintillation activity, the main cause for the variations, is driven by a 
combination of heat (the driving force of convection) and moisture content: the larger both of these parameters 
become, the greater is the scintillation activity.  What was not anticipated was the clear annual periodicity in the 
variation of the mean clear sky level that can be seen in Fig. 4.  Evidence for annual periodicity in absorption levels 
through the atmosphere has been observed before in experiments that were aimed at detecting pollutants [5], but it is 
believed that the results shown here are the first to indicate the same apparent atmospheric tidal effects on the mean 
clear-sky level with an annual periodicity.  In rain-fade countermeasure design for a Ku/Ka-band VSAT system in 
the tropics, the compensation for signal impairment due to tropospheric/atmo spheric thermal tide should also be 
included. 
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Abstract— In this paper, we present our contribution of Rainfall rate and Ku-band rain attenuation measurements 
at Bandung. This measured data is an important complement to several of previous recorded data from other 
tropical cities in Indonesia for characterizing the Ku-band Satellite Propagation in Tropical area. The two years of 
our experiment results indicate  that the measured R0.01 rainfall rate at Bandung is 120 mm/h and the measured A0.01 
rain attenuation is 17 dB. Therefore, the P region of ITU-R model is over estimated for Bandung, and we suggest 
that Q-region of ITU-R model is more suitable for Bandung. Another previous measurements which had performed 
in Indonesia confirmed with our conclusions that some cities in Indonesia have not only  P-region of ITU-R model 
( such as Padang, Bengkulu an Makassar ), but also N ( Jayapura ) and Q-region  ( Surabaya ). And on their Rec. 
837-3 2001 , ITU-R has confirmed that almost Indonesian cities have rainfall rate 100-120 mm/h. Based on 10 
samples rainfall rate in Indonesian Archipelago, we have developed New Prediction Model of R0.01 value for 
Indonesian cities. Relating to the rain attenuation statistics, we have found out, that the DAH Model is valid for 
Indonesia. We also have found out that if Bandung is modelled by Q-region of ITU-R, we should include the 
wetting antenna effects as the correction factor to the the ITU-R model for confirming with the measured A0.01 rain 
attenuation. Concerning to  the tropospheric scintillation , we have noted that in a tropical region such as Indonesia, 
the magnitude of the Ku-band scintillation is seasonal dependence, reaching variance 0.4 dB (maximum) in rainy 
season and 0.2 dB (minimum) in dry season. 
 
1.Ku-band Propagation Measurement System at Bandung 
 
The Ku-band propagation measurement system uses a small antenna and a front end shared by the beacon receiver 
and the Earth Station IDU [1] is shown as in figure 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Ku-band Propagation Measurement at Bandung  Figure 2. Display of Weather and Beacon level Data 
 
The meteorological data recorded from the sensors   (such as :  Raingauges, Temperature, Wind speed and 
direction, Humidity, Barometer and Solar sensors ) is GPS-synchronized  with beacon level measurement. The PC-
based data acquisition system consists of eight channels for measuring the seven meteorological parameters of six 
sensors and one propagation parameter, i.e beacon level. The PC hardware and software for data collection receives 
all data transmitted from data acquisition board, logs the data to disk, and displays the collected data for user 
viewing which implemented with LabView.This graph is example of weather and Beacon level display at Bandung 
on 24 January 1999 as figure 2 [1]: 
 
2.Rainfall Rate Measurement Results of Indonesian Cities 
 
2.1.Bandung 
The two years of our experiment results [1] indicate  that the measured R0.01 rainfall rate at Bandung is 120 mm/h. 
The International Telecommunication Union, ITU, has categorized Indonesia as Region P, countries with very high 
rain precipitation. According to ITU-R’ version, rain intensity that will cause the interruption of a communication 
link for 0.01% per year is 145 mm/hour. Therefore, the P region of ITU-R model is over estimate for Bandung, so 
we suggest that Q-region of ITU-R model is more suitable for Bandung.  
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Figure 5. Rainfall rate profile of Indonesian Cities according to ITU-R P.837-3 
 

 
 
 
 
2.2.Other Indonesian Cities 
 
Another previous measurements which had performed in other tropical Indonesian cities confirmed with our 
conclusion that some cities in Indonesia have not only  P-region of ITU-R model (such as Padang, Bengkulu an 
Makassar), but also N (such as Jayapura) and Q-region          ( such as Surabaya )[3][4][5]. The following figure 3 
shows us about the rainfall characterictics at Bandung, Padang, Surabaya and Jayapura compared with P, Q, N  
zones of ITU-R Model.                                                            Table 1. Rainfall rate profiles of  24 Indonesian Cities 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.Rainfall Characteristics at Several cities in  
       Indonesia compared with ITU-R Model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. Measured vs Predicted Rainfall Rate for Indonesian Cities 
 
Prediction methods is another way to determine the rainfall rate but with some  limitations. The rainfall rate 
prediction such as the ITU-R Rep. 563-4 and the Global Crane model can be used to do this. Some experts consider 
these models are not accurate enough, because there were too few samples used when developing the models. The 
following graphs give the comparison of measured and predicted value of rainfall rate at Bandung [1], Padang [4] 
and Surabaya [3]as figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Measured vs Predicted Rainfall Rate at Bandung, Padang and Surabaya 
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3.1  ITU-R Recommendation P.837-3 for Rainfall rate profile of Indonesian Cities 
 
ITU-R Assembly, had published their recommendation  P.837-3 [7], which present the model to derive the rainfall 
rate exceeded for a given probability of the average year and a given location. This model is to be applied to the 
data supplied in the digital files ESARAIN which derived from 15 years of data of the European Centre of 
Medium-range Weather Forecast (ECMWF). And for easy reference, ITU-R Assembly also provides the figure of 
rainfall rate exceeded for 0.01% of the average year. Figure 5 above illustrate the rainfall rate model for Indonesian 
cities. From these figure we can see, that most of Indonesian cities has R0.01 between 100 -120 mm/h. 
 
3.2  Our new model of Rainfall Rate  for Indonesian Cities 
 
The rainfall rate prediction model which applicable especially for Indonesia, can be developed more accurate and 
convincingly with the availability of field measurements as presented above. By using the data, and added to it 
(other) data concerning rain and thunderstorm days from the Indonesian Meteorological and Geophysical Institute, 
the Rainfall Rate Prediction Model for the Indonesia archipelago becomes [7]: 
 
Table 2 Measured vs New Model Rainfall Rate    R0.01 = f(Lat,Long,M,Mm) = 128.192 – 0.037*Lat -     
  
                                         0.393*Long + 0.012*M   + 0.017*Mm                        (1) 

with:R0.01 = rainfall-rate 0.01%  of time in a year (mm/h) 
        M  = average rainfall a year (mm) 
        Mm= maximum rainfall (monthly)  in 30 years 
        Lat = latitude 
        Long = longitude 

 
 
 
 
 
 
 
The above  table 2 shows us the comparisons of measured and new model of rainfall rate for Indonesian cities 
using equation 1. 
 
4.Ku-band Rain Attenuation Measurement Results 
 
The International Telecommunication Union, ITU, has categorized Indonesia as Region P, a country with very high 
rain precipitation. According to ITU’s version, rain intensity that will cause the interruption of a communication 
link for 0.01% per year is 145 mm/hour. Such rain intensity can cause 28 db rain attenuation for a link working in 
the 14 GHz band; that is pretty high. Such attenuation should be compensated with powerful RF at the transmit 
side. The rain attenuation for satellite links can be calculated using following models: 

• ITU – R (formerly CCIR Model) 
• SAM (Simple Attenuation Model) 
• Global Crane Model 
• Model DAH (Dissanayake, Allnutt, Haidara Model) [2] 

To confirm which is the prefered model to be used in Indonesia, field measurements should also be carried out. 
Measurements of rain attenuation in Indonesia have been done for satellite communication links in Padang, 
Cibinong [4] and Bandung [1]. The two years of our experiment results indicate  that the measured A0.01 rain 
attenuation is 17 dB . It also has been found out, after analysis, that the DAH Model [6] for rain attenuation 
prediction is valid for Indonesia, besides the ITU Model.  
 
a.Measured vs Predicted at Bandung    b.Measured vs Predicted  at Padang    c. Measured vs Predicted  at Cibinong   
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4.1.Wetting Antenna as correction factor 
 
The two years of our experiment results indicate  that the measured A0.01 rain attenuation is 17 dB, this value is 
about 3 dB greater than computed A0.01 using Q-region of ITU-R model. This suggests that there could be another 
significant attenuation mechanism present. The effects of water on the antenna radome and reflector wetting are the 
possible cause of the higher attenuation measured [8].  
 
So, we also have performed experimentally the magnitude of the signal loss when the antenna reflector and the 
antenna feed horn radome surfaces are wet and its correlation to rain rates which is simulated by using the water 
sprayer during clear sky condition [8]. The wetting antenna test results introduced about 2.5 dB losses at 40 mm/h 
simulated rain rate which is close with our simple theoretical approach (2.7 dB). So we can make the correction of 
the measured rain attenuation at Bandung by using wetting antenna factor which will shift the measured rain 
attenuation graph 3 dB such illustrated in figure 5 below : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 6 Measured vs ITU-R Prediction with   Figure 7. Two Years Tropospheric Scintillation  
                wetting antenna correction     graph of JCSAT3  during Rainy season Months 
                                                                       and Dry Season at Bandung Indonesia 

5.Measured Ku-band Tropospheric Scintillation Data Processing for Bandung 
 
From the experiment results [10], we find out that the scintillation in tropical region is seasonal dependence,  
reaching variance 0.4 dB (maximum) in rainy season and 0.2 dB (minimum) in dry season.  This results are 
depicted as in figure 6. We also noted that the long term PDF and its spectrum shape using Savitzsky-Golay LPF is 
very closely with  the conventional moving average LPF [9] as illustrated in figure 7 and 8 below [10] : 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Long term pdf of  Tropospheric Scintillation   Figure 9. Corresponding Power Spectral Density  
                     at Bandung Indonesia                         of  Tropospheric Scintillation at Bandung Indonesia  
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6.Summary 
 
The two years of our experiment results indicate  that the measured R0.01 rainfall rate at Bandung is 120 mm/h. 
Therefore, the P region of ITU-R model is over estimate for Bandung, so we suggest that  Q-region of ITU-R model 
is more suitable for Bandung. Another previous measurements which had performed in other tropical Indonesian 
cities confirmed with our conclusion that some cities in Indonesia have not only  P-region of ITU-R model (such as 
Padang, Bengkulu an Makassar), but also N (such as Jayapura) and Q-region ( such as Surabaya ). From the 
comparisons of predicted rainfall rate wel known models with measured rainfall rate of tropical cities in Indonesia, 
we can see that there are significant differences.  So the new model of rainfall rate should be developed which has 
small deviation.  
It also has been found out, after analysis, that the DAH Model for rain attenuation prediction is valid for Indonesia, 
besides the ITU Model. The wetting antenna test results introduced about 2.5 dB losses at 40 mm/h simulated rain 
rate which is close with our simple theoretical approach  ( 2.7 dB ). So we can make the correction of the measured 
rain attenuation at Bandung by using wetting antenna factor. we also find out that the tropospheric scintillation in 
tropical region is seasonal dependence, reaching variance 0.4 dB (maximum) in rainy season and 0.2 dB 
(minimum) in dry season. 
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Preliminary Assessment of Electromagnetic Absorption

in the Breast for Cylindrical Microwave Breast Cancer

Detection Systems

J. E. Johnson, T. Takenaka
Nagasaki University, Japan

Abstract—In this work, electromagnetic absorption in the breast is analyzed for a cylindrically arranged breast
cancer detection system. An FDTD-based electromagnetic simulator is utilized to characterize the response of
a hemispherical breast model to microwave radiation from dipole and Vivaldi antennas at both 3 and 6 GHz.
Peak specific absorption rates (SARs) are calculated and power absorption patterns are analyzed. Results of
the study provide evidence that typical breast cancer detection systems should remain well within prescribed
peak SAR limits. Advantages for breast imaging when utilizing a more directional (Vivaldi) antenna are also
demonstrated.

Introduction
Microwave based systems for the detection of breast cancer have been under development for several years

and are progressing towards practical use in a clinical environment. As these systems reach the clinical phase,
it will be important to accurately assess potential safety hazards to patients. A common technique for assessing
safety levels for microwave exposure is by characterizing specific absorption rates (SARs) inside the body and
comparing them to prescribed maximum limits, such as those described by the IEEE [1] and the ICNIRP [2].
Demonstrating that local SARs occurring in microwave imaging systems fall below these prescribed guidelines
will provide solid evidence that these systems are safe for use on human patients. Establishing such evidence is
an important aspect in the development of these systems, as they are being explored as a safer imaging modality
than X-ray mammography, which utilizes ionizing radiation. In this paper, a preliminary assessment of expected
SAR levels for the microwave breast imaging system currently being developed at Nagasaki University [3–5] is
conducted.

Methods
For preliminary assessment of SAR levels in the breast, a simple hemispherical breast model was formed as

shown in Fig. 1. The electrical properties of the breast model, summarized in Table 1, were derived using the
four-term Cole-Cole parameters [6,7] for infiltrated fat (normal breast tissue), muscle (chest wall), and wet skin,
and the corresponding tissue densities were adapted from Gandhi et. al. [8]. The breast model is surrounded
by a loss-less immersion liquid which improves the coupling of the microwave signal into the breast.

Table 1: Characteristics of hemispherical breast model.

Freq.=3GHz Freq.=6GHz

Tissue ǫr σ(S/m) ǫr σ(S/m) ρ(kg/m3)

Breast Tissue 10.66 0.34 9.80 0.87 920

Chest-wall 52.06 2.14 48.22 5.20 1050

Skin 42.11 1.95 38.38 4.54 1100

Microwave signals were radiated into the breast model utilizing both a simple half-wavelength dipole antenna
and a broad-band, antipodal Vivaldi antenna. SAR calculations were conducted for frequencies of 3 and 6 GHz,
and for immersion liquids with dielectric constants (ǫimm) of 10 and 2.5. The antenna dimensions were designed
for favorable performance with each immersion liquid and at each frequency utilizing a commercial, FDTD/FIT-
based electromagnetic simulator (CST Microwave Studio version 2006.0.0). Pertinent properties of the antennas
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Figure 1: Configuration of hemispherical breast model utilized for SAR calculations: (a) Side view showing
cross section of model, as well as center positions of antennas; (b) Perspective view of model.

Table 2: Characteristics of antennas utilized in this study.

Dipole Antenna Vivaldi Antenna

ǫimm=10.0 ǫimm=2.5 ǫimm=10.0 ǫimm=2.5

Frequency 3 GHz 6GHz 3 GHz 6GHz 3 GHz 6GHz 3 GHz 6GHz

Return Loss (dB) -10.1 -10.6 -23.5 -29.5 -13.0 -20.5 -8.6 -15.9

Gain (dB) 2.3 2.4 2.1 2.1 6.6 10.7 5.5 6.5

E-Plane BW 76.1◦ 76.3◦ 78.4◦ 79.4◦ 43.3◦ 25.0◦ 69.7◦ 89.7◦

H-Plane BW Omnidir Omnidir Omnidir Omnidir 109.8◦ 67.1◦ 101.8◦ 80.2◦

Max. Phys. Dimension 15.3mm 7.5mm 27.7mm 13.0mm 30.0mm 40.0mm 30.0mm 30.0mm

are summarized in Table 2. Microwaves were transmitted at either 3 or 6 GHz from the positions shown in
Fig. 1(a). The dipole antenna was centered at each position, with the arms of the dipole aligned with the y-axis.
The radiating face of the Vivaldi antenna was also centered at each position, however the Vivaldi was utilized
in both a vertical (E-field aligned with the y-axis) and horizontal (E-field aligned with the z-axis) alignment.
The antennas were positioned at a distance of 10mm from the outermost point of the breast for the ǫimm=10
immersion liquid and a distance of 20mm for ǫimm=2.5.

CST Microwave Studio was utilized to calculate the electromagnetic fields and resulting SARs within the
breast model. Subgridding was utilized for the FDTD grid, with a grid size of ≤1 mm in critical regions (i.e.
skin and normal breast tissue) and no larger than 3.5 mm in less vital regions (i.e. the outer areas of the
immersion liquid). The localized 10g average SAR values (SAR10g) were calculated for an input power level
(Pin) of 500 mW. Utilizing the peak SAR values and the value of the total power radiated from the antenna,
the maximum antenna radiated power limit (Plim) allowable to remain within the peak SAR safety limit of
SAR10g=2.0 W/kg [1, 2] was calculated.

Results and Discussion

The results of the SAR calculations conducted with the ǫimm=10 immersion liquid and at 3 GHz are
summarized in Table 3, which includes the following: each antenna type and position; the minimum distances
from the antenna to the breast (DBR) and to the chest-wall (DCW ); the percentage of the radiated power
absorbed in the breast, including the skin surrounding the breast (PBR); the percentage of the radiated power
absorbed in the chest-wall, including the skin covering the chest area (PCW ); the peak SAR10g value; and finally,
the maximum radiated power limit (Plim) calculated as described above. Observing Table 3, it is clear that as
the antenna is moved upwards toward the chest wall (from position 3 to 1), the decreased distance to the body
causes an expected general increase in peak SAR. The table also indicates problems that begin to occur as the
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antennas are brought physically closer to the chest-wall. When utilizing the dipole in position 1, for example,
42.6% of the radiated power is absorbed in the chest-wall (PCW ) compared with only 17.9% in the breast (PBR).
The Vivaldi is more efficient at directing energy into the breast from position 1, with PBR=24.4%, although
it also leads to higher absorption in the chest-wall (28.9%). At position 2, PCW is much lower for all three
antennas. The horizontally aligned Vivaldi gives the highest SAR10g from position 2 (SAR10g=5.5 W/kg),
with a corresponding radiated power limit of Plim=164.6 mW. Fig. 2 shows the SAR10g deposition patterns for
all three antennas at position 2, with parts (a)-(c) showing a cross-section (xy plane) through the breast and
parts (d)-(f) showing the SAR profile over the skin surface. Parts (a)-(c) of Fig. 2 demonstrate that the peak
absorption area occurs mostly in the skin and superficial areas of normal tissue just beneath the skin, a trend
generally observed for all cases analyzed in this study. Comparison of the responses in Fig. 2 reveals a relative
similarity in the absorption pattern among the three antennas. However, the dipole antenna creates an area of
significant absorption towards the edge (left side) of the chest wall that can be attributed to the omnidirectional
radiation characteristic of the dipole in the H-plane. The horizontally aligned Vivaldi shows a greater vertically
dispersed deposition pattern than the Vivaldi with vertical alignment. This is evident from comparison of
Fig. 2(b) and (e) with Fig. 2(c) and (f), which shows higher SARs upward towards the chest wall as well as
downward towards the lower part of the breast with the horizontally aligned Vivaldi. The differences between
the horizontally and vertically aligned Vivaldi antennas reflect the significantly larger H-plane beamwidth of the
Vivaldi compared with the E-plane beamwidth (Table 2). Overall, the vertically aligned Vivaldi deposits the
highest percentage of power in the breast PBR=31.0% and the lowest percentage in the chest-wall PCW =15.5%.

Table 3: Summary of SAR simulation results: ǫimm=10.0, Freq=3GHz, Pin=500mW

DBR DCW PBR PCW SAR10g Plim

Position Antenna (mm) (mm) (%) (%) (W/kg) (mW)

Dipole 10.2 2.9 17.9 42.6 7.2∗ 133.1
1

Vivaldi (Horiz) 11.4 9.9 24.4 28.9 5.2∗ 177.7

Dipole 13.1 15.4 21.2 16.6 3.6 257.5
2 Vivaldi (Vert) 11.0 8.0 31.0 15.5 4.5 197.6

Vivaldi (Horiz) 16.3 22.4 29.9 19.4 5.5 164.6

Dipole 19.9 27.9 17.1 8.9 2.2 409.9
3 Vivaldi (Vert) 15.3 20.5 27.1 8.6 3.2 282.1

Vivaldi (Horiz) 26.2 34.9 25.9 12.4 3.5 256.0
∗maximum occurs in the skin of the chest-wall, rather than the skin of the breast

Table 4 summarizes the results obtained with ǫimm=10 and at 6 GHz (note that results from position 3 are
not shown for the remainder of this study). Comparison of Table 4 and Table 3 reveals considerable increases
in peak SAR values occurring as the frequency is increased. This can be largely attributed to the significant
increase in the conductivity of the skin when the frequency rises from 3 to 6 GHz. The peak SAR10g values
occurring with the dipole and horizontal Vivaldi at position 1 are the largest obtained of all cases examined in
this study, reaching 8.3 and 9.9 W/kg respectively (with corresponding Plim values of 113.0 and 93.5 mW). For
6 GHz, energy is more efficiently directed into the breast itself, demonstrated by higher PBR and lower PCW

values. This effect is more significant for the Vivaldi antenna (in both alignments), and can be attributed in
part to the narrowing beamwidth of the Vivaldi in both the E- and H-planes with increased frequency.

Table 5 gives a summary of the results obtained when utilizing an immersion liquid of ǫimm=2.5 at both
3 and 6 GHz. When utilizing a lower ǫimm, the dimensions of the antennas generally need to be increased to
maintain favorable radiation characteristics (Table 2). As a result, the dipole and (vertical) Vivaldi antennas
are physically closer in proximity to the chest wall (DCW is small) in many instances. Furthermore, reduction of
ǫimm results in a longer equivalent wavelength, bringing the antennas electrically closer to the chest wall. Due
to these factors, the dipole and vertically aligned Vivaldi antennas tend to radiate poorly into the breast, with
large coupling to the chest wall. However, the horizontally aligned Vivaldi remains reasonably well separated
from the chest wall and generally deposits a large portion of energy into the breast itself. The most stringent
antenna radiated power limitation that occurs with the ǫimm=2.5 immersion liquid is Plim=131.1 mW when
utilizing the horizontally aligned Vivaldi antenna in position 1 at 6 GHz.
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Figure 2: SAR10g deposition profiles with ǫimm=10, frequency=3GHz, and at position 2. Parts (a)-(c) show a
cross-section through the breast (xy plane) for the Dipole, vertically aligned Vivaldi, and horizontally aligned
Vivaldi, respectively. Parts (d)-(f) show the corresponding profiles over the skin surface.

Table 4: Summary of SAR simulation results: ǫimm=10.0, Freq=6GHz, Pin=500mW

DBR DCW PBR PCW SAR10g Plim

Position Antenna (mm) (mm) (%) (%) (W/kg) (mW)

Dipole 10.8 6.8 19.3 31.9 8.3 113.0
1

Vivaldi (Horiz) 11.4 9.9 32.4 26.4 9.9 93.5

Dipole 14.7 19.3 18.8 15.2 5.2 183.0
2 Vivaldi (Vert) 11.0 8.0 36.0 10.1 8.2 111.9

Vivaldi (Horiz) 16.3 22.4 34.2 14.3 8.1 111.0

Conclusion

Results of this preliminary study indicate that a large margin of safety can be expected for a typical, cylin-
drically configured breast cancer detection system. The most stringent radiated power limitation of Plim=93.5
mW is well below radiated power levels utilized in ongoing imaging experiments at Nagasaki University [3–5],
which utilizes standard network analyzer measurements with input power levels that never exceed 10 mW
and are typically lower than 1 mW. Other research groups developing breast cancer detection techniques are
utilizing similar measurement systems [7, 9, 10] which more than likely utilize similar power levels. However,
electromagnetic absorption patterns and peak SAR limits in breast cancer detection systems will depend on
system specific variables such as the antenna type, immersion liquid, frequency range, and distance from the
antenna to the body. Further system-specific studies utilizing simulation of realistic MRI-derived models, or
measurement of human tissue phantoms will provide more accurate estimations of expected SAR values in these
systems. Nevertheless, the very low SAR levels obtained in this study hint that peak SAR limits are unlikely
to be exceeded in typical systems and provide reassurance that these systems represent a safe modality for the
detection of breast cancer.

Another conclusion that can be reached from this study is that utilizing a directional antenna (Vivaldi) has
distinct advantages over an omni-directional antenna. The Vivaldi antenna deposited a greater percentage of
power into the breast in all cases, while generally depositing much less power into the chest wall. Depositing
a majority of energy into the breast itself is an important aspect of the antenna which should lead to greater
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Table 5: Summary of SAR simulation results: ǫimm=2.5, Pin=500mW

Freq DBR DCW PBR PCW SAR10g Plim

(GHz) Position Antenna (mm) (mm) (%) (%) (W/kg) (mW)

3 1 Vivaldi(Horiz) 21.4 9.9 18.5 31.1 4.6∗ 191.6

Dipole 21.3 9.2 10.0 21.5 1.6 580.4
3 2 Vivaldi(Vert) 20.3 3.0 16.3 31.5 3.5∗ 229.1

Vivaldi(Horiz) 26.3 22.4 26.8 19.3 4.3 208.4

Dipole 20.4 4.0 8.8 45.7 5.9∗ 155.1
6 1

Vivaldi(Horiz) 21.4 9.9 26.2 27.9 7.0 131.1

Dipole 23.5 16.5 9.7 16.0 1.9 492.6
6 2 Vivaldi(Vert) 21.0 8.0 22.9 15.4 4.3 219.0

Vivaldi(Horiz) 26.3 22.4 28.6 16.3 6.2 145.6
∗maximum occurs in the skin of the chest-wall, rather than the skin of the breast

system efficiency and dynamic range. Furthermore, the horizontally aligned Vivaldi was advantageous because
it could be centered at the same vertical position as the other antennas with a much larger physical separation
from the chest wall, although in some cases the large H-plane beamwidth led to a higher chest wall absorption
(PCW ).

Overall, this study has given preliminary evidence that cylindrical breast cancer detection systems can be
designed to easily meet standard SAR safety requirements, with a maximum allowable radiated power level of
93.5 mW. A directional antenna (Vivaldi) has shown potential advantages over a lower gain, omnidirectional
(dipole) antenna for breast imaging applications.
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Abstract–In this paper, a newly developed experimental test system for electromagnetic interference (EMI)
due to Radio Frequency Identification (RFID) reader/writers on medical devices is introduced and the basic
design concept is discussed. The aim of this research is to establish an EMI estimation method using FDTD
analysis and a measurement system to obtain precise and detailed EMI characteristics regarding RFID EMI
on medical devices. Practical situations of EMI due to existing RFID reader/writers on medical devices is
investigated and ways to prevent this EMI are currently discussed by some organizations. In addition, more
detailed investigations need to be carried out such as the effects of the three-dimensional electromagnetic fields
(EMF) containing human body of actual environments. Furthermore, it is required to design an experiment
system with minimum measurement errors. The EMI test experiments on 13 types of implantable pacemakers
and defibrillators were carried out to validate the fundamental performance of the test system.

1. Introduction

Radio Frequency Identification (RFID) technologies have been expected to become essential technologies for
creating an IT oriented and automated future society. Applications of RFID technologies are not only for product
management and identification instead of conventional barcode technology. In addition to existing frequency
bands for RFID systems, newly assigned UHF bands for long-range communication have been available in most
parts of the world since 2006 [1]. RFID systems are assumed to achieve wide spread applications along with
development of legal systems and market’s demands.
Recently, many wireless communication devices are introduced to our daily lives. Electromagnetic interfer-

ence (EMI) on medical devices due to wireless communication devices is serious concerned and a lot of research
has been studied [2]-[8]. In particular, EMI on medical devices from mobile phone systems are examined pre-
cisely. This research investigates the effect of the electromagnetic fields due to mobile phones and also base
stations [2]-[6]. Guidelines to prevent the EMI is provided and operated based on technical report [6]. EMI due
to RFID reader/writers on medical devices is investigated with the same experimental method. In addition,
guidelines to prevent this EMI are currently discussed by some organizations [7]. Detailed investigations need
to be carried out such as the effects of the three dimensional electromagnetic fields (EMF) containing human
body of actual environments. Furthermore, it is required to design an experiment system with minimum mea-
surement errors. The aim of this research is to establish an EMI estimation method using FDTD analysis. To
develop the estimation method, it is very important to investigate detailed and precise EMI test experiments.
The test experiments make clear the relations between EMI effect and electromagnetic field distribution as well
as occurrence mechanism of EMI.
In this paper, experimental test system to assess the EMI due to RFID reader/writers on implantable cardiac

pacemakers and implantable cardioverter-defibrillators (ICD) are discussed. First, test experiments to acquire
a fundamental EMI data and characteristics of RFID reader/writer antennas are explained. The experiments
employ newly developed test system and existing procedure. Second, to obtain fundamental data for quantitative
assessment of EMI as well as validation of numerical analysis results, field distributions of RFID reader/writers
and standard dipole antennas are measured. In addition, a constructed analytical models of the test system
and a human torso phantom are shown.

2. Experiments

To obtain a fundamental EMI data and characteristics of RFID reader/writer antennas, test experiments
are carried out. The experiments on 26 types of antennas and 13 types of pacemakers and ICDs are conducted.
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Exposure antennas include 10 types of commercially available RFID reader/writers and 16 types of standard
dipole antennas. Each signal power and modulation method of input signal is defined as 1 type when standard
dipole antennas are employed. Tested pacemakers and antennas are shown in Table 1 and Table 2. Pacemakers
and ICDs have many operating modes and functions - pacing/sensing polarity, single/dual chamber mode, and
antitachycardia functions. The total test mode is 1888 modes at different function modes, frequency bands and
RFID reader/writer antennas.

2.1 Experimental test system

RFID systems are typically operated at the frequency bands - 125 kHz, HF (13.56 MHz), UHF (950 MHz)
and 2.45 GHz, as shown in Table 2. Furthermore, these antennas usually have different shapes, locations and
radiating fields depending on their purpose, operating frequency bands and their manufacturers. Moreover,
positions between a human torso phantom and RFID reader/writer antennas must be determined precisely and
movable. It is required to measure the EMI due to various antennas with accuracy and repeatability. A new test
system consists of a flat human torso phantom based up on Irnich’s model, a function generator, a chart recorder
and a measurement platform [2] was developed. An overall view of the experimental test system is shown in
Fig.1. The two-axis sliding measurement platform shown in Fig.2 enables us to measure RFID antennas moving
parallel to the torso phantom (y-axis direction), while maintaining same distance between the phantom and
antennas (x-axis direction). All parts of this platform are made of dry wood. This system has advantages of
high efficiency and reliable assessment.

2.2 Electromagnetic interference test experiments

Conditions of test experiments such as configurations of the equipment, procedures, determination of inter-
ference levels are same as reference [7]. In addition, a breakdown of the test modes are shown in Table 3. The
pacemakers and ICDs are programmed to VVI mode (the Ventricle chamber is paced, the Ventricle chamber
is sensed, and the response to sensing is Inhibited) and AAI mode (the Atrium chamber is paced, the Atrium
chamber is sensed, and the response to sensing is Inhibited).

Table 1:
Pacemakers and implantable cardioverter-defibrillators

Table 2:
Antennas in each frequency bands

Figure 1: The experimental test system. Figure 2: The two-axis sliding measurement platform.
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Table 3: The total test modes

For each of the two pacemaker modes (AAI and VVI), there are two types of tests which are conducted
- one with an injected Electrocardiogram (ECG) signal (typical inhibition), and one with no injected ECG
signal (typical asynchronous pacing). In particular with ICDs, there are an additional two test modes, False
Positive mode (one with no injected ECG signal and false detection of fibrillation (False Positive mode), and
False Negative mode (one with injected ECG signal and false non-detection of fibrillation).

3. Measurement of field distributions

To obtain fundamental data to validate results of numerical analysis, field distributions of RFID reader/writers
anntenas and standard dipole antennas are measured. The obtained distributions are both electric and magnetic
fields. The reason for this is near fields of the antennas are not proportioned to each other. Figure 3 shows one
of the probe positioners, which is made of styrene foam. This positioner enables reliable measurement taking the
advantages of low reflection or absorption of electromagnetic fields. Figure 4 is an example of three-dimensional
measured magnetic field distributions. The total number of measured antennas is same as Table 2.

4. Analytical models

We will carry out more detailed EMI investigation using FDTD analysis [8] such as the effects of the three-
dimensional EMF containing human body of actual environments. The end goal of this research is to establish
an EMI assessment employing numerical analysis regarding RFID EMI on medical devices. To obtain detailed
analytical model, modeling of test system and the human torso phantom are conducted. The proposed test
system composed of the two-axis sliding measurement platform and others are designed with the premise of
numerical analysis. In addition, material constant of saline solution (NaCl 1.8g/L) and acryl amide for the torso
phantom are measured using an open-ended coaxial probe method. Both relative dielectric constants ²r and
loss tangent tanδ for each RFID operated frequency band are measured and applied for the model. Figure 5
shows an example of calculated electric fields on the torso phantom exposed by radio waves from a UHF band
standard dipole antenna.

Figure 3: The probe positioner.
Figure 4: Measured magnetic field distributions.
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Figure 5: An example of calculated electric fields.

5. Conclusion

In this paper, EMI test system to assess the EMI due to RFID reader/writer on implantable cardiac pace-
makers and ICDs were discussed. First, the new test systems for measuring the EMI were developed and test
experiments were explained. Second, to obtain fundamental data for quantitative assessment of EMI as well as
validation of numerical analysis results, field distributions of RFID reader/writers and standard dipole antennas
were measured. Finally, constructing analytical model of test system and human torso phantom are shown. Next
step of this research is to establish a quantitative EMI estimation method using numerical analysis. In addition,
more detailed investigations such as how to estimate the effects of the human body’s absorption/reflection and
other lossy materials existing in actual environments will be conducted.
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Abstract: The slow oscillation represents a fundamental basic phenomenon of the sleep; it is characterized by 

typical frequencies less than 1 Hz. We have applied on human sleep EEG the wavelet expansion method to 
automatically detect the slow oscillation. According to literature, obtained results are consistent with typical 
frequency of slow oscillation, and they have been confirmed in this paper also by applying the Hilbert Huang 
transform. The study of sleep slow oscillation is still at an early stage, although it seems to be extremely promising 
for neurophysiology and for neurophysiopatology. To our knowledge, the tools used in this paper were not 
previously applied to the study of human sleep 

Keywords: Sleep, Slow oscillation, Wavelet method, Hilbert Huang method, Monitoring, Human. 
 

1. INTRODUCTION 
 
During slow wave sleep, the electroencephalographic pattern is characterized by a succession of K-complexes, 

sleep spindles, and delta waves [1]. Despite this hypersynchronization of the electrical cortical activity, which is 
negatively correlated to the cerebral metabolism [2], the electrophysiological and molecular mechanisms of the brain 
remain intensely active ([3], [4]). 

 In fact, intracellular recordings in animals have revealed that during K-complexes and delta waves, the 
membrane potentials of cortical neurons oscillate between states of deep hyperpolarization (down state) and states of 
wake-like depolarization (up state) [5]. Each down-and-up-state lasts a fraction of second (700 ms circa). During the 
down state the electrical cortical activity is silent, whereas during the up state, an intense neural discharge is present 
[6]. This cellular behaviour was called “slow oscillation” and represents the fundamental cellular phenomenon 
underlying neural activity in slow wave sleep (NREM sleep stage 3 and 4 or delta sleep). 

This cellular phenomenon is detectable also in sleep EEG pattern of humans [7] and recently [8] described that 
“sleep slow oscillations are travelling waves that sweep the human cerebral cortex up to once per second”. Further, 
the authors pointed out that each slow oscillation has a definite site of origin, originating more frequently at anterior 
cortical regions and propagating to posterior cortical areas with a higher reproducibility across nights and across 
subject.  

A primary goal of our research is the definition of an automatic method for detecting instantaneous frequencies 
typical of the sleep slow oscillations in  human EEG data: they have characteristic frequencies less than 1 Hz.  

In order to detect and classify such phenomenon, a wavelet based approach has been implemented [9]. The 
choice of a wavelet basis as a tool comes from the authors experience on wavelet based signal processing: the ability 
of wavelets to isolate and discriminate compact support patterns in a complex and noisy signal (as the EEG signal) 
has been proven in the recent years; furthermore the wavelet expansion can be easily performed with a set of filters. 
Generally signal processing engineers are used to choosing more conventional methods, such as the ones based on 
the Fourier analysis. Unfortunately the Fourier transform is based on the assumption of stationarity of the signal to be 
analysed. Furthermore the standard Fourier analysis gives only an indication of the general frequency content of a 
signal, while completely loosing any local time information. Sometimes the Short Time Fourier Transform is used, 
but it requires the proper choice of a time window, conditioning the whole analysis. 

In order to validate our results a comparison with the Hilbert-Huang transform has been performed [10].    
 

2. DESCRIPTION OF THE SIGNAL PROCESSING TECHNIQUES  
 

In this section we describe the two methods we used for the detection of the slow oscillation, together with the 
first description [8] of its characteristic, the Massimini Criteria. 

 
2.1 Massimini criteria 
 
According to [8], each channel was scanned with a sliding window in order to identify all signal shapes with the 

following features:  
(a) a negative zero crossing and a subsequent positive zero crossing separated by 0.3–1.0 sec,  
(b) a negative peak between the two zero crossings with voltage less than -80 µV,  
(c) a negative-to-positive peak-to-peak amplitude >140 µV.  
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In Fig.1, an example of sleep slow oscillation, according to Massimini criteria, is shown.  
 

Time (ms)
A

m
pl

itu
de

(µ
V)

83µV

400
ms

160µV

Time (ms)
A

m
pl

itu
de

(µ
V)

83µV

400
ms

160µV

 
Fig. 1. Sleep slow oscillation waveform and its characteristic parameters. 

 
2.2   Wavelet based decomposition 
 
The main feature that makes wavelets attractive is that the Wavelet Transform (WT) of a function f(t) gives a 

function of two parameters: time t and scale s, the latter being the key point of WT. Unlike the Short Time Fourier 
Transform (the signal is filtered through a time window and then Fourier Transform is performed), which works with 
a fixed window, WT works with a scaled window allowing the visibility of the whole frequency content. 

Like the Short Time Fourier Transform (STFT) the wavelet analysis is based on the introduction of a window 
function )(uΨ  (which is in general a complex function), called mother wavelet. It is scaled and translated according 
to the expression: 

)()(, s
tusu p

ts
−

= − ΨΨ       (1) 

where the parameter s )0( ≠s  is the scaling factor, while p )0( ≥p  can be chosen in order to let all the wavelets 
have the same energy. As the Fourier transform is the combination of complex exponential functions, the WT of a 
signal x(u) is the combination of scaled and translated versions of the mother wavelet Ψ multiplied by the signal 
x(u). Hence the continuous WT is defined as: 

xduuxutsx tsts ,)()(),( ,, ΨΨ == ∫
+∞
∞−

     (2) 

 where )(, utsΨ is the complex conjugate of )(uΨ . If the value of the WT of the signal x is high for a determined 
scale and time, the scaled wavelet at the time t and the signal are strictly correlated. 

The importance of the WT, if compared to the STFT can be roughly explained as follows: let us suppose that the 
mother wavelet is centred on t0 and has time width T. Then ts,Ψ  is centred on st0+t and has time width sT; 
consequently the WT gives information about the signal in the interval [st0+t-sT, st0+t-sT ]. With the increase of s, 
the width of the window increases, while the resolution decreases. If we define ν0  and Ω respectively as the centre 
and the bandwidth of )(ˆ ΩΨ  (the Fourier transform of the mother wavelet), we obtain that the WT gives information 
about the frequency spectrum of the signal inside the interval [(ν0 −Ω)/s, (ν0+Ω)/s]. Therefore for small s, we have a 
wide frequency band, high frequency spectrum centre value and a narrow time window; while high values of s give 
narrow bandwidth, small frequency spectrum centre value and at the same time a wide time window. This is in 
accordance with the fact that low frequency components are better revealed by the use of wide time windows, while 
high frequency components need a narrow time window. 

As a matter of fact, the WT studies the signal via a window characterised by a continuous variation of width 
avoiding the limit of the STFT, which is based on the use of a fixed window. 

Furthermore it is possible to define a multi-resolution scheme, on bases of wavelet functions at different scales, 
that acts on a signal like a sub band filtering procedure. This leads to the possibility of decomposing a signal  into a 
sum between a blurred version of the signal itself (fM ) and a series of details (di ). It is evident that this property is 
useful in pattern recognition applications, since the different details can enhance and/or show characteristics not 
visible in the original signal. 

 
2.3   Hilbert Huang method 
 
The Hilbert transform Y(t) of a signal X(t) is defined by the integral: 

1 ( )( ) XY t P d
t

τ τ
π τ

∞

−∞
=

−∫      (3) 

Where P stands for the Cauchy principal value. 
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Consider  X(t) and Y(t) as the real and imaginary parts of the analytic signal Z(t): 
  ( )( ) ( ) ( ) ( ) i tZ t X t iY t a t e θ= + =            (4) 

where                     
1

2 2 2( ) ( ) ( )a t X t Y t⎡ ⎤= +⎣ ⎦ and ( )( ) atan
( )

Y tt
X t

θ
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

      (5) 

It is convenient to define the Hilbert instantaneous frequency as the time derivative of the phase of the analytic 
signal Z(t ): 

( )d t
dt
θω =       (6) 

It represents a mono-component definition, i.e., data must be consistent with (6) and at each time one and only 
one instantaneous frequency exists. 

Unfortunately signals are usually multicomponent, and the instantaneous frequency definition (6) cannot be 
extensively applied. 

To make the instantaneous frequency (6) applicable, [10] presented a signal decomposition method, able to 
decompose a signal into intrinsic mode functions (IMF) to which  (6) can be applied. 

An IMF is a function that satisfies the two following properties: 
(1)  the number of extrema and the number of zero crossings is equal (or differing at most by one)  
(2) the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is 
equal to zero at any point. 
Since most data do not satisfy above properties, in the hypothesis that any signal consists of different simple 

IMFs, the EMD method is developed to extract IMF components. 
The EMD method operates through six steps [14]: at the end of the procedure we have a residue r and a 

collection of n IMFs, named hi (i=1,…,n). The hi are generated being sorted in descending order of frequency and 
therefore h1 is the first IMF and it is associated with the locally highest frequency. Furthermore the original X can be 
exactly reconstructed by a linear superposition. 

After IMF decomposition, the Hilbert transform can be applied to each IMF, and the Hilbert instantaneous 
frequency can be extracted. After performing the Hilbert transform on each IMF component, the signal can be 
expressed as: 

                                                         ( )
1

( ) ( ) exp ( )
n

j j
j

X t a t i t dtω
=

= ∑ ∫              (7) 

The frequency-time distribution of the amplitude is designated as the Hilbert–Huang spectrum. 
 

3.  SLOW OSCILLATION DETECTION  
 
10-20 Jasper EEG recordings were performed in a representative male subject (age 35 years) during the first 

sleep episode of the night. The subject was placed in a shielded, soundproof room and allowed to sleep at his 
customary bedtime. All signals were band-pass filtered (0.1 – 4 Hz) and digitized at 250 Hz. All signals were 
monopolar and re-referenced to the average of the signals recorded from the two earlobes. Sleep stages were scored 
according to [13]. 

 
Figure 2 EEG recorded signal 
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Figure 3 shows part of the wavelet expansion, performed with a Daubechies Wavelet Basis with 10 vanishing 
moments. Based on the author’s experience, Daubechies wavelets are the family that best performs for such analysis, 
and the choice of a high number of vanishing moments (the order of the polynomials that such basis can represent 
without any approximation error) is due to the characteristic of the waveform we are looking for. 

 

 
Figure 3 Approximation at level 7 and three details of the wavelet expansion 

 
From Figure 3 it is evident that the wavelet expansion automatically performs the signal denoising, removing the 

noise (higher frequency components) of the signal, which is comprised in the details. The approximation can be seen 
as the original signal where all the details have been removed, and due to the above mentioned characteristics of the 
wavelet expansion with Daubechies wavelets, the typical waveform of the slow oscillation should be evident now. 

Figure 4 shows a part of the signal (in particular around time 54 s) where the pattern of the slow oscillation is 
present and the same part of the signal before the wavelet expansion was performed. It is evident that the application 
of the wavelet expansion is fundamental for the location of the pattern reported in Fig. 1. 

     
Fig. 4 The signal around time 54 s where the slow oscillation is present. 

 
In order to verify if the slow oscillation has been properly detected, we can perform a Hilbert-Huang transform in 

order to calculate the local frequency content, and verify if it is lower than 1 Hz. Figure 5 shows the IMF 
decomposition as obtained according to the description of Section II. 

To extract the instantaneous frequency, our analysis was limited to the second IMF of Fig. 5, which shows the 
best correlation with the recorded EEG signal.  In order to obtain the  instantaneous frequency of the slow oscillation, 
we have multiplied the sampling rate by the mean value of the instantaneous frequencies computed from the second 
IMF using the Hilbert transform. In this case the mean value is 1.7x10-3 and the sampling rate is 512 Hz, so that the 
slow oscillation instantaneous frequency is 0.8 Hz.  This result is consistent with a typical frequency of slow 
oscillation that is centred around 0.8 Hz [5]. Furthermore we have verified our approach on EEG slow waves not 
corresponding to Massimini criteria.  

 
4. CONCLUDING REMARKS 

 
The results of the study indicate the effectiveness of the Hilbert Huang method to detect the sleep slow 

oscillation in the human EEG. Our data are in a good agreement with the criteria applied by Massimini et al. (2004) 
for recognizing slow oscillation. 
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Fig. 5 Hilbert Huang transform: the resulting IMF 

 
Our approach differs from the usual study of the slow oscillation mainly based on the shape of the waveform, 

providing a method for an automatic detection of this bioelectrical phenomenon. The study of sleep slow oscillation 
is still at an early stage, although it seems to be extremely promising. From a physiological point of view, the slow 
oscillation is associated to molecular and synaptic remodelling of cortical neurons occurring during sleep. Therefore 
it may be correlated to the beneficial effects of sleep on cognitive and emotional functions. From a 
pathophysiological point of view, in [8] is shown that slow oscillation is a wave that travels on the cortex and 
therefore it may be considered as a good index of anatomical and functional connectivity. Several neurological and 
psychiatric disorders could be sustained by alterations of the cortical connectivity ([15], [16]).  
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Transmission Characteristics of UART-CSMA/CD
 Control Network with One-chip Microcontroller

 and RS-485 Driver IC
C. Ninagawa,  K. Yokohama,  F. Aoi,  H. Otake

Mitsubishi Heavy Industries, Ltd.

Y. Miyazaki
Aichi University of Technology

Abstract ―  In a control network for a building air-conditioning system, signal waveforms in the
transmission line without terminators were calculated and compared with experiments.  The bit rate
was decided by an analysis for distortion of the signal waveform due to line end reflections.  At the bit
rate decided by the analysis, performance of a special type of CSMA/CD (Carrier Sense Multiple Access
with Collision Detection) communication firmware has been evaluated.

1. Introduction
     Cost is one of the most important factors in control networks for building facilities such as air-
conditioning or lighting systems.  A typical control network consists of hundreds of controllers, and the
total length of the line is approximately a thousand meters.  Therefore, reducing parts of each controller
and the network line has been required.
      We proposed a media access control method of CSMA/CD (Carrier Sense Multiple Access with
Collision Detection) using only UART (Universal Asynchronous Receiver Transmitter) in a micro-
controller[1].  We study a possibility of omitting network line terminators.  As well-known, depending on
relationship between line length and signal bit rate, the transmission has to be treated as a distributed
constant circuit.  However, there have been not so many researches on calculation for signal waveforms
of a control network line without terminators [2].  In this research, we show a simple calculation method
for predicting affection of signal reflections in order to decide a transmission bit rate for a terminator-less
network.
     At the bite rate restricted by impedance mismatching, communication performance of our UART-
CAMA/CD method has been evaluated.  We have confirmed our UART-CSMA/CD control network's
practical performance.

2. UART-CSMA/CD Control Network
(2.1) Control Networks for Building Facilities
    Fig. 1 shows concept of a control network for air-conditioning facility.  In a typical building air-
conditioning system, there are tens or hundreds of controllers distributed throughout the building.
These controllers exchange communication packets of several bytes.  The total line length often reaches
as long as approximately 1000 m.  To reduce the cost of control networks, both the costs of each controller
and network installation should be decreased.
    Firstly for each controller, circuit parts should be as few as possible. Both application and
communication firmware should be implemented in the same microcontroller chip.  Since most modern
microcontrollers have a built-in UART, development of original communication firmware using only the
built-in UART greatly reduces parts of each controller.  For the physical layer, the RS-485 driver IC has
been chosen. The RS-485 standard is a differential voltage signal data-transmission scheme that offers
robust solutions for transmitting data over long distances and noisy environments.
    Secondly, cost of the network installation is important. As regard to network cabling, mandatory
conditions are low cost of generic cables and the maximum length of one kilometer without repeaters.
Since mechanical strength is required in rough areas, heavy duty polyvinyl chloride cables should be
used.  Moreover, the network impedance termination is neglected because of installation cost.
(2.2) UART-CSMA/CD method
     From the above-mentioned requirements, we have developed an extremely low-cost CSMA/CD
network, which grealty reduces  communication circuit parts.  By adopting the connection shown in Fig.
2, the ReceiveShiftRegister of the UART reads the bit string sent by its SendShiftRegister simultaneously.
Then, when it has received the whole one-byte data, the internal logic of the UART generates an
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interrupt signal.  If a collision has occurred during sending one-byte data, the original byte is destroyed
and consequently the received bit string becomes different from the original one.  At this point, our
CSMA/CD firmware uses two mechanisms for judging if the byte data has been destroyed.  One is using a
ParityErrorCheck mechanism built in the UART logic, and the other is ByteCheck with the original byte
kept in our CSMA/CD software.
    Some conventional methods judge a packet collision by impedance change of the line such as Ethernet
10BASE5.  In these methods, a sending controller is not required to read every bit of the self-sending
signal.  However, since our UART method judges a collision only by firmware, every bit of the sending
data must be read at the sending point as well as the receiving points.  Therefore, in our UART-CSMA/CD
method, the signal waveform of every bit of data is very important.
(2.3) Transmission line without terminators
    Since this network has to be installed in the most inexpensive way, any network wiring devices such as
line terminators are neglected.  It is well-known that impedance mismatching at the terminal points
adversely affects on the signal waveform in the case of a significantly long line.   As the length of a control
network for building facility is very long, influence of the signal reflection at the line terminal should be
investigated in order to make an engineering decision of omitting terminators and still maintaining
correct digital data transmission.
    Since input and output impedance of an RS-485 driver IC is typically about 12 kΩ and 20 Ω,
respectively.  As the characteristic impedance of a typical cable is about 100 Ω, impedance mismatch at
the load and source points is significantly large.  In other words, the reflection coefficients at the source
points are large as well as the load point.
     It is well-known that a "kink" shape is seen on the rising part of the signal pulse at the source point in
the case of severe impedance mismatching at the far end of the line.  This kink shape is made by the
leading edge of the returning wave reflected at the far end.  The width of the kink shape corresponds to
the round trip time.  We denote the width of this kink shape as "kink width" WK.   It is important to retain
this kink area out of the receive sampling point of the pulse.  Otherwise, the receiver might read the
signal level within the kink part of the pulse, and judges the bit as wrong digital level.

3. Signal Transmission Waveforms
(3.1) Analysis Model
     We have studied reflections of signal pulse waveforms by a simple transient analysis of a finite length
distributed constant circuit.   The fundamental equations of signal voltage v (x,  t) and current    i (x,  t) for a
distributed constant circuit are

(1)
  -        = L0       + R0 i (x, t)

  -        = C0       + G0 v (x, t)

∂v (x, t)
 ∂x

∂i(x, t)
 ∂t

∂i (x, t)
 ∂x

∂v (x, t)
 ∂t

Control Network
Line
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Air-Conditioners
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Fig.1　Air-conditioner control network
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Conductor

Fig. 3  Cross section of the cable

Table. 2　Cable parameters
Parameter Calculated Measured

C0 0.096 [μF/km] 0.12 [μF/km]
L0 0.46 [mH/km] 0.59[mH/km]

Z0  = (L0 /C0)1/2 69 [Ω] 70 [Ω]

where  L0, R0, C0, and G0, are first order circuit constants of the transmission line.  As our network cable is
very thick such as 2 mm2 wire,   the line is treated as lossless for simplicity.  Assuming R0 = G0 = 0, the
following wave equations are obtained;

(2)

Taking Laplace transformation of the voltage part of the wave equations, the following  is obtained.

(3)

A general solution of the Laplace transformed wave equation is as follows,

V(x, s) = A1(s) e-γx + A2(s) eγx (4)

whereγ = s (L0 C0)1/2  is a propagation constant.  We denote propagation velocity as w = (L0 C0)-1/2.  By giving
boundary conditions, initial conditions, and a source voltage function as a step function of constant
voltage  E (s) = (1/s)E1 , the Laplace transformed function is given by

V(x, s) = [E1 Z1 /(Z1 + Z0)]{(1/s)e-γx +Γ2 (1/s)e -γ(2l - x) + Γ1Γ2 (1/s)e-γ(2l + x)

    +Γ1Γ2
2(1/s)e-γ(4l - x) +Γ1

  2Γ2
2(1/s)e-γ(4l + x) + ･･･} (5)

By taking inverse Laplace transformation using a unit step function u[t], we get a solution of v (x, t) as

v(x, t) = [E 1 Z1 /(Z1 + Z0)]{u[t – x/w] +Γ2 u[t – (2TOW  – x/w)] +Γ1Γ2 u[t – (2 TOW  + x/w)]
+Γ1Γ2

2 u[t – (4 TOW  – x/w)] +Γ1
  2Γ2

2 u[t – (4 TOW  + x/w)] +･･･}  (6)

where  Z0  = (L0 /C0)1/2  is the characteristic impedance of the line,  Z1 is the source impedance,  Z2  is the load
impedance, l is the line length,  TOW  = l / w = l (L0 C0)1/2 is the one way trip time,  Γ1  = (Z1 – Z0) / (Z1 + Z0)  is
the source reflective coefficient, and Γ2  = (Z2 – Z0) / (Z2 + Z0)  is the load reflective coefficient.  Both Z1 and Z2
are assumed to be pure resistance.
(3.2) Numerical Calculations and Observations
     We have compared step response calculations by the above analysis and signal waveforms observed by
an oscilloscope.  The bit rate has been chosen, as a trial, RBIT  = 19.6 kbps (WBIT  = 52μs).   The line length
has been fixed as l = 1000 m.   The voltage source E1 = 3.0 V and the source impedance Z1 = 28 Ω were
deduced from the RS-485 driver IC data book.  The type of the cable was a polyvinyl chloride (PVC)
twisted cable with 2 mm2 (AWG14) wires.  The theoretical values of cable parameters have been
calculated by the following analytical expressions for a pair of two wires placed close together[3],

C0  = πε ／ ln [ dW + (dW
 2 – 4rW 2 )1/2 ] (7)

L0  = (μ／π ) ln [ dW + (dW
 2 – 4rW  2 )1/2 ] (8)

Z0  = 120 (μr  ／εr )1/2 ln [ dW + (dW
 2 – 4rW  2 )1/2 ] (9)

where dW  and rW  are cable dimensions shown in Fig. 3,  then,ε,εr, μ, andμr are dielectric constants and
permeabilities, respectively.  Using typical values ofεr = 4.0 and μr = 1.0 for PVC and dimensions shown
in Fig. 3, we have obtained the theoretical values of C0, L0, and Z0 as shown in Table 2.    The cable
parameters have been also measured as shown in Table 2.

           = L0 C0

           = L0 C0

∂2 v (x,t)
  ∂x2

∂2 i(x, t)
  ∂x2

∂2 v(x, t)
  ∂t 2

∂2 i(x, t)
  ∂t 2

           = γ2V(x,s)d 2V(x,s)
  d x2
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     Fig. 4 shows calculations and observations of the signal waveforms for the case without terminators.
We set conditions that only two controllers were connected directly by the above mentioned type of cable.
At the source point,  x = 0 m, a typical kink shape is seen on the rising part of every bit pulse.  We have
obtain the calculated kink width WKC  = 13μs at the source point as seen in Fig. 4(a).  The kink width WKC
corresponds to the round trip time of the signal propagation, i.e.,  WKC  = 2TOW  = 2 l / w = 2 l (L0 C0)1/2 .
    Severe affection of reflections are predicted at the half-way point of x = 500 m and the load point of x =
1000 m in the Fig 4(a).  The kink width at the source point, i.e. at a sending controller, is the largest as
compared with other points.   In the case of actual waveform observation, the kink width at the source
point was observed as WKO = 13μs, which is the same result of the above mentioned calculation.  The
percentage width of the kinkξ  = WKC  / WBIT = WKO  / WBIT = 13μs/ 52μs = 25 %.   The reflected signal level
ratio LR = V1 /V2 at the source point was 1.7 by the calculation, and 2.0 by the observation in the case
without terminator as shown in Fig. 4.
     Fig. 5 is for the case with terminators.   The impedance of the load point terminator Z2 was chosen to be
pure resistance of 120Ω.  This terminator impedance is the manufacturer's recommendation value.  In
this case, the distortions of waveform have been greatly reduced at all of  the source, midway, and load
points.  The kink width is not changed because the propagation velocity w = (L0  C0)-1/2  is not affected by
the terminator impedance.  The signal waveforms by the calculations are similar to those observed in the
actual transmission line.  We have confirmed our simple calculation of waveform is useful to predict the
kink width.
     

x = 0 m x = 500 m x = 1000 m

20μs 2V

1 bit1 bit

Fig.5  Transmission waveforms : 120 Ω terminator
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(a) Calculation

WKO
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1 bit

Fig.4  Transmission waveforms : without terminator
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V1
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V1
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4. Transmission Characteristics
    In cases without terminators, both the calculated and measured percentage width of the kink wasξ  =
25 % at 19.2 kbps.  Branches, stubs, or loop connections of the line may widen the percentage in practical
use.  Therefore, from an engineering judgement, we have chosen the next lower available bit rate RBIT =
9.6 Kbps.  In this case, the expected percentage kink width becomesξ = WKC  /WBIT  = 13μs / 104μs = 13 %,
which supposed to have a enough margin.
    Since the bit rate has been set as a slow speed of 9.6 kbps from the investigation in the above sections,
evaluation of communication performance has become necessary in order to confirm our UART-CSMA/CD
system has enough performance.  The number of controllers and the packet length have been chosen to be
M = 48, Tp =16 bytes (that is 0.0183 s at 9.6 kbps), respectively.
    Communication performance has been evaluated by computer simulations and experiments in terms of
throughput Sn and average delay Dn.  Here, Sn means the expected number of successful transmissions per
the packet length time, and Dn means the expected delay relative to the packet length time.  We assumed
offered communication load is aggregation of packets generated from all controllers as Poisson process[4].
    The maximum throughput was Sn = 0.6, when the offered load is Gn = 0.75 (i.e. the sum of the offered
packets occupies 75% of the time axis) as shown in Fig. 6.  The actual number of successful packets per
second is 33 packets/s at 9.6 kbps and 16 byte-packet.  The average delay was Dn = 8.5 at the load point of
Gn = 0.75 as shown in Fig. 7.   At this load point, the actual average transmission delay is 0.15 s.   This
means our design allows 33 controllers to send a packet  with the average delay of 0.15 s during every
second.   This sending rate is enough for building facility controls, and relative utilization of 60 % (i.e. Sn =
0.6) of transmission line is quite satisfactory as a random access protocol firmware.

5. Conclusion
     In this paper, we have shown our simple calculation of signal waveform is effective to predict
distortions due to reflections in the case of impedance mismatching at the line end.   By deciding the bite
rate under the condition of omitting line terminators, communication performance of our proposed UART-
CSMA/CD firmware was evaluated, and confirmed to be satisfactory for control networks for building
facilities.
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Code Recognition Chracteristics in Optical Label Matching with
Integrated-Optic Collinear Acoustooptic Devices

Nobuo Goto1, Yasumitsu Miyazaki2
1 Toyohashi University of Technology, 2 Aichi University of Technology

Abstract Optical processing with efficient coding is expected in photonic label routing network. We
consider optical codes encoded in the time and spectral domains. In this study, collinear acoustooptic
(AO) switches are investigated as a constituent elements of a wavelength selective correlator for optical
BPSK codes. Crosstalk in code recognition is discussed with numerical analysis considering AO filtering
characteristics for optical processing with collinear AO devices.

1 Introduction

Optical label switching technology has been considered to be a potential candidate for near-future net-
works. [1, 2] The label can be represented as optical signals in various formats such as in a pulse train
in the time domain, in a single pulse with multiple wavelengths, or in combined signals in the time and
spectral domains. To interpret the codes representing the label information, various optical methods with
passive devices have been investigated, where correlation is performed between the incident optical codes
and codes stored in the optical system. [2, 3]

The authors have studied recognition of optical codes encoded in the time and spectral domains with
acoustooptic (AO) processors. [3, 4] We have proved that the orthogonal Hadamard codes in binary phase
shift keying (BPSK) or on-off keying (OOK) formats can be recognized by using code matching between
the optical incident code and stored reference codes represented by surface acoustic waves (SAWs). For
optical codes encoded in the time domain at a single wavelength, a combination of optical delay lines
and parallel AO switches can be used for code matching. [4] To increase the number of distinguishable
codes, effective use of optical interference is indispensable. Therefore, optical codes in BPSK format are
considered in this report. The code matching characteristics are theoretically discussed.

2 Code Matching with Parallel Collinear AO Switches

A proposed code matchng system consisits of collinear AO switcheds and electric gates. As for collinear
AO switches, two kinds of mode conversion have been employed, that is, mode conversion between
different order modes in the same polarization or between different polarizations. The authors have
investigated the former type of devices. [5, 6] The device consists of an asymmetric directional coupler.
Mode coupling between the fundamental two modes is induced by collinear AO interaction.

A proposed device structure for code matching is illustrated in Fig. 1(a). The device consists of
Nt parallel AO switches, delay lines, dividers and combiners. Optical switching through collinear AO
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Figure 1: Proposed device structure for code matching in the time domain. (a)A schematic structure of
the whole device and (b) double-stage switch for suppressing optical frequency shift.
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Figure 2: Nt-bit BPSK pulse train as a coded label.

interaction is accompanied by frequency shift of an amount equal to the surface acoustic wave (SAW)
frequency. The frequency shift is not desirable for optical processing using interference in this device.
Therefore, we consider a double-stage switching as shown in Fig. 1(b). The frequency shift is compensated
since the frequency shift through the second switching has the opposite sign with the same amount as
the first switching. In the AO switching, the SAW which satisfies a switching condition can switch an
optical signal from one output port to the other. The SAWs in the parallel AO switches can represent a
code c̃k = (c̃k1 , c̃

k
2 , ..., c̃

k
Nt

), where c̃ki = 0 or 1 corresponding to ”0” or ”1”, respectively.
We consider a SAW strain at the two l′-th AO switches as given by

Sk
l′,1(t, x, y, z) = Sk

l′,2(t, x, y, z) = c̃kl′s0(x, y) cos(Ω0t−K0z) (1)

where s0(x, y) is the amplitude distribution of the strain related to complete switching, K0 is the propa-
gation constant of the SAW at anglar frequency Ω0. The origin of z is assumed to be at the entrance of
the interaction region of each AO switches. We consider optical codes cm = (cm1 , c

m
2 , ..., c

m
Nt

) consisting
of a Nt-bit BPSK pulse train as shown in Fig. 2. The incident electric field of the encoded optical pulse
train in the input waveguide of the device shown in Fig. 1(a) is written as

Em(t, x, y, z) = E0(x, y)
Nt∑
l=1

cml gin,0(t− (l − 1)Δtp) exp{−jβz + jω0[t− (l − 1)Δtp]} (2)

where gin,0(t) is the envelope of each pulse, Δtp is the pulse period, ω0 is the optical angular frequency,
β is the propagation constant of the fundamental mode in the input waveguide. Since we consider BPSK
codes, each bit of the codes is cmi = ej0(= 1) or ejπ(= −1). We denote elements of these codes as ”1” or
”0” corresponding to ej0 or ejπ, respectively. In the following description, we omit the spatial distribution
of optical signals for convenience. The switched output due to the first AO interaction is given by

Em,k
out1,l′(t) =

E0

Nt

Nt∑
l=1

c̃kl′ c̃
m
l gout,0(t− (l − l′)Δtp − t1 − lSW /v)

× exp{j{(ω0 − Ω0)[t− (l − l′)Δtp − t1 − lSW /v] − (β −K0)(lSW − (Nt − l′)Δtpv}}
(3)

where t1 = (Nt −1)Δtp, gout,0(t) is the envelope of the switched pulse, lSW is AO interaction length, and
v is the velocity of optical wave in the waveguides. The output from the unswitched port is written as

Em,k
out1r,l′(t) =

E0

Nt

Nt∑
l=1

[˜̄ckl′ c̃
m
l gin,0(t− (l − l′)Δtp − t1 − lSW /v)

+c̃kl′c
m
l g

res
out,0(t− (l − l′)Δtp − t1 − lSW /v)]

× exp{j{ω0[t− (l − l′)Δtp − t1 − lSW /v] − β(lSW − (Nt − l′)Δtpv)}}

(4)

where the envelopes of the switched and unswitched output pulses, gout,0(t) and gres
out,0(t), respectively,

are defined by
ĝout,0(ω) = ĝin,0(ω)f̂AO1(ω), ĝres

out,0(ω) = ĝin,0(ω)f̂res
AO1(ω) (5)

where ĝin,0(ω), ĝout,0(ω) and ĝres
out,0(ω) mean the Fourier transform of gin,0(t), gout,0(t) and gres

out,0(t),
respectively; f̂AO1(ω) and f̂res

AO1(ω) are AO switching characteristics for switched and unswitched output
port, respectively.
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The switched output Em,k
out1,l′(t) is switched again with the second AO switch, resulting in the switched

output Em,k
out2,l′(t) as given by

Em,k
out2,l′(t) =

E0

Nt

Nt∑
l=1

c̃kl′ c̃
m
l gout2,0(t− (l − l′)Δtp − t2)

× exp{j{ω0[t− (l − l′)Δtp − t2] − β(2lSW − (Nt − l′)Δtpv)}}
(6)

where t2 = t1 + 2lSW /v, and Fourier transform of gout2,0(t) is defined as

ĝout2,0(ω) = ĝout,0(ω)f̂AO2(ω) (7)

where f̂AO2(ω) is the AO switching characteristics of the second AO switch, where the mode conversion is
reversed compared to the first AO switching. The unswitched output from the first AO switch propagates
along the waveguide of the length lSW , and the output is written as

Em,k
out1r′,l′(t) =

E0

Nt

Nt∑
l=1

[˜̄ckl′ c̃
m
l gin,0(t− (l − l′)Δtp − t2) + c̃kl′c

m
l g

res
out,0(t− (l − l′)Δtp − t2)]

× exp{j{ω0[t− (l − l′)Δtp − t2] − β(2lSW − (Nt − l′)Δtpv)}}
(8)

The switched and unswitched outputs are added with optical combiners separately as

Em,k
out2,total(t) =

Nt∑
l′=1

Em,k
out2,l′(t), Em,k

out1r′,total(t) =
Nt∑

l′=1

Em,k
out1r′,l′(t) (9)

We assume that the pulse period Δtp is chosen so that the following conditions are satisfied,

ω0(l − l′)Δtp = 2nπ, β(Nt − l′)Δtpv = 2n′π (n, n′ : integer) (10)

We also assume the AO switching to have ideal switching characteristics, that is

gout2,0(t) = −gin,0(t), gres
out,0(t) = 0 (11)

These two outputs are optically added with the combiner and the output is given by

Em,k
add (t) = Em,k

out2,total(t) + Em,k
out1r′,total(t)

= −E0

Nt

Nt∑
l′=1

Nt∑
l=1

(c̃kl′c
m
l − ˜̄ckl′c

m
l )gin,0(t− (l − l′)Δtp − t2) exp{j[ω0(t− t2) − 2βlSW } (12)

This optical output is converted to electric signal with a photodiode (PD), resulting in the current

Im,k(t) = I0

∣∣∣Em,k
add (t)

∣∣∣2 =
I0

N2
t

∣∣∣∣∣
Nt∑

l′=1

Nt∑
l=1

(c̃kl′c
m
l − ˜̄ckl′c

m
l )gin,0(t− (l − l′)Δtp − t2)

∣∣∣∣∣
2

(13)

The correlation signal appears at the time t = t2. Therefore, the current of eq. (13) is processed with a
gate to select the pulse at t = t2. The gated output current is written as

Im,k
gated(t) =

I0

N2
t

∣∣∣∣∣
Nt∑

l′=1

Nt∑
l=1

(c̃kl′c
m
l − ˜̄ckl′c

m
l )

∣∣∣∣∣
2

g2
in,0(t) (14)

In the case of Nt = 4, the largest value equal to 16 appears at t = t2 for the input c1 and c16. These
two codes cannot be distinguished. It is found that a half of the binary codes can be distinguished. In
general, the number of the codes that can be distinguished with Nt parallel AO switches is Ncode = 2Nt−1.
The output power Pm,k

gated for the Nt-bit codes is given by

Pm,k
gated =

{
N2

t (m = k)
(Nt − 2)2 (Maximum for m �= k) (15)

The output intensity is plotted in Fig. 3.

3
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Figure 3: Output intensities and the crosstalk of the unmatched output.

3 Evaluation of Code Matching Considering AO Switching Char-
acteristics

In the previous section, ideal switching characteristics were assumed in the AO switches. When we con-
sider high-bit-rate pulses, the wavelength dependence of the AO switches cannot be ignored. Therefore,
we evaluate code matching characteristics by taking the frequency-dependence into consideration.

We consider a bandwidth-limited optical pulse train. The envelope of normalized encoded pulses is

gm
in,c(t) =

Nt∑
l=1

cml gin,0(t− (l − 1)Δtp), (16)

where the single pulse shape gin,0(t) is generated from a rectangular pulse with a pulse width τ by limiting
the bandwidth B. Here, we assume Δtp =11.7 ps, τ = Δtp/2 and B=160 GHz.

Next, we consider the filtering characteristics in the AO switching. The half-width of the main lobe
in the filtering characteristics is given by ΔKlSW =

√
3π [5, 6], where ΔK is a shift of the propagation

constant from the phase matching condition given by K0 = Ω0/v = ω0ΔN/c, where c is the optical
velocity in free space, ΔN is the difference of the effective indices of the optical two modes concerned in
the AO mode conversion. As a numerical example, we assume ΔN = 0.08, which corresponds to SAW
of frequency Ω0/(2π)=200 MHz, velocity va = 3770 m/s and optical wavelength λ = 1.5 μm. The half
bandwidth of the main lobe BAO is found to be BAO =

√
3c/2ΔNlSW . When the AO interaction length

lSW is 5 mm, BAO is found to be 650 GHz.
The outputs from a single-stage AO switch for the pulse train are given by

gm
out1,c(t) = F−1[ĝm

out1,c(ω)] = F−1[ĝm
in,c(ω)f̂AO1(ω)] (17)

gres m
out1,c(t) = F−1[ĝres m

out1,c(ω)] = F−1[ĝm
in,c(ω)f̂res

AO1(ω)] (18)

When the output gm
out1,c(t) from the first AO switch is switched with the second AO switch, the switched

output gm
out2,c(t) is written as

gm
out2,c(t) = F−1[ĝm

out1,c(ω)f̂AO2(ω)] and gres m
out2,c(t) = F−1[ĝm

out1,c(ω)f̂res
AO2(ω)] (19)

Next, we calculate the optical additon of the parallel AO switches. An optical code cm=1 = ”0000”
is assumed for the incident pulse train. Since the double-stage switched intensity is reduced by about
5 %, the unswitched output gres m

out1,c(t) is reduced by multiplying a coefficient 0.95. Some examples of the
output intensity corresponding to |Em,k

add (t)|2 are shown in Fig. 4, where the codes represented by SAW
are ck=1 = ”0000”, ck=2 = ”0001” and ck=4 = ”0011” are considered. The gated output power, that
is, the optical signal enclosed with the dashed rectangle in Fig. 4, are summarized in Fig. 5, where the
power is normalized so that the power for ck=1 = ”0000” is 16.

4
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4 Conclusion

We investigated code matching with collinear AO switching elements. The number of Nt-bit BPSK codes
distinguishable with parallel AO elements is found to be 2Nt−1. A maximum crosstalk for unmatched
code is 20 log(1 − 2/Nt). The code matching is numerically analyzed by considering the AO switching
characteristics. The system can be developed to code matching for codes encoded in the spectral and
time domains. When the number of codes in the time domain is reduced to 2Nt−1 − 1, WDM code can
be processed with parallel Nλ processors and electrical post-processing. We will further investigate the
system architecture of the router with control protocol for routing.
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Abstract－The propagation characteristic of the medium wave band from transmitting station on the top 
of mountain has been analyzed by the two methods. Furutsu's method as an analytical solution and the 
beam propagation method as a convenient numerical method are applied to the problem. The results 
obtained by the methods predict that, if the medium waves are transmitted from the top of the mountain, 
the receiving field strength on the plain are not so small rather large compared with those from the 
transmitter in the plain. 
 

1. Introduction 
The transmitting station of the medium wave band is usually set up in the plains where the electric 

conductivity is essentially high and a very large site to lay a radial ground is easily available. As the area 
around the transmitting station becomes a residential area, compatibility of high power transmitter with 
living environment has become difficult. When we update an antenna with deterioration of facilities, this 
causes it difficult to update an antenna in the same sites or to secure a new site on plains area. 

Another reason to set the transmitting station on the mountain areas comes from Japanese 
geographical features, which have complex terrains including many mountain areas. However, the 
researches on transmitting radio waves from the top of mountain are very few as far as the authors know, 
because the conductivity of mountain area is considered to be too low for efficient emission of radio wave.   

Furutsu's method and the Beam Propagation method (BPM) are applied to the problem. The results 
obtained by the methods predict that, if the medium waves are transmitted from the top of the mountain, 
the receiving field strength on the plain are not so small rather large compared with those from the 
transmitter in the plain. 
 

2. Propagation analysis by Furutsu's method 
Furutsu had presented the theory that deal with the propagation properties of radio waves along 

irregular terrains which have different electric constants, dielectric constants and conductivities [1],[2]. 
He gave the analytical solutions. To simplify the analysis, we apply the analytical solution to the model of 
mountains shown in the figure 1, which has the antenna on the plateau with arbitrary height.  

In this model, we set the transmitting antenna on the plateau, and the receiving antenna on the plain. 
The dielectric constants and conductivities of plateau are 5 and 0.001, which assume constants of the dry 
earth. The constants for plains are taken from the normal earth, and are 10 and 0.001. In the figure 1, k is 
the wavenumber and is defined by equation (1). Applying the Furutsu’s method to the model in the figure 
1, attenuation function A at the receiver is expressed by the following equation. 
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Figure 1:  A transmitting station on the mountain modeled as the plateau with height Hm.
T and R denote the transmitting and receiving antenna, respectively. 
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The figure 2 shows the field strength at receiver as a function of distance from antenna set at the edge 
of plateau. We assume that the transmitted power is 1 kW, the frequency is 1 MHz and the antenna 
efficiency is 100 %. Numerical results thus obtained by our model verify that the field strengths at the 
propagation distance are nearly the same or even higher than those from transmitters setting up in the 
plains.

The field strength far from the edge is not so smaller than the case of transmitting from the edge. 
However, the field strength near the edge, which is the shadow region, decrease drastically and gradually 
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recover its strength of unshaded region as we expect from wave optics. The results illustrated in the 
figures 2 and 3 imply that radio wave transmission from the top of mountain is not disadvantageous than 
that from the plain. 

The results also imply that radio wave transmission from the top of mountain is not disadvantageous 
than that from the plain as far as wave propagation is concerned. 
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Figure 2:   Field strength at the receiver in which the mountain height Hm normalized 

by the wavelength are 5.0, 1.0 and 0.1. 
 

Figure 3:    Field strength at the receiver. Solid and dot lines show the field strength  
when the antennas on the plateau are set 10km from the edge and at the edge,  
respectively. 
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3. Propagation analysis by Beam propagation method 
Furutsu's method is desirable, since it gives analytical expression for receiving field strength. However, 

it is difficult to apply to the staircase terrain model that can approximate the gentle sidehill of real 
mountains. Moreover, it cannot estimate the diffraction occurred at the edge of the plateau. We employ the 
beam propagation method to deal with the diffraction effect on receiving field strength numerically [3]. 
Transmitted wave from antenna is assumed to be two-dimensional Gaussian beam with its spot size 80m 
and emitted parallel to the ground. Antennas are set at the edge of the plateau. The center of Gaussian 
beam is 300 m high from the ground level. 

The figure 4 illustrates the field strength contours obtained by BPM. Antennas are set (a) on the edge 
of plateau and (b) on the top of mountain with gentle hillside. The figure 5 illustrates the transmission 
loss as a function of the distance from the antennas. 

The waves reflected from earth interfere with the direct waves from antenna, when the waves are 
emitted at the edge of plateau. This interference causes stripe patterns in the figure 4(a) and the 
undulation in the figure 5.  On the other hand, when the waves emitted from the top of mountain with 
gentle hillside, number of stripe arisen from interference is few and propagation loss is almost the same as 
the emission from the edge, i.e., emission from the top of mountain without gentle hillside. 

 

(a)Antenna on the edge of plateau (BPM①)

(b)Antenna on the top of mountain with        .     Figure5:  Propagation loss as in the figure 4. 
gentle hillside (BPM②)

Figure 4:  Field strength contours obtained by BPM.  
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4. Conclusion 
The propagation of radiowave transmitted from the top of mountain is analyzed by means of two 

methods, Furutsu's method and BPM. The numerical results obtained by the methods predict that, if the 
medium waves are transmitted from the top of the mountain, the receiving field strength on the plain are 
not so small rather large compared with those from the transmitter in the plain. 

Since the mountain areas have lower conductivity and dielectric constant than plains have, they are 
considered to have poor transmission efficiency and are not suited for transmitting station. It is necessary 
to verify the radiation efficiency of transmitter set on the top of mountain and the propagation 
characteristic in medium waves transmission from the top of mountain.  

An experimental verification is now being planned as a practical matter. 
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Abstract 
Extremely high radio frequency technology of Tera Hertz frequency band is rapidly developed 

recently, particularly for electromagnetic wave generation of Tera Hertz frequency band. These 
frequency bands are between Giga Hertz frequency band of millimeter waves and optical band of far 
infrared waves. However, transmission waveguides for Tera Hertz frequency bands have not been 
studied. The TE01 mode of circular waveguide has been enough investigated for low loss transmission 
of 50GHz millimeter waves. In this paper, the TE01 modes in circular waveguides of over sizes are 
discussed for Tera Hertz electromagnetic waves by mixed method of conformal mapping and integral 
equation with Green’s dyadics. 

 
Introduction 

Extremely high radio frequency technology of Tera Hertz frequency band is rapidly developed 
recently1,2), particularly for electromagnetic wave generation of Tera Hertz frequency band. However, 
transmission waveguides for Tera Hertz frequency bands have not been studied. The TE01 mode of over-
size circular waveguide has been enough investigated for low loss transmission of 50GHz millimeter 
waves3,4). In this paper, the TE01 modes in circular waveguides with a few mm radius of over sizes 
compared with wavelengths are discussed for Tera Hertz electromagnetic waves of less than 300 μ m 
wavelength5-8). 

The TE01 modes have low loss characteristics for large radiuses of circular waveguides compared with 
wavelengths of Tera Hertz electromagnetic waves and are proportional to inverses of three powers of 
radiuses and roots of frequencies, when conductors of waveguide have non-dispersive conductivities. If 
conductivities of waveguide wall metals have dispersive characteristics in the Tera Hertz frequency bands 
and complex dielectric constants, attenuation characteristics are very different from those of millimeter 
wave cases. Particularly, in this paper, mode conversions and reflections of the TE01 mode of Tera Hertz 
frequency band in curved circular waveguides are studied by mixed method of conformal mapping and 
integral equation with Green’s dyadics8). 
 

Dispersion characteristics of conductors at Tera Hertz frequency band 
Electromagnetic wave characteristics of a conductor at Tera Hertz frequency band are given by the 

conductivity and the dielectric constant. The electric displacement vector D  has the following relation to 
the electric field vector E  and the polarization vector P  

PEED +== 0εε                                                                (1) 
where ε   is the dielectric constant of the medium. For the mass m  of an electron in the conductor and its 
position vector r , we have, using motion parameters,  

rp e−= ,              Errr ec
dt
d

dt
dm −=++ γ2

2
                                       (2) 

Assuming the time factor as tje ω  and the density of the electron as N, the total polarization vector P and 
the dielectric constant ε  are given by 

EP
cjm

Ne
+−

=
ωω 2

2
                     (3)                     

cjm
Ne

+−
−=

ωω
εε 2

2

0
                     (4) 

Also, using transport parameters τ  and μ , the conductivity is given by  

q
dt
dN rEJ == σ                               (5)                     Err μτ =+

dt
d                                            (6)                                  
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Although the dielectric constant ε  and the 
conductivity σ  of the conductor are given by 
eq.(4)-(6), the experimental data for ε  and σ  at 
Tera Hertz frequency band have not been shown 
sufficiently. However, in future, the experimental 
data would be found precisely. In a copper case, the 
conductivity σ  is shown as 5,800×107 S/m at the 
frequency lower than millimeter wave frequency 
band. If we take the complex dielectric constant of 
the conductor as ε ,  ε  is given by 

 εεωσεε ′′−′=−= jjr /                  (7) 
 

Eigen electromagnetic fields in circular waveguides 
When the waveguide walls of the circular waveguide with radius a  is not perfect electric conductor 

and has finite conductivity, electromagnetic fields on the walls satisfy the impedance boundary condition 

( ) ,2,1
2
1

ωμσ
δδμω =+=× HEn j        

σ
ωμ
2

=sR                                               (8)  

In case of circular waveguide, the transverse components of the eigen fields for TMmn and TEmn modes are  
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where εμωβ = , εμς /= .  
Here, we consider the dyadic Green’s function 
( )rrΓ ′,  satisfying the following equations 

( )'2 rrIΓΓΓ −==−×∇×∇ δβ                  (12) 
[ ] 0=× =arΓn  

where I  is the unit dyad. ( )rrΓ ′,  in eq. (12) is 
expressed concretely, using eigen functions for the 
transverse cross section,  { }mnψ  and { }mnϕ  
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][mnψ  and ][mnϕ  are the eigen functions satisfying the Neumann and Dirichlet boundary condition on 
the boundary of transverse cross sections and orthogonal conditions 
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In case of the open type waveguide for the continuous spectral transmission,  
∑

nm,

may be replaced to 

∫ ∫ dmdn . 
Electromagnetic fields in curved circular waveguide 

    We consider the electromagnetic fields in the curved circular waveguide shown in Fig. 4. The circular 
waveguide with the radius of curvature R, placed in the space of rectangular coordinate (X,Y,Z) is 
considered. The medium in the waveguide is isotropic 
and homogeneous. Let the dielectric constant of the 
medium be ε , the permeability of the medium be μ , 
the propagation constant be εμωβ 2=  and the time 
factor be tje ω , the equation for the electric field is 
derived from Maxwell’s equations,  

,02
,,,, =−×∇×∇ EE βZYXZYX   0,, =⋅∇ EZYX

       (17)            
As for the boundary conditions, electromagnetic fields 
on the wall of the waveguide satisfy 0=×nE , 

0=⋅nH   where n  is the unit vector normal to the 
boundary. The effects from the waveguide walls are 
given to the perturbed propagation constants. 
 

Representation of the electromagnetic fields in the new coordinate system (x,y,z) 
    We consider the plane where Y is constant in the rectangular coordinate shown in Fig. 4. In the plane, we 
define complex planes jZXZ +=&  and jzxz +=& . Using the mapping function jZX + = ( ) R

z
j

eRxR /1+  
and Y=y, the curved waveguide with radius a in Fig. 4 is transformed to the straight waveguide with radius 
a in the new space of rectangular coordinate (x,y,z). Here, the line element 2ds  is given by  =2ds   

2222222 dzhdydxdZdYdX ++=++ , where h is the metric coefficient and ( )22 /1 Rxh += .  
Also, the eq. (17) for the electric field is transformed to the following equation in the new coordinate 
(x,y,z), 
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( )EF=                                                                         (18) 
where xi , yi , zi  are the unit vectors in the rectangular direction x, y, z and 

yyxxt EE iiE +=  is the 
transverse component of the electric field. The right hand side of eq. (18), defined by ( )EF  is the 
inhomogeneous term due to the bends of the waveguide. We can assume that a medium in the straight 
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circular waveguide in mapped new space (x,y,z) is homogeneous or there are equivalent sources in the 
waveguide, since the differential equation (18) is inhomogeneous. Also, if we use the cylindrical coordinate 
(r,θ ,z) instead of the rectangular coordinate (x,y,z) in the mapped new space, the boundary condition of 
the electric field on the wall of the waveguide nE× =0 is expressed by [ ] [ ] 0== == arzar EEθ

, where a  is the 
radius of the circular waveguide. 
  

Formulation of the integral equations 
    Noting the presence of an inhomogeneous term in the wave equation (18), we apply Green’s theorem to 
the inside of the waveguide with radius a  in the new space (x,y,z). Using the fundamental dyadic Green’s 
function ( )rrΓ ′,  given by eq. (12), the scattered electric field inctotlscatt EEE −=  satisfies 

[ ]dv
V scattscatt∫ ×∇×∇⋅−×∇×∇⋅ EΓΓE [ ]dS

SSS scattscatt∫ ×∇×−×⋅=
321 ,,

)()( ΓEEΓn             (19) 

where totlE  and incE  are the total and the incident electric field, n  is the unit vector normal to the surfaces 
of the waveguide. 3S  is the surface of the waveguide wall, 1S  and 2S  are the surfaces of the left and right 
side of the waveguide. In eq. (19), the operator zyx ,,∇  is denoted simply as ∇ . Hence, from equations (13)-
(19) the total electric field vector 

totlE  is  
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where ( )totlF E  is given by eq. (18). Particularly, when the incident wave incE  satisfies 

02 =−×∇×∇ incinc EE β  and is the positive traveling wave incident at the surface S1,  
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where the electric field of the second term is yyxxt EE iiE += , xE  and yE  is the component of totlE . If 
we postulate the matching of the electric field on surfaces S1 and S2, the third term of (21) can be omitted.  
    We change the eq. (19) to the appropriate form to obtain the TE and TM wave representation for the 
waveguide. Generally, using an arbitrary vector U , 
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where the upper and the lower superscripts are related to the traveling waves and the reflected waves, 

respectively.  Here, ⎟⎟
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 are the amplitudes of TEmn and TMmn waves, respectively. Let zU  

denotes the component of U  along the waveguide axis and tU  is its transverse component, we have 
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From the above discussion, the electromagnetic fields in curved waveguide are obtained by solving the 
vector integral equation (21). Using the Born approximation, approximate solutions of (21) are obtained as 
iteration solutions.  
    For instance, we consider TE01 wave incident on the circular waveguide with the radius a . If the incident 
wave is the TE01 wave incident from the surface S1, we have 

( ) ,'' '
01001

2
01

01 zj
z erJBH βχχ −=         ( ) zjerJBjE '

0100101
01''' β

θ χωμχ −=                 (25) 
From (23) and (24), the reflection and the mode conversions are obtained. Noting the order of 1/R, it is 
known that the reflection TE1n, TM11 waves and the transmission TE1n, TM11  waves  are  generated  on  the  
first order of the bends. Also, the reflection and transmission TE0n, TE2n, TM0n and TM2n waves  are  gener- 
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ated on the second order of the bends. The other modes are generated on the higher order more than the 
third order. From the above discussion, it is found that these results give good accuracy when the product 
of phase constant )('

mnβ  and the radius a  of the waveguide becomes sufficiently larger than 1, particularly 
as for the reflection waves.   
    Next, we show the magnitudes of reflection and transmission TE and TM waves by conversion 
coefficient S  whose dimension is the root of the power, when the incident wave is TE01 wave with unit 

power. Using ⎟⎟
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 of (23) and (24), the converted powers for TEmn and TMmn waves are given by  
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The transmission and the reflection coefficients ]01[
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 of TE1n and TM11 waves, when the TE01 
wave is incident to the waveguide with slow bends, are given concretely by the above equations, 

( )
( )

( )

( ) R
ae

xxx

xxS
n

ljj

n

n

nn

n
n

R
T n

101
22

01
2

1

2
01

2
1

2
1101

2
101]01[

]1[
13

12

101

ββ
ββ

ββ

ββ

′′
−

′−

′+′

−′′′

′
=

′±′−
⎟
⎠
⎞⎜

⎝
⎛

m
                           (27) 

R
jj

e
l

x
ajS ljljR

T 1
1

1

2
1101

2

2
11

11

]01[
)11(

1101

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧

−′−
−

⎪
⎭

⎪
⎬

⎫

⎪
⎩

⎪
⎨

⎧
= −′−

⎟
⎠
⎞⎜

⎝
⎛

βββ
β

β ββ                                                  (28) 

Fig. 6 and 7 show the results calculated using the following parameters: the diameter of waveguide 
2 a =5mm, frequency 5THz and the radius of the curvature R =10m. As shown in Fig. 6 and 7, the 
reflection and the mode conversion with regard to TM11, TE11 and TE12 waves become strong and as the 
frequency increases, the strong mode conversion is observed. Also the reflection waves are very weak on 
the order of 10-3 compared to the higher order mode conversion of transmitted waves at 5THz. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Mode conversion coefficients of TE1n mode and       Fig. 7: Reflection coefficients of TE1n mode and 
           TM11 mode with f=5THz, 2a=5mm, R=10m.                   TM11 mode with f=5THz, 2a=5mm, R=10m.          
 

Conclusion 
    We proposed the circular waveguide of over sizes as the transmission waveguide for Tera Hertz 
frequency band and showed the fundamental transmission characteristics for TE01 mode. The transmission 
and reflection characteristics in the circular waveguide with homogeneous bends were studied precisely.   
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