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Abstract— A single channel 2 GSps, 8bit folding and interpolation (F&I) analog-to-digital
converter (ADC) designed in TSMC 90nm CMOS technology was presented in this paper. The
ADC utilized cascaded folding architecture, which incorporated an additional inter-stage sample-
and-hold amplifier between the two stages of folding circuits to enhance the quantization time. A
pipelined track-and-hold amplifier (THA) with bootstrapped switch was taken as the front-end
THA to improve its performance. The foreground digital assisted calibration was also employed in
this design to correct the error of zero-crossing point caused by the circuit offset, thus to improve
the linearity of the ADC. Chip area of the whole ADC including pads is 930 um x 930 pm.
Post simulation results demonstrate that under a single supply of 1.2 Volts, the ADC consumes
210mW. For the clock of 2 GHz, the signal to noise and distortion ratio (SNDR) is 45.93 dB for
Nyquist input signal frequency.

1. INTRODUCTION

Ultra-high-speed (GSps), medium resolution Analog-to-digital converters (ADCs) are the key ele-
ment in many electronic systems, such as communication system, test equipmentradar and radio
astronomy system. With the development of technology, in many of these systems, signal has a
bandwidth of over 1 GHz, such as the ultra-wide-band (UWB) technology. So, research of ADCs
which has a sampling rate over 2 GSps is of great significance. Flash and Folding ADC are the
primary candidates for GSps applications due to their high conversion speed and low latency.
Although the flash architecture has been used in the highest speed ADCs, it has the severe dis-
advantage that it requires 2% comparators for N bits of resolution, which results in a substantial
area and power penalty starting at the 8 bit level. As a result, pipelined Folding and Interpolation
(F&I) was adopted in this design of 2 GSps, 8 bit ADC.

In this design, cascaded folding architecture was taken to enhance the quantization time. Folding
and interpolation factors were selected to be 3 x 3 and 2 x 8 to balance system area and performance.
Foreground digital assisted calibration was adopted to eliminate device mismatch, the impact of
gain error and the mismatch error of the channel.

In Part 2, key circuits and digital calibration will be presented. Part 3 gives layout and system
simulation results. Part 4 is the conclusion and Part 5 is the acknowledgement.

2. CIRCUIT OF THE PROPOSED ADC

From Fig. 1 it can be seen that the proposed ADC is a single channel circuit. The upper part is
the main circuit and the under part is the calibration circuit. For the main circuit, the coarse and
the fine channel quantify the signal from the front-end track-and-hold amplifier (THA) respectively
and deliver the quantization signal to the 8 D Flip-Flop (DFFs) to get the final results. The Fine
channel is much more complicated than the coarse channel. It is composed of 19 preamps (1 for
redundancy), two F&I stages (6 for the first stage with folding factor = 3 and interpolation factor
= 2; 4 for the second stage with folding factor = 3 and interpolation factor = 8) and 12 inter-
stage sample and hold amplifier (SHA) to enhance the quantization time, 32 comparators, 32 spark
code elimination circuit and fine coding circuit. The coarse channel is composed of 6 preamps, 6
comparators, 1 synchronization circuit to make sure the result is right and coarse coding circuit.

The under part is the calibration circuit and it includes logic control, counter, DFF array and
digital-to-analog converter (DACs). It will be explained more in Chapter 2.3.

2.1. The Front-end THA

For gigahertz sampling rate operation, it is far better to have a front-end THA as it can improve
the dynamic performance of an ADC [1]. By holding the analog sample static during digitization,
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Figure 1: Diagram of the proposed ADC.

the THA largely removes errors due to skews in clock delivery to a large number of comparators,
signal-dependent nonlinearity, and aperture jitter.

The THA designed takes the open-looped architecture, presented in Fig. 2. The bootstrapped
switch is adopted as its equalized resistance has less to do with the input voltage, thus to improve
THA’s linearity. Also, its over-drive voltage is larger than the normal MOS switch, so the equalized
resistance is smaller, and the sampling rate is improved.

As the designed THA should be working at 2 GSps while having a resolution of over 8bit, a
second stage THA was designed after the regular THA, thus making a novel pipelined THA, shown
in Fig. 2. The second stage THA tracks and holds the signal of the first stage THA. As the second
stage THA’s input signal is less varying as the original input signal, the linearity requirement of
the second stage is much easier to realize than the first stage. To gain a large bandwidth for the
THA, the second stage also takes the bootstrapped switch, but much easier than the first one.

The simulation results demonstrate that the pipelined THA has a good performance. For clock
of 2 GHz, input signal of 1 GHz, its 128 point Fast Fourier Transform (FFT) spectrum was shown
in Fig. 3. It can be seen that the THA’s Signal to Noise and Distortion Ratio (SNDR) is 61.5dB,
suited for the ADC.
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Figure 2: The designed pipelined THA. Figure 3: Output spectrum (Nyquist in-
put@2 GSps).
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2.2. Folding and Interpolation Network

With the analog pre-processing, the F&I architecture can better balance ADC’s area, power and
performance. The pre-amplifier array generates the original zero-crossing points, but never enough
or it will be the flash architecture. As can be seen in Fig. 1, the two-stage cascaded F&I was taken
in this design with inter-stage SHA circuit in between. These two stages are similar so it can be
discussed together. With the help of F&I network, enough zero-crossing point will be generated
while the system area and power is much smaller than its flash counterpart.

The first key element in designing the folding circuit is that it should have enough bandwidth
to make sure signal can be settled within the limited time especially for ultra-high-speed ADCs.
Second, it should have a certain gain to suppress the offset of next stage. Third, its offset should
be controlled within a limited amount.

Figure 4 is the proposed F&I network. M1-M6 is the input differential pair as the folding factor
is 3. M7 and M8 have two roles, first to insulate the signal from the input. Second, as the drain of
three MOSFET is connected, its output capacitance is very large. With small sized M7 and MS,
the bandwidth of the folding circuit can be increased. The AC simulation of the folding circuit is
shown in Fig. 5. The gain is 5.38dB and its —3 dB bandwidth is 4.9 GHz, suited for the ADC.
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Figure 4: The designed F&I circuit. Figure 5: AC simulation result of folding circuit.
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Figure 6: Diagram of digital assisted calibration.
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2.3. Foreground Digital Assisted Calibration

As the main error in folding and interpolation architecture is the offset, and it will hardly change
according to the temperature and external circumstance. Once the ADC is made, the offset is
fixed. So, the foreground digital assisted calibration was adopted in this design. The actual offset
can be measured and stored in the DFF array. When the ADC is working, the offset stored will be
used to compensate for the real offset of the circuit, thus the offset is eliminated and the linearity
is improved.

Figure 6 presents the diagram of the digital assisted calibration. From this figure, it can be
seen that the offset of all the analog processing blocks, including pre-amplifier, inter-stage SHA,
two stages of folding and interpolation circuit can be measured and stored. The calibration circuit
contains three key sub-circuits as (1) the clock generation circuit for calibration. Here, the C2MOS
circuit is adopted as it can generate 16 ways of calibration clock without overlapping. (2) The
DFF array can be used to store the measured offset in the calibration phase. (3) The current
DAC convert the stored digital offset to analog current and directly inject it to the output of pre-
amplifier. In this way, it achieves the subtraction between the offset voltage and the stored offset
voltage, thus the compensation is done and the linearity is improved.

3. LAYOUT AND SIMULATION RESULTS

To avoid the interference between analog and digital parts and obtain better performance, the
power and ground patterns in analog and digital modules are separated. Fig. 7 is the layout of the
ADC. Chip area is 930 pm x 930 um with pads.

Figure 8 shows the post simulation result of 128-point FFT output spectrum. From the figure,
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Figure 7: Layout of the ADC. Figure 8: Output spectrum (Nyquist input
@2 GSps).

Table 1: Post simulation results of F&I ADC and comparison with others.

Performance 2] 3] [4] [5] This work
Technology  0.18 um CMOS  0.18 um CMOS  90nm CMOS 90nm CMOS 90nm CMOS
Supply (V) 1.8 1.8 1 1.2 1.2
Clock (GHz) 1.6 1 2.7 1 2
SFDR (dB) 56 68.6 28.87 50.84
SNDR (dB) 46 56.5 33.6 27.35 45.93
Power (mW) 774 1260/channel 50 7.65 210

Area (mm?) 3.6 49 (dual ADC) 0.36 0.063 0.865
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it can be seen for Nyquist input signal (fi, = 1 GHz) @2 GSps, the Spurious Free Dynamic range
(SFDR) is 50.84 dB and the SNDR is 45.93 dB, so the Effective Number Of Bit (ENOB) is calculated
to be 7.338 bit. The result demonstrates that the ADC has a good dynamic performance.

The performance of the designed F&I ADC and the comparison with other published ones
(SNDR and SFDR for Nyquist sampling in [2-4], 260 MHz@1 GSps in [5]) are listed in Table 1.

4. CONCLUSION

In this paper, a 2GSps, 8bit cascaded folding and interpolation ADC with foreground digital
assisted calibration in TSMC 90nm CMOS technology is presented. The ADC consumes an area
of 930 um x 930 um with pads and achieves a 7.338 bit of ENOB at Nyquist input frequency with
a power consumption of 210 mW from a single supply voltage of 1.2 Volts. The simulation results
demonstrate that the designed ADC is suitable for ultra-high-speed, medium resolution signal
processing systems.
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Abstract— A 10bit 100 MS/s successive approximation register (SAR) analog-to-digital con-
verter (ADC) is realized in 90nm CMOS process. With the proposed logic control scheme
and novel switch-driving register (SDR), the proposed SAR ADC achieves high conversion rate,
low power, leading to SNDR of 59dB and SFDR of 72.6dB at 100 MS/s with 49.7 MHz input.
The figure-of-merit (FoM) is 39.1fJ/conversion-rate at 100 MS/s with a power consumption of
2.87TmW.

1. INTRODUCTION

With the feature size of CMOS devices scaled, design techniques for high speed SAR ADCs are
being actively researched today in efforts to extend the advantages of a low-power characteristic to
high speed applications. An effective design technique for high speed SAR ADC is the use of time-
interleaving [1], but it suffers from matching problems between channels such as offset, gain, and
sample-time skew often require complicated calibration. Another approach uses dynamic registers
with asynchronous operation to reduce clock power and increase the conversion speed [2, 3].

Compared to synchronous processing, asynchronous processing technique optimizes the internal
comparison time between subsequent bits. Therefore, it substantially shortens the conversion time.
Nevertheless, the propagation delay in the successive approximation (SA) loop is also one of the
dominant speed limiting factors, it can be reduced by optimizing the implementation of the SA
logic [4].

This paper proposes a novel logic control scheme to reduce SA loop delay resulting in fast
conversion operation. The remainder of the paper is organized as follows: Section 2 discusses
the architecture analysis of the SAR ADC in order to obtain optimum performance. Section 3
introduces the circuits and implementation of building blocks of the proposed ADC. Layout of the
proposed SAR ADC and simulation results are presented in Section 4 and conclusions are made in
Section 5.

2. ADC ARCHITECTURE

The architecture of conventional SAR ADC is illustrated in Fig. 1(a) with the key blocks of capacitor
network, comparator, SA control and the basic processing loop. As show in Fig. 1(a), the pulse
generator generates the comparator control clock (CLKC) to trigger the comparator to regenerate
and reset. After completing the comparison, a valid signal is generated to trigger the shift register
to generate multi-phase clocks for switch-driving register (SDR). Then the comparison results are
transmitted to switch-driving register and the outputs of the SDR are used to determine charging
or discharging the DAC capacitor array before the next comparison. The key timing path is from
the start of the comparison to the completely settlement of the DAC, the propagation delay in the
critical path is one of the dominant speed limiting facts. In order to reduce the SA cycling time
in SAR ADC, the timing path should be shortened. The proposed SAR ADC applies optimized
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Figure 1: Block diagram of (a) conventional SAR ADC architecture; (b) SAR ADC architecture utilizing
proposed logic control scheme.
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logic control schemes to enhance the conversion speed, the block diagram of SAR ADC utilizing
proposed circuit techniques is shown as Fig. 1(b).

3. CIRCUIT IMPLEMENTATION

3.1. Reference DAC

Figure 2 shows the detail schematic of the reference DAC. The DAC serves two purposes in a SAR
converter: 1) it samples the input signal; 2) it generates a residue voltage between the input and
current digital estimate. In the past few years, several power-efficient switching sequences for the
capacitive DAC have been proposed such as the energy-saving, monotonic, and V,,,-based switching
sequences [5-7].

A monotonic capacitor switching procedure is implanted during bit cycling in order to decrease
the power consumption. In the first comparison, all bottom plates of these capacitances are con-
nected to Viern. The capacitors use the top plates to sample input signal and the MSB is determined
by comparing the top plate’s voltages directly without any change in the reference DAC. The MSB
will be set to 1, if Vpacp is higher than Vpacn. Otherwise, the MSB is 0. Then the MSB triggers
the SAR logic to control the reference switching of the DAC. If the MSB is 1, the capacitance Cny
is switched to Vieg,. Otherwise, the capacitance Cpy is switched to Vieg,.
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Figure 2: Schematic of the reference DAC. Figure 3: The schematic of the comparator.

3.2. Comparator

The schematic of the comparator is shown in Fig. 3, which consists of a pre-amplifier and a dy-
namic latched comparator. The pre-amplifier is used to block the kickback noise and enhance the
comparison speed. During the conversion phase, the input voltage of the comparator approach
Viefp- For optimum speed and yield of dynamic comparator, the input common-mode voltage is
about 70% of the supply voltage [8]. Therefore, the comparator uses an N-type input pair rather
than a P-type one. When CLKC goes low, the comparator is at the reset state and the outputs of
the comparator are reset to high. When CLKC goes high, the input pair compares the two input
voltages. According to the comparison result, the latch regeneration forces one output to high and
the other to low. The dimensions of those MOSFETS in the comparator are carefully designed to
satisfy the speed requirement.

3.3. Proposed Logic Control Scheme

In the proposed SAR ADC, the regeneration of the comparator and the operation of the shift
register and the SDR are simultaneous. The timing diagram of the proposed SAR ADC is shown
in Fig. 4(a). When CLKC goes high, the comparator goes in the regenerate state and conversion
phase is beginning. It also triggers the shift register to generate multi-phase clocks for SDR. Then
the SDR is enabled. Thus, the comparison results are direct transmitted to determine charging or
discharging the DAC capacitor array before the next comparison without waiting for the completion
of the comparison. The valid signal is only used to disable the corresponding-phase clock and is not
in the key timing path. So the key path of the SA loop is shortened in the proposed SAR ADC. In
addition, a novel SDR is proposed to further improve the conversion speed as shown in Fig. 4(b).
RST is the reset signal. During the sample phase of the DAC, the output of the SDR is reset to
low. The input of SDR is the output of the comparator. The outputs of SDR are connected to a
serial of inverters used to drive the corresponding capacitors in the reference DAC. As a result, the
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Figure 4: (a) The timing diagram of the proposed SAR ADC; (b) the proposed switch-driving register.

dynamic latch transfers comparator’s output to DAC directly when the comparator starts to latch.
This eliminates the time delay from the comparator to generating a valid signal.

4. LAYOUT AND SIMULATION RESULTS

The prototype ADC is realized in 90 nm CMOS process. Fig. 5(a) shows the layout of the proposed
SAR ADC. At 100 MS/s operation under a 1.2V supply, the total power consumption is 2.87 mW.
Unit capacitance of the DAC is 20{F, and the total input capacitance is about 640 fF. Fig. 5(b)
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Figure 5: (a) Layout of the proposed ADC; (b) simulation results at 49.7 MHz (0.9 full-scale sine) input and

100 MS/s.

Table 1: Summary of this design and comparison with the others.

Ref [3] TVLS | [6] JSSCC | [7] JSSCC | This work
Architecture SAR SAR SAR SAR
Technology 90 nm 0.13 pm 90 nm 90 nm

Resolution (bit) 10 10 10 10
Sample Rate (MS/s) 30 50 100 100
Supply Voltage (v) 1 1.2 1.2 1.2
Power (mw) 0.98 0.826 3 2.87
SNDR (dB) 56.89 57 56.6 59
SFDR (dB) 68.65 65.9 71 72.6
ENOB (bit) 9.16 9.18 9.1 9.52
FoM (fJ/step) 57 29 55 39.1
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shows the ADC dynamic performance. The SNDR and SFDR at 49.7 MHz input are 59 dB and
72.6 dB. To evaluate the overall performance of the ADC, we use a FoM equation defined as

FoM = Power/(2ENOB x fs) (1)

where fs is the sampling frequency and ENOB is the effective number of bits. The resultant FoM
is 39.1 fJ/conversion-step.

5. CONCLUSION

This paper presents a 10-bit 100 MS/s SAR ADC. The propagation delay of the SA loop is reduced
by the proposed logic control method, which enhances the conversion speed of the SAR ADC. A
new switch-driving register is proposed to further improve the conversion speed. The performance
summary and comparison with state-of-the-art ADCs are shown in Table 1.

REFERENCES

1. Doris, K., E. Janssen, C. Nani, A. Zanikopoulos, and G. V. Weide, “A 480 mW 2.6 GS/s 10b
65 nm CMOS time-interleaved ADC with 48.5 dB SNDR up to nyquist,” IEEFE ISSCC Dig. of
Tech. Papers, 180-181, 2011.

2. Chen, S. W. M. and R. W. Brodersen, “A 6b 600 MS/s 5.3 mW asynchronous ADC in 0.13 pm
CMOS,” IEEE ISSCC Dig. of Tech. Papers, 574575, 2006.

3. Huang, G. Y., S. J. Chang, C. C. Liu, and Y. Z. Lin, “10-bit 30-MS/s SAR ADC using a
switch-back switching method,” IEEE Transactions on Very Large Scale Integration (VLSI)
Systems, Vol. 21, No. 3, 584-588, 2013.

4. Chio, U.-F., H.-G. Wei, Y. Zhu, S.-W. Sin, S.-P. U, and R. P. Martins, “A self-timing switch-
driving register by precharge-evaluate logic for high-speed SAR ADCs,” IFFE Asia Pacific
Conference on Circuits and Systems (APCCAS), 1164-1167, 2008.

5. Pang, W. Y., C. S. Wang, Y. K. Chang, N. K. Chou, and C. K. Wang, “A 10-bit 500-KS/s low
power SAR ADC with splitting capacitor for biomedical applications,” Proc. IEEE ASSCC
Tech. Papers, 149-152, Nov. 2009.

6. Liu, C. C., S. J. Chang, G. Y. Huang, and Y. Z. Lin, “A 10-bit 50-MS/s SAR ADC with
a monotonic capacitor switching procedure,” IEEE J. Solid-State Circuits, Vol. 45, No. 4,
731-740, Apr. 2010.

7. Zhu, Y., C. H. Chan, U. F. Chio, S. W. Sin, S. P. U. R. P. Martins, and F. Maloberti, “A 10-bit
100-MS/s reference-free SAR ADC in 90nm CMOS,” IEEE J. Solid-State Circuits, Vol. 45,
No. 6, 1111-1121, Jun. 2010.

8. Wicht, B., T. Nirschl, and D. Schmitt-Landsiedel, “Yield and speed optimization of a latch-type
voltage sense amplifier,” IEEE J. Solid-State Clircuits, Vol. 39, No. 7, 1148-1158, Jul. 2004.



Progress In Electromagnetics Research Symposium Proceedings 811

High Speed Pipelined ADC Uses Loading-balanced Architecture

Linfeng Wang'!, Qiao Meng!, Dong Li!, Yi Zhang?, and Wenwei He!

nstitute of RF- & OE-ICs, Southeast University, Nanjing, China
2College of Electronics Science and Engineering
Nanjing University of Posts and Telecommunications, Nanjing, China

Abstract— A 10-bit 200 MS/s Pipelined analog to digital converter (ADC) is realized using
operational amplifier (op-amp) and capacitor sharing. A novel loading-balanced architecture
is proposed to equal the capacitor load of the two adjacent stages which sharing one amplifier
and reduce the load capacitor. Low power consumption is achieved by using loading-balanced
architecture. The ADC is implemented in TSMC 0.18 um 1P6M CMOS process. The supply
voltage is 1.8 V. The simulation results show 57.7dB SNDR and 61.13dB SFDR with a 98 MHz
input operating at a 200 MS/s sampling rate. The area is 1.2mm x 1.2 mm.

1. INTRODUCTION

Applications such as wireless sensor networks, image recognition and medical instrumentation re-
quire high-speed high-resolution and low power consumption analog to digital converters (ADCs).
Pipelined ADC has been widely used in these fields because it achieves a good compromise between
speed, accuracy and power consumption. Meanwhile many circuit techniques such as sample-and-
hold Amplifier (SHA)-less front end [1], op-amp sharing [2], capacitor sharing [3] and scaling down
capacitor values through the pipeline [4] has been developed to reduce the power consumption.

In this work, a prototype of 10 bit 200 MS/s pipelined ADC with loading-balanced architecture
is developed, Fig. 1 is the architecture of the ADC. The circuit consists of eight 1.5 bit/stage and
a 2bit back end flash ADC. It uses one op-amp less than the traditional ADC for using SHA-less
architecture. the number of op-amp is reduced from 8 to 4 for op-amp sharing technique is used, the
load capacitor of the first stage is reduced equal to the second stage for capacitor sharing technique,
the non-standard inter-stage gain makes the feedback factor of the first stage increased equal to
the second stage. So the load of op-amp shared by the first two stages is balanced. The capacitor
load and feedback factor of the third and fourth stage are the same. The fifth to eight stage is the
same as the third and fourth stage. From the system view, all the loads of the OTAs shared are

balanced. The design power optimized.
Clock Generator
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Figure 1: Architecture of the 12 bit loading-balance Pipelined ADC.

2. CIRCUIT DESIGN

2.1. The First and Second Stage with Loading-balanced Architecture

Figure 2 is the architecture of the first and second stage (the first unit), in order to lower the
power consumption, noise contribution and reduce the die area. The loading-balanced pipelined
ADC removes the first-end SHA, the input signal is sampled by the bootstrapped switch in directly.
The ADC scaling down the capacitor value through the pipeline by the factor of 0.5, so when the
first stage is settling in closed loop, the load capacitor is lager then the second stage. The shared
op-amp is designed in accordance with the requirement of the first stage. So when the second stage
is settling, a part of power will be wasted. The loading-balanced pipelined ADC using capacitor
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sharing technique and non-standard inter-stage gain scaling down the load to the same with the
second stage in settling, realizes the load balance between the two stages.

Figure 3 is the architecture of the first unit during four different phases. The Op-amp has two
input pairs and works alternately to cancel the memory effect. The two pairs of the capacitors are
working alternately controlled by the four non-overlapping clock phases which is shown in Figure 4.
During the clock phase ®;, the schematic of the first unit shown in Figure 3(a), the first stage is
sampling the input signal, the second stage is settling in closed-loop. The lower input pair of the
op-amp and the top pair of the capacitors are resettling, removing the residual charge. During the
clock phase @4, the schematic of the first unit shown in Figure 3(b), the first stage is settling in
closed-loop and producing the residue which is stored on the top pair of capacitors, the top input
pair of the op-amp and the lower pair of the capacitors are resettling. During the clock phase @3,
the schematic of the first unit shown in Figure 3(c), the first stage of the unit is sampling the input
signal, and the second stage is settling, the lower input pair of the op-amp and the lower pair of
capacitors are resettling. Produce the residue which is utilized by the third stage. During the
clock phase ®4, the schematic of the first unit shown in Figure 3(d), the second stage is settling in
closed-loop and producing the residue which is stored on the lower pair of capacitors, the top input
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pair of the op-amp and the top pair of the capacitors are resettling.

2.2. The Non-standard Inter-stage Gain Architecture

In conventional 1.5bit/stage architecture, the gain of the multiplying digital-to-analog converter
(MDAC) is two, the feedback factor is 0.5, all the stages have the same input and output range,
the value is £Vg. Because the first stage using SHA-Less architecture, mismatch between sampling
paths of comparator and MDAC leads to aperture error [5]. The conventional MDAC shown in
Fig. 5 remove the mismatch successfully, but the feedback factor is 1/3, it wastes a part of power,
and the load compactor value between the first and second stage are different.

In this design, a novel non-standard inter-stage gain architecture is proposed, the architecture is
shown in Fig. 6, it reduces the value of sample compactor from 2Cg to Cg. The gain of the MDAC
reduces from 2 to 1 [6], then the input range increase to £2Vg, and the feedback factor increases
to 0.5, the threshold of the comparators in first Sub-ADC increase from £1/4Vg to £1/2Vx. The
transfer functions of the two MDACs are shown in Fig. 7. The equivalent load capacitor values of
the first and stage are the same, the value is C's/2, it realizes the loading balanced and reduced
the consumption.

The third and fourth stage (the second unit) use conventional 1.5bit/stage which is shown
in Fig. 8. The shared Op-amp has two input pairs to cancel the memory effect [7]. This unit
uses capacitor sharing technique to realize the loading balance between the two stages, the sample
capacitors of the second unit scaling down to Cs/8, the total value of the third stage is Cs/4.
The sample capacitors of the fourth stage are not scale down further. Because the value of sample
capacitor is near to parasitic capacitor. The load capacitor is not scales down substantially.

But the feedback factor will reduced evidently. So the value of the sample capacitors between
the third and fourth stage is same. The five to eight stages are same to the third and fourth stage,
so the value of the equivalent load capacitors is same.

3. SIMULATION RESULTS

The ADC is designed in TSMC 0.18 um 1P6M CMOS process. The layout of the ADC is shown
in Fig. 9. The Section A is the first and second stage, Section B is the third and fourth stage,

P,D, \%?% (;SIE\:%
VeeVaVe, =

Figure 6: The non-standard inter-stage gain archi- Figure 7: The two transfer functions.

tecture.
VR'Dl CS/|8|
Cy/8 11 - To Stage 5&6
Vin * - —O0
: I I To Stage 5&6

Cy/8 J_ : -0 J_J: y

CB | = 8
11 11

VD I
11 11 11

Figure 8: The conventional 1.5bit/stage architecture.
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Section C is the five and six stage, Section D is the seven and eight stage, Section E is the digital
logical circuit, Section F is the output buffer circuit. The area is 1.2mm x 1.2mm. The ADC
operates under supply of 1.8 V. The single-end input swing is 1.2 V. The simulation output FFT
spectrum with 98.4 MHz input frequency at 200 MS/s is shown in Fig. 10, which exhibits SNDR
of 57.68dB and SFDR of 61.13dB. Fig. 11 reveals the SNDR and SFDR of the ADC for an input
frequency sweep at 200 MS/s.
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Figure 9: The layout of the ADC. Figure 10: ADC output spectrum.
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Figure 11: Dynamic performance versus input frequency.

4. CONCLUSION

This paper presents a 10 bit 200 MS/s pipelined ADC with 1.8 V supply. A novel loading-balanced
architecture is proposed to equal the load capacitor of the two adjacent stages which sharing one
amplifier. A non-standard inter-stage gain architecture is proposed to equate the load capacitor
value between the first and second stage. reduce the load capacitor and power consumption. The
third to eight stages are the same, so the equivalent load capacitors are the same, so the entire
system realizes loading balance and reduces the power consumption. The method is verified by the
experimental chip’s simulation results, and showing SNDR of 57.68dB and SFDR of 61.13dB at
98.4 MHz input frequency, the power is 115 mW at 200 MHz sample frequency.
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Abstract— This paper presents the design of a 30-GHz low phase noise LC-tank voltage
control oscillator (VCO) and a high speed frequency divided-by-two module in a 90-nm CMOS
technology. A single cross-coupled PMOS transistor pair with drain resistors is adopted to
suppress the flicker noise up-conversion. To improve the linearity, two sets of varators with
different DC biasing are implemented. The simulated tuning range of the VCO covers from 28.7
to 32.4 GHz in four tuning curves. The simulated output phase noise at offsets of 10 kHz, 100 kHz
and 1 MHz are —50, —78, and —104 dBc/Hz, respectively. The power consumption of the VCO
is 9mW under a 1.2-V power supply. A current mode logic (CML) divided-by-two module is
designed to operate at 28 to 40 GHz. The divider core draws 3.3 mA from a 1.2-V supply.

1. INTRODUCTION

In the fast-booming wireless communication market, more and more millimeter wave frequency
bands are up-coming and pose the challenges of microwave CMOS chips. In China, the 59 ~ 64-
GHz frequency band has been assigned for these applications, and recently a 45-GHz band of
Q-band has been developed to support both long-range and short range high data rate wireless
communications.

In a typical double-conversion low intermediate frequency receiver architecture for the 45-GHz
applications, considering a first intermediate frequency (IF) of 15 GHz and a low second interme-
diate frequency, two local oscillator (LO) signals can be generated by a 30-GHz LC voltage control
oscillator (LC-VCO) and its divided-by-two frequency divider. This paper presents the design of a
30-GHz narrow-band VCO and its high speed divider using a standard 90-nm CMOS process. Two
drain resistors are adopted in the VCO to suppress the flicker noise up-conversion.

The paper is organized as follows: Section 1 is the introduction of the recent development of
microwave wireless communications. Section 2 presents the VCO architecture and the phase noise
enhanced technology. The current mode logic (CML) based divider structure and its operation are
described in Section 3. Simulation results and conclusion are provided in Sections 4 and 5, along
with a comparison of the presented work with other recent works.

2. VCO DESIGN

The schematic of the proposed VCO is shown in Fig. 1(a). It is an LC difference VCO with
single NMOS cross-coupled devices. Two resistors Rp are inserted in series to the drain of the
cross-coupled MOSFETs.

In practice, other suppression techniques have been used such as adopting a resonant network
at the drain of the current source or inserting resistors in series to cross-coupled transistor sources.
The former solution requires an LC resonant filter tuned to the 2fy where fy is the oscillation
frequency of the VCO. In wide band applications, a tuning mechanism needs to be added. The
second solution reduces the harmonic generation at expenses of excess gain and start-up margin [1].

By inserting the resistors at the drain of the transistors, the excess gain of a single PMOS can
be expressed as

Gx ~ gmpRD7 (1)

where g, is the transconductance of the PMOS transistor. The added delay causes by Rp can be
estimated by
p ~ woRpCh, (2)

where Cp is the parallel capacitor at the drain of PM; 5. The ideal suppression condition could be
achieved when the following formula is met [2].

Gx —1

(Gx —1)* 1
C4Q T80

— *WORDCD =0 (3)

- WORDCD] + 20 5
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Figure 1: (a) LC-VCO topology with drain resistors. (b) Simulated varactor C-V curves.

Thus the optimum value of the drain resistor to suppress the flicker noise up-conversion is

G% -1
—_— 4
Fp ~ 12QwoCp (4)

For the designed VCO, the quality factor of the inductor at 30 GHz can be as high as 40, and the
gm is designed to be large to ensure the start-up margin. To achieve a required output amplitude
of the oscillator, a large current is usually needed. While a large resistance results a large voltage
drop across the resistor, the output power of the VCO will be reduced, so the resistor size should
be chosen wisely. Gx is usually set between 2 and 4 also to ensure the start-up.

Two varactor units are used as the voltage controlled module. Because of the poor linearity of
a single varactor, two units are biased in different DC operating points. The simulated C-V curve
is shown in Fig. 1(b). The VCO has a tuning range of about 3.7 GHz from 28.7 to 32.4 GHz, which
covers the desired frequency bands. Based on the parameter we calculated above, the VCO gain is
about 1 GHz/V on average.
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Figure 2: (a) The schematic of divided-by-2 CML divider. (b) Simulated transient waves of the divider.
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3. DIVIDER DESIGN

In order to generate quadrature LO signals, two identical CML latches are used to build up a
master-slave configuration. The input clock signals are coming from the 30-GHz LC-VCO, which
is directly coupled to the clock transistors’ gate. Thus, the gate capacitors should be considered
while designing the VCO. In order to operate under a 1.2-V power supply voltage, the tail current
sources have been removed. The schematic of the proposed divider is shown in Fig. 2(a).

The self-oscillation frequency has been set to 32 GHz. In each latch, the most of the current
should be made flow through the sample pairs and the hold pairs only need about 1/3 of the total
current. The sample pairs and hold pairs serve as analog mixers in each latch. Two latches, notified
as latch I and Q, connected in a negative feedback loop. The whole CML divider can be seen as
a ring oscillator. According to Barkhausen criterion, the locking range of the divider is restricted
by the loop phase and loop gain. To reach the maximum locking range, the condition g, - Ry, = 1
should be satisfied, where g,,; is the transconductance of the hold pair. The simulated transient
waves are shown in Fig. 2(b).

4. SIMULATION RESULTS

The 30-GHz LC-VCO and divided-by-2 CML frequency divider are designed in a standard 90-nm
CMOS technology. The layout of the proposed schematics is shown in Fig. 3 with an area of

Figure 3: Layout of the proposed VCO and divider.
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Figure 4: (a) Simulated tuning curves of the VCO. (b) Simulated phase noise of the VCO.
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Table 1: Summary of the performance and comparison with SOA.

Frequency Power Phase Noise Power
Ref. . Technology
Range (GHz) Supply (V) (dBc/Hz) Consumption (mW)
90

3 53.2-58.4 0.7/0.43 ~90.08, @1 MHz 1.2 nm
CMOS
90 nm

4 12.72-12.93 1.2 —105.25, @1 MHz 3
CMOS
90 nm

5 38-43 1.2 —86.46, @1 MHz 5.9
CMOS

1
6 55.5-61.5 1 —90, @1 MHz 3.9 0-13 pm
CMOS
-50, @10 kHz

i 90 nm

This work 28.7-32.4 1.2 -78, @100 kHz 9
CMOS

-104, @MHz

609 x 497 um?. The VCO operates at the supply voltage of 1.2V and draws an average current of
7.5mA, and the divider consumes an average current of 3.3 mA under the same supply voltage.

The simulated tuning curves are plotted in Fig. 4(a). The simulated tuning range of the VCO
covers from 28.7 to 32.4 GHz in four tuning curves. By adding the drain resistors, the phase noise
of the VCO has a promotion in the closed-in frequency offsets. Fig. 4(b) shows that the output
phase noise at an offset of 10 kHz, 100 kHz, and 1 MHz is —50, —78, and —104 dBc/Hz, respectively.
Furthermore, different phase noise in different working frequency shows a small variation due to
the delay brought in by the drain resistor.

5. CONCLUSION

In this work, a low phase noise 30-GHz LC-VCO with drain resistors and its divided-by-2 module
are designed in a standard 90-nm technology. By adopting the drain resistors, the phase noise
of the VCO has promoted phase noise performance at its closed-in frequency offsets. The CML
divider operates within the frequency range of 22 to 40 GHz and generate quadrature LO signals.
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Abstract— A 45 GHz low power millimeter-wave (MMW) low noise amplifier (LNA) using 40
nm CMOS process is presented in this paper. The LNA comprises three stages. The first stage
adopts the active feedback structure for good input matching. The output matching employs an
L-type matching network. Simulation results show that both Si; and S5, are less than —18 dB
at 45 GHz. A cascode structure is adopted in the third stage for better reverse isolation. The
LNA consumes 18.7mW under a 1.1-V voltage supply, achieving a maximum Ss; of 17.9dB.
The minimum NF is 5.7dB at 42.5 GHz. The simulation results show that the proposed LNA is
promising for the 45-GHz application.

1. INTRODUCTION

In recent years, MMW circuits have been studied widely for its capability of high data rate com-
munication. For example, the frequency band of 76 ~ 81 GHz is for automotive radar and 60 GHz
is a promising band for high speed wireless communication [1,2]. Q-LINKPAN which has been
included in IEEE 802.11aj (45 GHz) Task Group is a newly proposed communication standard
working within the 40-50 GHz [3].

An LNA that provides a good noise performance, excellent matching and enough gain is nec-
essary in an MMW receiver. The development of deep submicrometer CMOS process makes it
possible to implement a CMOS MMW LNA. Some MMW LNAs have been reported recently [4-6].
However, their power consumptions are relatively high and the matching is not satisfactory. In [6],
for example, a 3-stage 79-GHz LNA is presented. Though a low NF 4.9dB and a variable gain
are achieved, the power consumption of 30.6 mW and Sos < —10dB was not good enough. In
this paper, a-45 GHz low power 3-stage LNA with excellent matching is designed in 40 nm CMOS
process. An active feedback is adopted for the input matching.

2. CIRCUIT DESIGN

Considering the high transition frequency of the 40nm CMOS process, excellent input matching
is possible to achieve by feedback. The resistive feedback LNA in Fig. 1(a) and active feedback
LNA in Fig. 1(b) are widely used in wideband LNA [7]. Ignoring the parasitic capacitors, the input
impedance of the resistive feedback LNA is,

Rm ~ — (1)

where g1 is the transconductance of Mj.

Ry
Ry
C
RFin M1
@ (b)

Figure 1: (a) Resistive feedback LNA; (b) Active feedback LNA.

Assuming that Ms performs as an ideal buffer, the input impedance of the active feedback LNA
is,
By

Rip=——d
o 1 +gm1RL

(2)
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Equation (1) shows that the transconductance is restricted to 20 mS to meet the input matching
requirement. The first stage’s noise performance which dominates the whole circuit’s noise figure
(NF) is mainly decided by gp,1. Therefore, the NF cannot be lowered by increasing the aspect ratio
of Mj or the current consumption. The output impedance of the active feedback LNA is Ry, while
the output impedance of resistive feedback LNA is,

Row ~ Ry//Rr 3)

Equation (3) shows that the output impedance is affected by the feedback resistor. It makes the
matching between the output of the first stage and the input of the second stage more complex.
Therefore, the active feedback in Fig. 1(b) is preferred.

Figure 2 shows the proposed 3-stage LNA employing active feedback structure in the first stage.
Different from the second and third stage, the bias voltage of M; is through an inductor L;. This
bias inductor not only provides high impedance at the frequency concerned but also constructs a
parallel resonant network with the parasitic capacitor Cys1 of M;. This network filter out the signal
out of band. The small signal circuit of the first stage is depicted in Fig. 3. The input impedance
is derived as,

By
L+ gm1 - (jwlLz2//jwCL)

To ensure the input impedance matching, the resonant frequency of the two LC network are both
configured at about 45 GHz. A cascode structure is adopted in the last stage for better isolation
between the output and the input. The aspect ratio of Mj is half of M, to minimize the parasitic
capacitor which determine the reverse isolation. L4 and Cj5 comprise an L-type output matching
network.

Zin = jwL
mn Jw 1//].“)6,931

// (4)

RFou

Fo

M;Cs

M,

Figure 2: Proposed 3-stage LNA.

Figure 3: Small signal circuit of input network.

3. SIMULATION RESULTS

The proposed LNA is designed in a 40nm CMOS process. The die area of the layout shown in
Fig. 4 is 0.78 mm x 0.7 mm. The minimization of parasitic resistance and capacitance are critical
to ensure that the LNA will work well in an MMW frequency range. Therefore, the layout has
been designed meticulously. Simulations have been carried out using Cadence Spectre. The total
current is 17mA under a 1.1V voltage supply.
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Figure 5 shows the LNA’s S-parameter and NF. The simulation results in Fig. 5(a) shows that
S11 < —10dB through the whole band of 40-50 GHz. and it achieves an Si; of —18.8dB and an
Soo of —25dB at 45 GHz. The frequency band of Sy < —10dB is 42 ~ 48.5 GHz. The maximum
So1 is 17.9dB at 42 GHz. The NF is less than 7dB in the frequency band concerned. Table. 1
shows the simulation results summary and comparison with published works.

Figure 4: Layout of LNA.
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Figure 5: (a) Simulated Sy; and Saz; (b) Simulated Ss; and NF.

Table 1: Simulation results summary and comparison.

This Work [1] (5] [6]
Process (nm)/VDD (V) 40/1.1 90/NA | 65/1.5 28/0.9
3dB BW (GHz) 415 ~49 | 77T ~81 |21 ~39 | 74~ 84
NFnin (dB) 5.7 6.2 45 49
Sotmax (dB) 17.9 13.5 11.5 23.8
11P; (dB) 9 11 NA NA
Power (mW) 18.7 21.1 25.5 30.6

4. CONCLUSIONS

In this work, we demonstrate a low-power MMW LNA in a 40-nm CMOS process. The first stage
of the LNA adopts the active feedback structure for a better input matching. A cascode structure
is employed in the last stage for better reverse isolation. The LNA consumes 18.7mW under a
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1.1V voltage supply. Compared to the published MMW LNAs, this work achieves the minimum
power. The maximum So; is 17.9dB at 45 GHz. The LNA achieves a minimum NF of 5.7dB at
42.5 GHz. The simulation results shows that the proposed LNA is promising for the Q-LINKPAN
application.
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Abstract— This paper presents a novel design of a varactor-based tunable microstrip band
pass filter suitable for several applications such as LTE, UMTS, WiFi and others. The proposed
filter is designed on a Rogers RO3203 substrate over a full ground plane. The filter is based on
a PI(7)-shaped slot incorporated in a microstrip line between a pair of gaps. The designed filter
operates in the frequency band from 1.8 to 3 GHz. Frequency tunability is obtained by inserting
a varactor in the design and modifying its capacitance using DC bias lines.

1. INTRODUCTION

TV Broadband wireless access communication systems are undergoing a rapid expanding growth.
Such RF systems employ RF filters which are important components in their transceivers. There-
fore, there is an increasing demand for low cost, compact size and high performance filters [1]. These
filters are widely studied and different kinds have been proposed via different methods and struc-
tures in recent years. Future mobile communication systems will require wideband transmission
in order to support high-speed and high-capacity data transmission. This has led to an increasing
demand for dual-band band pass filters and tri-band band pass filters. However, tunability of these
filters is a better solution.

In recent years, the demands of the multi-standard wireless communication industry have forced
filters to be increasingly adaptable due to various constraints, such as size, geometry, impedance
bandwidth and operating frequency. Such design constraints have forced filter designers to consider
tunable filters, so that their behavior can adapt with changing system requirements or environmen-
tal conditions, and they can tune to several frequencies and operate for different applications.
Therefore, tunability is a required feature in these wireless communication systems.

Due to the significant increase in the demand of tunable filters in modern multiband commu-
nication systems, several tunable band pass filters have been recently proposed with good tuning
characteristics. There are many strategies and technologies to achieve tuning, including the use
microelectromechanical systems (MEMS), ferroelectric components, liquid crystals and split ring
resonators and complementary split ring resonators among others [2-8]. Some of these strate-
gies have been applied to the design of tunable filters by implementing varactor diodes [9]. The
RFMEMS switched capacitor array reported in [2] as a RF component to achieve various kinds of
tunable RF filters consists of RFEMEMS direct contact switches and metal-insulator-metal capac-
itors. In [3], a band-pass tunable filter within frequency ranges of 13-20 GHz showing good stop
rejection and sharp roll off frequency is designed using a novel design to turn the resonant frequency
by micro-electromechanical systems (MEMS) switch and coplanar-waveguide (CPW) structures. A
tunable filter in the Ku-band, which is realized in multilayer ferrite LTCC substrate with embedded
bias windings and negating the need of a large electromagnet, is presented in [4]. In [5], a band-
pass filter using ferrite nanoparticles as the active element in microstrip geometry is designed. The
filter is based on ferromagnetic resonance and it is very compact and has wide frequency tunability.
In [6], an MMIC active band-pass filter is designed for the implementation of a tunable RF filter in
a 0.35 um SiGe BiCMOS technology. This filter structure is proposed for operation in the S-band
applications and BiCMOS MMICs applications for wireless personal communication. The authors
in [7] show that open split ring resonators (OSRRs) and open complementary split ring resonators
(OCSRRs) can be used to implement tunable filters in coplanar waveguide (CPW) technology.
By loading a CPW with shunt-connected varactor-loaded OSRRs, a band-stop filter with tunable
central frequency results. A compact tunable band pass filter using a vertical stepped-impedance
resonator (SIR) based on the conventional multi-layer printed circuit board (PCB), exhibiting high
unloaded quality factor, compact size and low electromagnetic coupling to nearby RF circuits is
reported in [8]. In [9], a compact electrical tunable microstrip band pass filter, realized by coupling
two Hairpin-DGS resonators, is proposed. The tunability is achieved by embedding varactor diodes
to the Hairpin-DGS resonators.
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In this paper, a simpler and a highly effective tuning approach is introduced. A simple varactor-
based tunable microstrip band pass filter based on a PI(7)-shaped slot integrated in a microstrip line
between a pair of gaps, is presented. Frequency tunability is achieved through inserting a varactor
in the design and modifying its capacitance using DC bias lines. The designed filter operates in
the frequency band from 1.8 to 3 GHz. The geometry and the design guidelines of the proposed
antenna structures are presented in Section 2. The results are presented in Section 3. In Section 4
a brief conclusion is given.

2. FILTER STRUCTURE AND DESIGN

The configuration of the proposed tunable filter is shown in Fig. 1. A simple microstrip line
is designed on a 40mm x 20mm Rogers RO3203 substrate with dielectric constant of 3.02 and
thickness h = 1.6 mm over a full ground plane. The filter is based on a PI-shaped slot with two
arms incorporated in the microstrip line between a pair of gaps. The detailed dimensions of the
Pl-slot, its arms and the gaps in the microstrip line are shown in Fig. 1.

The slot itself has bandstop characteristics since it changes the part of the microstrip line around
it into an open loop resonator which is known for its bandstop action. The two gaps act as capacitors
and transform the bandstop into a bandpass operation.

Frequency tunability is obtained by inserting a varactor (SMV1212) on the microstrip line as
shown in Fig. 1 (red color) and modifying its capacitance using the shown DC bias lines. The size
of the varactor is compatible with the design and its capacitance ranges between 0.6 and 71 pF.
The dimensions of the slot and the gaps are optimized to achieve wider channel bandwidth and
better tunability. The filter is designed and simulated using Ansoft HFSS.

3. RESULTS AND DISCUSSION

The simulated reflection coefficient plots of the tunable filter are given in Fig. 2 for the indicated
capacitance values of the varactor. It is clear that frequency tunability has been achieved in the
frequency band from 1.8 to 3 GHz. Considering several values for the capacitance of the varactor,

40 mm

20 mm

4mmI

Figure 1: Configuration and dimensions of the proposed microstrip filter.
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Figure 2: Reflection coefficients for different capacitance values.
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the filter can operate on different frequencies in the 1.8-3 GHz band corresponding to different
applications such as LTE, UMTS, WiFi, and others.

4. CONCLUSION

A novel design of a varactor-based tunable microstrip band pass filter is proposed in this paper.
The designed tunable filter operates in the frequency band from 1.8 to 3 GHz and is suitable for
several applications such as LTE, UMTS, WiFi and others. Frequency tunability is attained through
inserting a varactor in the design and modifying its capacitance using DC bias lines. The operating
bandwidth, the small size, and the frequency tunability make this filter a practical one that can be
used for cognitive radio applications.

ACKNOWLEDGMENT

The authors would like to thank the Lebanese National Council for Scientific Research for support-
ing this research work.

REFERENCES

1. Pozar, D. M., Microwave Engineering, 291-373, John Wiley, 2000.

2. Lee, S.-S., H. Uchida, S. Soda, T. Nishino, H. Inoue, S. Izuo, Y. Yoshida, and M. Miyazaki,
“An RFMEMS switched capacitor array for a tunable band pass filter,” Solid-State Sensors,
Actuators and Microsystems Conference, 157-160, 2007.

3. Zhang, N.-B., Z. L. Deng, and J.-M. Huang, “A novel tunable band-pass filter using MEMS
technology,” 2010 IEEE International Conference on Information and Automation (ICIA),
1510-1515, 2010.

4. Arabi, E., F. A. Ghaffar, and A. Shamim, “Tunable band pass filter based on partially mag-
netized ferrite LTCC with embedded windings for SoP applications,” IFEE Microwave and
Wireless Components Letters, Vol. 25, No. 1, 16-18, January 2015.

5. Kuanr, B. K., V. Veerakumar, K. Lingam, S. R. Mishra, A. V. Kuanr, R. E. Camley, and
Z. Celinski, “Microstrip tunable band-pass filter using ferrite (nanoparticles) coupled lines,”
IEEFE Transaction on Magnetics, Vol. 25, No. 10, 42264229, October 2009.

6. Dousti, M., M. Yazdizadeh, and F. Eshghabadi, “A 2.4-GHz SiGe BiCMOS MMIC active
tunable band-pass filter design using artificial neural network,” International Conference on
Application of Information and Communication Technologies 2009 (AICT 2009), 1-4, 20009.

7. Vélez, A., F. Aznar, M. Durdn-Sindreu, J. Bonache, and F. Martin, “Tunable coplanar waveg-
uide band-stop and band-pass filters based on open split ring resonators and open complemen-
tary split ring resonators,” IET Microwaves, Antennas & Propagation, Vol. 5, No. 3, 277-281,
July 2010.

8. Yang, T. and G. M. Rebeiz, “Compact tunable 2.1-2.9 GHz band-pass filter using a novel ver-
tical stepped-impedance resonator,” 2014 IEEE MTT-S International Microwave Symposium
(IMS), 1-4, 2014.

9. Boutejdar, A., A. Omar, M. Senst, E. P. Burte, A. Batmanov, and R. Mikuta, “A new design
of a tunable WLAN-band pass filter using a combination of varactor device, RF-choke and
hairpin-defected ground structure,” 2011 Furopean Microwave Integrated Circuits Conference
(EuMIC), 506-509, 2011.



Progress In Electromagnetics Research Symposium Proceedings 827

An Optimized Opamp-sharing in 2nd Order AY Modulator Based
on Changing the Stages Output Capacitance Timing Strategy

M. Sabaghi!, M. Dashtbayazi?, and S. Marjani' 2

!Laser and Optics Research School
Nuclear Science and Technology Research Institute (NSTRI), Tehran, Iran
2Department of Electrical Engineering, Ferdowsi University of Mashhad, Mashhad, Iran

Abstract— In this paper a new approach to OPAMP sharing was proposed. In this way, the
pulse-width dedicated is proportional to output capacitance. Consequently, the created harmonic
distortion is minimized and the power efficiency is maximized.

1. INTRODUCTION

Delta-sigma modulators are very used in the Control loop of the DC-DC Switching Converters that
tabernacle with PWM generators and decreases the ripple and noise of the DC-DC converters [1].
In fact these modulators covert analog input signal U(z) to a digital representation Y (z). The
difference between output digital signal and input analog signal of modulators is so called quanti-
zation error F(z). Quantization error is known as noise which limits analog to digital modulators
accuracy. In this type of modulators, the quantization noise is fed back to the input of the modu-
lator and being attenuated while passing through loop filters. In addition, any other noise sources
which are located in the forward path of the modulator could be attenuated by this technique of fed
back the noise signals to the input. Attenuating quantization noise causes an increase in accuracy
of the modulator Concept of a conventional delta sigma modulator is shown in Figure 1.

E(Z)

uz) Y(z)
© b Ho |+ f—————= H)

Figure 1: The conventional nth order delta sigma modulator.

The signal transfer function Str(z) and noise transfer function Nrp(z) of the delta sigma
modulator is as the following;:

Y(Z)=(1- ) E(Z)+U(2) (1)
Srr(Z) = 14 =1

2
Nrp(Z) = W =(1-z ()

In the conventional delta sigma modulators, increasing forward path filters more than 3 usually
leads to instability [2]. There has been introduced many techniques which provide the same noise
transfer function and signal transfer function as the conventional has for the high order noise
shaping by mathematical techniques [3-5].

In this paper, a new approach to opamp-sharing has been introduced in which provides a second
order noise shaping by moving opamp between two stages.

The paper has been organized as the following. Next section describes the conventional noise
shaping method and it has been followed by the proposed noise shaping method. Finally the paper
presents the second order modulator simulation results.

2. CONVENTIONAL NOISE SHAPING METHOD

An important of ideas for decreases of the power consumption and area is opamp-sharing. In this
technique, opamp moved from stagel to stage2 and conversely. In conventional idea, two phases are
used that the pulse width dedicated to phases are the same. But the stage output capacitance (i.e.,
equal the whole capacitances in one integrator in a stage) in stagel is more than stage2, because
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the stagel once shaped the noises while the stage2 twice shaped the noises. Therefore the stage2
needed to pulse-width (i.e., phase pulse-width) less than stagel. Pulse-width dedicated to phases
in conventional noise shaping method shown in Figure 2.

If the pulse-width dedicated to stages of delta-sigma modulator has been the same while the
output capacitances of the stages are different, with moving the opamp between the stages, the
harmonic distortions are increases and resultant the SNDR is decreases Therefore with this tech-
nique, for struggle the harmonic distortions should be increase the sampling frequency that the
phasel pulse-width increases. Therefore power consumption and chip area are increases.

3. PROPOSED NOISE SHAPING METHOD

According to discussion in Section 2 for opamp-sharing technique should be the pulse-width dedi-
cated to stages is designed according to stages output capacitance.

In this design, we effort that the pulse-width dedicated to stages have been based on stages
output capacitance. Timing diagram for the proposed noise shaping method seen in Figure 3.

Clock I | I | I | I |
aok | LI LT L. T
Phasel I | I | I | I | Phasel coes
I L]
Phase2 —|_,_|_,_|_,_|_,_ Phase2 ... _|_|_

Figure 2: Timing diagram for conventional noise Figure 3: Proposed noise shaping method timing

shaping method. diagram.
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Figure 4: Proposed Switch-Capacitor Integrator in phasel (®1).

According to Figure 3, the pulse-width dedicated to stage2 is less than stagel and the phases
are madding from the clock signal with very high frequency rather than two phases. With this
technique, the power dissipation and chip area minimized by factor about two.

The proposed integrator structure shown in Figure 4. In this structure, the opamp only required
in one phase and it can move to other stages. According to Figure 4 based on [6], in the phase
®,,, the integrator sampled the input signal on the sampling capacitor (C's) and in the phase ®1p,
the integrator transfer the electric load from sampling capacitor to integrator capacitor (Cy) and
conversely. Therefore, the opamp not require been in the integrator structure at phase2 and moved
to other integrator.

4. SIMULATION RESULTS

In this paper, the proposed block diagram in Figure 5 is simulated. According to Figure 5, the
opamp has been in stagel at phasel (®1) and the opamp has been in the other stage at phase2 ($2).
The output capacitance of the stagel is about six times than stage2. Therefore, the pulse-width
for stagel is about six times other stage.

The proposed idea simulated at the 130 nm CMOS model and the comparison between State-of-
the-Art Works between the proposed paper results and some other papers presented at the Table 1.
According to this table, the proposed SNDR and power consumption are 80.7dB and 69.2 uw
respectively, resultant FoM equal 392.2 fJ/step-conv that higher than other papers.
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Figure 5: Proposed 2nd order delta-sigma modulator block diagram.

Also, Table 2 shows the simulation results in the process corners. According to this table, the
tolerance between T.T corner and other corners for the SNDR is less than 10%, that an appropriate

error of engineering.

Table 1: Comparison to State-of-the-Art works.

Parameters [7] [8] [9] | [10] | This Work

Vb (v) 09 | 14 | 12 | 09 1.2

CMOS Technology (nm) | 180 180 | 130 65 130
few (Hz) 10k | 256 | 10k | 500 10k

Order 2 2 2 2 2

SNDR (dB) 80.1 | 72 | 878 76 80.7
Power (pw) 200 | 13.3 | 148 | 2.1 69.2
FoM (fJ/step-conv) 1210 | 7980 | 369 | 407 392.2

Table 2: Simulation results for the proposed 2nd order AY at different process corners.

Parameters T.T S.S S.F F.S F.F
few (Hz) 10k 10k 10k 10k 10k
SNDR (dB) | 80.66 | 81.85 | 78.70 | 80.21 78.23
ENOB (bit) 13.11 13.30 12.78 13.03 12.70
FoM (fJ/s-c) | 392.25 | 295.79 | 540.16 | 385.39 | 648.44

5. CONCLUSION

In this paper, a new approach to OPAMP sharing was proposed. In this way, the pulse-width
dedicated is proportional to output capacitance. Consequently, the created harmonic distortion
is minimized and the power efficiency is maximized. In this design, in one 2nd stage delta-sigma
modulator with 10 kHz of bandwidth, the power dissipation equal of 69.2 uw, resultant the FOM

is 392.2 fJ /step.
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Abstract— A high speed, low delay/log (AVin) dynamic comparator using negative resistance
combined with CMOS input differential pair is proposed and designed in IBM 180 nm CMOS
process technology.

1. INTRODUCTION

Comparators are very used in the Control loop of the DC-DC Switching Converters. In the loop
of DC-DC Switching Converters, PWM generators uses comparator that compare Triangular wave
with the difference DC-DC output voltage and reference voltage. Due to limited accuracy, compar-
ison speed and power consumption, comparison of the input data is regarded as one of the limiting
factor of the high speed VLSI data conversion system. There is a growing need for the development
of low power, low voltage and high speed circuit techniques and system building blocks because of
increasing demand for portable and hand held high speed devices. On the one hand, low voltage
operation is required to use as few batteries as possible for low weight and small size. On the other
hand at the high frequency of operation, Low power consumption is demanded to prolong battery
lifetime as much as possible [1,2]. In the recent decade, due to the rapid advancement in Analog-
to-Digital conversion devices, the rapid advancement of VLSI technology causes the evolution of
digital integrated circuit technologies for signal processing systems that operate on a wide variety
of continuous-time signals including DC-DC switching converters, speech, medical imaging, sonar,
radar, consumer electronics and telecommunications.

Already with voltage scaling, sub-threshold voltage region demands require technology for new
architecture and innovative circuits. Previous advances in MOS technologies meet it for higher
speed applications, however due to MOS device mismatches, it is difficult to achieve a high speed
and accuracy at the same time [3].

One of the key components in PWM generators as the fundamental block for the A /D conversion,
are the comparators. In fact they are the link between analog domain and digital domain for
compare a set of variable or unknown values against that of a constant or known reference value [4].
Many DC-DC switching converters in the control loop demands high-speed, low-power comparators
with small chip area. For low-voltage operation, developing new circuit structures is preferable in
order to avoid stacking too many transistors between the supply rails [5].

The organization of this paper is as follows. Section 2 described the proposed dynamic com-
parator. Section 3 illustrates the simulation results. A comparison to the conventional comparators
is also presented, followed by the conclusions in Section 4.

2. PROPOSED DYNAMIC COMPARATOR
2.1. Structure

The comparators are consists of two parts namely pre-amplifier and latch that these parts operate
in the same phase. Therefore, comparator can pull the latch. In the second phase, the pre-amplifier
output nodes up to the power supply voltage level. Also, the comparator offset can be cancelled
in this phase [6,7]. Consequently, the comparator offset effect has not been considered in this
paper. Fig. 1 shows the circuit diagram has been used in simulations that has been obtained from
[8] with adding Q2 and Q4 that a dual rail pre-amplifier is achieved. For decreasing the loading
effect on the comparator output, two CMOS inverters have been used to supply capacitive loads.
The comparator consumes dynamic power because the comparator consists of dynamic latch and
pre-amplifier [9].



832 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

VDD VDD VDD

8 E
Clk 0— e @ ociko— Qi Qi —_ — oo FOcik

VDD

—-C O Vout+
Q15 Q17

—

Vout:

o Ck

Figure 1: Schematics of the dynamic comparator and CMOS inverters.

2.2. Transient Behavior

Figure 2 shows the sketch map of the transient behavior of the dynamic comparator in the com-
parison phase. By the switching transistors Q8, Q9, Q12, and Q13 during the reset phase, the
output terminals and the drain side voltages of Q5 and Q6 are all pulled high to VDD, respectively.
By turning on the two tail transistors Q7 and Q16, the comparison phase begins. Therefore, the
CMOS input stage transfers the differential small signal to the cross coupled stage. Q2, Q4 are
activating when the input common mode is lower than the Q1 or Q3 threshold voltage. Therefore,
the dual-rail differential input obtain since they are supplies the preamplifier output. Based on [10],
the comparison transition can be divided into three phases (from phase 1 to phase 3). The output
terminals are pulled down by two tail transistors Q7 and Q16 during the phase 1. Until one of
the two output terminal voltages decreases to (Vpp—Vinp), the p-channel transistors Q10 and Q11
remain cut-off. The Q2 and Q4 activate when the cross-coupled stage composed from Q1, Q3, Q5
and Q6 cannot start. Therefore, the speed of proposed idea is more than paper [8]. In order to
enhance the voltage difference between the output terminals, the cross-coupled inverters provide
strong positive feedback in the phase 2. The transition state changes from phase 2 into phase 3
when one of the transistors Q14 and Q15 is cut-off. There is no static power dissipation since the
current flows through these n-channel MOSFETSs stop automatically after the transition. Fig. 3
shows transient behavior of the proposed dynamic comparator at 1 GHz. As seen, both of the
output terminals are pulled low in the beginning of the compare operation. One of the output ter-
minals charge through the p-channel transistor when the transition goes from phase 1 into phase 2.
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Figure 2: The sketch map for the transition behavior ~ Figure 3: Simulated transient behavior of the pro-
of the dynamic comparator. posed comparator structure.
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Therefore, the strong positive feedback provided by these two cross-coupled inverters separates
the output voltages. Against paper [8], this design aren’t use from p-wells, thus the cost of com-
parator chip is lower.

3. SIMULATION RESULTS

In this paper for increase the simulation reliability, the post-layout simulation is done. The layout
of proposed comparator shown in Fig. 4.

According to Fig. 4, layout size of proposed comparator is equal to 31.3 pm=18.5 um. For increase
of the comparator sampling frequency to 10 GHz, the transistor layout designed based on multi-
finger transistors. With this technique, the nodes capacitance of transistors is minimum; therefore
the sampling frequency was minimized and the layout size was maximized. The av_extracted view
of proposed comparator shown in Fig. 5.
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Figure 4: Layouts of the dynamic comparator and  Figure 5: Av_extracted view of the dynamic com-
CMOS inverters. parator and CMOS inverters.

The Proposed idea simulated at the 180 nm CMOS model. The post-layout simulation results
versus Sampling Frequency presented at the Table 1.

Table 1: Post-layout simulation results of the proposed comparator versus sampling frequency.

Sampling Frequency (GHz) | 0.004 | 0.01 | 0.1 1 5 10
Resolution (mv)* 27 24 25 27 700 | 700

Power Supply (v)** 0.4 0.45 | 0.55 | 0.8 1.05 | 1.8
Power Consumption (ptw)*** 0.835 | 2.07 | 20.7 | 204.6 | 795.6 | 964

*Resolution calculated at 1.8 V DC power supply.
**Power supply calculated for maximum resolution.
***Power consumption calculated at maximum resolution and 1.8 V DC power supply.

For playing features of the proposed paper, we simulating the circuits at 180 nm CMOS that is
a lower technology than recent reported papers but in this paper, the sampling frequency received
to 10 GHz. The comparison State-of-the-Art Works between the proposed paper results and some
other papers presented at the Table 2.

Table 2: Comparison to State-of-the-Art works.

Specifications (8] [10] [11] | [12] | This Work
CMOS Process (nm) 90 | Scaled to 90 | 90 65 180
Sampling Rate (GHz) 3 3 3 7 10

Supply /ICMV 1.2/1 1.2/1 1.2/1 | 1.2/1| 1.8/0.9
Energy/decision (£J) 71 88 90 185 50.6
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The energy /decision for the proposed comparator is equal to 50.6 fJ that is highest value between
papers at Table 2.

4. CONCLUSION

The proposed dynamic comparator structure has an added degree of freedom that enables higher
input transconductance stage using negative resistance technique to get better delay/log (AVin)
performance at low power consumption. Moreover, the structure is very suitable for advanced
deep sub-micron CMOS process with lower threshold voltage to achieve higher operation speed for
multi-giga Hz optical and data conversion systems. In this paper, we received to Energy/decision
equal 50.6fJ at 10GHz.
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Abstract— A possible solution of the well known paradox of chiral molecules is based on the
idea of spontaneous symmetry breaking. At low pressure the molecules are delocalized between
the two minima of a given molecular potential while at higher pressure they become localized
in one minimum due to the intermolecular dipole-dipole interactions. Evidence for such a phase
transition is provided by measurements of the inversion spectrum of ammonia and deuterated
ammonia at different pressures. In particular, at pressure greater than a critical value no inversion
line is observed. These data are well accounted for by a model previously developed and recently
extended to mixtures. In the present paper, we discuss the variation of the critical pressure in
binary mixtures as a function of the fractions of the constituents.

1. INTRODUCTION

According to quantum mechanics chiral molecules, that is, molecules which are not superimposable
on their mirror image, should not exist as stable stationary states. Consider ammonia NHs. The
two possible positions of the N atom with respect to the plane of the H atoms are separated by a
potential barrier and can be connected via tunneling. This gives rise to stationary wave functions
delocalized over the two minima of the potential and of definite parity. In particular, the ground
state is expected to be even under parity. Tunneling induces a doublet structure of the energy
levels.

On the other hand, the existence of chiral molecules can be interpreted as a phase transition.
In fact, isolated molecules do not exist in nature and the effect of the environing molecules must
be taken into account to explain phenomena characterized by instabilities. This interpretation
underlies a simple mean-field model developed in [1] to describe the transition of a gas of NHs
molecules from a nonpolar phase to a polar one through a localization phenomenon which gives rise
to the appearance of an electric dipole moment. Even if ammonia molecules are only pre-chiral [2],
the mechanism, as emphasized in [1], provides the key to understand the origin of chirality.

A quantitative discussion of the collective effects induced by coupling a molecule to the envi-
ronment constituted by the other molecules of the gas was made in [3]. In this work it was shown
that, due to the instability of tunneling under weak perturbations, the order of magnitude of the
molecular dipole-dipole interaction may account for localized ground states. This suggested that a
transition to localized states should happen when the interaction among the molecules is increased.

Evidence for such a transition was provided by measurements of the dependence of the doublet
frequency under increasing pressure: the frequency vanishes for a critical pressure P, different for
NHj; and ND3. The measurements were taken at the end of the 1940s and beginning of the 1950s [4—
6] but, as far as we know, no quantitative universally accepted theoretical explanation exists in spite
of many attempts. The model [1] gives a satisfactory account of the empirical results. A remarkable
feature of the model is that there are no free parameters. In particular, it describes quantitatively
the shift to zero-frequency of the inversion line of NH3 and NDj3 on increasing the pressure.

Recently, we extended the model [1] to gas mixtures [7]. This case may be of interest, among
other things, for the interpretation of the astronomical data such as those from Galileo spacecraft [8]
which measured the absorption spectrum of NH3 in the Jovian atmosphere. Formulas for the critical
pressure of a general mixture have been provided.

In the present paper, we investigate the behavior of the critical pressure in binary mixtures. We
show that the critical pressure of a chiral species can be increased or decreased by several orders
of magnitude by mixing it with a proper fraction of a proper species, chiral or non polar.

2. CHIRAL GAS

We model a gas of all equal chiral molecules as a set of two-level quantum systems, that mimic
the inversion degree of freedom of an isolated molecule, mutually interacting via the dipole-dipole
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electric force. At moderate density, we approximate the behavior of the N > 1 molecules of the
gas with the mean-field Hamiltonian

_gaaz _ G<1/]7]O\;1/)> O’Z, (1)

where o% and o? are the Pauli matrices and v is the Pauli spinor representing the mean-field
molecular state with normalization (1,1) = N. The scalar product between two Pauli spinors is
defined in terms of their two components in the standard way. The parameter AF is the inversion
energy-splitting measured by spectoscopic methods in the rarefied gas. The parameter G' accounts
for the effective dipole interaction energy of a single molecule with the rest of the gas. It can be
estimated in two different but equivalent ways [7].

The first way to estimate G is based on the so called Keesom energy, namely, G is identified with
the effective dipole-dipole interaction obtained after averaging over all possible molecular distances
and all possible dipole orientations. These averages are calculated assuming that, concerning the
translational, vibrational, and rotational degrees of freedom, the N molecules behave as an ideal gas
at thermal equilibrium at temperature 7. This assumption relies on a sharp separation (decoupling)
between these degrees of freedom and the inversion motion. The result is

h(y) =
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where P is the pressure of the gas, p the electric-dipole moment of the molecules and d the mini-
mal distance between two molecules, namely, the so called molecular collision diameter. At fixed
temperature, the effective interaction constant G increases linearly with the gas pressure P.

The second way to estimate G is based on the reaction field mechanism [9]. Let us consider a
spherical cavity of radius a in a homogeneous dielectric medium characterized by a relative dielectric
constant &,. An electric dipole p placed at the center of the cavity polarizes the dielectric medium
inducing inside the sphere a reaction field R proportional to g. As a result, the dipole acquires an
energy

1 e —1  p?
E=——pn- R=-" L 3
o 2¢, + 1 4megas (3)

Since €, ~ 1, we can approximate the first fraction in Eq. (3) by the Clausius-Mossotti relation

87‘—171 D
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where « is the molecular polarizability and aP = u?/(3g0kpT) is the Debye (orientation) polariz-
ability. Observing that for a chiral gas o > « (for instance, in the case of NH3 we have o ~ 2 AS
whereas a? ~ 217 A at T = 300 K), we get

47 P
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Microscopic arguments [10, 11] show that the radius of the spherical cavity a is not arbitrary but
must be identified with the the minimum distance between two interacting molecules, namely, the
molecular collision diameter d introduced in Eq. (2). We thus have & = —G.

The state v collectively describing the inversion degree of freedom of the gas of NV chiral molecules
is determined as the minimal-energy stationary state of the Hamiltionan of Eq. (1). This corre-
sponds to find the lowest-energy eigenstate of the nonlinear eigenvalue problem h()y = A\, with
the constraint (¢, 1) = N. We refer the reader to [1, 7] for the mathematical details, here we just
state the main results.

There exists a critical value of the interaction strength, G., = AFE/2, such that for G < G
the mean-field eigenstate with minimal energy is ¢ = v/ N¢,, where ¢ is the eigenstate of o®
with eigenvalue +1, i.e., the molecules are delocalized. For G > G, there are two degenerate
solutions of minimal energy which can be termed chiral states, in the sense they are transformed
into each other by the parity operator ¢*. For G > G, these solutions become the localized states
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VNor, VNpr, where ¢, pr are the eigenstates of 0. The energy associated with the state v is
a continuous function of G with a discontinuous derivative at G = G.,. We thus have a quantum
phase transition between a delocalized (or achiral, or nonpolar) phase and a localized (or chiral, or
polar) phase. In view of the dependence of G on P, we can define a critical pressure at which the
phase transition takes place

AEd (4regkpT)?
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Note that the value of P, is completely determined in terms of the microscopic parameters AE,
and d and the temperature T

In [1] we have also shown that in the delocalized phase the inversion angular frequency of
the interacting molecules depends on the pressure as hw(P) = AE\/1 — P/P. This formula is
interesting as it expresses the ratio of two microscopic quantities, ito and AFE, as a universal function
of the ratio of the macroscopic variables P and P,,. Furthermore, it is in very good agreement with
some spectroscopic data showing the shift to zero frequency of the inversion line of NH3 or ND3 at
increasing pressures [4-6.

3. BINARY MIXTURES

Consider a gas mixture of two species labeled 1 and 2. In this case, the Clausius-Mossotti relation
reads as

-1 1
i 9 Zg(ﬂl (041+Oé]1))+f>2 (a2+0412)))7 (7)

where the Debye polarization af = 1?/(3s0kpT) is given in terms of the molecular electric-dipole
moment p; of the species i = 1,2. According to the reaction field arguments discussed above, a
chiral molecule, let us say of species ¢, having dipole moment pu;, acquires, due to the interaction
with all the other molecules of the mixture, the energy

1 pi
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where d; is the molecular collision diameter of the i-th species. We now specialize the discussion in
the following two cases.

3.1. Mixtures of a Chiral Gas with a Non Polar Gas

For a mixture of chiral and non polar molecules, the mean-field molecular state of the chiral species,
assumed as species 1, is determined similarly to the case of a single chiral gas. The only degree of
freedom of the non polar molecules is the deformation which, in turn, is proportional to the electric
dipole moment of the chiral molecules. We may thus describe the mixture by a single mean-field
molecular state, 11, normalized to the number of molecules of the species 1, (¢1,91) = Ni. As
before, we assume that this state is determined as the lowest-energy eigenstate of the eigenvalue
problem associated with the mean-field Hamiltonian

AV
2
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In this Hamiltonian —G represents the effective dipole interaction energy of a single chiral molecule
with all the other molecules, chiral and non polar, of the mixture. Thus we can identify —G1 = &7,
where & is given by Eq. (8) with i = 1, a; < P, and o = 0, namely,

G1 = (1P +712P), (10)
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As usual we used the ideal gas relations p; = P;/kpT and py = P»/kpT, where P; and P, are the
partial pressures of the two species.

The analysis of the nonlinear eigenvalue problem h(1);)1; = A1, with the constraint (i1,¢1) =
N1, is identical to the case of a single chiral gas. We have a localization phase transition when
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Figure 1: Critical pressure of the localization phase transition in a binary mixture of NH3 as a function of
the fraction of the second constituent chosen as NDj3 (bottom-left axes) or He (top-right axes).

G1 = AE;/2. The transition can be considered as a function of the total pressure P = P; + P, of
the mixture and of the fractions of the two species 1 = P;/P and 9 = P,/P. In this case, instead
of a unique critical pressure, we have a critical line parametrized by z1 or xo =1 — z1, e.g.,

AR
221711 + 229712
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In Fig. 1, we show the variation of the critical pressure in a NH3-He mixture as a function of the He
fraction. The value of P, increases from the critical pressure of pure NH3 to a maximum reached
for a vanishing NHjg fraction. The value of this maximum depends on the nature of the non polar
species, it is greater the smaller is the molecular polarizability .

3.2. Mixtures of Two Chiral Gases

For a mixture of two chiral gases, we describe the inversion degrees of freedom of the two species
by mean-field molecular states 11, 99 normalized to the number of molecules of the corresponding
species. These states are obtained as the lowest-energy eigenstates of the eigenvalue problem
associated with the coupled mean-field Hamiltonians
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Pauli operators now have a label i = 1,2 relative to the species they refer to. Each term —Gj;
represents the effective dipole interaction energy of a single molecule of species ¢ with all the other
molecules of species j. By matching —G;; — G2 = &;, where & is given by Eq. (8) with ay < ozllj
and as < ab, we get

dr W
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where P is the total pressure of the mixture and x1, xo the fractions of the components.

The solution of the coupled nonlinear eigenvalue problem hi (¢112)11 = A1y and ho(11)2)1)e =
A2t)g, with the constraints (i1,1¢1) = Ni and (9, 19) = Na, is discussed in [7]. As in the case
of a single chiral gas, the mixture undergoes a localization phase transition at a critical pressure
P... For 0 < P < P, the lowest-energy molecular state of the mixture corresponds to molecules of
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both species in a delocalized symmetric configuration. For P > P, new minimal-energy molecular
states appear with twofold degeneracy. These states correspond to molecules of both species in a
chiral configuration of type L or R. We have a particularly simple formula for P,

1 22: 1 Py _ ABi _ 9 AE;d}(4meokpT)? (15)

the inverse critical pressure of the mixture is the fraction-weighted average of the inverse critical
pressures of its components. In Fig. 1, we show the variation of the critical pressure in a NH3-NDj3
mixture as a function of the NDj3 fraction. The value of P, ranges from the critical pressure of pure
NHj to that of pure ND3, namely, from 1.69 atm to 0.11 atm. By changing ND3 with, for instance,
D5Ss, the minimal value of P., can be extended down to 4.3 x 1079 atm, the critical pressure of
deuterated disulfane.

4. CONCLUSION

Our approach to the existence of chiral molecules is based on ideas of equilibrium statistical mechan-
ics. One may be surprised by the presence of a quantum phase transition at room temperatures.
We emphasize that the transition takes place only in the inversion degrees of freedom. The dynam-
ics of these degrees of freedom is affected by temperature only through the values of the coupling
constants.

We have shown that with the addition of a proper fraction of a second species, non polar
or chiral, the critical pressure of an ammonia mixture can vary in a range of several orders of
magnitude. As a consequence, the inversion line of ammonia, as well as, possibly, that of the
second chiral constituent, should undergo a frequency shift rather different from that measured for
pure gases, see [7]. An experimental verification of these predictions is well within the reach of
present technology and would represent a critical test of our theory.
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Abstract— This article describes the complete design of high performances Ka-Band small
size Spatial Power Combiner (SPC) Amplifier. Several multiple physics aspects are treated in
the proposed study as electromagnetic behavior and thermo-mechanical features. The combiner
consists of quadruple Fin lines to microstrip (FLuS) transitions inserted into a WR28 waveguide
T-junction. In this structure, 16 Monolithic Microwave Integrated Circuit (MMIC) Solid State
Power Amplifiers (SSPA’s) are integrated. In order to drive the active devices at full power,
thermal exposition has been controlled by an opportune heat-sinker subjected to a cooling air
flow. A main design has been followed by FEM simulation using Ansys-Ansoft HFSS and Comsol
Multiphysics. Scattering parameters, stresses and strains have been computed together with the
temperature and airflow distributions. A mean insertion loss of 2dB is achieved with a return
loss better the 10dB in the 31-37 GHz bandwidth while operating at maximum power. In such
condition, the transistors present a maximum displacement of 28.7 um caused by the thermal
expansion of the material due to a channel temperature of 125°C, and special techniques have to
been applied to avoid the MMIC’s breakage.

1. INTRODUCTION

Spatial Power Combiner (SPC) Technology [1-7] is actually knowing an increasing interest as a
suitable alternative to high power Vacuum Tubes (V'T’s) microwave amplification. A single VT has
higher power output than a single transistor but the reliability and low voltage operation [8, 9] of the
Solid State (SS) technology may give a notable benefit. Of course, in the range of millimeter waves
and signal power levels greater than kilowatt only V'T’s like Gyrotrons or Free Electron Lasers can be
employed [10-13], and no competition exists between SSPA’s and VT’s. The traditional approach
to obtain a significant power output using SSPA’s is the binary combining of many transistors
through microstrip Transmission Lines [14, 15]. This solution is limited to the losses which each
printed transmission line (TL) combiner and to the limited number of devices to a power of two. The
Spatial Power Combining approach shows evident advantages over the classical binary technique.
This technique is employed to design the Spatial Power Amplifier (SPA), in which power dividing
and combining is performed in a parallel way, rather than in a serial way, and losses are little
dependent with the number of used PA’s [16]. Furthermore, SPA loss is rather constant with the
number of amplifiers. In this work, the design and simulation a novel high performance and small
size SPC working in Ka Band is presented, interfacing with standard WR28 waveguides. It employs
an innovative matched quadruple antipodal Fin Line transition. Such innovative SPC allows the
in-phase combination of 16 MMIC PA’s achieving a high combining efficiency. Several circuital
and technological solutions have been adopted [17]. In order to reduce the combining loss and
size and to reach wideband matching, exponential Finline-to-microstrips (FLuS) transitions have
been considered. In order to improve the operative band, a parasitic void has been implemented
by inserting an anti-resonance metal in the antipodal FLuS transition profile [18]. Together with
the electromagnetic (EM) design of the SPA, the whole structure has been developed for the
corrected thermo-mechanical operation which ensures the desired electromagnetic behavior, and
avoids undesired alteration due to the thermo-mechanical effects related to the operative condition
of the devices.

When high power levels are manipulated, heat sinking systems are especially important in order
to avoid performance degradation and even device failure [19]. The power dissipation of the active
devices produces a considerable temperature increase of both the PA’s and the connected structure.
If the SSPA’s temperature exceeds the maximum allowed value (specified by the SSPA’s vendor),
an amplification failure or device damage may occur. The computation of the temperature is per-
formed when the heat generated by the MMIC’s power dissipation has been diffused on all the
reachable SPA components which have been cooled by the opportune heat sinkers connected to the
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device body cooled by an incident air flow. The calculation is performed through a stationary anal-
ysis when the system is thermally stable. A fixed external temperature has been assumed for the
inlet air particles. The heat exchange occurs over all the SPA outer surfaces but is maximized on
the heat sinker structure. A Finite Element Method (FEM) based simulation using Ansys-Ansoft
HFSS has been employed to predict the Electromagnetic behavior of the structure and a Multi-
physics modeling based design using COMSOL has been employed to perform Thermodynamics
and Fluid-Dynamics analysis coupled to structural mechanics computation. Stresses and strains
have been computed together with the temperature and airflow distributions. In order to decrease
computational time and resources while maintaining accuracy and a nice grade of reliability, the
device model is organized by using several architectural strategies shown in this paper. Since the
device has two symmetry planes, only a quarter of the SPC structure has been employed for the
modeling by introducing opportune symmetry boundary conditions.

2. ELECTROMAGNETIC DESIGN

The amplifier reported in this paper uses a WR28 rectangular waveguide at input and output. In
order to deliver power to MMICs, four AlsO3 cards were employed, each one containing quadruple
(quad) FLuS transitions (Figure 1). The Fin Line taper in each FLuS can be used as a broad-band
impedance transformer between the waveguide and MMIC amplifier. To reduce the combining loss,
an exponential FL taper has been chosen in antipodal configuration [20]:

w(z) = wp exp E ln(wf)] , (1)
where wg stands for initial taper width, wy for the final one and [ is the total length of the transition.
It can be demonstrated that the impedance vary with the same behavior of (1) [21]. Microstrip
Lines were designed following Hammerstad formulas reported in [22]. To improve the return loss at
the waveguide when loaded by the Fin Lines and to symmetrise currents on the substrate, dielectric
Parallel Quarter Wave Transformers (P-QWT’s) have been designed, starting by the general design
philosophy for single QWT given in [20].

The selection of the simulated geometry has been carefully determined, to avoid undesired lack
of software convergence or bad results [23]. The 3D simulated structure is shown in Figure 2, from
which we recognize that one quarter of the structure shown in Figure 2 can be analyzed with the
software. The wave equation in the frequency domain (2) has been solved by HFSS Driven Modal

J
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Figure 1: Quadruple FLuS employing the innovative  Figure 2: 3D quarter section of the WR28 SPC EM
dielectric parallel QWT. model.

Scattering Parameters BB 4

0.00 Curve Info
g —4- a8(s(1.1)
-2.00 — e
-4.00
-6.00
-8.00 *;

1000
1200
14,00
1600
18.00-

2000 ‘ ‘ : . ! . ‘
%D,GU 31.00 32.00 33.00 34.00 35.00 36.00 37.00 38.00
Freq [GHz]

Figure 3: SPC simulation results: insertion loss and return loss in dB, in the operating bandwidth.
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computation [19].
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where pi, is the permeability, €, the permittivity and o the conductivity of the material; g is the
permittivity of the vacuum, kg the wave number in free space, w the wave angular frequency and E
the electric field. The simulated S-parameters are given in Figure 3. By observing such images we

note that the proposed WR28 SPC passive structure ensures a maximum insertion loss of 2.2dB
and a minimum Return Loss of 10dB in the whole 31-37 GHz band.

3. THERMO-MECHANICAL DESIGN

The heat generated by power dissipation on the MMIC’s channel cause carriers and shell warming.
If no cooling system is provided the SPA’s temperature increase until the active devices breakdown.
For this reason, an opportune cooling system has been designed formed by heat sinks and cooling
fan. The analyzed structure is realized in a WR28 waveguide, whose central part allows for the
insertion of two metal carrier which holds up the antipodal FLuS’s and MMIC SSPA’s. The
material to use for the carrier has been investigated in this work, in order to improve the heat
conduction. An Aluminum shell contains two 2mm copper carriers. The carriers are placed at the
center of the waveguide and each face of the carrier holds 8 active devices and 2 FLuS’s printed
on an Alumina substrate. The model used for the analysis is shown in Figure 4. The heat sources
are 16 parallelepipeds, one per MMIC, with size of 5.4 x 0.2 x 0.01 mm; they represent the FET’s
channel and each source dissipate 21 W on GaAs. The analysis is based on the complete coupling
of the COMSOL Laminar Flow, Heat Transfer and Structural Mechanics modules. No mechanical
movements are allowed on the external walls, since has been assumed that the air can’t move any
part of the structure, including the heat-sinker wings. This condition avoids any normal force on
the surfaces and any rotation, allowing for the computation of the sole heat exchange.

The Thermodynamics and fluid dynamics study has been solved by adopting a fully coupled
stationary calculation in order to evaluate the temperature distribution, when the maximum tem-
perature is reached by the active devices and all the structure is subjected to an opportune air
flow.

Heat Transfer has been computed by solving the Heat Equation in the steady state (3) [24].

-V (kVT) =Q 3)

where 7' is the temperature (Kg, k the thermal conductivity (W-m~-K~!) of the material and Q is
the heat power density (Wm™?). The air motion is modeled with a single phase laminar flow and
computed by solving the system of (4) and (5) in a stationary analysis.

plu-Vu=V- [—p[+u (Vu—i— (Vu)T) — z,u(v-u)f] +F (4)
V- (pu)=0 (5)

where p is the pressure, u is the velocity field (m-s™!), p the material density (kg-m~3), u the
dynamic viscosity (Pa-s) of the material (the air) and F is the volume force (N-m~2). The symbol
I stand for the identity matrix and T for the transposing operation.

The Structural Mechanics analysis shares the computation variables with the thermodynamic
and fluid dynamics calculation, consisting in a large computation system. The thermal expansion
calculated by the structural analysis has been employed to estimate the deformation of the mate-
rial induced by the heat generated by the SSPA’s power dissipation during the operation at the
maximum power rating. Surfaces are intended as in a stationary temperature regime, cooled by the
external environment condition as shown by the Thermo-Fluid Dynamics analysis. The analysis
has solved the system of stress steady state Equation (6) fully coupled with the computation of
the (3), (4) and (5) by computing the thermal expansion of the materials [19].

—V.-o=Fy (6)

where o is the stress (Nm~2) and Fy is the force per unit volume (Nm~3). The mechanical
boundary conditions have been chosen in order to leave waveguide external walls free from any
constriction, ensuring the ability to swell. This condition avoids any normal force on such walls
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and any rotation, allowing to compute the complete deformation of the transistors. The solid
model is intended as isotropic and the structural transient behavior as quasi-static. The thermal
expansion induced forces have symmetric application points, due to the geometric symmetry. The
surfaces which lie on the back plane of Figure 4 are modeled as symmetry boundary condition.
The mechanical analysis has been performed by considering the nominal operative ratings of the
SPC, while operating at maximum power of 21 W per transistor and cooling the SPC by an air
laminar flux with a velocity of 10ms and initial temperature of 0°C. This is a value obtainable
with a liquid chiller or much easier when the SPC is employed on Airplanes. In the following
images, black color outlines represent the original conformation, and the stained volumes represent
the deformed structure. Furthermore, the scale factor of the deformation has been magnified, in
order to better view the displacements. In Fig. 4 the airflow streamline is reported including the
temperature distribution of the air flowing around the SPC structure. By the heat transfer with
the warmed SPA, the air flux reaches a maximum temperature of 54.5°C. In such condition, the
channels of the transistors reach a maximum temperature of 125°C shown in Fig. 5. In Fig. 6 is
represented the maximum stress on the carrier and MMIC devices: it is located near the inner
angles of the carrier and locally reaches 0.26 GNm~2. MMIC devices need to be carefully held to
the carrier since the different thermal expansion coefficients of the materials may induce a mismatch
which can damage the crystal. A deep description of the physical principle governing these effects
is reported in [26-29]. According to such studies and basing on our heritage by considering the
stress to which the MMIC devices are subjected, a typical acceptable value for the displacement of
a GaAs crystal of the dimensions of the employed MMIC, exactly the type TGA2575 produced by
Triquint [30], needs to not exceed 5 um on the narrow side. A maximum displacement of 56.3 um
is located on the cooling wings of the heat sinker and near the interface between the outermost
SSPA’s and the external surface of the SPC, is located a displacement of 28.7 um (shown in Fig. 7),
enough negligible from the EM guiding properties of the structure but critical for the GaAs MMIC
survivability. In order to allow for the heat dissipation without mismatch between coefficients of
thermal expansion (CTE) for GaAs and conductors, MMIC’s are brazed onto CuMo heat spreader
and the whole assembly is brazed onto copper carriers. Hence, at each temperature value obtained

(b) va7.3

Figure 4: Airflow streamlines with temperature dis-  Figure 5: (a) Temperature distribution (°C) on car-

tribution on a quarter section of the SPC. rier and MMIC in plane section and (b) 3D view.
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0.25 28
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Figure (23: Maximum stress on carrier and MMIC  Figure 7: Maximum displacement on MMIC (um).
(GNm™2).
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Figure 8: The whole structure of the Ka-band SPC amplifier.

we need to add about 4°C, by our heritage, to consider the CuMo effect in thermal conduction.

The mechanical design considers the compactness of the final SPA, the maximum possible heat
transfer and the simplicity of the assembling. This SPA has been designed to use standard WR28
flanges and to employ 16 MMIC Triquint TGA2575 HPA’s operating at these WG frequencies. At
the amplifier input, a Waveguide T-junctions in E-plane is used to split the signals in two WR28
arms. The branches of T-junction have designed with four-step Chebyshev transformer in order to
obtain small reflections to the input port in Ka band. In Figure 8 we report the complete CAD
drawing of the Ka-band SPC amplifier, including 16 SSPA MMIC’s: heat sinker is removed for a
better view. From such image we recognize the bulk of the SPC made of Aluminum, the innovative
quadruple fin lines with the innovative P-QW'T, the copper carriers, the equalization lines and the
MMIC’s with their DC feed capacitors placed on CuMo heat spreader. The size of this SPC is
90 x 92 x 25 mm, but size can be still reduced.

4. CONCLUSIONS

This study describes a novel SPC Ka Band Power Amplifier based on the spatial combination
of 16 SSPA MMIC’s. Several multiple physics aspects are treated in the proposed study as the
electromagnetic behavior and thermo-mechanical features in order to drive the active devices at full
power. A reliable computational electromagnetic model have shown an operating bandwidth from
31 GHz to 37 GHz, with a mean insertion loss of 2dB for the passive SPC and minimum return
loss of 10dB in the whole bandwidth. MMICs fault and undesired thermal expansion with related
stresses and displacements have been prevented. A maximum channel temperature of 125°C is
expected while the device operates at full power and cooled by an opportune airflow. Maximum
stress on the carriers, MMIC devices and cooling wings has been computed. Such a study has
allowed for the selection of the proper materials for carriers and interfaces between them and
MMIC’s. Due to the proposed thermo-mechanical design, each MMIC device can be driven at full
power reaching its maximum power output P,,; = 35.5dBm. Since the average Insertion Losses are
2.0dB, the proposed SPA (employing 16 MMIC amplifiers) can provide a maximum power output
of about 45.8dBm occupying 90 x 92 x 25 mm.
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Abstract— The advanced systems for formation of a TV image on a projection screen is an
acoustooptic system that relies on the principle of exposure of the entire TV 1D image by one
laser pulse and further deflection of 1D images across the frame. The case of a diffracted field
for wide-band anisotropic light diffraction by a slow shear elastic wave near the optical axis of
an acoustooptic modulator made from a crystal of paratellurite TeOs was considered. We rely
on the solution for the diffracted field and consider the problem of formation of the image of an
amplitude-modulated 1D image that fills the acoustooptic modulator aperture on the projection
screen. As a light source, a copper-vapor laser with wavelength Ag = 0.5106 um and generation
pulse duration 79 = 10 ns was used.

1. THE CASE OF A LOW EFFICIENCY OF ACOUSTOOPTIC INTERACTION FOR
CONVERGING LIGHT BEAM

Let us consider the system for formation of a 1D image (Figure 1) that includes an acoustooptic
modulator (AOM), input cylindrical lens L;, and an objective consisting of lenses Lo and Lz. The
X'0Z" and Y'0Z' planes of the system are chosen so that in one of them (X’'0Z’) light diffraction
in the AOM and formation of the 1D image on the screen Sc occur, and in the other plane (Y’0Z’)
formation of the spatial distribution of the 1D image and its deflection in the screen plane takes
place. The medium for the acoustooptic interaction is a TeOs9 crystal.

Our consideration refers to the interaction geometry which is employed in a real device (Figure 2)
and which corresponds to the case of wide-band anisotropic light diffraction by a slow shear elastic
wave [1,2].

We assume that an ultrasonic wave with the polarization vector directed along the [110] axis
coinciding with the Y’ axis propagates along the [1 10] direction of the crystal coinciding with the
X' axis of the optical system. The wave vector of the light wave k makes angle 6 with its projection
on the (110) plane, and the projection of this vector on the (110) plane is at angle « to the Z’ axis.

Angles a and 6 are assumed to be small, and we have

KL, k; <L kK, =k, = —ksinf ~ —k0; 1)
k:; = kcosfsina ~ —ka
where k = 27w /)¢ is the amplitude of the wave vector of the light wave for a free space.

Then, following by a formalism, developed in [2], using the same notations, and by assuming
that the light pulse shape corresponds to the Gaussian distribution law and also that the light
source coherence time Teoh = leon/¢ (lcon is the longitudinal coherence length) is much shorter than
the radiation pulse duration (this is fulfilled, for example, for the copper-vapor laser), we get the
time-average distribution of light intensity in the 1D image on the screen
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where T is the period over which time integration is performed; and 7y is the light pulse duration
at the 0.5 light intensity level. The first term in Expression (2) defines the constant component
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X

Sc

Figure 1: Optical scheme of the system for formation
of a 1D image in two mutually perpendicular planes:
AOM — acoustooptic modulator; L; — input cylin-
drical lens; Ly, L3 — lenses of the objective; Sc —
screen; D — diaphragm; Iy, I1; — intensities of the
incident and diffracted light beams; ag, by — light

Figure 2: Geometry of acoustooptic interaction: k,
k, — wave vectors of light and sound waves; k., k,/,
k.. — projections of vector k on the coordinate axes;
6 — angle between wave vector k and its projection
on the (110) plane; @ — angle between the Z’ axis
and projection of vector k on the (110) plane.

beam sizes along two coordinates; F; — focal dis-
tance of L;; d — acoustooptic modulator size along
the X’ axis.

in the signal of the image, the second term gives modulation with the input signal frequency,
and the third term describes nonlinear distortions in the image at a doubled signal frequency.
Coefficient I'g characterizes changes in the average light intensity in the 1D image on the screen
due to transformation of the light beam sizes.

2. MODULATION-TRANSFER FUNCTION OF THE SYSTEM

The Expression (2) corresponds to the case of a low diffraction efficiency. Let us use this expression
to find the modulation-transfer function (MTF) of the system. To this end, we consider the cross
section of this distribution by the plane y = yo for which I(y9) = Imax. We define the contrast
transfer function versus modulation frequency fy as

M (fo) = Imax (fo) = Imin (f0)/Imax (fo) + Imin (f0) (3)

Function (3) was calculated for different light pulse durations 7y and cones of angles of light in-
cidence on the sound beam 2a& which corresponded to the choice of different focal distances Fj
for different central frequencies of ultrasound f and Bragg angles 950), 981) corresponding to these
frequencies, and also for different acoustooptic interaction lengths L. The medium for the acous-
tooptic interaction was the TeOs crystal. The light radiation wavelength in the calculations was
taken to be 510.6 nm, which corresponded to the green line of the copper-vapor laser, and the
ultrasonic wave modulation depth was mg = 1.

Calculations showed that M (fp) was nearly independent of the cone of the angles of incidence
2¢ in the plane orthogonal to the scattering plane. Its shape was mainly determined by the choice
of the carrier frequency of ultrasound f, ultrasonic beam with L, and light pulse duration p.
Figure 3 shows calculated MTF families for different parameters. It can be seen that as the light
pulse duration becomes smaller, the decrease in the MTF slows down. As ultrasonic beam sizes
reduce (interaction length L, Figure 3(b)) the MTF decrease becomes slower which can be explained
by an increase in the spatial-frequency region of acoustooptic interaction due to broadening of the
directional diagram of the elastic wave emitter. In all the cases a decrease in length L leads to an
increase in the contrast in the image transfer.

Figure 4 shows the dependence of coefficient N on modulation frequency fjy plotted for the same
functions I(fp) as in Figure 3(a).

N (fO) =In {Imax (fO)/Imin (fO)} (4)
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Figure 3: (a)MTF of the system as a function of light pulse duration 79, (b) interaction length L, basic set
of parameters: f = 80 MHz; L = 4mm; 79 = 10 ns (curves 2); 19, ns: 5 (1), 10 (2), 20 (3), 30 (4), 40 (5); L,
wm: 2 (6); 3 (7), 4 (2), 5 (8), 6 (9).

Figure 4: Logarithmic contrast transfer function for different pulse durations 79, ns: 5 (1), 10 (2), 20 (3),
30 (4), 40 (5).

The number of tone levels the eye can perceive is taken to be

N (o) =~ 10 { T/ T} 5)

where o is the threshold contrast; ¢ = 0.02-0.05. The dependences in Figure 4 can be useful for
estimation of the number of tone levels (gray levels) and highest frequency of the image the eye
can perceive. If we assume that the highest MTF frequency is the frequency fo = fn at which
N(fn) = o and solve the relevant equations, we obtain that at 79 = 40ns the highest frequency is
frn =2 25MHz, at 19 = 30ns f, = 31 MHz, and at 79 = 20ns f, = 50 MHz.

3. RESULTS AND CONCLUSIONS

In the approximation of a low diffraction efficiency, a two-dimensional field distribution in the
(4+1)st diffraction order in the focal plane of the input cylindrical lens and a time-average distri-
bution of intensity of light from a pulsed coherent source in the image plane have been calculated.
Calculations of the modulation-transfer function of the acoustooptic system for the 1D image for-
mation including a pulsed copper-vapor laser and AOM from a paratellurite crystal (TeOgz) for
different light pulse durations, carrier frequencies of ultrasound, acoustooptic interaction lengths,
and also angles of light incidence on the AOM in the plane orthogonal to the scattering plane have
been carried out.

Numerical calculations have shown that an increase in the light pulse duration leads to a decrease
in the contrast in transfer of amplitude-modulated signals at high frequencies. An increase in the
contrast at high frequencies results from a decrease in the piezotransducer width and decrease in
the carrier frequency of ultrasound. It approaches the frequency of two-phonon interaction.

Requirements to the choice of the focal distance of the input cylindrical lens and cone of angles
of light incidence on the AOM in the plane orthogonal to the plane of diffraction at which no
noticeable decrease in the average intensity of diffracted light occurs have been formulated.
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Abstract— Inductive Output Tube (IOT) is a vacuum electron tube capable of amplifying
RF power with very good efficiency. IOT has been extensively used in TV services as UHF
transmitters to amplify both audio and video signals. Its moderate power gain, high efficiency
and long life make it suitable for this application. Besides that, this tube has been proving its
capability and reliability in scientific areas like in high energy particle accelerators and fusion
plasma heating purposes. The paper will present the RF design of input cavity of a low frequency
(~ 350 MHz) IOT carried out at CSIR-CEERI. It is an important component of the device. The
simulation of the cavity has been carried out in CST and MAGIC2D codes. The CAD drawings
have been prepared and the cavity structure has been fabricated. The details of design approach
using CAD tools shall be presented in this paper.

1. INTRODUCTION

The IOT was invented in 1938 by AV Haeff but it took long time to recognize the ability and
potential of this device. The tube came in prominence when it was used in UHF transmitters
where its performance impressed the microwave researchers [1]. The structure of the device is
similar to any other linear beam tube, like klystron, having some major differences in its operation.
The input RF cavity, being an important part of the device, has to be designed with many technical
constraints. The velocity modulation occurs in the interaction gap of the cavity which is placed
onto the gun part.

The major components of IOT are electron gun, input/output cavities, input/output couplers,
focussing magnet and collector, as shown in Figure 1. Pierce’s type gridded electron gun is used
for electron beam generation. The RF input signal is applied between cathode and a grid which is
positioned close to and in front of the cathode.

The inner wall of the cavity is connected between the cathode and grid — the two electrodes
both of which are at a large negative potentials. Further, it is necessary to maintain the outer wall
of the cavity and its tuning mechanism at ground potential. The method used to form bunches
is somewhat different from the conventional linear beam tubes. The modulated beam passes into
the RF output interaction region of the IOT. The device has no intermediate cavities. An output
coupler connects the cavity to the output feeder system. The electron beam is focused using a
suitable magnetic focussing system. The spent electron beam is dissipated in a copper collector
either air cooled or liquid cooled depending on the power level involved [2—4].

I0Ts are widely used in TV services as UHF transmitters to amplify both audio and video
signals. It has average power gain, very high efficiency and sufficient long life which make it
suitable for this application. Apart from this, IOT’s significance has now being recognized for
scientific applications too. They are used as RF source in a number of international high energy
particle accelerators such as Diamond, CERN and LANSCE [5].

2. DESIGN APPROACH AND RESULTS

IOT has only two resonant cavities- one input and one output cavity. The velocity modulation will
occur in the input cavity where the nose cone gap is the distance between the cathode and grid.
The cavity should be smartly positioned so that the cathode-grid gap plays the role of cavity drift
gap and contributes to the interaction between electron beam (emitting from the electron gun) and
the input RF signal (applied at the cathode-grid gap). As the cathode-grid distance is very small
in the range of 0.3 mm, the design of the cavity should be such that the required field pattern (F
and H) could be obtained within the cavity for proper modulation. One key issue is that the cavity
operates in grounded mode and in this case, the inner wall of the cavity is connected to the cathode
and grid, having high negative potential, hence proper isolation of the input circuit is mandatory
for its successful operation.
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Figure 1: Schematic of IOT. Figure 2: Structure of input cavity.

The paper presents the simulation results of a 350 MHz input cavity carried out in CST and
MAGIC PIC software. The cavity structure shown in Figure 2 is chosen for properly placing the
cavity onto the cathode-grid gap. The inner conductor, shorted at one end and open at other end
(which makes the cathode-grid gap), acts as cathode which is emitting electron beam from its face
and the outer conductor dimensions (diameter and length) are the deciding factor of the desired
resonance of input RF signal in the cavity. The design is so chosen because in this structure, F
field peaks at the gap and B field maximises at the short end which is the desirable field profiles
for coupling the input power to this cavity.

For choosing the initial dimensions of the cavity, there are some limitations and considerations.
Within the inner conductor of the cavity, in actual, cathode has to be placed. Therefore, the inner
conductor has to be of sufficient diameter so that the cathode will be inserted in it properly. Hence,
the inner conductor’s diameter’s estimation is taken from the cathode diameter (which is already
simulated according to the beam parameters). The outer conductor’s diameter is optimized through
various iterations to get the resonance of the desired frequency in the cavity. The critical dimension
is the cathode-grid gap. The gap is taken so small (~ 0.3mm) to have only 1-2 percent of the
RF cycle being interacted with the electron beam so that proper and efficient velocity modulation
takes place for sufficient bunching of the electrons. On the other hand, decreasing the gap distance
below the specified value will cause breakdown issues. Therefore, this gap is chosen within safe
limits to properly serve its purpose of modulation in the cavity.
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Figure 3: Resonant frequency @ 0.3 mm gap.

The cavity structure is similar to a radial cavity whose inductance, capacitance and resonant
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frequency can be estimated from the following equations [6]

L = 5—7lrln(b/a) (1)
C = e [%‘”2 —4aln (0.765//{1* + (b — a)Z})] (2)
fr = ¢

(3)
O] ] PR e ) 3

where L is the inductance produced in the cavity wall, i is the permeability, C' is the capacitance
in the cavity gap, €y is the permittivity of free space, f. is the resonant frequency, €, is the
relative permittivity of the material of the cavity, ¢ and b are radius of inner and outer conductor
respectively, d is the cathode-grid gap, [ is the height of the cavity and ¢ = 3 x 108m/s is the
velocity of light in vacuum.

Figures 3 and 4 provide the information about the resonant frequency and F field pattern
obtained in CST and MAGIC respectively. Based on the results obtained, the input cavity has
been fabricated as shown in Figure 5. The cold test measurements are planned for validating the
simulation results. The experimental results will also be presented in the talk.

351.14932 MHz: Of Ez (V/m) at OSYSSAREA

30 H

r (mm)

80

z (mm)

Figure 4: Resonant frequency in MAGIC code.

Figure 5: Fabricated input cavity.

3. CONCLUSION

I0Ts are now widely recognized as a useful vacuum tube for various microwave applications. The
results of input cavity of an IOT under development at CSIR-CEERI are presented in this paper.
The eigen-mode analysis of the cavity has been done in CST as well as MAGIC codes and is
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fabricated in the CEERI workshop. From simulations, it can be concluded that the cavity structure
presented in the paper will be suitable for generating resonance of the RF input signal in an IOT.
The design adopted is also suitable for putting it onto the electron gun structure which is necessary
for the velocity modulation of the electron beam.
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Abstract— A novel technique for mitigating the polarization sensitivity between the uplink
multiple access signals was proposed in the AM-CO-OFDMA PON uplink transmission. To pro-
vide uplink multiple access on the orthogonal frequency division multiplexing (OFDM) based op-
tical access network, the polarization difference between the uplink optical signals are unavoidable
issue which degrades a transmission performance severly. By using symple digital signal process-
ing with Pythagorean identity, we experimentally demonstrated stable transmission performance
of various polarization states of uplink multiple access signals.

1. INTRODUCTION

In recent years, coherent optical transmission is moved down to the area of optical access network
with its attractable advantages likes high receiver sensitivity, fineness of its spectral selectivity
and dense spectral efficiency [1,2]. Especially, with orthogonal frequency division multiplexing,
the coherent orthogonal frequency division multiple access passive optical network (CO-OFDMA
PON) has tremendous attention because of its easy of multiple access with dynamic bandwidth
allocation (DBA) on the same nominal wavelength and high spectral efficiency with the adaptive
modulation on the individual subcarriers of OFDM signal frame [3]. But, to realize OFDMA
based PON system, there are some critical issues which come from the de-correlation of the uplink
optical fields which transmitted from each optical network unit (ONU). Because the uplinks signals
are carried on the same nominal wavelength, it generates optical beating interference (OBI) effects
which related with the optical phase difference of uplink optical fields when it detected at the photo
diode [4]. We already solved the OBI problems with the balanced detection of coherent receiver [5].
But, there is another issue in the practical system, the received uplink optical fields couldn’t have
same polarization states each other because of its different transmission path and responses of the
devices in the link. These variously polarized optical fields lead to the signal fluctuation after
photo-detection and crosstalk between the multiple access user signals.

In this paper, we proposed polarization sensitivity mitigation technique in CO-OFDMA uplink
multiple accese and experimentally demonstrated it. By using Pythagorean identity with the
intensity modulation for uplink multiple access, we eliminated unwanted phase fluctuations of
received optical fields of uplink multiple access signals.

2. SCHEMATICS

OLT
Coherent
Receiver N
T RF spectra of uplink signals
LO Laser

Hicizio
wcdZo
BCZO
v
Passive Splitter

Figure 1: CO-OFDMA uplink transmission.
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Figure 1 shows the CO-OFDMA uplink transmission link conceptually in view of RF spectrum
and the plane of polarization. In the OFDMA PON, the multiple access can be easily provided by
allocating subcarrier sub-bands of OFDM signal frames to each users. In this scheme, especially
in uplink transmission, uplink multiple access signals are carried on the optical fields with same
nominal wavelength but different transmission paths. These different transmission paths which
has different birefringence and channel response in the link cause different polarization responses
for each arrived optical fields at the receiver. Because coherent detection uses the optical beating
between received signals with local oscillator laser (LO), the polarization mismatch between optical
fields of received signals with optical field of LO laser cause unwanted signal fluctuations and signal
crosstalk between each polarization output of the coherent receiver. As a result, the received signals
at each polarization output of coherent receiver can be described as

X(t) = S1(t) cos(dr(t)) + S2(t) cos(da(t)) + .. + Sn(t) cos(dn(t)- (1)
Y(t) = S1(t)sin(h1(t)) + Sa(t) sin(da(t)) + - .. + Su(t) sin(@n(t)). (2)

where X (t) and Y (¢) are two orthogoanl polarization componenets, the parallel with reference po-
larization axis ‘X-polarization’ and orthogonal polarization componenets with it ‘Y-polarization’,
respectively, and S, (t) and ¢, (t) are the n-th uplink signal and polarization angle with respect to
the reference polarization axis in each detection moment. We note here, even though the uplink
optical fields are arbitrary polarized, at the received moment, it can be considered as linear polar-
ization with each polarization angles. To eliminate the effect of the polarization mismatch, we use
trigonometric features of the sinusoidal function which called Pythagorean identity with additional
DC bias because the signals have bipolar amplitude.

Ut) = VX2(t)+ X2 +Y2(t)+ Y2

n—1 n
DCs+23" 57 Su()S(t) cos {4 (t) — du(t)} +2 {S2(E) + S3E) +... + S2()} (3)

k=1 j=k+1

where X'(t) = DC + X(t), X"(t) = DC — X (t), Y'(t) = DC + Y (t) and Y"(t) = DC — Y (t). By
using the Pythagorean process, it generates unwanted DC components and the beating components
between the ONU signals. But, because the ONU signals basically have orthogonality each other,
during the FFT process of the OFDM demodulation process, the beating components are vanished
and the DC components could not have influence on the subcarriers.

3. EXPERIMENTS AND RESULTS

Figure 2 shows the experimental setup for the proposed scheme. In this experiment, we used
self-homodyne detection to avoid carrier frequency offset (CFO). An external cavity laser (ECL)
with a center wavelength of 1550.223 nm and linewidth of 50kHz was used as an optical source.
And we used 3dB coupler to split the launched optical source to the signal carrier and the LO
source. And there were additional 3dB coupler to modulate different user signals by using mach-
zehnder modulator (MZM) which droved by arbitrary waveform generator. We used polarization
controllers (PCs) before the MZM to maximize the modulation efficiency. Between the uplink signal
modulators, we used additional polarization controller and polarization scrambler to generate all the
possible polarization state between the uplink optical fields. Before the coherent receiver, additional
PCs were used to control the optical field to maximize receiver performance. In the experiments,
we used DMT as a modulation format. The calculated DMT signal was loaded into an 8 Gs/s
arbitrary waveform generator. The number of FFT size was 512 with Hermitian symmetry. So, the
number of effective subcarriers was 256 ranging from DC to 4 GHz and each subcarrier were mapped
with 4 QAM. Between each ONU subcarrier subbands, we gave the guard band of 8 subcarriers to
reduce the inter-user-interference. As a result, the usable subcarriers for ONU 1 were ranging from
5 to 124 and ONU 2 were ranging from 133 to 252, total transmission throughput was 7.38 Gb/s.
The received DMT signal was captured by a digital phosphor oscilloscope with sampling rate of 25
Gsample/s and evaluated by offline processing.

Figure 3 shows the RF spectra of the received signal in each experiment. To analyze the effect of
the Pythagorean process to the polarization mismatch in the OFDMA PON uplink transmission, we
compare the BER for each case. Without the Pythagorean process, the received signal for uplink
ONU signals go through the serious fluctuation because of the polarization mismatch between
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Figure 2: Experimental setup.
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Figure 3: BER and RF spectra of multiple access signals for input optical power of the receiver in case of
in-polarized to X between the ONU, in-polarized to Y between the ONU, out of polarized each other, and
random polarization with polarization scrambling.

the LO laser and uplink optical fields. As a result, the BER of demodulated DMT frame was
almost 0.5 in each received optical powers, this is because the signal fluctuation interferes the
synchronization process before the FFT process of the DMT during the demodulation which is
very critical to the performance. However, by using Pythagorean process, we could get stabilized
the signal performance in each polarization states which means that the average BER among the
entire DMT frame was less than 1073, when the input optical power was higher than —29 dBm.
This shows that it was able to transmit the DMT signal even in randomly polarized uplink signals
with satisfying the forward error correction (FEC) limit.

4. CONCLUSION

We have demonstrated a polarization insensitive CO-OFDMA PON uplink transmission with two
ONU multiple access by using a simple Pythagorean process. By virtue of this technique, the
polarization mismatch issue in coherent optical transmission can be significantly reduced, and as
a result, we can stabilize the transmission performance. This concept would be useful for relaxing
the critical polarization mismatch problem in the uplink transmission of the CO-OFDMA PON
which can provide flexible bandwidth usages.
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Abstract— This paper presents a new optically controlled reconfigurable ultra-wideband an-
tenna (UWBA). The coplanar fed microstrip antenna can work at eight modes using optically
controlled switches. This design proposes triple narrow notched bands at center frequencies
3.5 GHz “WIMAX”, 5.5 GHz “WLAN” and 8.4 GHz. The proposed antenna satisfies the voltage
standing wave ratio (VSWR) requirement of less than 2 in the frequency band between 2.8 to
11.8 GHz except for the three rejected bands. The proposed antenna provides high gain, and
high efficiency all over the frequency band excluding the rejected bands.

1. INTRODUCTION

The ultra-wideband (UWB) planar antennas play an increasingly important role in current UWB
systems due to its attractive merits, such as small size, low cost and ease of fabrication. Over the
commercial frequency band from 3.1 to 10.6 GHz approved by FCC [1] there are some other existing
narrowband systems, such as Bluetooth application at center frequency of 2.45 GHz, WiMAX sys-
tem (3.4-3.7 GHz), C-band satellite (3.7 to 4.2 GHz ) and Wireless Local Area Network (WLAN)
communication systems (5.15-5.35 GHz) and (5.725-5.825 GHz), WPAN and 7.15-9 GHz [1]. To
avoid possible interference between UWB system and these bands it is desirable to design UWB
antennas with notched bands. Electronic switches were mounted across or along the resonators to
activate the corresponding band notches. Simple microwave switches have been applied in designs
to control antennas, filters, phase shifters, and couplers [2-7]. The research of optically controlled
microstrip switches started in 1970s and is continuing throughout to today. Advantage of optically
controlled microwave circuits is high level of isolation between the controlling electronic circuit and
the microwave circuit [6]. Optical switches were introduced in the designs for achieving frequency
and beam reconfigurable antennas [7-10].

2. ANTENNA DESIGN

Coplanar fed microstrip UWB antenna was designed on a 35 x 28 mm FR4 substrate with relative
dielectric constant of 4.6 and thickness of 1.5 mm. This design proposes triple narrow notched
bands at center frequencies 3.5 GHz “WIMAX”, 5.5 GHz “WLAN” and 8.4 GHz. The notched
bands can be achieved by adjusting the dimensions of the microstrip structure and by inserting
inverted C, L and U shaped slots. The coplanar fed microstrip UWB antenna is shown in Fig. 1(a)
while Fig. 1(b) illustrates the inserted optically controlled switches. The proposed UWBA can work
at eight modes using controlling switches ON and OFF. The optical switches are made by placing
0.5mm x 0.5 mm silicon wafers over the slots of the resonator. When laser is applied to all switches
(ON state) the notches disappear and the antenna operates in full ultra wideband frequency range
from 2.8 to 11.8 GHz. In case, all switches are OFF, all the three notches are activated. Table 1
explains the eight modes of operation of the proposed antenna.

L=35mm L=35mm

(a) (b)

Figure 1. The geometry of the proposed ultra wideband antenna (a) the origin design (b) UWB antenna
without 3 switches.
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3. SIMULATION AND EXPERIMENTAL RESULTS

Figure 2 shows the simulated VSWR in two cases, when all switches are either ON (state 1) or OFF
(state 2) as shown in Table 1. The bands with center frequencies 3.5, 5.5, and 8.5 GHz are rejected
when all switches (S1, S2 and S3) are OFF. When all switches are ON we obtain the UWB range
from 2.8 to 11.8 GHz with return losses less than —10dB. Fig. 3 shows the fabricated antenna while
Fig. 4 presents comparison between measured and simulated return loss (S11). Measurements of
the antenna was performed in the anechoic chamber and it fits fairly well with IE3D simulations.
Moreover, the average gain of this antenna is 4.5dBi (Fig. 5).

case Notched Band S Ss S ol
1 3.5& 5.5 & 85GHz | OFF | OFF | OFF [
2 None ON ON ON 5
3 3.5GHz ON | OFF | ON o i
4 5.5 GHz OFF | ON ON g,
5 8.5 GHz ON ON | OFF
6 3.5 & 5.5 GHz OFF | OFF | ON .
7 3.5 & 8.5 GHz ON | OFF | OFF 1
8 5.5 & 8.5 GHz OFF | ON | OFF ol |

6 8
Frequency (GHz)

Table 1. Figure 2. VSWR of UWBA model “state 17 mode2
“state 27 UWB from 2.8 to 11.8 GHz.

s A ‘/ \/
—— I

45 | | i . . -9
2 3 4 5 6 7 8 9
Frequency (GHz) 2 £ L5 8 L 12

Frequency (GHz)

Figure 4. Measured and simulated Sy, for state 1 Figure 5. Antenna gain at state 1.
of the UWBA.

4. RADIATION PATTERNS

The simulated F-plane- and H-plane normalized radiation patterns at 3.475, 5.455, 8.425 GHz and
9.69 GHz for state 1 are plotted in Fig. 6. Radiation patterns are semi omni-directional.
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Abstract— We overview theoretical and experimental advances in the field of rogue wave
solutions of multi-component optical wave systems. In these systems, the transfer of energy
among the coupled waves may lead to novel and complex extreme wave phenomena. We focus
our attention on the case of vector field co-propagation in randomly birefringent optical fibers,
and on the coupling among counter-propagating waves in a periodic nonlinear waveguide.

1. INTRODUCTION

Rogue and extreme waves occur in many scientific and social contexts, ranging from hydrodynamics
and oceanography to geophysics, plasma physics, Bose-Einstein condensates, financial markets and
nonlinear optics. A typical example of rogue wave is given by the sudden appearance in the open
sea of an isolated giant wave, whose height and steepness are much larger than the average sea
values, that subsequently disappears without a trace. A universal model for the dynamics of rogue
waves is provided by the one-dimensional nonlinear Schrodinger (NLS) equation in the self-focusing
regime [1,2]. Here the mechanism that leads to the generation of rogue waves is nonlinear wave
mixing, that generates modulation instability (MI) of the continuous wave (CW) background. The
nonlinear development of MI past the initial stage of exponential sideband amplification is described
by families of exact solutions such as the Akhmediev breathers. A special member of this solution
family is the Peregrine soliton [3], which represents a wave that is localized both in its space
and time dimensions. The Peregrine soliton was only recently experimentally observed in optical
fibers [4].

A new frontier in the study of rogue waves is provided by multi-component wave systems, where
the transfer of energy among the coupled modes may lead to novel and unexpected complex phe-
nomena: consider for example parametric three-wave interactions in quadratic media [5]. Here we
provide an overview of our recent advances in the theory and experiments on multi-component
rogue waves, involving either the co-propagation of two orthogonal polarization modes in randomly
birefringent optical fibers [6,7], or the counter-propagation of two linearly polarized waves in a
periodic nonlinear Bragg grating [8]. Polarization coupling in randomly birefringent telecommu-
nication fibers is described by the vector NLS equation (VNLSE) or Manakov system. In both
the anomalous and in the normal dispersion regime of the fiber, we found a new class of coupled
wave rogue wave solutions. In the normal dispersion regime, where MI is absent for scalar waves,
we experimentally demonstrated the generation of black vector rogue waves by means of standard
telecom components. On the other hand, pulse propagation in periodic fiber Bragg gratings is
described by a variant of the massive Thirring model. We found the rational rogue wave solution
of the massive Thirring model, which opens the way for the observation of rogue waves in periodic
optical media.

2. POLARIZATION ROGUE WAVES

Let us consider first the VNLSE (also known as Manakov system), that we write in a dimensionless
form as

iugl) +ull) —2s ‘u(l)}2 + ’u@)‘? 2 =0
iu?) + Ug:) —2s ‘u(l)}Q + ‘U(Q)‘Q u® =0, (1)

where u(l)(x,t), u? (z,t) represent field envelopes and z, ¢ are the transverse and longitudinal
coordinates, respectively. Subscripted variables in Eq. (1) stand for partial differentiation. Here,
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we have normalized the equations in a way such that s = +1. Note that in the case s = —1,
Eq. (1) refer to the focusing (or anomalous dispersion) regime; in the case s = 1, Eq. (1) refer to
the defocusing (or normal dispersion) regime.

As shown in [6,7], both semi-rational and rational solutions of the VNLSE exist, with the
property of representing amplitude peaks that are localized in both x and ¢ coordinates. These
solutions are constructed by means of the standard Darboux dressing method and, for Eq. (1) with
s = —1 (anomalous dispersion regime), semi-rational solutions be expressed as [6]

u(z, ) 2ot | L[ a1 M [ ay

(o ) =[5 (% )+ 5 (%)) @
with the following notation: L = 3 —8w?? —2a?2% +8iwt+| f|?e24%, M = 4f(az —2iwt — L )elaztivt),
and B = % + 8w?t? + 2az? + | f|?e?*®, where f is a complex arbitrary constant. The dressing
construction of the vector rogue wave (2) leads to the arbitrary complex parameter f, and two real
parameters a1, as associated with the background plane wave. We note also that the dependence
of L, M and B (see (2)) on z, t is both polynomial and exponential only through the dimensionless
variables ax and wt = a®t. Moreover the vector solution (2) turns out to be a combination of the
two constant orthogonal vectors (ay, a2)” and (az, —a1)” [6].

The superposition of the dark and bright contributions in each of the two wave components
\u(j )] may lead to complicated breather — like pulses. The single contributions of the dark shape
L/B and bright shape M /B are better displayed when f.i. ag = 0. In this case typical distributions
|uM (z,1)|, [u® (x,t)| are displayed in Fig. 1. Here we show a vector dark-bright soliton together
with a single Peregrine soliton. By decreasing the value of |f|, Peregrine and dark-bright solitons
separate. By increasing |f|, Peregrine and dark-bright solitons merge and the Peregrine bump
cannot be identified while the resulting dark—bright pulse apprears as a boomeron-type soliton, i.e.,
a soliton solution with a time-dependent velocity.

t

5

Figure 1: Deterministic vector freak wave envelope distributions |u(™(z,t)| and |[u(® (z,t)| of (2). Here,
fZO.l, a1:1, CLQ:O.

On the other hand, in the normal dispersion or self-defocusing regime Eq. (1) with s = 1 have
the rational solutions [7]

L) — ) [P P + pr (o + B6;) —iaypt + 56 (3)
’ p*a? + p't? + Bpz + 1)
where 4 .
u((JJ) _ ajez(qu—%t), v; = qj2. +2 (a% + a%) , 7=12 (4)

represent the backgrounds of expressions (3),

a; = 4p° ) (P* +4q3), 0, = (2¢; +ip)/(2q; —ip), j=1,2%
B=7p/x(*+4qq), p=2Im(\+k),
@1 +q =2Re(A+ k), ¢ —q=2q, x=Imk.

As for the computation of the complex value of £ and A, k is either one of the complex solutions of
a fourth order polynomial, and A is the double solution of a cubic polynomial [7].
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Figure 2 shows a typical dark-dark solution (3), that will be the object of the experimental study
reported in the last section of this article. The family of solutions (3) in the defocusing regime,
exhibits a novel feature with respect to the focusing regime solutions. In fact, here threshold
conditions for the parameters a1, as, ¢ exist, due to the requirement that the parameter k be
strictly complex, and that A be a double solution of its polynomial equation. Quite remarkably,
these rogue wave existence conditions are the same conditions that also lead to the presence of
baseband modulation instability (MI), that is, to MI gain for arbitrarily small frequency shifts of
the sidebands from the orthogonally polarized pumps [7].

Figure 2: Rogue waves envelope distributions [u(") (z,t)| and |[u® (z,t)| of (3). Here, a; = 3, az =3, ¢ = 1.
k = 4.02518; and \ = —4.92887i.

3. ROGUE WAVES IN PERIODIC MEDIA

We discuss now the rogue wave solution of the so-called classical massive Thirring model (MTM),
a two-component nonlinear wave evolution equation that is completely integrable by the inverse
scattering transform technique [9]. The MTM is a particular case of the coupled mode equations
(CMEs) that describe pulse propagation in periodic or Bragg nonlinear optical media [10]. Note
that soliton solutions of the MTM can be mapped into Bragg or gap solitons, that enable pulse
reshaping and dispersion-less slow light generation in nonlinear Bragg gratings [11].

Let us express the MTM equations for the forward and backward waves with envelopes U and
V', respectively, as

Ue = —ivV — |V 2U
; (5)
V, = —ivU — ;|U|2V.

Here the light-cone coordinates &, n are related to the space coordinate z and time variable ¢ by the
relations 0¢ = 0; + c0, and 0, = 0; — c0., where ¢ > 0 is the linear group velocity. By developing
a novel form of the Darboux transform method [12], we obtained the MTM rogue soliton solution

. * 4 ) 4
U = qe—™tH [1 - —q" (¢ + 2)} , V= —ae_“"tﬂ* [1 — —q"(q + i)} (6)
7 u u 7

a2

where: w = —v(1 — %), g = =% (ip(z — 20) — c(t —t0)), p = \/ % — 1, p = 2|q|* —ig +ig" + 1 —
%(q —q*+1), and 29 and t( are arbitrary space and time shifts.

Figure 3 shows an example of the analytical rogue wave solution (6). Here we have set v = —1,
c=1,a=0.9, tg = 2 and zy = 3.5. As can be seen, the initial spatial modulation at ¢ = 0 evolves
into an isolated peak with a maximum intensity of about nine times larger than the CW background
intensity. We numerically confirm the stability of the analytical solution (6), and show that it may
also be applied to describe the generation of extreme waves in the more general context of nonlinear
grating propagation as described by the CMEs. Finally, we discuss the physical implementation
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Figure 3: Space-time evolution of intensities in forward and backward rogue components: (a) surface or (b)
contour plots.

of MTM rogue waves by using electromagnetically induced transparency, which leads to giant
enhancement of cross-phase modulation, and suppression of self-phase modulation [13].

4. EXPERIMENTAL RESULTS

Let us finally discuss the experimental observation of vector dark-dark rogue wave solution of
the VNLSE (3), resulting from the nonlinear coupling of two orthogonally polarized pump waves,
propagating at different carrier frequencies in the normal dispersion regime of the randomly bire-
fringent optical fiber. Thanks to cross-phase modulation and dispersive group-velocity walk-off, the
two coupled pumps experience baseband MI [7]. Next, the nonlinear evolution of MI leads to the
generation of spatio-temporal localized black rogue waves, exhibiting a hole of the optical intensity
in each of the waves. In our experiments, MI was induced by the initial intensity modulation of the
two orthogonal pumps with the frequency shift 2. Nonlinear propagation happens in a reverse True
Wave fiber, with relatively large normal chromatic dispersion of —14psnm~'km™!, the nonlinear
coefficient v = 2.4 W~ km ™! and the linear loss coefficient of 0.25dB/km at A\g = 1554.7 nm. This
fiber has a very low PMD value (0.017 pskm~1/2). Panels (e), (f) of Fig. 4 compare the experimen-
tally observed output intensity after propagation in 3km of fiber (red curves), with the intensity
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Figure 4: Observation of black vector rogue wave. (a), (b) temporal profile of power in the U and V
polarization modes at the fiber input; (c), (d) power spectra at the fiber input; (e), (f) output intensities
after 3km of optical fiber; (g), (h) power spectra at the fiber output. Red solid traces are experimental
results and black solid curves represent the analytical black vector rogue wave.
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profile of the analytical dark-dark rogue solution (black curves). As can be seen, an excellent agree-
ment is achieved, which is surprising since the experimentally imposed initial modulation is much
deeper than the exact solution (see Figs. 4(a), (b)). Note that a temporal periodic experimental
waveform (and not a single dark dip) is obtained, because of practical experimental constraints: in
principle, an isolated rogue dip could be observed by indefinitely decreasing the initial modulation
frequency 2. Note that the signature of the rogue dip in the frequency domain is the development
of a significant spectral asymmetry (see Figs. 4(g), (h)).

5. CONCLUSION

We presented an overview of our recent theoretical and experimental progress on rogue wave solu-
tions of multi-component optical wave systems. In particular, we described rogue waves in both the
anomalous and the normal dispersion regime for the co-propagation of two orthogonally polarized
modes in a randomly birefringent optical fiber. We further obtained the space-time localized rogue
wave solution resulting from the coupling of counter-propagating waves in a periodic nonlinear
medium. We have also report the first experimental observation of a multi-component rogue wave,
in the form of a dark-dark vector rogue light hole in a telecommunication optical fiber.
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Abstract— Millimeter-waves (30-300 GHz) have interest due to the wide bandwidths avail-
able for carrying information, enabling broadband wireless communications. Photonics is a key
technology for millimeter wave signal generation, recently demonstrating the use of photonic
integration to reduce size and cost. In this paper, we present two dual-wavelength Photonic
Integrated Circuit (PIC) structures designed for signal generation using the optical heterodyne
technique. We demonstrate a 1 Gbps data rate wireless link that does not require any stabiliza-
tion scheme to lock the two wavelengths. Both integrated dual-wavelength sources are based on
an Arrayed Waveguide Grating element. A novel building block -Multimode Interference Reflec-
tors (MIRs) — is used to integrate on-chip one of these structures, without need of cleaved facets
to define the laser cavity. This fact enables us to locate any of these structures at any location
within the photonic chip.

1. INTRODUCTION

Generation of signals with frequencies in the upper millimeter-wave (mmW) band (> 60 GHz) has
recently become attractive. This frequency band has a wide range of potential applications from
broadband wireless communications, Radio-over-Fiber (RoF) to spectroscopy [1]. In broadband
wireless communications, the use of higher mmW carrier frequencies is a cost-effective method
that allows increasing the data rate using simple modulation formats as ON-OFF Keying (OOK)
or Amplitude Shift Keying (ASK). This avoids costly computational coding schemes. The broad
available bandwidth gives these ranges the potential to become key in the convergence between
wired (fiber optic networks) and wireless (backhauling 5G) services. Among the obstacles to develop
millimeter wave applications is the lack of signal sources [2]. The generation of signals above
100 GHz is challenging using full-electronic techniques [3]. Photonic techniques are considered to
be superior providing wide bandwidth, broad tuning range and superior stability.

There are several photonic techniques that are available for mmW generation. Among the differ-
ent optical signal generation techniques, optical heterodyning is the most promising. This method
requires an optical signal source generating two different wavelengths that are mixed into a photo-
diode or photoconductor (used as photomixer) [4]. The generated signal is an electrical beat-note
at a frequency given by the difference between the wavelengths. Photonic integration advances
have already been reported in this line [5]. Photonic Integrated Circuits (PIC) have key advantages
enabling the integration of multiple photonic building blocks within a single chip, increasing com-
pactness, functionality and performance [5]. Integration reduces fiber coupling interfaces having
a huge impact on the cost and component footprint, allowing compact and cost efficient mmW
transmitters.

In this work we present a photonic-based millimeter-wave signal source using monolithically
integrated dual-wavelength sources based on arrayed waveguide grating (AWG) using a new building
block, Multimode Interference reflectors (MIR) [7]. The main advantage of this approach is that we
do not require the chip facets for the laser resonator, enabling on-chip post-processing of the dual
wavelength signal. In addition, samples were fabricated using a multi-project wafer (MPW) run
under a generic technology foundry, which further addresses cost issues. Furthermore, this paper
presents our progress in F-band wireless link system technologies that contribute to extending the
transmission distance of the wireless links.

2. DUAL-WAVELENGTH LASER SOURCES

Two different structures of monolithically integrated dual-wavelength laser sources (DWLS) have
been developed which are suitable for fabrication in a Generic InP-based technology platform
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through a Multi-Project Wafer (MPW) run. The first DWLS consists of a set of sixteen SOAs, one
per channel, labeled CH N (with N =1 to 16), as shown in Fig. 1(a). All the SOAs used for the
channel selection are 600 um long. An additional SOA is located at the AWG’s common output in
order to boost the output optical power of the two wavelengths generated by two separated channel
biased simultaneously. The length of the Boost amplifier is 750 um. The AWG central wavelength
is A = 1550 nm, the channel spacing A\ = 0.8nm (100 GHz) and the FSR is 7.2nm (900 GHz).
The frequency spacing between the two generated wavelengths is an integer multiple of the AWG
channel spacing (A)X). A drawback of this structure is that the wavelength spacing is not tunable
since it is fixed by the AWG.

The novelty of our design is that is an on-chip solution through the use of novel multimode
interference reflectors (MIR), shown in Fig. 1(c) to create the required Fabry-Perot cavity of the
AWG laser without requiring the facets of the chip which has been implemented and developed
on the second DWLS. This device consists of an AWG with 4 channels, one SOA per channel
labeled SOA N (with N =1 to 4) and one common output, as shown in Fig. 1(b). Two of the
channels implement EOPMs. The designed AWG has a AX and a FSR of 0.961nm (120 GHz)
and 5.61 nm (700 GHz), respectively. All the SOAs used both for the channel selection and for the
common output are 400 um long. The lengths of the EOPMs are 1000 um. MIR reflector structures
implemented in this design derive from a standard multimode interference (MMI) coupler, in which
deeply etched 45 mirrors at suitable locations reflect back the light by total internal reflection.

MIRs

Lhot 2Ports
Tannitedig__ Tansnted Refecedl
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Ch 16
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Figure 1: (a) Microscope photograph of cleaved facet structure 16-channels AWGL. The cleaved facets of
the chip use as mirror a partially reflective (PR) coated with a reflection value of 32% approximately. (b)
Microscope photograph of on-chip structure 4-channels AWG , two of them with EOPM and two other
without. MIRs are used to define the FP cavity, and one Boost amplifier at the CO. MIRs’ reflectivity has
a value about 60%. (c) 1-port (left) and 2-ports (right) MIRs.

3. PHOTONIC WIRELESS LINK DATA TRANSMISSION SYSTEM

This section describes an F-Band (90-140 GHz) wireless data transmission link using the PICs
described above as signal sources at the transmitter, with on-off keying (OOK) modulation format
and envelope detection at the receiver. In Fig. 2(a), a schematic diagram of the experimental setup
where the photonic technique of optical heterodyning is employed for the generation and modulation
of mmW signals is shown. A photograph of the photonic wireless link data transmission system
measurement setup is shown in Fig. 2(b). A guide rail with a length about 30cm is used for
moving the SBD away from the transmitter, from 0cm to 24 cm. For evaluating the bit error rate
measurement at different distances between the transmitter and receiver, the average output power
generated by the U2T PIN photodiode (PD) is set at 2.440.35 mW for 101 GHz and 0.87+0.15 mW
for 114 GHz carrier frequency, respectively. The average input optical power of the PIN-PD is set at
10.5dBm. A difference of 5 dBm between 101 GHz and 114 GHz carrier frequency at the PIN-PD’s
output is obtained due to the fact that the —3 dB cutoff frequency of the PIN-PD is about 95 GHz,
thus take this value into account is very important for the analysis of the BER measurement of the
wireless link.

In Fig. 3(a) and Fig. 4(a) are shown eye pattern demodulated, amplified and filtered by the
receiver module with a wireless carrier frequency of 101 GHz and 114 GHz, respectively. Likewise,
in Fig. 3(b) and Fig. 4(b) are shown the bit error rate (BER) characteristics at 1 Gbps for each
wireless carrier frequency, respectively. Two different word length, n = 23 and n = 31 are chosen
to measure the quality and performance of the wireless link system at different distances.

The eye patterns are measured using a BERTWave MP2100. As can be seen in Fig. 3(a), the
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eye of the received signal is clearly open, even at the maximum distance allowed by the guide
rail system. The time variation at zero crossing is below 188 ps and the eye opening 752 ps. This
can also be observed by the BER measurement, achieving an error free transmission with a BER
< 107! (both for 2%3-1 and 23!-1) at 1 Gbps and a distance less than 15 cm, as shown in Fig. 3(b).
However, for distances between 15cm and 24 cm, we have obtained a BER < 10~ (both for 223-1
and 231-1), being still a good result of the performance of the wireless link system at 101 GHz carrier
frequency. For distances in the meter or even kilometer range, additional RF amplifiers would be
required as the system performance gets noise limited for such distances. In this receiver scheme,
SNR of the system is mostly determined by the noise figure (NF) of set of amplifiers connected after
the SBD detector. From Fig. 4(a) and Fig. 4(b), we can observe that the eye pattern at distances
larger than 9 cm begin to contract vertically becoming smaller in the center of the eye and as result
the BER measurement value is increased. However, the Bit Error Rate (BER) was below 107
measured using a 223-1 and 23'-1 PRBS sequence at 1 Gbps and ; 9cm distance between Tx and
Rx using an 114 GHz carrier frequency.

The wireless link system is limited by the UTC-PD’s bandwidth and the responsivity of the
whole antenna-integrated SBD including the silicon lens. Therefore, it gives as result a great
difference between Fig. 3(b) and Fig. 4(b). The BER measurement can be improved adding a
trans-impedance amplifier in order to saturate the received signal from the output of the second
LNA.

OPTICAL SIGNAL g ms
ELECTRICAL SIGNAL
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A
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SiLicon l o ad | TSR

LENS
— @i} e GUIDE RAIL

SBD INA

PIN-PD
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Figure 2: (a) Block diagram of experimental setup used for F-Band (90-140 GHz) Wireless Link Communi-
cation System based on OOK modulation and direct data detection. Data is modulated using an amplitude
modulator (EOAM) and amplified using Erbium-doped fiber amplifiers (EDFA). A high speed photodiode
launches the electric signal. (b) Photograph of the wireless link measurement setup. A guide rail system is
used for moving the receiver away from the transmitter, from 0 cm to 24 cm.
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Figure 3: (a) Eye-Pattern of the received PRBS data, n = 31, at 1 Gbps after the transmission of the wireless
link. The wireless receiver is placed at different distance from the transmitter, as shown in Fig. 2(b). The
carrier frequency is about 101 GHz using a non-return zero digital (NRZ) signal. (b) Bit Error Rate (BER)
against distance between the transmitter and the receiver. Two different word length, n = 23 and n = 31 are
selected in order to measure the quality and performance of the wireless link system at different distances.
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Figure 4: (a) Eye-Pattern of the received PRBS data, n = 31, at 1 Gbps after the transmission of the wireless
link. The wireless receiver is placed at different distance from the transmitter, as shown in Fig. 2(b). The
carrier frequency is about 114 GHz using a non-return zero digital (NRZ) signal. (b) Bit Error Rate (BER)
against distance between the transmitter and the receiver. Two different word length, n = 23 and n = 31
are selected in order to measure the quality and performance of the wireless link system at different distance.

4. CONCLUSIONS

We have also demonstrated ‘error-free’ transmission over a photonic enabled wireless link at a data
rate of 1 Gbps with BER < 107! and 107 over 15cm and 9cm distance without observing an
error floor (i.e., distance can be extended if RF amplification is provided) using carrier frequencies
of 101 GHz and 114 GHz, respectively. The system uses two key components, a PIN-PD and a zero-
bias Schottky barrier diode receiver. Both have a great potential to realise compact transmitter and
receiver modules. These devices was produced on an InP-based technology multi-project wafer run,
with great potential to develop low-cost and compact sources and with the possibility to integrate
further functionality.
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Abstract— We design and investigate a high-speed directly-modulated tunable V-cavity laser
working in the 1310-nm band. The laser is ultra-compact with a device size of only 300 pm X
200 pum. The simulation results show that 21 x 200 GHz tuning with ~ 40dB side-mode sup-
pression ratio is achieved. And the simulated 3-dB bandwidth of small signal response can reach
29.9 GHz. Moreover, 10 Gbit/s and 25 Gbit/s direct modulations are demonstrated with clear
eye-opening. Error-free 10-km single-mode fiber transmission is also obtained.

1. INTRODUCTION

In recent years, the spectacular increase of the traffic in both local area and access networks has led
to the introduction of high-speed transmission in the 1310-nm band [1,2]. Tunable semiconductor
lasers working in this band have attracted great attention and interest. Besides their use for source
sparing with the advantages of reduced inventory and cost, they are also the key components for
next-generation wavelength-agile optical networks.

A variety of tunable lasers have been developed with excellent performance, such as sam-
pled grating distributed Bragg reflector (SGDBR) lasers [3, 4], superstructure grating (SSG) DBR
lasers [5, 6], digital supermode (DS) DBR lasers [7] and MEMS based lasers [8]. However, in
addition to the fabrication complexities involving non-uniform gratings and multiple epitaxial re-
growth, tunable lasers based on grating or MEMS structure often need many electrodes and com-
plicated electronic circuits with multi-dimensional current control algorithms and look-up tables
for wavelength tuning. Such complexities reduce the fabrication yield and operational reliability,
and increase the cost as well.

To mitigate the problem, a V-cavity tunable laser structure has recently been proposed and
demonstrated. It has the advantages of fabrication simplicity and compactness, and can achieve
good single-mode selectivity while allowing the lasing wavelength to be tuned over a wide range. By
employing this V-cavity laser structure, we have designed and investigated a high-speed directly-
modulated tunable laser working in the 1310-nm band.

2. DEVICE STRUCTURE

Figure 1(a) shows the schematic diagram of the designed V-coupled cavity laser. It consists of a
channel selector cavity and a reference cavity with slightly different optical path lengths, which
are coupled by a reflective 2 x 2 half-wave coupler. The two coupled cavities are defined by deep
trench and three electrodes are deposited within them. The gain electrode which covers the active
waveguide part of the two cavities and the coupler region is used for providing optical gain and
direct modulation signal. And the channel selector electrode works with the reference electrode in
tuning the lasing wavelength through the Vernier effect. The detailed theory of this structure has
been described in [9].

The active waveguide is based on AlGalnAs/InP multiple quantum wells (MQW) structure
with five compressively strained 5.5 nm Alg 170Gag 15Ing 678 As QWs sandwiched between tensilely
strained 10nm Algog5Gag 2oIng 4g5As barriers. And the photoluminescence peak wavelength is
about 1295nm. By carefully designing the graded index (GRIN) layer and reducing the width of
ridge waveguide to 2.5 um, the optical field can be well confined in MQW layer while maintaining
single transverse mode. In this way, the layer and waveguide structure are optimized to obtain
a mode confinement factor of 0.16 for better performance. For passive waveguide, quantum well
intermixing technology is used for blue shifting the bandgap, which can reduce the adverse influence
of thermal-optic effect on carrier plasma-induced wavelength tuning.

The free spectral ranges of the channel selector cavity and the reference cavity are designed
to be 190 GHz (i.e., 220 pm cavity length) and 220 GHz (i.e., 210 pm cavity length), respectively.
By optimizing the normalized cross-coupling coefficient y = |C12]? - (|C12)? + |Co2|?) ™! to 0.025, a
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Figure 1: Schematic diagram of (a) the V-cavity laser and (b) the half-wave coupler.

large threshold gain difference of 6.95cm™! is obtained. To achieve this target y with a relative
phase ¢ = mnm (m = 0,+1,£2,...) as well as reduce excess loss which can be calculated as
e = —10logyo(|C11|* + |C12|? + 2|C11]|Cr2|| cos()]), two extension regions are added to the half-
wave coupler, as shown in Figure 1(b). Through 3D parameters scanning of the width of the
extension regions W, the width of the gap W, and the length of the multimode coupling region L.,
the optimal parameters can be found, which are W, = 0.5 um, W, = 2.75 um and L. = 26.5 pm.
From the overall structure perspective, the V-cavity laser is ultra-compact with a device size of
only 300 um x 200 pum.

3. STATIC AND DYNAMIC CHARACTERISTICS

Static and dynamic simulations for tunable lasers are important for reducing the R&D costs and
improving the performance efficiently. The time-domain traveling-wave (TDTW) method is com-
monly used to model various characteristics of tunable lasers [10,11]. In this paper, an advanced
TDTW implementation called PICWave is used to perform simulations of our device. The details
of the theoretical model can be found in [12].

We first calculate the output power emitted from the channel selector cavity facet and the
junction voltage as a function of the injected current on the gain electrode while the channel
selector electrode and the reference electrode are biased at 9.7 and 26 mA, respectively. As shown
in Figure 2, turn-on voltage is about 1V and threshold current is 23.6 mA. No kinks are observed
on the L-I-V curves.
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Figure 2: The output power and the voltage as a function of injection current.
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Figure 3: (a) Simulated tuning characteristics and (b) superimposed 21 channels laser spectra.
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Figure 4: Time response of large signal (a) 10 Gbit/s and (b) 25 Gbit/s direct intensity modulation.

To simulate the single electrode controlled discrete tuning characteristics of the V-cavity laser, we
set the current on the gain electrode and the reference electrode fixed at 70 and 26 mA, respectively.
As shown in Figure 3(a), when the current on the channel selector electrode increase from 4 mA to
40mA, wavelength switching of 21 consecutive channels with 200 GHz channel spacing from 1293
to 1316.2nm is achieved. The corresponding superimposed spectra are shown in Figure 3(b), with
about 40 dB side-mode suppression ratio.

Small signal response simulation is carried out by injecting a current impulse to the gain elec-
trode, and then using the FFT algorithm to analyze the frequency spectrum of the received electrical
power. The simulated 3-dB bandwidth is 29.9 GHz when the gain electrode is biased at 70 mA,
showing good modulation characteristic.

In order to achieve large extinction ratio in direct intensity modulation, large bias current and
modulation depth of the RF signal are needed. However, this would increase the wavelength chirp
in return. Thus, a compromise between the extinction ratio and the chirp is made. Bias current
and modulation depth on the gain electrode are set to 70 and 30 mA, which corresponds to 40 mA
for “0” and 100 mA for “1”. Then, 10 Gbit/s and 25 Gbit/s pseudo-random NRZ current signals
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are injected into the gain electrode, the time response of output power, the carrier density, and the
chirp are simulated through the TDTW model, as shown in Figure 4. From this figure, we can see
that as the injected current increases, the output power increases with an obvious overshoot while
this overshoot can be suppressed by a low-pass filter in practice. Even though the transient chirp
of 25 Gbit /s operation at the rising edge increases about 16 GHz in contrast to 10 Gbit/s operation,
the transient chirp at the falling edge and adiabatic chirp don’t show any degradation.

A 0.5-ps-long 10 Gbit/s and a 0.3-ps-long 25 Gbit/s 32-bit pseudorandom NRZ sequences are
used to generate the eye diagrams of the direct intensity modulations, which are shown in Figure 5.
Both eyes are clearly open with an extinction ratio of over 8 dB. Then we use OptiSystem Software
to simulate the bit error rate (BER) performance for 25 Gbit/s operation after 10-km single-mode
fiber transmission. When received power is —10.97dBm, the BER of received signal is about
3.1 x 10714, which shows error-free (BER < 10712) operation is possible.

Figure 5: Eye diagram of (a) 10 Gbit/s and (b) 25 Gbit/s direct intensity modulation.

4. CONCLUSION

We have presented the design and simulations of a high-speed directly-modulated tunable V-cavity
laser working in the 1310-nm band with an ultra-compact size of 300 pm x 200 pm. The time-
domain traveling-wave model is employed to investigate the static and dynamic characteristics.
21 x 200 GHz tuning with ~ 40dB side-mode suppression ratio is achieved. The simulated 3-
dB bandwidth is 29.9 GHz when the gain electrode is biased at 7T0mA and extinction ratio of
10 Gbit/s and 25 Gbit/s direct modulations are both over 8 dB. Error-free 10-km single-mode fiber
transmission is also obtained. The proposed device is a promising candidate for light source of
wavelength-agile access and data center networks.
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Self-homodyne Detection in Optical Coherent Transmission Using
Extracted Carrier as the Local Oscillator by Saturated SOA
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Abstract— We proposed a self-homodyne coherent detection technique in coherent optical
transmission using extracted carrier from the received optical signal by saturated semiconductor
optical amplifier (SOA) as LO. Saturated SOA has data erasing characteristic, so LO light can
be extracted from the received optical signal by erasing modulated data of the optical signal. In
the proposed scheme, there is no CFO because LO light originating from the received signal has
a totally same wavelength with the signal. Thus, expensive OFLL or complex CFO compensate
algorithm can be avoided; also, colorless operation is possible, and there is no additional require-
ment of optical fiber for LO light transmission, so it is cost efficient. The test bed has been set
up, and the feasibility was experimentally demonstrated.

1. INTRODUCTION

Coherent optical network is one of the possible candidates for next generation optical network
because it fits for long-reach transmission in terms of power sensitivity and applicable to single
carrier based high order modulation as well as multicarrier modulation: mQAM, OFDM, et cetera.
In coherent optical transmission system, the signal is detected by optical mixing it with local
oscillator (LO) light; therefore, an unstable relation of these phase and frequency causes phase
noise and carrier frequency offset (CFO). In order to realize coherent system, the techniques to
mitigate the problems are essential; thus, in coherent communication research area, it is considered
for a key technology. Fundamentally, there are two kinds of techniques of solving the problems.
It is one of the solution to trace the phase and frequency of the signal, and then match it with
that of LO [1,2]; another solution is using digital signal processing (DSP) which estimates, and
compensates phase noise and CFO [3]. However, the first one is inefficient in terms of cost; also,
the second one has a disadvantage concerning system latency and complexity.

Self-coherent system, in which LO light is transmitted from the source at transmitter, is a
promising alternative in comparison with the aforementioned system [4]. This system is cost effi-
cient because a laser used as LO is not required at the receiver. In addition, CFO compensation
algorithm is not needed in the DSP and phase noise occurs less than conventional coherent system
because LO light originates from the source; thus, it has an advantage in terms of the system com-
plexity. Especially, self-coherent system is possible to do colorless operation, and the property is a
big advantage in case of WDM system expansion. By the way, transmitting LO light at the trans-
mitter through an independent single-mode fiber (SMF) is not efficient; therefore, in self-coherent
system, it is one of the main researching issues how transmitting LO light efficiently. There is
a scheme using multi-core fiber (MCF) for transmitting LO light through another core with the
signal [5]; however, in order to realize the scheme, installation of new MCF's is required. The other
technique is using polarization division multiplexing (PDM). In this system, LO light is transmit-
ted through orthogonal polarization with the signal [6]. Using this technique, the transmission
capacity increasing by PDM is impossible. Carrier extraction technique, also, can be exploited in
self-coherent system. Particularly, in optical OFDM system, dozens of subcarriers around DC is
padded with zeros at the transmitter, and then LO light is extracted by Fabry-Perot tunable filter
(FP-TF) from the transmitted OFDM signal [7]; also, using injection locked laser, LO light can
be enhanced [8]. In case of using FP-TF, its bandwidth should be narrow as laser linewidth (<
hundreds of kHz). In addition, the center wavelength of FP-TF should be aligned with that of the
carrier; thus, external FP-TF controller is required because of the laser wavelength drift [7].

In this paper, self-homodyne detection scheme using extracted carrier by saturated SOA as LO is
proposed. The proposed scheme, in the same manner as the above-mentioned self-coherent system,
does not require the laser used as LO and CFO compensation algorithm in the DSP because the LO
light is extracted from the transmitted optical signal; therefore, this is comparatively cost efficient
and less complex than conventional coherent system. In addition, the high optical power of LO light
is gained by SOA. Basically, the receive sensitivity of coherent detection increases in proportion to
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the optical power of LO light, so typically, about 10 dBm is required as the optical power of LO. In
the proposed system, the LO power requirement can sufficiently be satisfied. Meanwhile, there is
no additional requirement of SMF or MCF for LO light transmission; thus, it has an advantage in
terms of system realization. In the following Section 1, the concept of the proposed scheme which
uses extracted carrier by saturated SOA as LO light is discussed. And then, the experimental
set-up is explained; also, the demonstration result is discussed in Section 2. Lastly, the conclusion
is following.

2. SELF HOMODYNE DETECTION USING SATURATED SOA

When SOA is operated in the deep saturation region, it acts as an optical data eraser because
saturated SOA has a property that a low level signal is given more gain than a high level signal [9]. In
the deep saturation region, the saturation property much more enhanced. In other words, the high
level signal scarcely has gain; whereas, the low level signal has almost whole gain. Consequently,
the extinction ratio of the signal extremely decreases, and the optical signal is erased. Meanwhile,
according to [10], saturated SOA has high pass filter property caused by carrier-density depletion
and fast phenomena such as carrier transport in multiple layers and fast phenomena. Therefore,
carrier extraction can be found filtering the baseband signal. The concept is shown in Figure 1.
First of all, the modulated optical signal which has frequency fj is separated at the ONU input by
the optical power splitter; then, a part of signal is entered SOA1 which acts an optical amplifier
providing the enough optical input power of SOA2. This is because the input optical power of SOA2
should be big enough so as to operate in the deep saturation region. Subsequently, Saturated SOA
erases the modulated optical signal, and extracts the optical carrier using as LO light. The extracted
carrier has frequency fy which is totally same as the transmitted signal. Lastly, another part of
signal separated at the ONU input is entered to coherent receiver, and then the signal is detected
by mixing the optical signal with the extracted optical carrier.
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Figure 1: The schematic diagram of self-homodyne detection using extracted optical carrier by saturated
SOA as LO light.

3. EXPERIENT AND RESULTS

Figure 2 presents the experimental set-up. An external cavity laser (ECL) which has 50 kHz
linewidth and 1550.223 nm center wavelength was used as the optical source. The electrical QPSK
signal was generated by arbitrary waveform generator (AWG), and it was modulated to the optical
signal using optical IQ modulator which consists of one mother-Mach zehnder modulator (MZM)
and two sub-MZMs. The optical 1Q modulator was followed by polarization controller (PC) in
order to maximize the MZM output power because it is a polarization dependent component.
The transmitted optical signal was divided by 3dB coupler, and one of them was entered to the
input port of coherent receiver and another was entered to the LO port after passing through the
carrier extraction part which is consisted of two SOAs. The first SOA acted as an optical amplifier
to retain the enough input power of SOA2 for the gain saturation and SOA2 functioned as the
optical data eraser. The Each SOA was followed by PC for its polarization dependency, and led
by optical tunable filter which has 0.25 nm bandwidth in order to cut out amplified spontaneous
emission (ASE) noise. As shown in Figure 2, the input power of SOA2, which is amplified by SOA1,
was 8.7dBm and the output was 9.2dBm; therefore, in accordance with the fact that SOA2 gain
decreased to 0.5dB, SOA2 was in the deep saturation region. This is because, according to the
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Figure 2: The experimetal setup diagram.
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Figure 3: (a) The optical input power vs. EVMrms (%), (b) the optical input power vs. BER.

definition, the output power when SOA gain decreases from typical gain by 3dB is the saturated
output power. The polarization of the optical signal and LO light had to be carefully tuned by PC
because the polarization states affects optical mixing process in the coherent receiver.

Figure 2(a) shows the 1 GHz bandwidth QPSK signal which was directly detected in front of
the signal input of the coherent receiver in time domain and frequency domain, and erasing the
QPSK signal by the saturated SOA is presented in Figure 2(b). After coherent detection using the
extracted carrier, each I and () signal was separately gotten, and each signal in time domain is
presented in Figure 2(c).

To evaluate the system performance, EVMrms was measured according to the input signal power
in each case of 500 MHz, 1 GHz and 5 GHz. In Figure 3(a), EVMrms of 500 MHz, 1 GHz and 2 GHz
was about 10%, and in case of 5 GHz, it was about 14%. EVMrms increased as the input signal
power decreased. Also, along with increasing the signal bandwidth, EVMrms increased because
of the high pass filter property of the saturated SOA. Figure 3(b) shows the BER performance
according to the input signal power, and as the input power decreased, the BER performance got
worse. In case of 500 MHz, 1 GHz and 2 GHz, BER of less than 10~ !2 was obtained by —20 dBm and
for the 5 GHz case, it was achieved at —15dBm. Assuming Reed-Solomon Forward error correction
(FEC) limit 10~3 for error-free operation, the input power margin was achieved at about —33 dBm
in case of 5 GHz and is was achieved about —35dBm in the others.

4. CONCLUSION

Self-homodyne detection using carrier extraction technique by saturated SOA was proposed, and
have been discussed in this paper. In brief, the extracted carrier by saturated SOA can be used
as LO light of coherent receiver, and this concept was experimentally demonstrated in order to
evaluate the system performance. Assuming Reed-Solomon FEC limit 1073, the power margin
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of —33dBm was achieved within 5 GHz QPSK transmission. The proposed technique does not
needed an additional laser for LO, and there is no CFO because the LO light originates from the
transmitted optical signal. In addition, without additional installation of SMF or MCF, system
realization is possible. For the reasons, the proposed system is cost efficient and has low system
complexity. Particularly, it is possible to operate colorless system; therefore, in case of expansion
to WDM, it would be very useful.
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Abstract— We call monomer a B-DNA base-pair and study electron or hole oscillations in
monomers, dimers and trimers. We employ two Tight Binding (TB) approaches: (I) at the
base-pair level, using the on-site energies of the base-pairs and the hopping parameters between
successive base-pairs and (II) at the single-base level, using the on-site energies of the bases
and the hopping parameters between neighboring bases. With (II), for monomers, we predict
oscillations with frequency f = 50-550 THz. With (I), for dimers, we predict oscillations with
f ~ 0.25-100 THz, for trimers made of identical monomers f =~ 0.5-33 THz. In other cases, the
oscillations may be not strictly periodic, but Fourier analysis shows similar frequency content.
For dimers, we compare approaches (I) and (II). Finally, we present calculations with (IIT) Real-
Time Time-Dependent Density Functional Theory (RT-TDDFT) for the adenine-thymine (A-T)
and the guanine-cytosine (G-C) base-pairs. It seems that a non conventional source or receiver
of electromagnetic radiation with f from fractions to THz to just below PHz could be envisaged.

1. INTRODUCTIONCARRIER

oscillations within “molecular” systems have been sporadically presented in the literature. Real-
Time Time-Dependent Density Functional Theory (RT-TDDFT) [1] simulations predicted oscilla-
tions (= 0.1-10 PHz) within p-nitroaniline and FTC chromophore [2], zinc porphyrin, green flu-
orescent protein chromophores and adenine-thymine base-pair [3]. In a simplified single-stranded
helix of 101 bases, a collinear uniform electric field induces THz Bloch oscillations [4]. Single and
multiple charge transfer within a typical DNA dimer in connection to a bosonic bath, where each
base-pair is a single site, has been studied [5], too.

Here we call monomer a B-DNA base-pair and study carrier oscillations in monomers, dimers
and trimers. We assume that isolation of a few consecutive B-DNA base-pairs is possible, e.g. by
connecting at the boundaries moieties with very small transfer integrals with our segment. We
employ two Tight-Binding (TB) approaches: (I) at the base-pair level using the on-site energies of
the base-pairs and the hopping parameters between successive base-pairs [6, 7] and (II) at the single-
base level using the on-site energies of the bases and the hopping parameters between neighboring
bases. The TB parameters can be found in Refs. [6-9]. We solve the system of (I) N or (II)
2N coupled differential equations to determine the spatiotemporal evolution of an extra carrier
(electron or hole) along a N base-pair DNA segment. Carriers move either between the HOMOs
or between the LUMOs of the relevant sites [(I) base-pairs, (II) bases]. The resulting oscillations
are ~ in the THz domain, a region of intense research [10]. We also perform calculations with
(III) RT-TDDFT for the adenine-thymine (A-T) and the guanine-cytosine (G-C) base-pairs. In
Section 2 we outline our TB [(I) and (II)] and RT-TDDFT [(III)] approaches. Our results for
monomers, dimers and trimers are presented in Sections 3, 4 and 5, respectively. In Section 6 we
state our conclusions.

2. THREE APPROACHESACCORDING

to TB approach (I) [description at the base-pair level] the HOMO or LUMO wave function of a
given DNA segment, made of N base-pairs, ¥pya(r,t), is considered as a linear combination of
the base-pair wave functions \Ifgp(r) with time-dependent coefficients

N
Upna(r,t) =Y Au(t) U (v). (1)
pn=1

|A,(t)|? gives the probability of finding the carrier (hole for HOMO, electron for LUMO) at base-
pair p. The time evolution of the coefficients A, (t) obeys the system of equations [§]

dA
ih=— = BPA, At A, g A, (2)
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where F* ;1 =1,2,... N are the HOMO or LUMO on-site energies of the base-pairs, and t**  are
the HOMO or LUMO hopping integrals between two nearest neighboring base-pairs.

According to TB approach (II) [description at the single-base level] Wpna(r,t) is derived from
the single-base wave functions, according to the expression

N

Upna(r) =D [Au () V) (r) + Bu(t)¥)*(r)] (3)
p=1

where \I'ff’i,i =1,2and u=1,2,... N, is the wave function of the base at the u-th base-pair and

in the i-th strand. |A,(¢)|?, |Bu(t)|? give the probability to find the carrier at the base of strand 1
and 2, respectively, of the u-th base-pair. In this case, the system of equations is [§]

dA,
dt
B,

ik o :E“’ZBM 4 t“’Q?“’lAu 4 t“’Q?“*LQBM_l 4 t“’2?“+1’ZBM+1 4 tm?;ufl,lAu_l 4 tu,2;u+1,1Au+1_ (5)

EM are the HOMO or LUMO on-site energies of the base at the u-th base-pair and in the i-th
strand, and t*%*% are the HOMO or LUMO hopping parameters between neighboring bases, i.e.,
between (a) two successive bases in the same strand, (b) complementary bases that define a base-
pair, and (c) diagonally located bases of successive base-pairs. To determine the temporal and
spatial evolution of electrons or holes along a N base-pair DNA segment, we solve the system of
(I) N or (II) 2N coupled differential equations with the eigenvalue method [6, 7, 11].

RT-TDDFT is a DFT-based approach for the explicit propagation of the coupled effective single-
particle time-dependent Kohn-Sham (TDKS) equations in time. Real-time simulations can be used
to compute not only spectroscopic properties (e.g., absorption spectra), but also the time and space-
resolved electronic response to arbitrary external fields. Within NWChem computational chemistry
package [1], the calculation starts with the computation of the ground state single-particle reduced
density matrix P, whose time evolution is governed by the von Neumann equation (in atomic units)

0P
11— =

ot
F' is the time-dependent Fock matrix. The Magnus propagator with a two-step predictor-corrector
scheme for the Fock matrix is used for the integration of Eq. (6), which is stable and conserves the

density matrix idempotency. At the end of each time step the resulting time-dependent observables
(e.g., fragment charge, dipole moment) are computed from the calculated density matrix.

iR :EMJA# + t“’l;“’QBu + tu,l;u—l,lAu_l + t“’l;“+1’1AM+1 + tu,l;u—LQBH_l 4 t“’l?“H’QBHH, (4)

[F(t),P(t)]. (6)

3. MONOMERSWE

used Approach (II), supposing that initially we place the carrier at one of the bases. We can prove
that an extra hole or electron oscillates between the bases with frequencies (or periods)

1 /(26)2 + A2
f=g=""% @)
t is the hopping integral between the complementary bases and A is the energy gap between the
on-site energies of the complementary bases. Our results for A-T and G-C, both for holes and
electrons, are shown in Fig. 1, with parameters from Ref. [8] (“HKS parametrization”) and from
Ref. [9] (“MA parametrization”’). For HKS parametrization, f ~ 50-200 THz (T' ~ 5-20fs), for
MA parametrization, f ~ 250-550 THz (T" ~ 2-4fs). These ranges correspond to wavelength
A & 545 nm—6000 nm, i.e., from visible to near-infrared and mid-infrared. The maximum transfer
percentage p [max (|B1(t)|?) for initial conditions A;(0) = 1, B1(0) = 0] is very small in all cases:
the carrier is not very likely to be transferred between the monomer bases. The pure maximum
transfer rate pf is also very small in all cases.

We also performed semi-ab initio simulations [12]. Initially, for each (neutral) base-pair, we
optimized geometry with Cs symmetry constraint at BNL (1 = 0.3)/6-31G* level of theory. Then,
we obtained the initial state through a Constrained DFT calculation [13], with the constraint of an
extra carrier at a specific base. Finally, RT-TDDFT computed the time evolution from this initial
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Figure 1: Charge oscillations in A-T and G-C according to the single-base approach (II). (a) TB parameters
from Ref. [8] (HKS parametrization). (b) TB parameters from Ref. [9] (MA parametrization).

state, for ¢ = 1500 a.u., of fragment charge and total (base-pair) dipole moment at each direction.
We extracted oscillation frequencies by FFT analysis from the component of dipole moment parallel
to the inter-base axis. Preliminary results indicate one or two major frequencies in the THz range
(25-70 THz, 175-740 THz) and one narrow band at the PHz range (2.5-3.5 PHz). THz oscillations
are generally predominant, with the exception of G-C monomer when the extra electron (hole) is
initially placed on Cytosine (Guanine). The ultrafast oscillations in the PHz range appear to be
slightly above the absorption peak of the neutral A-T base pair [3].

4. DIMERSLET

us denote by Xcompt (Yeompt) the complementary base of X (Y'). The notation YX means that the
bases Y and X of two successive base-pairs are located at the same strand in the direction 5" — 3’0 .
X-Xcompl is the one base-pair and Y-Ycomp1 is the other base-pair, separated and twisted by 3.4 A
and 36°, respectively, relatively to the first base-pair. Y and X can be either guanine (G), adenine
(A), cytosine (C), or thymine (T).

With approach (I) we proved that the carrier movement in all dimers is strictly periodic [6, 7, 11]
and the frequencies (or periods) are given by Eq. (7), where, now ¢ is the hopping integral between
the base-pairs and A is the energy gap between the on-site energies of the base-pairs. Using the
TB parameters from Ref. [6], we found that f ~ 0.25-100 THz (7" ~ 10-4000fs). The maximum
transfer percentage p = 1 for dimers made of identical monomers; p < 1 for dimers made of different
monomers. Using approach (II), one cannot strictly determine periodicity in the carrier movement
between the four bases. Hence, f,T,p, and pf cannot be defined, but Fourier analysis shows similar
frequency content in the THz domain. Approaches (I) and (II) allow us to determine the mean
probability to find the carrier at a site [base-pair for (I), base for (II)]. Specifically: (a) Carrier
transfer is large in dimers made of identical monomers; it is very small in dimers made of different
monomers. (b) For dimers made of identical monomers, if purines are crosswise to purines, the
carrier changes strand (from strand 1 to strand 2 or vice versa), while if purines are on the same
strand, the carrier is transferred through the strand it was initially placed at. (c) For dimers made
of different monomers, the carrier is transferred (albeit in small percentage) through the strand it
was initially placed at. A comparison between the mean probabilities found with approaches (I)
and (IT) is shown in Fig. 2, using the HKS parametrization [8]. Single and multiple charge transfer
within a typical DNA dimer in connection to a bosonic bath, where each base-pair is approximated
by a single site, as in our TB approach (I), has been studied in Ref. [5]. In the subspace of
single charge transfer between base-pairs the authors obtain a period slightly greater than 10 fs,
having used a “typical hopping matrix element” 0.2eV. If we use our Eq. (7), with ¢ = 0.2eV for
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the “typical hopping matrix element” and identical dimers, i.e., difference of the on-site energies
A =0, we obtain a period T' ~ 10.34 fs in accordance with the dotted line in Fig. 4 of Ref. [5].
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Figure 2: The mean probabilities to find an extra carrier [hole (1st row) or electron (2nd row)] at each site of
a DNA dimer, as determined with (I) the base-pair approach (left column) and (IT) the single-base approach
(right column). For (I), the carrier is initially placed at the 1st monomer, while, for (II), it is initially placed
at the base of the 1st monomer that belongs to the 1st strand. We used the HKS parametrization [8].

5. TRIMERSUSING

approach (I), we proved [6, 7] that for trimers made of identical monomers an extra carrier oscillates
periodically, according to the expression

Fe 1 V2412

z=Tre (5)
where t,t are the hopping integrals between the base-pairs. For such trimers, when all purines are
on the same strand, ¢t = ¢/. Using the TB parameters from Ref. [6], we find that the frequencies
of these oscillations are in the range f ~ 0.5-33 THz (T ~ 30-2000fs) [7], which is narrower than
for dimers. For 0 times crosswise purines, the maximum transfer percentage p = 1, while for 1
or 2 times crosswise purines p < 1 [6,7]. For trimers made of different monomers, no periodicity
can be determined, since the frequencies depend on the specific parameter values used. Hence,
carrier movement may be non-periodic [6,7]. Generally, increasing the number of monomers above
three, the system becomes more complex and periodicity is lost [7]; even in the simplest cases,
e.g., tetramers made of identical monomers with all the purines on the same strand, there is no
periodicity [11]. Approach (II) does not allow one to strictly determine any periodicity, hence
T, f,p, and pf cannot be defined. However, Fourier analysis shows similar frequency content.

6. CONCLUSIONWITH

TB approach (II), we predicted electron or hole oscillations in DNA monomers with f ~ 50-550 THz
(T =~ 2-20f1s), i.e., A = 0.545 um—6 pm, from visible to near- and mid-infrared. For monomers the
maximum transfer percentage p and the pure maximum transfer rate pf between the bases are
very small. With TB approach (I), we predicted electron or hole oscillations in DNA dimers with
f ~0.25-100 THz (T ~ 10-4000fs), i.e., A & 3-1200 pm, in the mid- and far-infrared. For dimers
made of identical monomers p = 1, but for dimers made of different monomers p < 1. With approach
(IT), the carrier oscillations are not strictly periodic but the frequency content is similar to that
predicted with approach (I). For the mean probabilities to find the carrier at a particular site, the
two approaches give similar, complementary results. For trimers made of identical monomers the
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carrier oscillates periodically with f ~ 0.5-33 THz (7' ~ 30-2000fs) for 0 times crosswise purines
p =1, for 1 or 2 times crosswise purines p < 1. For trimers made of different monomers the carrier
movement may be non-periodic but the frequency content is similar. Finally, calculations based
on (IIT) RT-TDDFT for DNA monomers indicate one or two major frequencies in the THz range
(25-70 THz, 175-740 THz) and one narrow band at the PHz range (2.5-3.5 PHz).

ACKNOWLEDGMENT

A. Morphis thanks the State Scholarships Foundation-IKY for a Ph.D. research scholarship via
“IKY Fellowships of Excellence”, Hellenic Republic-Siemens Settlement Agreement. M. Tassi
thanks the State Scholarships Foundation-IKY for a post-doctoral research fellowship via “IKY
Fellowships of Excellence”, Hellenic Republic-Siemens Settlement Agreement. We thank the Uni-
versity Computer Center and Cy-Tera Project (Cyprus) for computer resources.

REFERENCES

1. http://www.nwchem-sw.org/index.php/Release62:RT-TDDFT.

2. Takimoto, Y., F. D. Vila, and J. J. Rehr, “Real-time time-dependent density functional theory
approach for frequency-dependent nonlinear optical response in photonic molecules,” J. Chem.
Phys., Vol. 127, 154114, 2007.

3. Lopata, K. and N. Govind, “Modeling fast electron dynamics with real-time time-dependent
density functional theory: Application to small molecules and chromophores,” J. Chem. Theory
Comput., Vol. 7, 1344-1355, 2011.

4. Malyshev, A. V., V. A. Malyshev, and F. Dominguez-Adame, “DNA-based tunable THz os-
cillator,” Journal of Luminescence, Vol. 129, 1779-1781, 2009.

5. Tornow, S., R. Bulla, F. B. Anders, and G. Zwicknagl, “Multiple-charge transfer and trapping
in DNA dimers,” Phys. Rev. B, Vol. 82, 195106, 2010.

6. Simserides, C., “A systematic study of electron or hole transfer along DNA dimers, trimers
and polymers,” Chem. Phys., Vol. 440, 31-41, 2014.

7. Lambropoulos, K., K. Kaklamanis, G. Georgiadis, and C. Simserides, “THz and above THz
electron or hole oscillations in DNA dimers and trimers,” Ann. Phys. (Berlin), Vol. 526, 249—
258, 2014.

8. Hawke, L. G. D., G. Kalosakas, and C. Simserides, “Electronic parameters for charge transfer
along DNA” Eur. Phys. J. E, Vol. 32, 291-305, 2010.

9. Mehrez, H. and M. P. Anantram, “Interbase electronic coupling for transport through DNA,”
Phys. Rev. B, Vol. 71, 115405, 2005.

10. Yin, X., B. W.-H Ng, and D. Abbott, Terahertz Sources and Detectors, in Terahertz Imaging
for Biomedical Applications, Chapter 2, Springer Science+Business Media, LLC, Springer New
York Dordrecht Heidelberg London, http://www.springer.com/978-1-4614-1820-7, ISBN 978-
1-4614-1820-7 e-ISBN 978-1-4614-1821-4, 2012.

11. Lambropoulos, K., “Charge transfer in small DNA segments: Description at the base-pair
level,” Diploma thesis, National and Kapodistrian University of Athens, Greece, 2014.

12. Valiev, M., E. J. Bylaska, N. Govind, K. Kowalski, T. P. Straatsma, H. J. J. van Dam, D. Wang,
J. Nieplocha, E. Apra, T. L. Windus, and W. A. de Jong, “NWChem: A comprehensive and
scalable open-source solution for large scale molecular simulations,” Comput. Phys. Commun.,
Vol. 181, 1477-1489, 2010.

13. Wu, Q. and T. Van Voorhis, “Direct optimization method to study constrained systems within
density-functional theory,” Phys. Rev. A, Vol. 72, 024502, 2005.



884 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015
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Abstract— One of actual and promising method of researching optically inhomogeneous media
by using electromagnetic radiation is the method of the laser refractography. It is based on the
phenomenon of refraction of structured laser radiation in optically inhomogeneous media and
registration of its form deviations with the digital video camera. The case when inhomogeneity
in liquid is created by diffusion. It was researched conditions for the occurrence of caustics in
longitudinal probing of optical stratified inhomogeneous media by plane and cylindrical laser
beams were researched in this work. Experimental setup for caustics visualization was shown.
The method was shown for solving the inverse task of finding properties of the medium by
analyzing caustics’ location.

1. INTRODUCTION

Nowadays researching of optically inhomogeneous media represents great scientific interest. The
refractive index is not the same in any point in such media and light passes due to refraction not
rectilinearly. It is often important to know what occurs when two or more mediums with different
physical characteristics contact each other, how the refractive index of liquid changes by heating
or cooling objects inside it.

One method of researching optically inhomogeneous media is the method of the laser refractog-
raphy. It is based on the phenomenon of refraction of structured laser radiation (SLR) in optically
inhomogeneous media and registration of its form deviations with the digital video camera [1,2].
This method is essentially different from the methods of researching of optically inhomogeneity
that were known previously such as schlieren and shadowgraph techniques [3].

Application of laser techniques for the reconstruction of physical characteristics of medium,
causing inhomogeneity of the refractive index it is advisable to probe medium by structured laser
beams formed by diffractive optical elements (DOE).

Light lines with a fanciful form appear on the table, when a glass of water is located on it. Similar
moving curves can be seen at the bottom of a shallow pond, water surface of which is roughness.
These curves are caustics. Caustic is the envelope of light rays reflected or refracted by the curved
surface or object [4]. Nevertheless, in this method caustics are special lines and special surfaces,
and beside them the intensity of the light field increases sharply [5]. When probing inhomogeneity
by SLR caustics appears, its location can be determined by using refractogram processing program
with high precision, it is possible to solve the inverse task of finding properties of the inhomogeneous
medium. Theory of caustics is directly related with one of mathematical section — the theory of
catastrophes [6].

2. DIFFUSIVE LAYER OF LIQUID

Diffusive layer of liquid is a special type of inhomogeneity, which appears near interface of two liquid
media with various physical characteristics. Liquids with various refraction indexes are considered
in this work. Refraction index of optically denser liquid is n1, less dense — ny (n1 > na) (Fig. 1).
Distribution of the refraction index in diffusive layer can be described by different function such as
linear or hyperbolic tangent, in this paper exponential model is used [7]:

ny —ng
1—|—exp(%)7

(1)

n(x) =ng +

where h — characteristic half-width of layer, s — middle of layer.

Let layered-inhomogeneous medium in which there is the diffusive layer has following parameters:
ny = 1.3410, ny = 1.3310, s = 50mm, A = 1.1mm. Distribution of the refraction index is
presented in Fig. 2.
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Figure 1: Diffusive layer’s model. Figure 2: Distribution of refraction index in diffu-

sive layer of liquid.

Relation (2) is the equation of the ray trajectory in a plane-layered medium, given the refractive
index distribution n(x) and the initial conditions zgp = z(0), ap — the angle at which the ray enters
the medium, ng — refraction index in entry point of the ray in medium.
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Using this expression it is possible to simulate on a propagation of a plane laser beam in diffusion
layer of liquid by approximating it with a set of infinitely thin rays. Fig. 3 shows formation and
confluence of two caustic surfaces. With the help of this refractogram we can model and determine
the location, shape of caustics and the point of confluence it will be possible to solve the inverse
task of finding properties of the medium in comparison with the experimental results [8].
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Figure 3: Formation of caustics (1) and point of their confluence (2) in the propagation of a plane laser beam
in diffusive layer.

3. CAUSTICS’ FORMATION IN EXPERIMENT

In order to observe and register refractogram of plane laser beam propagation in inhomogeneous
media it is possible to use setup, which is presented in Fig. 4. Laser 1 and built-in optical system 2
form plane laser beam, which probes cuvette 3 with created diffusive layer 4 in it. 2D-refractogram
6 is registered by digital camera 5 and processed by using special algorithm on personal computer
7.

For creation of diffusive layer of liquid we used distilled water and water-NaCl mixture. Re-
fractogram storing was made by recording the scattered radiation on special particles added in
water. Parameters of medium: refractive indexes of saline water n; = 1.3410 and distilled water
ng = 1.3310. Photo, which was received during experiment is presented in Fig. 5.
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Figure 4: Setup for experiment with the diffusive layer of liquid and probing plane laser beam: 1 — laser, 2
— optical system, 3 — transparent cuvette, 4 — diffusive layer, 5 — digital camera, 6 — 2D-refractogram,
7— PC.

Figure 5: Experimental 2D-refractogram with presence of caustics (1) and point of their confluence (2) in
diffusive layer of liquid with probing plane laser beam.

Using a specially devised algorithm for refractogram processing it is possible to separate caustic
surfaces. By comparing their position and coordinating of their confluence with the calculated
ones we can get distribution of the refractive index or the value h. By registering refractograms at
variable moments of time at constant interval we can determine the dependence of the refractive
index distribution on time, that gives an indication on how liquids diffuse each other.

4. 3D-VISUALIZATION OF CYLINDRICAL BEAM’S REFRACTION

Experimental setup is presented in Fig. 6.

Figure 6: Experimental setup: 1 — laser, 2, 4 — lenses, 3 — DOE, 5 — cuvette with diffusive layer of liquid,
6 — cuvette with scattering particles in water, 7 — digital camera, 8 — 3D-refractogram, 9 — PC.

To form cylindrical laser beam it was created optical system, which consists of laser 1, lens 2 for
focusing beam in registration area, DOE 3 and lens 4 for making beam parallel. In order to observe
and register 3D-refractogram of cylindrical laser beam spreading in inhomogeneous mediums it
is possible to use two cuvetts [9]. Creation of diffusive layer is taking place in cuvette 5 but
3D-refractogram’s registration is not possible there because of distortion presence. That is why
registration of refractogram realizes in the second cuvette 6. Registration of 3D-refractoram 8 was
made by digital camera 7 and processed by personal computer 9.

3D-refractogram of the laser beam propagating in a homogeneous medium is shown in Fig. 7.
During the experiment it was changing position of laser beam’s center. There are three characteristic
main positions: laser beam’s center lies in the planes of the upper, lower boundaries layer and in
the plane of middle of layer. The third case is presented in Fig. 8.
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Figure 7: 3D-visualization of cylindrical laser beam  Figure 8: 3D-visualization of cylindrical laser beam
propagation in homogeneous medium. propagation in diffusive layer of liquid.

5. CONCLUSION

Modeling of laser beams’ caustics and researching of their shape give possibility to foresee laser
beam actions in inhomogeneous media. It is very important to know the area of caustics’ occurrence
that allows optimizing experiments. At the consideration experimental refractogram, which was
made in diffusive layer, it is possible to analyze how mediums can diffuse each other and estimate
distribution of refraction index.
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Abstract— Presented work is concerned with analytical and numerical investigation of broad-
area lasers dynamical regimes resulting from the stability loss of the steady lasing. It is shown that
depending on the type of spatio-temporal instability filamentary and pattern forming behaviour
may be observed in the system. Main principles and formation concepts of these dynamical
regimes in the transverse section of the broad-area laser emission were considered and elaborated.

1. INTRODUCTION

Broad-area lasers are often necessary for high-power laser applications since increasing of transverse
sizes of pumping region entails increasing the output power. However, for pumping levels well
above the lasing threshold broad-area lasers exhibit complicated spatio-temporal dynamics. This
is caused by the development of steady lasing instabilities that turn to be especially complex in
broad-area lasers as transverse space-coupling processes and corresponding nonlinearities become
involved. As a result related laser operation leads to degradation of brightness of these devices and
coherence reduction of emitted beam. That is why these dynamical regimes deserve more detailed
investigation.

On the other hand, complex spatio-temporal dynamics makes broad-area laser an interesting
object to explore the general aspects of behaviour in nonlinear spatially-extended systems. Such
systems are known to exhibit spontaneous pattern formation, chaotic and turbulent regimes that
turns out to be very similar regardless the particular model under investigation. Thanks to laser
being a very practically relevant device experimental observation of different nonlinear spatio-
temporal regimes seems to be most feasible just in the laser systems.

In presented paper we report on detailed investigation of spatio-temporal instabilities emergence
for steady stationary operation in broad-area lasers. We have shown that free-running broad-area
laser can demonstrate both filamentary behaviour accompanied by nonregular pulsations of optical
field and self-organization phenomena when different regular patterns can be observed. We found
the bifurcation mechanisms responsible for each dynamical regime and model parameters regions
for their implementing.

2. THEORETICAL MODEL

Our analysis was based on Maxwell-Bloch equations for frequency detuned cavity along with trans-
versely distributed two-level lasing media [1, 2]:

%E:g(p—E(l—ié))ermE
gi:_(1+i5)P+DE @)
W:—W[D—T—F%(E*P‘FEP*)]v

where F, P, D are slowly varying dimensionless envelopes of electric field, polarization and popula-
tion inversion; v = vrr/v1, 0 = k/7v1, where v, 777 and k are the decay rates of polarization, pop-
ulation inversion and electric field respectively. r is the pump parameter, § = (W — wWean)/ (VL + k)
stands for the normalized frequency detuning between the centre of gain line wy and cavity fre-
quency weqy scaled to the line half-width. Diffraction of the field is described by Laplace operator
A acting in the transverse directions with A as the diffraction parameter. Electric field in
model (1) is scaled to the amplitude of the transparency field and population inversion is scaled to
the threshold value. Time is normalized to the coherence time.

This model considers a single-longitudinal-mode operation thus neglecting the nonlinear effects
in longitudinal dimension in favor of the transverse dynamics. We restricted our analysis to the
case of § < 0 when laser naturally selects spatially homogeneous steady operation as the first lasing
solution [3]:

Dy = 1+52§ ‘Est’2 =r—Dg; Py= (1_Z5) Eg. (2)
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Since pump 7 and frequency detuning ¢ are variable control parameters in system (1) principal
importance is related to the ratios between the intracavity field and active medium decay rates
described by parameters o and 7. Stability analysis of solution (2) together with numerical modeling
demonstrated several separable dynamical regimes depending on the latter ratios. Principally, it
allowed distinguishing filamentary instability from pattern forming instability.

3. FILAMENTARY DYNAMICS

Filamentary behaviour is shown to emerge for incoherent light-media interaction when medium
polarization instantaneously follows the intracavity field. It corresponds to the ratios v < ¢ <
1. Such values are typical, for example, for solid-state and semiconductor laser systems. This
filamentary dynamical regime is found to be induced by modulation-type instability as steady
lasing (2) loses its stability against small perturbation with finite wavelength. Steady lasing is
preserved for non-detuned cavity but inclusion of nonzero detuning results in its breakup.

Figure 1 shows typical image for this regime. Intensity profile (Fig. 1(a)) has very nonregular
view with the temporal series (Fig. 1(b)) in the form of complex sustained oscillations.
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Figure 1: Filamentary pattern for ¢ = 0.05, v = 0.0001, § = —0.5, r = 2; (a) instantaneous intensity profile;
(b) intensity time series.

A number of mechanisms that can contribute to filamentation are known. First of all according
to the seminal paper [4] the influence of Kerr self-focusing nonlinearity is defining in the case of
strongly nonlinear light-matter interaction that is relevant for both passive and active systems.
Another important mechanism is concerned with the strong gain-index coupling in semiconductor
materials [5].

Our results show possibility of such dynamics in active system without gain-index coupling for
even low electromagnetic field intensity just above the threshold. Indeed, when the instability is
fully developed, the observed dynamics are similar to filamentary behaviour what is accompanied
with both temporal and spatial nonregular dynamics although our model does not explicitly in-
clude gain-index coupling. Hence we expect this instability to be one of the possible routes to
filamentation and light threads formation in numerous active optical systems when extending the
transverse section like semiconductor and solid-state lasers and amplifiers.

4. SELF-ORGANIZING BEHAVIOUR

Some aspects of self-organization in broad-area lasers were reported earlier [6-8] and described the
generation of tilted waves, localized solitons and optical vortices.

In our problem statement pattern formation is found to evolve for coherent light-media in-
teraction that is usually realized in some atomic and molecular gas active mediums and implies
comparable values for the material and field decay rates (y < o ~ 1).
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A careful analytic treatment revealed a distinct scenario for the subsequent dynamics. Steady
lasing becomes unstable in favor of self-oscillating homogeneous operation when the definite thresh-
old for pumping value is exceeded. This type of dynamics doesn’t reach however a steady behaviour
since it is in turn destabilizes owing to instability against small perturbations with finite wavelength.
The latter instability then governs the spatio-temporal evolution of the system giving rise to diverse
processes.

Numerical simulations showed that the development of spatial inhomogeneties can follow several
ways leading to a number of spontaneously forming regular patterns.

In some cases the creation of phase singularities is observed each of them containing a zero
of the electric field. Then the spiral waves eventually appear, consisting of time-periodic phase
distribution with rotating movement around the spiral cores together with a stationary intensity

Figure 2: Spiral pattern for 0 = 4, v = 0.7, 6 = —0.1, » = 20; (a) stationary intensity profile; (b) rotating
electric field phase profile.
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Figure 3: Standing wave pattern for o = 5, v = 0.1, 6 = —0.3, » = 30; (a) instantaneous intensity profile;
(b) intensity time series.
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profile where each spiral core occupies some area separated from each other by the sharp shock
walls. All these aspects are clearly visible in Figs. 2(a)—(b) obtained for an appropriate set of model
parameters.

Otherwise the formation of oscillating inhomogeneous intensity profile was found. In this in-
stance self-organizing processes lead to spatially modulated standing autowaves. Specific shape of
intensity profile is regular enough but it doesn’t demonstrate any symmetry properties (see example
on Fig. 3(a)). Temporal evolution for the field intensity is the periodic one though it exhibits a
definite phase shift for each pair of points in the transverse laser section (Fig. 3(b)).

Described above scenarios of pattern formation seems to be specific for nonlinear optics only
as the complex character of the optical field turns out to be the defining factor. Though main
aspects of the self-organizing behaviour are general regardless the physical origin of particular
system broad-area laser being an active nonlinear optical system shows a peculiar variety of optical
patterns.

5. CONCLUSION

To conclude, we performed stability analysis for steady stationary operation of broad-area free-
running lasers. We revealed that either filamentary or self-organizing dynamics may be observed
depending on character of light-medium interaction. Basically filamentation is found to evolve for
the coherent interaction while otherwise more complicated pattern forming is obtained. Main prin-
ciples and bifurcation mechanisms responsible for the definite transverse spatio-temporal dynamics
were studied. We hope our findings to contribute to the general understanding of nonlinear dynam-
ical regimes in broad-area lasers and to allow controlling and optimization of the characteristics of
laser emission.
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Abstract— We report hydrogen and humidity sensor employing elastic polymer (SU-8) optical
microresonators. The sensing mechanism relies on the optical whispering gallery mode (WGM)
resonance shifts in the transmission spectra of these microresonators. WGMs are excited through
SU-8 waveguides in which a tunable laser light is coupled from an optical fiber. Relative humidity
between 0 and 65% is detected at room temperature. For hydrogen sensing, the microresonators
are coated with a thin layer of palladium (Pd) metal layer to increase the sensing performance.
Hydrogen gas is detected reversibly between 0.3 and 1.5%. Hydrogen gas concentrations higher
than 1.5% result irreversible degradation of the devices because of a phase transition occurring
in the Pd layer.

1. INTRODUCTION

Hydrogen gas attracts a lot of attention as energy source courtesy of high efficiency in energy
conversion and non-toxic side products [1,2]. However, low flammable limit (4%), small molecular
volume and high diffusion coefficient of hydrogen gas (Ha2) introduce difficulties in hydrogen stor-
age. Different sensing mechanisms, such as thermal [3], electrical [4], mechanical [5], acoustic [6]
and optical methods [7] are used for Hy detection. Optical sensors are generally more suitable for
reversible detection of Hy at low concentrations. First reported optical Hs sensor relies on inter-
ferometric changes of a laser light in a Pd-coated optical fiber [8]. Afterwards, optical Hy sensors
are demonstrated utilizing reflection spectroscopy [9], reflectivity [10] or surface plasmon resonance
changes [11].

In this paper, we report Hs detection using whispering gallery mode (WGM) resonance shifts
of optical microresonators fabricated by standard UV photolithography. WGM resonances of the
microresonators are very sensitive to the size of the microresonator. In order to employ this phe-
nomenon, a thin layer of palladium (Pd) is coated on the microresonators, since the lattice constant
of Pd lattice increases when Hy is adsorbed in Pd [12]. SU-8 polymer is used as the photoresist for
the material of the microresonators since SU-8 is elastic and its refractive index is high enough to
confine the laser light. In the literature, elastic nature of SU-8 is used for strain sensing [13], pho-
toacoustic microscopy [14] and opto-mechanically tunable lasing [15]. Similar microresonator-based
detection of Hy down to 0.7% employs WGM shifts due to a local temperature increase because
of the combustion of Hy [16]. In another work, vertical cavity lasers are used for Hy detection, in
which the change in the complex refractive index of Pd results a shift in the lasing wavelength [17].
As compared to these previous studies, our system provides lower detection limit of 0.3% Hs using
a relatively simple fabrication technique.

2. MICROFABRICATION

Fabrication of sensor devices consists of a two-step UV photolithography procedure. In the first
step, SU-8 microresonator and waveguide structures are fabricated on a thick-oxide wafer. FExtra
thick oxide layer provides smaller refractive index (1.445) than SU-8 (1.573) so that the light can
be confined in the SU-8 layer [18]. Then in the second step Pd microdisks are deposited on these
microresonators using lift-off technique. The optical power circulates at the outermost edge of the
microresonator. Therefore the diameters of Pd microdisks are designed smaller than the diameters
of the corresponding microresonators to avoid optical loss due to Pd metal.

3. MEASUREMENTS

Tunable laser light is coupled from an optical fiber to SU-8 waveguide using butt-coupling method [19]
(See Figure 1). As the wavelength of the laser is changed in a controlled manner, the transmission
spectrum is collected using another optical fiber butt-coupled to the other end of the SU-8 waveg-
uide. Before Hs sensing experiments, the humidity in the sample chamber is removed with dry
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nitrogen gas and during that time blue-shift is observed [20]. Then Hj concentration is changed
in the sample chamber using gas flow controllers and the WGM resonances are monitored. Detec-
tion signal obtained from Pd-coated and uncoated devices are given in Figure 2. 10% Hs results
about 15 pm of resonance shift in the case of uncoated microresonator. On the other hand, 15 pm
resonance shift is achieved under 0.5% Hs when Pd-coated microresonator is used. Therefore Pd
coating improves the sensitivity of the device 20-fold.

Hjy detection performance of the devices are tested in the humid environment. The humidity of
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the sample chamber is kept constant at 51% relative humidity (RH) at room temperature during
the sensing experiment. 0.5% Hy is detected under humid conditions (See Figure 3). Ability to
detect Hs under humidity may lead to practical applications.

Sensing performance of the uncoated resonators are tested for humidity. In general, polymers
are good absorbers of humidity [20]. Therefore there is no need to coat the SU-8 polymer mi-
croresonator with an extra active layer. This makes the fabrication procedure a lot easier. At
room temperature, RH between 0 and 65% is successfully detected using transmission spectra of
uncoated microresonators (See Figure 4).

4. CONCLUSION

In conclusion, Hs sensing under dry environment and humid environment are presented as well as
the humidity sensing using optical WGM resonance shifts. It is possible to reversibly detect less
than 1% Hsy with or without the humidity in the environment. Pd is used as an active layer for
Hy detection to improve the sensitivity. On the other hand, humidity sensing does not require
any extra coating because the material of the microresonator itself is polymer which has high
absorption of humidity. At room temperature, RH between 0 and 65% is detected using uncoated
microresonators.
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Abstract— An investigation on the power energy injection in a resonator by electron stream is
reported in this paper, by documenting the power transfer from an electron beam to a resonant
cavity, coupled to an external circuitry. The proposed system has been employed to measure the
radiation dose deposed by a medical electron linear accelerator. A prototype has been fabricated
and tested through VNA cold measurements and dose deposition measurements. A microcon-
troller system has been employed to obtain a digital output, the Monitor Units. The linearity of
the Monitor Units for different values of accumulated dose, have allowed to employ this system
for the real time dose measurements.

1. INTRODUCTION

Real time radiation detectors are employed to control the output of artificial radiation sources. In
particular, medical linear accelerators (LINAC’s) design, production and operation are subjected
to strict regulations mostly regarding the control of the emitted radiations. Beam current mea-
surements of a medical mobile electron LINAC, dedicated to Intra Operative Radiation Therapy
(IORT) have been performed through a particular detector and discussed in this paper. In medical
accelerator field, beam monitoring system are required by the main technical standards for the real
time measurement of the dose delivered to the target while the beam is crossing them [1,2]. Beam
current monitoring for the dose measurement is typically performed by employing ionization cham-
bers connected to suitable electronic circuitry and digital data processing [3]. Traditional beam
current monitoring systems are based on ionization chambers and requires high voltage biases [3, 4].
This study investigates on the electron beam current emitted by a medical electron linear accel-
erator using the power exchange of the beam current with a passive resonant cavity [5] placed at
the output interface of the accelerator. In this paper, experimental evidence is presented showing
the complete equivalency, in terms of global performance, of the current revelation performed by
exploiting the cavity-beam interaction principle with the classical technology, based on ionization
chambers, however without the need of high voltage.

2. DETECTION ARCHITECTURE

The proposed radiation detector is based on the power exchange of the beam current with a passive
resonant cavity [5] placed at the output interface of the accelerator. The beam current, crossing
the resonant cavity provides a magnetic field fluxing through a magnetic loop inserted in the
cavity volume. As consequence of the beam to cavity interaction, a voltage is induced at the
loop terminals. This voltage, representative of the real time beam current is then elaborated by a
microcontroller based elaboration system. The information on the beam current are processed to
manage the dose delivered by the accelerating machine. This device allows the measurement of a
physical observable quantity directly related with the dose deposed by the beam. Furthermore, no
high voltage is needed as happens for the ionization chambers, since the proposed radiation detector
does not need any bias. In order to manipulate the information on the current, a frequency down
conversion is performed by revealing the signal envelope. For this aim, the pickup voltage, which
falls on the matched impedance, is rectified by a RF detector diode. The detector diode output
is forwarded to a voltage integrator. The voltage representative of the beam current is integrated
during the time duration of the macro-bunch. Since the electric charge is the time integral of the
current, the voltage output of the integrator is, at this point, representative of the charge. The
main block diagram representative of the operating principle is depicted in Figure 1.

The bunched current produced by the LINAC have an amplitude of [peq;, = 1.11mA. Such
current have the alternate form of charge bunches, modulated at the operating normal mode fre-
quency f = 2998 MHz of the accelerator. Hence, quasi-Gaussian micro-bunches are separated by
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Figure 1: Operating principles — block diagram.

the period of T'=1/f =~ 0.33ns. As the bunches follow each other periodically in time, the spectral
content of the current beam is a line at the accelerating pulsation wg = 27 f and whole-number
harmonics [4]:

Tneam (t) = > I sin(nwot) (1)
n=1

A simplified approach can be adopted by treating the bunched current as a square wave, whose
first harmonic is given by:

I (t) = I sin(wot) (2)
where 5 .
Il = Ibeam; sin (71'5?) (3)

where Ilpeq:m is the amplitude of the bunched beam current.

In the approximation of a square wave beam current, the duration of the high level of the current,
ton, corresponds to the time duration of the bunch tpypen. By considering the (3), neglecting the
superior harmonics, the amplitude of the injected first harmonic beam current of the analyzed
LINAC is I; = 0.66mA. This harmonic content has been employed to induce oscillations in an
opportune resonant cylindrical cavity operating in the TMp1g mode at the accelerator normal mode
frequency f. Since the minimum energy of the beam is greater than 4 MeV, no holes are required
on the cavity base surface, but an opportune aluminum window (transparent to these energetic
charges) is employed for allowing the beam crossing and entering the cavity. The window thickness
is chosen to limit the surface scattering. The beam current cross the window and enter the cavity
where exchange power with it inducing a current Iy on the cavity walls and energy is stored. In
order to extract information on the amplitude of the beam current, a magnetic loop is inserted into
the cavity. Inserting a pickup in the cavity, the output power derived from such device must come
from the work done by the beam against the fields which it itself generates [6].

The voltage induced between the loop terminals V), can be derived starting from the second
Maxwell’s equation applied to By [7]. The positioning of the loop in the cavity is chosen making
the loop encloses a surface A perfectly normal to the azimuthal direction. In such conditions the
Vp(t) can be given by:

0 = 0
Vit =~ [ Bloyids =-ag B0 (4)
A

The cavity behaves as though its shunt impedance were similarly located in the beam tube wall;
hence when either type of device is connected to an external electric circuit, it behaves as though
its electrical impedance were identical with its shunt impedance. A consequence of the latter result
is that for such a device to behave as a matched load, it must be connected to the external circuit
via an impedance matching device such as a transformer [6]. For this reason it’s of vital importance
for the consistence of this dissertation that the cavity shows a critical coupling, identifiable by a
coupling factor £ = 1, observable with the frequency behavior of the impedance shown to the loop
terminals. This means that all the power per cycle is extracted by the loop without reflections [8].
Another vital constraint of the model regards the operating frequency of the LINAC and the cavity
used as detector. The cavity needs to operate in the TMp;g mode at the normal mode pulsation wy.
If the frequency of the LINAC changes without the frequency of the cavity detector changing in the
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same manner, the output signal will be attenuated, as regulated by the filtering effects of the cavity
over the harmonics induced by the beam current crossing. The attenuation can be identified by
deriving the modulus of the 3 dB transfer function of the standard parallel RLC resonator described
in [9]. In absence of frequency shift, the maximum voltage is obtained and its value coincides with
Vp. The voltage attenuation is regulated by the unloaded quality factor of the cavity Qo [8].

By considering the definition of the current as the variation of charges in the time unit [7], the
charge emitted by the LINAC per bunch is given by:

tounch
. cos(wotpuneh) — 1
Qbunch = / Ib@am(t)dt = / Ibeam Sln(‘“‘)(]t)dt = Ibeam ( ;{;w ) (5)
tounch 0

While knowing the energy Wieqm (wot) of the charges e crossing the detector, the value of the
deposed dose per micro bunch pulse can be obtained by the energy ratio per unit of effective mass
m(E)x of the matter where the dose Dyypep, is deposed from each bunch, as expressed by (6):

tounch
Wheam(wo,t) - Ipeam (wo, t)dl
aWbeam(th) ~ 0 beam( 0 ) beam( 0 )

Dyunch = om (E)* = em (E)* (6)

The amount of dose deposed by a macro-bunch pulse of duration ¢,,;s. can be found by multiplying
Dypynen, for the number of micro-bunches per macro-bunch pulse. This value can be obtained my
multiplying the LINAC normal mode frequency for the duration of the macro-bunch pulse, linearly
approximated by:

Dpulse = Dbunchtpulsef (7)

The direct relation between the dose deposed by the beam and the beam current can be noted.

3. SYSTEM DESIGN

One of the principal requirements for the proposed detector is the small thickness, needed to insert
the system at the end of the LINAC radiant head. Moreover, the cavity needs to be integrated with
another cavity to compose a redundant system composed by two cavities disposed along the same
axis. This requirement will further reduce the available space. Hence, in order to reduce the size
as much as possible, a length of A/16, corresponding to Lgqp = 6.25 mm has been chosen for the
initial pillbox cavity length. A tradeoff between the power losses and the operative bandwidth of
the cavity was performed, yielding to the selection of the brass as the material for the realization of
the device. This choice was leaded by the fact that the device is subjected to thermal effects due to
the variability of the external environment conditions. A lower quality factor can make the system
more robust to such variation. The trade off originates by the fact that lowering Q increases the
losses reducing the voltage output. After the analytical design a computational electromagnetic
modeling using the finite elements method has been implemented. In order to realize the system
of two integrated cavity avoiding normal mode coupling between them, a cylindrical section has
been added to the cavity to allow the beam current exiting from the first cavity to enter in another
identical cavity without inserting a metallic shield. The radial aperture of such cylindrical section is
enough large to allow the beam crossing without increasing the electrical coupling between the two
cavities. Basing on the specification of the drift tube, a reasonably larger aperture has been chosen.
A reentrant cavity shape has been individuated by employing POISSON SUPERFISH to find the
desired profile ensuring good values of quality factor and shunt resistance, while maintaining the
presence of the drift tube. The cavity radius has been increased in order to make the cavity tunable
by inserting opportune tuning screws. For this reason the design frequency has been decreased to
f = 2997.5 MHz. This cavity presents a shunt impedance of Z, = 12.8 MOm™' and a quality
factor of Qg = 3.4 - 103 while the transit time factor is T = 0.766. A complete electromagnetic
modeling has been performed on HFSS version 15 of ANSYS. A rectangular magnetic loop have
been employed for the power extraction. The profile of the loop, as well as the distance from the
cavity lateral walls, have been chosen to obtain the critical coupling between the cavity and the
load, with the minimum reflections [8]. In order to allow for the connection of an SMA, a tapered
coaxial line has been added as impedance transformer from the section the magnetic loop to the
SMA. The 3D simulated structure of the whole system is shown in Figure 2, where the magnetic
loops and the coaxial lines are highlighted for a better view.
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Figure 2: Field profile of a quarter of the re-entrant cavity modelled in POISSON SUPERFISH (a) and the
whole cavity-loop system in ANSYS-ANSOFT HFSS (b) model.

This condition has allowed for the maximum available power transfer and ensured the applicabil-
ity of the theory formulated in this paper. The simulated S-parameters are given in Figure 3, S11,
and 4, S21. The proposed cavity to magnetic loop system ensures a maximum cross talk between

the two channels of —32dB and a return loss of 20.7dB at the designed resonance.
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Cold measurements of scattering parameters and hot measurements of the dose deposition have
been performed on the detector prototype. Since the detector output can be influenced by the
temperature exposition, the cavity shares the thermostatation circuit of the LINAC where flowing
controlled temperature water. The detector prototype is depicted in Figure 5 where tuning screws,
SMA connectors and thermostatation pipes can be noted.

Figure 5: Radiation detector prototype.

Table 1.
Energy Setting Mean Energy [MeV] Beam Current [mA] Voltage Output [mV] MU /pulse
A 5.5 0,7] 8.5 0.797
B 7.1 0,90 164.0 1.570
C 9.0 1.03 253.5 2.695
D 10.5 1.11 300.0 3.534
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Measured reflection parameters in the frequency bandwidth have been exported from a Rohde
and Schwarz ZVL 12 VNA and elaborated through a custom MATLAB code, computing the quality
factor and the coupling factor by the detuned short position technique [8]. The device have shown
a quality factor Qo = 2.25 - 103, a return loss RL = 23dB a cross talk between the two integrated
cavities of IL = —34dB and a Coupling Factor £ = 1.02, as described in Figures 6, 7 and 8. In
order to asses quantitatively the results achieved, a direct measurement of the accelerated beam has
been performed. The output current of the LINAC has been forwarded into the cavity observing
the output voltage of the envelope detector. Radiation measurements have been performed on

the LIAC-S® accelerating structure, by varying the LINAC energy settings [10]. The machine
has been set with the parameters described in Table 1. The pulse duration of the macro-bunch is
7 = 3.5 us and the pulse repetition frequency is fprr = 10Hz. Mean electron beam energy has
been measured according to IAEA TRS 398 protocol [11] at the application point of the ionizing
radiation. Percentage Depth Dose (PDD) curves have been measured using PTW MP3 XS water-
phantom with suitable detectors and PTW Mephysto mc? processing software [12] and reported
in Figure 9. The output measurements have shown a Rs59 = 4.5 cm, corresponding to an average
energy of about 10.5 MeV, as shown by the curve reported in Figure 9.

The detector voltage output has been integrated by an operational amplifier during the macro
bunch pulse time. The integral output has been elaborated through a microcontroller system,
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obtaining a digitalized value representative of the dose emission, the monitor units per pulse
(MU /pulse) [1]. The system has been calibrated to yield the precise measurement of the deposed
dose also yielding the secondary interactions. Each monitor unit has been calibrated to 1 ¢cGy. The
relation between the injected beam current and the output of the detector diode is reported in Fig-
ure 10. The linearizable behavior of the peak voltage output (V,,;) and dose digital representation
(MU /pulse) against the beam current can be noted.

The measurements shown in Figure 11 report the linearity of the accumulated monitor units
for different values of total emitted dose. This results allows for the employment of the proposed
system in a medical electron LINAC for controlling dose delivered to the patient.

5. CONCLUSIONS

This paper proposes an investigation on the power energy injection in a resonator by electron
stream. A novel approach for beam monitoring of a medical electron accelerator is proposed. This
kind of device requires strong reliability monitoring system for the real time measurement of the
dose delivered to the patient. In this paper, the complete applicability of the proposed principle
to such requirements has been shown. The proposed technology is based on the power exchange
of the LINAC beam current with a passive resonant cavity placed at the output interface of the
accelerator. This detector can operate without high voltage biases, required by the traditional beam
monitors based on ionization chambers. Several prototype measurements have shown the complete
equivalency of the proposed device with the traditional ionization-based systems but presenting
several advantages, as the absence of high voltages and the fact that the proposed system measures
the physical observable quantity directly related with the dose, the beam current.
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Abstract— We propose different concepts of mechanically reconfigurable true-time-delay phase
shifters using micro-actuators at millimeter-waves (MMW). The mechanical reconfiguration al-
lows to achieve phase shift reconfiguration with very low losses. One of the proposed concepts
has been fully implemented and tested, demonstrating state-of-the-art performance in terms of
phase-shift /loss ratio.

1. INTRODUCTION

Reconfigurable phase shifters are critical components in modern communications and remote sens-
ing systems at millimetre-wave (MMW). In general, advanced reconfiguration capabilities are in-
creasingly required to dynamically update antenna characteristics, such as coverage, polarization or
operating frequency [1,2]. Different technologies are currently available for the implementation of
tunable phase shifters, including semiconductors, RE-MEMS, Liquid Crystal and ferroelectrics [3].
However, a common feature to all these technologies is the significant increased loss, complexity
and cost with regard to non-reconfigurable devices. In this context, low-loss reconfigurability, com-
plexity and cost are driving factors in the choice of a given technology and can constitute major
limitations to future development of MMW antenna devices [1].

Here we propose the analysis, design, and implementation of mechanically reconfigurable MMW
phase shifters using micro-fabricated actuators. The desired phase shift tuning is obtained mod-
ifying the physical geometry of the device in order to affect the propagation constant. Such an
approach allows to completely isolate the actuation part from the electromagnetic (EM) active
area, thereby achieving reconfiguration with losses comparable to the device fixed counterpart. In
particular, the preliminary design and performance of three different reconfigurable concepts are
presented in Section 2. The design of one concept has been further optimized to be manufactured
and tested, and is described in Section 3.

2. PHASE SHIFTERS BASED ON MECHANICAL RECONFIGURATION

We propose the design of reconfigurable true-time delay (TTD) phase shifters, which are key build-
ing blocks in many array antenna systems, including wideband beamsquint-free scanning arrays.
The basic idea is to affect the propagation constant of a transmission line (TL) section, thereby
providing TTD. Using micro-actuators, this can be done by changing the geometry of the device,
in order to modify the effective permittivity of the equivalent TL. The proposed concept can po-
tentially be implemented using different technologies for mechanical reconfiguration. For instance
electrostatic (e.g., [4,5]), magnetic (e.g., [6,7]), piezoelectric (e.g., [8,9]) or electroactive polymers
(e.g., [10-13]) actuators could be integrated to implement the final device. Here dielectric elec-
troactive polymer (DEAP) actuators are used to reconfigure the fabricated phase shifter presented
in Section 3.

The devices presented here consist of a fixed TL, that is microstrip, coplanar waveguide (CPW)
or rectangular waveguide (RWG) loaded by a movable part (dielectric or metallic), which induces a
change in the TL propagation constant 5. Thus, the differential phase shift between two different

states A and B is given by:
Apap = — (B — Ba) Lps (1)

where Lpg is the active length of the device, that is the section directly affected by reconfiguration.
When quasi-TEM TLs (e.g., microstrip or CPW) are considered, the propagation constant can be
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written as 3 = w\/l0€0,/Ereff- Therefore, a given phase reconfiguration is achieved modifying the
effective relative permittivity e, op.

However, the dynamic control of 3 (i.e., of the phase) via the mechanical reconfiguration of the
TL geometry necessarily comes with a simultaneous variation of the TL characteristic impedance,
which will affect the matching of the phase shifter. Therefore, a “minimum mismatch” design
approach [13] is applied to the presented concepts. That is, the dimensions of the fixed TL and
of the loading parts in the active area are optimized to maximize the phase shift to loss figure,
while simultaneously minimizing the mismatch. In particular, the optimization process is based on
the maximization of two figures of merit (FoMs): the maximum differential phase shift per unit
length expressed by (2) and the maximum differential phase shift per unit length per mismatch
given by (3) [13]:

¢B — QA

FoM; = 2
! Lps @

oB — Pa
FoMy; = —=——"— 3
2 LPS ’Fmax‘ ( )

Both FoMs are normalized by the length of the active section Lpg, which allows to compare
performance of different devices independently from their length. Moreover, all simulated results
presented in Table 1 in terms of propagation constant and differential phase shift are obtained
normalizing scattering parameters to the “optimal” reference impedance Z,, that assures the
mismatch minimization [13]. All proposed phase shifter concepts (shown in Fig. 1) are optimized
to operate at Ka-band (25-40 GHz), which is of increasing interest, e.g., for commercial satellite
communications.

Table 1: Performance comparison for the proposed phase shifter concepts at 35 GHz.

’ Concept ‘ Actuation ‘ Almax [rad/m] ‘ FoM; ‘ FoM; ‘

Fig. 1(a) In-plane 560.4 32.1 | 581.9
Fig. 1(b) | Out-of-plane 61.9 3.5 34.3
Fig. 1(c) In-plane 308.5 21.5 | 140.6

The concept of Fig. 1(a) is based on a microstrip TL (quasi-TEM) and in-plane actuation
(e.g., [10,13]). The horizontal displacement of the central strip induces a change in &, g due to the
particular shape of the bottom dielectric: when the strip is moved in the —Ax direction, the portion
of dielectric below increases (e, ¢ increases), while it reduces with a displacement in the +Ax (the
air portion below the strip increases, decreasing €, ). It is clear that this effect is magnified
increasing the substrate permittivity (¢, = 10 is chosen for our design). The “trapezoidal” cut
of the dielectric is introduced to improve the matching (impedance tapering) between the feeding
(fixed) microstrip and the movable section. The compliant connections shown in Fig. 1(a) can be
realized using flexible metallizations (e.g., [14]) or alternatively replaced by a capacitive coupling
between fixed and movable strips. Preliminary performance reported in Table 1 assume a total
displacement of 400 um (Axz = +200 um), which corresponds to only 0.04\ at the design central
frequency fo = 30 GHz. Simulated scattering parameters are shown in Fig. 2(a). Insertion loss is
always lower than 1.5dB and return loss better than 10dB, with a phase shift/loss ratio of around
350deg/dB at 35 GHz.

The basic idea characterizing the concept depicted in Fig. 1(b) is the variable loading of a WR-28
RWG. A metallic rod is vertically moved inside the active area by one or more out-of-plane actuators
(e.g., [9,11]), modifying the capacitance per unit length (and thus the propagation constant) of the
equivalent TL. More specifically, the propagation constant increases if the metallic load is “pushed”
inside the RWG (Ah increases). The loading part is properly shaped to improve the matching
between the fixed and reconfigurable sections. This device has the advantage to be a “closed”
structure, which is very appealing for high power applications and could be easily manufactured
using standard micromachining techniques. Moreover, it does not comprise any dielectric in the EM
active area. Simulated performance of Table 1 refer to a total vertical displacement Ah = 1 mm.
Simulated results of Fig. 2(b) predict an insertion loss lower than 0.6 dB and a return loss better
than 15dB. The mean phase shift/loss ratio is around 180 deg/dB at 35 GHz.
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Figure 1: Simplified drawing of the proposed phase shifter concepts. (a) Reconfigurable phase shifter based
on a microstrip TL: the central section can be reconfigured modifying the effective relative permittivity. (b)
Rectangular waveguide loaded by a metallic rod that can be displaced in the vertical direction affecting the
capacitance per unit length of the equivalent TL. (c) Reconfigurable concept based on a conventional CPW
loaded by two suspended metallic strips, which are horizontally displaced by in-plane actuators.

The phase shifter concept illustrated in Fig. 1(c) consists of a conventional coplanar waveguide
(CPW) loaded by two suspended metallic strips (their spacing is constant), which are supported and
horizontally displaced in the +Ax direction by in-plane actuators. The actuation part also assures
that the vertical spacing between the CPW and the strips keeps constant. Simulated performance
of Table 1 assume a total horizontal displacement of 530 pm (Az = £265 pm) [13].

The results presented in Table 1 and Fig. 2 highlight very good performance for the microstrip-
based concept of Fig. 1(a) that exhibits a phase shift per unit length of 32.1°/mm with very low
losses. The RWG concept (Fig. 1(b)) presents lower phase shift performance with extremely low
losses (only ohmic), but can be suitable for high power applications. However, the achievable
phase shift can be increased replacing the metallic load with a high permittivity dielectric (adding
dielectric losses). The device of Fig. 1(c) exhibits the best trade-off between performance and
low-cost /low-complexity fabrication process. In fact, it does not require any flexible/compliant
connection between the movable and fixed part (in contrast with the concept shown in Fig. 1(a)),
and can be easily prototyped (and tested) using standard manufacturing techniques and in-house
available technology. Thus, it was selected to be fabricated and tested. A detailed description of
the manufacturing and test of the proposed reconfigurable phase shifter is given in Section 3.

3. IMPLEMENTATION AND MEASUREMENTS

3.1. Reconfiguration Approach

Dielectric electroactive polymer (DEAP) actuators are selected to implement the proposed phase
shifter reconfiguration (Fig. 1(c)) [13]. DEAPs, also known as artificial muscles, consist of an elas-
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Figure 2: Simulated scattering parameters for different states of reconfiguration. (a) Concept of Fig. 1(a):
Lps = 10mm, L; = 200 um, substrate with ¢, = 9.8 and tand = 0.002 (e.g., Rogers TMM10i). The
compliant connections are modeled as a resistive sheet with Rg = 3092/0 [14]. (b) Concept of Fig. 1(b):

Lps = 20mm, L;, = 5mm. A conductivity o = 2.9 x 107S/m is considered for all metallic parts, and
actuators are completely shielded from the EM active area.

tomer membrane sandwiched between two compliant electrodes. The subsequent application of
a voltage bias across the electrodes results in thickness compression and large (over 200%, [10])
in-plane area expansion. In addition, DEAPs provides mechanical actuation with low cost mate-
rials and fabrication, low device complexity, large strain, reduced size and bulkiness and analogue
operation. DEAPs currently typically require high actuation voltage (in the kilovolt range) to
achieve large strain expansion. This high voltage is considered an acceptable drawback given the
advantages brought by the DEAP technology. The required voltages can be readily obtained using
commercial DC-DC converters fitting in less than 2 cm?. Moreover, it is worth noting that currents
are very small and power is only required to change the device configuration (and not to hold a
constant position), hence providing very low power actuation.

A detailed drawing of the phase shifter cross section is shown in Fig. 3(a). The needed horizontal
displacement of the loading strips is realized by two antagonist planar DEAP actuators, which are
integrated in the polydimethylsiloxane (PDMS) membrane. They are composed of carbon black

CPW Reconﬁgur?ble section Spacer

Electrodes
> S o — Lg 7
| -Ax(F) JJI-'H +Ax(F))
50 um = .'T 50 pm —
460 pm 600 pm 1635 pm
Rogers TMM10i B Kapton tape
% Rogers RO4003c Copper CPW q
Fused silica Copper loads -

PDMS membrane B Steel spacer Electodes

(a) (b)

Figure 3: Manufactured reconfigurable phase shifter. (a) Simplified cross-section drawing of the proposed
phase shifter concept. (b) Picture (top view) of the fabricated prototype.
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particles in a PDMS matrix and are applied using a stamping method. As a result of the actuation,
the loading part, fixed to a passive region in the center of the membrane, is displaced linearly
in-plane. In particular, a voltage V7 induces a movement —Ax (towards minimum phase shift),
while a voltage Vo generates a movement of +Az (towards maximum phase shift) in the opposite
direction (Fig. 3). Such an approach allows to completely isolate the actuator part from the EM
active area (Fig. 3), providing phase shift reconfiguration with very low losses (only ohmic and
dielectric losses), as it is demonstrated by the experimental characterization of the manufactured
prototype presented in 3.2.

3.2. Design, Fabrication and Test

The design process is optimized to comply with all the constraints imposed by the EAP technology
and the manufacturing techniques available in our laboratory. The device assembly (cross-section)
with the materials used and relevant dimensions of the reconfigurable section are shown in Fig. 3(a).
The length of the reconfigurable section is fixed to 10 mm for the presented prototype, but can be
subsequently selected according to the phase shift requirement for a given application, since these
two quantities are directly proportional (TTD phase shifter).

The final prototype is designed to be modular and manually assembled; this allows us to use
the same CPW TL with different reconfigurable parts (for testing purposes) and to replace single
pieces in case of local failure. Therefore, the different components are fabricated separately using
commercial materials (Fig. 3(a)) and standard printed circuit board (PCB) fabrication processes
(avoiding cleanroom activities), thus reducing manufacturing complexity and obtaining a very low-
cost prototype. The fabricated phase shifter based on DEAP reconfiguration is shown in Fig. 3(b).

Probe-based 2-port scattering parameters measurements are used to characterize the fabricated
prototype of Fig. 3(b) in the range 25-35 GHz. A thru-reflect-line (TRL) calibration is used to
remove the effect of the transitions between the coaxial-based network analyzer and the CPW-
based device and to place the measurement reference planes at the edges of the reconfigurable
section. Measured scattering parameters in the full frequency range are reported in Fig. 4. The
fabricated phase shifter provides a maximum analog phase range (i.e., between maximum and
minimum displacement) of around 180° at 30 GHz with extremely low losses. The insertion loss is
in fact always lower than 1.6 dB with an average value of 0.83dB over the total frequency range.
The return loss is always better than 11 dB, which means good matching for all the phase shifting
states in the whole 10 GHz bandwidth. The low-loss phase shift reconfiguration demonstrated by
experimental results, allows state-of-the-art performance in terms of the most important figure of
merit for TTD phase shifters, namely, the phase-shift /loss ratio. Indeed, a mean value of 235°/dB is
achieved at 35 GHz, considerably outperforming semiconductor phase shifters at similar frequencies
(e.g., [15]). Moreover, it also compares well to lower-loss state-of-the art MEMS reconfigurable
phase shifters (e.g., [16]). In addition, the device proposed here offers a large analog tuning range,
which represents an advantage over the digital behavior of its MEMS and MMIC counterparts. It is
worth noting that the total phase range can be increased using longer loading lines (T'TD principle,

Eq. (1)).

—V; =1.5kV
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Figure 4: Measured scattering parameters in the range 25-35 GHz for the fabricated phase shifter of Fig. 3(b).
Different reconfiguration states are shown, i.e., V3 =V, =0kV, V; =1.1, 1.3, 1.5kV, V5, = 1.1, 1.3, 1.5kV.

4. CONCLUSION

The phase shift performance of three different mechanically reconfigurable concepts operating at
Ka-band have been presented. All the proposed phase shifters are based on a fixed TL perturbed by
loading elements, which are displaced using micro-actuators. The optimized design, fabrication and
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experimental characterization of a CPW-based concept have been reported, highlighting excellent
phase shift to loss figure of merit (235°/dB at 35 GHz).
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Abstract— The electrically tunable lens based on nonlinear ferroelectric materials (Bag 4Srg ¢ Ti
Og3) for deflecting of the microwave (MW) beam is presented. The distinctive feature of the
deflector is the use of multilayer periodic structure FE/LD/FE/LD/.../FE (FE-ferroelectric,
LD-linear dielectric) with transparent for MW signal electrodes. Simulation and experiments
demonstrate that periodic structure provides the slow wave propagation effect, that in turn
results in the increase of effectiveness of lens operation. At frequency ~ 30 GHz the lens provides
scan angle a ~ +20deg.

1. INTRODUCTION

The electrically scanning antennas are actively developing devices for telecommunication and radar
system. Traditional solution of the beam antenna scan is the phased array antenna (PAA), which
application in present time is becoming very actual in anti-collision car radars, in/out door com-
munication systems, in space radars and etc. [1,2]. One of the main disadvantages of mm wave
PAA is a rather large MW losses in dividers and intrinsic feeders for the strip-line technology
and very complicated and expensive construction in a case of the metal waveguide technology. In
recent years electrically tunable lenses (ETL) becomes powerful beam-forming platform that can
be used instead of phase array antennas. This approach allows the radical decrease of MW losses
and greatly simplified design due to absent of dividers and intrinsic feeder lines. In a set of works
the ferroelectric materials are proposed to be used as a base of tunable distributed elements of
lenses [3-6]. According our knowledge there are no publications devoted to multilayer structure
periodic in longitudinal plane (along direction of wave propagation). The use of periodicity in lon-
gitudinal plane allows to decrease of control voltages value and increase of scan angle in comparison
with nonperiodic and transverse periodic analogues. The main parameters of the periodic lens were
obtained by modelling and were confirmed by experimental testing of prototype lens at frequency
~ 30 GHz.

2. THEORETICAL PART

Basic concept and simulation results. The basic concept of ferroelectric ETL is described
in [3, 6]. It consists of ferroelectric plate covered by high resistive electrodes, which are transparent
for the microwave signal (Fig. 1(a)). ETL deflects the microwave beam in one plane for realization
of 1D scan regime. The principle of operation of the device is as follows: application of different
control voltages between ends of the top high resistive electrode leads to different F-field values
between top and bottom electrodes along the FE plate, that in turn, results in the corresponding
variation of the permittivity along the plate (see color density variation in Fig. 1(a)). The value of
deflection angle « is determined by the difference of the signal phase shift values at opposite edges
of the ferroelectric layer A¢ [4]:

a = arctan %% = arctan% (Ve(0) — Ve(Emax)) » (1)
where A — the wavelength in free space; [ — the deflectors aperture size; d — the thickness of the
ferroelectric layer; e(E) — the permittivity as a function of control electric field.

Thereby, the higher deflection angle, for ETL with fixed aperture, can be achieved due to
the increase of the lens thickness and/or the ferroelectric nonlinearity. However, both of these
options lead to the increase of MW losses and values of the control voltage. Furthermore, in order
to maintain any angle of beam propagation (except for o = 0) the control current continuously
flowing through high resistive electrodes is needed, that inevitably leads to the heating phenomena
in FE plates.
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Figure 1: (a) One-layer and (b) multilayer ETL periodic in transverse and (c) longitudinal plane based on
ferroelectric materials.
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Figure 2: (a) Phase shift of one-layer and transverse periodic (classical) ETLs; (b) phase shift of periodic
ETL.

To solve the problems mentioned above the more complex designs of ferroelectric lenses were
elaborated (Fig. 1(b)) [4,5]. The main difference of ETLs proposed in [4,5] in comparision with
construction of Fig. 1(b) is the periodicity of their structure in the transverse plane relative to the
direction of the wave propagation (Fig. 1(b)). However these constructions provide the possibility
to decrease the control voltages, but do not result to the increase of the scan angle at the same
sizes.

In present work the construction based on periodic in longitudinal plane structure is proposed
(Fig. 1(c)). In contrast to the lenses presented earlier, the periodic structure of this lens provides
the slow-wave propagation and has a passband characteristic. These properties allow to achieve the
higher value of A¢ in comparison with classical approach described above. The distinctive feature
of the deflector is the use of multilayer periodic structure FE/LD/FE/LD/.../FE (FE-ferroelectric,
LD-linear dielectric) with transparent for MW signal electrodes.

The thickness of each ferroelectric layer is equal to Apg/2 ((Arg) — the wavelengths in a ferro-
electric material), while the thickness of the linear dielectric layer is Arp/4 ((ALp) — wavelengths
in a linear dielectric). Thus ferroelectric layers can be considered as half-wave tunable resonators
coupled by quarter-wave transformers. Ferroelectric layers are covered by electrodes transparent
for microwave. Application of the same control voltages to ferroelectric layers leads to change of
their permittivity, that results in tuning of structures passband to higher frequencies. The effec-
tiveness of the proposed periodic structure is illustrated in Fig. 2, where the simulation results of
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the phase shift for periodic (Fig. 1(c)) and structures that shown in Figs. 1(a), (b). Note that the
permittivity and the total thickness of FE layers of both structures are identical.

The tunability of ferroelectric material is k = 1.1(k = €(0)/€(Emax)). It is clear that for the our
periodic structure the value of A¢ is an order of magnitude more in comparision with nonperiodic
one. In accordance with (1) for lens with [ = 30 mm that results to the radical increase of the scan
angle from o =~ 1.3deg. (nonperiodic structures — Figs. 1(a), (b)) to @ ~ 14 deg. (periodic one
— Fig. 1(c)). Thereby the use of the ferroelectric lens with proposed periodic structure allows to
obtain higher performance of ETL at relatively low control voltages and ferroelectric nonlinearity
in comparison with existed analogues.

The object for full wave analysis of lens in Ka frequency band is presented in Fig. 3(a). Lens
consists of three FE layers and air gaps between them with the plane area of the structure of
30 x 30 mm?. The step-like approximation to describe the distribution of the permittivity along the
FE layers (z-axis) was used (Fig. 3(b)). In the experimental prototype the required distribution
is provided by application of control voltages between the strips and continuous ground electrodes
on top and bottom surfaces of each FE layer. Note that open-ended for control currents strip
electrodes provide the non-heating regime.
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Figure 3: (a) Construction of electrically tunable lens based on periodic structure of ferroelectric layers; (b)
single ferroelectric layer with corresponding step-like distribution of dielectric constant (¢) and phase shift
(¢) under control voltage (U,).

Values of electrical lengths for FE ceramic plates and air gaps are Apg/2 and /4, for each media
respectively. In accordance with theory of periodic structures and principles of the filter design
these electrical lengths are the most effective to obtain required amplitude and phase parameters
of scattering coefficients (S1; and Sa1) for such structures [7]. The horn with aperture size equal
to cross sizes of lens (30 x 30 mm?) is used as a source of the microwave plane wave.

Simulation results show that 9% change of dielectric constant (from e; = 100 down to €2 = 91) of
all ferroelectric layers leads to the tune of central passband frequency on the half of the bandwidth
(Fig. 4(a)) that in practice has to characterize the bandwidth of lens as Af ~ 1 GHz. Variation of
ETLs beam pattern in condition of different distribution of e along its plane (z-axis) is shown in
Fig. 4(b). The step variations of epg from 100 down to 91 (tunability £ = 1.1) and from 100 down
to 78 (k = 1.28) correspond to 10.5 and 22.5 degrees scan angle respectively in comparison with
pattern for system with no variation of epg = 100. The inset in Fig. 5(b) demonstrates the week
dependence of radiation pattern on frequency in operation passband. Note that simulation is done
for lossless electrodes and dielectrics elements of structure.
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Figure 4: Characteristic of three ferroelectric layers periodic structure: (a) frequency dependence of trans-
mission coefficient; (b) scan of lens pattern at different tunabilities of ceramic; variation of pattern at different
operating frequencies (insert).

3. EXPERIMENTAL RESULTS

As a material for ETLs ferroelectric layers the ceramic of solid solution of barium-strontium titanate
Ba,Sr1_,TiOgz with composition z = 0.4 was used. The permittivity of the ceramic is about 400.
The thickness of each ferroelectric layer is 0.25 mm that corresponds to ~ Apg/2 electrical length
at operating frequency 30 GHz. The tunability of material is about 2 (k = 1.8 at 10 V/um). The
microwave losses of ceramic in 30 -~ 60 GHz frequency range corresponds to tand = 0.01 = 0.02.
These values were estimated on the base of direct measurement of insertion losses (Sz1) for 30
and 60 GHz signal passing through the single 0.25 mm ferroelectric plate without electrodes. The
time-tunning response of the dielectric constant under unipolar pulse control E-field was not more
than 1 ps [8] that is suitable for application of scan antennas.

To be a transparent for microwaves the lens electrodes has to be made from high resistive ma-
terial. As a rule for similar applications the ZnO and Si-Ti-Ce composition with surface resistance
up to 10 MOhm /square are used [9]. The value of insertion losses for one electrode layer of these
materials with thickness ~ 10nm is less than 0.2dB at 30 GHz operating frequency. But in our
proof of art experiments the simplest spray graphite technology is used. In accordance with our
experimental data the graphite films with thickness ~ 10 pum demonstrate the surface resistance of
1+ 2kOhm/square and at f = 30 GHz their additional microwave losses are about of 1.5dB per
graphite layer.

In Fig. 5(a) the photo of lens prototype installed in holder is presented. The lens with area
of 30 x 40 mm? consists of the periodic structure FE/Air/FE/Air/FE with graphite electrodes on
the surfaces of FE plates. To fixate the ferroelectric ceramic plates in a space and to provide their
correct separation by air gaps the special textolite holder with conductive traces for application of
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Figure 5: (a) Prototype of lens installed in adjustable holder; (b) scan of the radiation pattern at differ-
ent gradients of the voltage distribution along the plate: (1) — zero voltage; (2) — (0(+)400)V; (3) —
(0(+)800) V.

control voltages was designed. The horn with aperture diameter of 30 mm is used as a source of
~ 30 GHz quasi-plane wave for lens irradiation. The results of measurements of far-field radiation
patterns at different control voltages are presented in Fig. 5(b). Experimentally observed scan angle
a ~ 20deg. is in a good agreement with simulation one o =~ 22deg. (see Fig. 4(b)). Measured
MW insertion losses of lens prototype is rather high (~ 15dB) and is mainly determined by losses
in graphite electrodes (~ 10dB) and reflective losses (~ 2dB) due to mismatching between horn
and lens.

4. CONCLUSION

Simulation and experimental testing of the new construction of microwave (~ 30 GHz) electrically
tunable deflector based on the ferroelectric periodic structure were done. The simplest three layer
deflector prototype demonstrates the experimental scan angle o = +20 degrees. Taking into account
no frequency dispersion of the dielectric permittivity of ferroelectric BSTO materials up to 100 GHz
the tunable lenses on their base can be considered as not expensive, fast acting beam steer devices
of mm and sub mm wavelengths.
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Abstract— Radio propagation will strongly influence the design of the antenna and front-end
components of E-band point-to-point communication systems. Based on the ITU rain model,
the rain attenuation is estimated in a statistical sense and it is concluded that for backhaul
links of 1-10km, antennas with a gain of 49.5dBi are required. Moreover, depolarization can
be a limiting factor for backhaul systems that are employing orthogonal polarization in order
to improve capacity. Antenna mast movement becomes a relevant problem due to the narrow
beamwidth of the high gain antennas, which is around 0.7°. We propose to implement a focal
plane array as feed for the parabolic reflector antenna. This is to tackle the mast movement
by electronic beam steering and to increase EIRP by increasing the number of active antenna
elements, and to assist the mechanical alignment during installation.

1. INTRODUCTION

The network architectures of LTE and LTE-advanced promise the mobile users a wired experience
in their wireless network. This puts high demands on the capacity (bits/sec) of the backhaul of
these cellular systems. Fiber optics can due to its virtually unlimited capacity (10s of Gbps) fulfill
these demands. However laying optical fibers in an urban and rural area is very expensive, and
therefore a wideband point-to-point radio link can be a good alternative. Millimeter-wave wireless
systems operating in E-band (71-76, 81-86, 92-95 GHz), offer a bandwidth of 13 GHz which is
sufficient to produce a bit rate of 1 Gbps with simple modulation schemes such as QPSK. This
makes these systems a good option for the backhaul. There is an increasing demand on extending
the E-band backhaul range. This is to reduce the construction and maintenance cost. It relies
on increasing the antenna gain. As a consequence, the unwanted movement of the antenna mast
becomes very relevant at this band because it causes a drop in the SNR. In addition, the antenna
alignment during installation becomes cumbersome.

2. POINT-TO-POINT LINK VARIATION

The atmospheric window at E-band shows very low attenuation whereas it is significantly high at
the neighboring 60 GHz band due to oxygen absorption [1]. Therefore, the 60 GHz band is limited
to indoor and short range applications. The free-space and rain attenuation is high at E-band and
they become very significant on the extended range of 10km. These effects have been considered
in [2].

Based on the ITU rain model [3] and data [4,5] we analyzed the effect of rain in a statistical
sense (see Fig. 1). For a backhaul length of 5km, with rain attenuation of 0.01% of the time
(i.e., 99.99% system availability); the total attenuation will be [A;,; = free-space 143.4dB + rain
attenuation 15.2dB + atmosphere attenuation 4 dB = 162.6 dB]. A large antenna gain is required
to compensate for such large attenuation. At an antenna gain of 41dBi, a SNR at the receiver
input of 40.4dB, and with the assumption that the receiver has a noise figure of 10 dB, the SNR,
at the detector input is 30.4 dB. This is quite sufficient for QPSK with a bit error rate of 1076, that
usually requires an SNR around 10dB. For the longer path length of 10 km, the total attenuation is
179.5dB, and SNR; at the detector input is 16.5 dB. This is still adequate for the demodulator to
accurately perform. Exceeding the rain attenuation of 0.01% to 0.001% of the time (i.e., 99.999%
system availability) to increase the reliability of the point-to-point wireless communication, the
total attenuation for 5 and 10 km path length is 175dB and 195 dB, respectively. The SNR; for the
5km path length is 21 dB whereas for the 10 km path length it is 1 dB. The latter can be improved
by increasing the receiver antenna gain to 49.5dBi. This brings SNR; to 9.5dB, which is sufficient
for QPSK with a bit error rate of 1076, This also can be further improved by reducing the receiver
noise.

In addition, and due to the anisotropic nature of the rain medium, a pure vertically-polarized
wave will arrive at the receiver with a small horizontally-polarized field component. This effect
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causes co-channel interference and due to that the channel capacity of wireless communication
systems employing orthogonal polarization in order to double the capacity will be reduced. The
depolarization is commonly quantified by the reduction in the cross-polar discrimination (XPD).
The minimum XPD occurring during 0.01% of the time is related to the rain attenuation exceeded
during 0.01% of the time. Most models and the standard ITU model [3] use this fact to estimate
the XPD. As shown in Fig. 2, a shorter path length, i.e., 1km has larger cross-polarization dis-
crimination as compared to the longer ones. Moreover, reducing 0.01% of the time to 0.001% will
reduce the cross-polarization discrimination. At 0.001% of the time the XPD can drop to 15dB at
a path length of 10 km.

The vertical gradient of the atmosphere refractive index can cause variation on the angle-of-
departure and -arrival. However, based on the ITU model and data [6], these variations are not
so significant for a path length of 1 or 10 km. For instance, the variation for 0.001% of the time is
0.09 degree for a 10 km path length. This is quite small as compared to the beamwidth of a typical
high-gain E-band antenna (0.7°-1.2°).

The movement of the antenna mast is very relevant because high-gain antennas with small
beamwidths are used for E-band backhaul systems. This motion is best described as twist and
sway of the antenna mast, and illustrated in Fig. 3. This is mainly happening when the wind
blows. Due to mast movement the propagating wave will no longer leave/enter the transmit/receive
antenna at the maximum of its radiation pattern. This leads to an additional attenuation. The
radiation pattern of the parabolic reflector antenna is used to estimate the —3 dB beamwidth. This
estimation is repeated for three reflector diameters. The —3 dB point will set the specification on
the maximum allowed twist and sway. Sway and twist exceeding the corresponding values in Fig. 4
will cause a significant degradation of the communication link. The wind forces can cause twist or
sway up to 1 degree.
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3. E-BAND ANTENNA DESIGN

The proposed configuration consists of a symmetrical reflector antenna and a focal plane array
(FPA) as the feed antenna. This configuration is depicted in Fig. 5. The selected diameter is 95\
(i.e., 0.4m) and delivers a maximum gain of 49.5dBi at 71 GHz. The selected diameter is needed
in order to compensate the total attenuation for the extended range of 10 km. The antenna gain is
limited by the FCC regulation for E-band [7]. The configuration is modeled by using physical optics
(PO) and a plane wave incident to the reflector antenna [8, 9]. The encircled power analysis [10, 11]
is then applied in the focal plane to estimate the FPA size as a function of F/D, scan angle,
and antenna efficiency. The efficiency here is the available power on the surface of the FPA disk
normalized by the power captured by the reflector. The required scan angle is +/ — 5 degree, this
is to track the mast movement and to assist the mechanical alignment. Due to the mast motion
(twist and sway), the main beam is moving within a cone, therefore the topology of the FPA is
chosen to be a circular disk.

In Fig. 6 the efficiency as function of FPA size is plotted for practical F//D ratios, and at the
maximum required scan angle of 5°. An efficiency criterion of 80% criterion is used to select an
appropriate F/D ratio and the FPA size. This criterion is to ensure high efficiency for the extended
range of 10km. F/D = 0.6 yields the smallest FPA size and this is important to minimise feed
blockage. This means that the FPA has a 30 mm radius.

The trade-off is that the main beam in the focal plane is concentrated in a small region around
the focal point (see Fig. 7). With the assumption that the antenna element spacing is equal to
A = 2. Practically, this limits the number of antennas to about 28 elements per scan angle (see
Fig. 8). Therefore the EIRP can not be improved by exciting more array elements to create the
beam. However, this can be improved by axially displacing the FPA in order to broaden the field
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distribution. The axial displacement (dz) is with A steps towards the reflector as depicted in Fig. 9.
2.3\ is chosen as the optimum axial displaced focal plane. By exceeding it, the main bean of the
focal plane pattern is going to be bifurcated. The efficiency curve of it is less steep and indicates
the effects of broadening. Moreover, the 80% efficiency criterion still gives a small enough size of
the FPA (see Fig. 10). In Fig. 12 the efficiency curves of the scan beam scenario, show a beam
broadening up to 3°. Increasing the angle of incidence the effect of broadening is decreased because
the scanned beam is getting narrower. We believe this is happening because of some focusing effect
by the reflector. The beam broadening as shown in Fig. 12 indicates that the number of antenna
elements can be increased significantly. About 78 elements will be involved up to 3° and to a less
extent at 4° and 5°. Hence, EIRP can be improved and because of the overlap of the beams, array
element reuse is possible.

4. CONCLUSION

High gain antennas at both the transmit and receiver site of the backhaul communication link
are necessary to deliver acceptable levels of SNR. This is due to the rain attenuation and the
large freespace attenuation. As a consequence of the high gain antenna requirement, the radiation
pattern has a very narrow beamwidth. Due to this, the mast movement is very relevant. This
problem has to be tackled, otherwise, additional attenuation will occur, resulting an outage. With
the proposed antenna configuration of the FPA these issues can be overcome. The selected values of
the reflector antenna diameter, F'/D ratio, and FPA size are a good starting point for an optimized
antenna design.
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Abstract— This work presents the analysis of the novel metallic nanowired membrane (MnM)
substrate for designing antennas at the 60 GHz frequency band. The fabrication process of a
rectangular patch antenna on the MnM-substrate is presented in detail. The antenna is fed
through a modified microstrip line with slow-wave effect in order to reduce the feed line width.
The fabrication is done in two phases, first the microstrip circuits are fabricated on a 50-pum-thick
membrane; then it is assembled on a mechanical base to accommodate the two different substrate
thicknesses used for the antenna and the slow-wave transmission line. The structure is simulated
using a 3D EM software and the results indicate this substrate is a viable choice for antenna
design, however gain increasing techniques must be used because of the high dielectric constant
of the substrate.

1. INTRODUCTION

Given the need for gigabit data transfer rates and the fact that the microwave spectrum is already
saturated with a great number of protocols and applications, the mm-wave frequency range, which
comprises frequencies from 30 GHz to 300 GHz, is getting more and more attention since early
2000s. Among these, the 60 GHz frequency has been the focus of several researches for household
and short-range wireless data transfer applications [1].

Despite of the reduction in size of lambda-based passive circuits at mm-waves, there is still
an issue regarding low-cost integration, especially for antennas, which always occupy a large area.
Antennas operating at mm-waves present sizes ranging from hundreds of micrometers up to a
few millimeters [2], which enables the integration of planar antennas with transceivers either as a
System-on-Chip-(SoC) [3] or as a System-in-Package (SiP). SiP avoids the complications of using
semiconductor substrates and IC manufacturing processes, which are not entirely optimized for mm-
wave passive components. Antennas manufactured using the SiP technique can employ alternative
substrates, such as low temperature cofired ceramic (LTCC) [4], fused silica [5], liquid crystal
polymer (LCP) [6], and Teflon [7]. They can also make use of gain increasing techniques, such as
arrays and beam steering, to compensate loss caused by the abrupt signal attenuation at 60 GHz,
and avoid fading issues. In order to reduce passive circuit elements even further, circuits based
on slow wave concepts have been presented using different techniques and materials to reduce the
phase velocity [8]. However, having the antenna fabricated in a different substrate often leads to
extra interconnections using vias, which tend to be lossy, bulky, costly and hard to fabricate at
mm-waves.

The metallic nanowired membrane substrate (MnM) allows an easy hybrid integration of slow-
wave and classical, non-slow-wave, passive circuit elements on the same low-cost substrate [9]. This
great advantage associated to a high substrate dielectric constant (g, = 9.8), motivated this work.
We present the design and fabrication of a rectangular patch antenna on the MnM-substrate in
order to determine whether it is a viable choice in high efficiency mm-wave antenna designs.

2. DESIGN

The MnM-substrate, as explained in [9], consists of a nanoporous alumina membrane with a thick-
ness of 50 wm filled with copper nanowires in specific regions, a copper ground plane on its underside,
and a silicon dioxide layer on its upper side. The advantage of this substrate is to allow hybrid in-
tegration of slow-wave structures with non-slow-wave structures. The MnM-substrate provides two
different dielectric constants: 9.8, which is the porous alumina without nanowires, and an effective
dielectric constant, e,.p, of about 30 in the regions with nanowires. These nanowires yields the
slow-wave effect, which increases ¢, that leads to miniaturization by trapping the electric field in
the thin oxide region.

Given the novel nature of this substrate and the need to investigate whether it is viable as an
antenna substrate, the authors chose a rectangular patch antenna structure since it is very well
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Figure 1: Patch antenna structure, being (a) a top view and (b) a perspective view of the antenna structure
and its substrate.

modeled and understood and widely available in technical literature. Fig. 1 illustrates the proposed
antenna.

For an antenna to irradiate efficiently, the substrate should be thick and its &, close to 1, so the
value chosen for ¢, was the smallest one, 9.8. On the other hand, there is a limit for the substrate
thickness, beyond which loss due to surface waves has to be accounted for. (1) gives the maximum
substrate thickness h before surface wave propagation can exist [10]:

b n*c
Ak forne, —1

where c is the speed of light. If the resonant frequency f, of the proposed antenna is 60 GHz
and n = 1 for the first excited surface wave mode TEq, h results in ~ 421 um. A compromise is
required for the substrate thickness, since thicker substrates means more efficient antennas, but
wider transmission lines will be required to connect to the antenna.At 600 GHz, the dimensions
of a transmission line can become comparable to the dimensions of the antenna, degrading its
performance.

The thickness of 2000 um was chosen for this antenna. This thickness was obtained with the
stacking of three 50-pm-thick membranes below the membrane on which the antenna was fabricated.

Once ¢, and h are defined, the patch width W and length L were theoretically defined to be
W =1200 pm (2), and L = 800 um (3).

c 2
W= Ve o 2)

c
L = 0.5*m (3)

Those initial values were optimized in order to obtain a resonance frequency at 60 GHz and
to shift a higher order resonance mode above 80 GHz. Further, the antenna feed needs closer
attention. The antenna is fed by a 50-{2 transmission line, but in such substrate with thickness of
200 pm and e, = 9.8, its width is almost as wide as the patch, and will reduce the overall antenna
efficiency. Moreover, if we choose to feed the antenna by just connecting a 50-2 transmission
line to the border of the patch, an impedance transformer would be necessary to match theses
impedances. The impedance at the border of the patch is about 4002, thus the transformer
line impedance would be around 140 €2 and its width would be close to the minimum dimension
that the fabrication process could accurately produce. Therefore, a traditional quarter wavelength
transformer is also not feasible. To overcome these issues, a slow-wave 50-€ feed line was designed on
a b0-pwm nanowire-filled region of the MnM-substrate, which reduces considerably the width of this
feeding line. In addition, a solution comprising an impedance transformer and inset feed was used,
which reduces the impedance of the traditional line, enlarging its width to acceptable dimensions
within the fabrication limits. The design was optimized using the EM simulator HFSS and the
final dimensions, shown in Fig. 1 are: W = 750 um, L = 730 pm, Wyeeq = 15 um, Wipg, = 30 um,
Lt'ran = 800 pm.

(1)
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3. MANUFACTURING

Since the feeding line should be fabricated on a 50-pum MnM-substrate and the antenna on a 200-
um stack of four membranes, the antenna assembly consists of two parts: the MnM-substrate and
a metallized silicon cavity. Nanowires were also used to connect the ground of the coplanar pads
used for the measurement probes to the microstrip ground.

A single 50-um-thick alumina porous membrane was used to fabricate the microstrip circuits: the
patch antenna, the impedance transformer and the slow wave feeding line. The process sequence
is described as follows, illustrated in Fig. 2. 1- A porous membrane with 25 mm in diameter
acquired from Synkera with 55-nm pores, spaced 150nm apart, was boiled in trichloroethylene,
then acetone and last isopropyl alcohol, for 5 minutes on each solvent, for cleaning. 2- 1-pm silicon
dioxide (SiO2) was deposited by PECVD to be used as a mask. 3- The SiOy was patterned by
photolithography in the regions where the nanowires will grow and SiOs etch on BOE (buffered
oxide etch). 4- A copper (Cu) seed layer was deposited by sputtering. 5- The nanowires were grown
by Cu electrodeposition. 6- SiO2 and Cu seed were removed by mechanical polishing. 7- 1-pum of
SiOy was deposited by PECVD. 8- The nanowire region for the ground pad was patterned. 9- 50-
nm Cu seed was sputtered and thickened by electrodeposition up to 3 um. 10- The circuit elements
were patterned by photolithography and Cu etch with a solution of ceric ammonium nitrate and
acetic acid.

1 6 M MM 1 - . I\S/Iie;mbrane
2

2 7 1
—BWMM o
S T =

Figure 2: View of a transversal cut of the antenna presented in Fig. 1 with its fabrication process: (1-10)
Steps of the microstrip devices. (11-13) Steps of the mechanical silicon substrate assembly.

Copper
Silicon

Silver Adhesive

11- A 150-pum deep cavity was etched in the silicon wafer with a potassium hydroxide solution
(30% at 60°C) and covered by a Cu layer of 3 um to act as the ground plane for the whole antenna.
12- A bare membrane was cut using a LPKF laser system, and stacked into the cavity. 13- A single
patch antenna, also cut with laser, was aligned above the cavity. A silver conductive adherent was
used to assure electrical contact between grounds (ground pad, slow wave 50-Q feeding line, and
antenna).

4. DISCUSSION AND RESULTS

The designed antenna structure was simulated and the results of return loss (S11), gain, and
radiation pattern are shown in Fig. 3. The simulated antenna presented 5.4 dBi of gain with 2.4%
of 10-dB bandwidth.

Since the antenna gain is reduced with the increase of €,., any antenna fabricated on this substrate
will present a lower gain compared to a similar structure fabricated on a substrate with lower &,.
However, since passive elements size is also reduced by an increase of ¢,, any antenna fabricated
over this substrate will also occupy a smaller area compared to a similar structure fabricated on
a substrate with lower ¢,. The further miniaturization provided by the slow-wave effect present
on the MnM-substrate means that a compact antenna array can be easily designed to increase
the system gain. Beam steering techniques may also be achieved using integrated slow-wave phase
shifters.

The loss tangent, tg(d), of the alumina and the SiOs is low enough to not affect the gain
drastically. Simulations assuming a hypothetical worst-case scenario, assuming tg(d) = 0.001 for
both alumina and silicon dioxide, barely changed the gain. It is worth to note that optimization
for losses and gain was not the focus of this work, but the antenna fabrication viability on the
MnM-substrate.
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Figure 3: Simulation results for the designed antenna. (a) shows the frequency response of the return loss
(S11)- (b) shows its radiation pattern at 60 GHz.

A simple improvement in this design would be to remove the alumina membrane from inside
the cavity to reduce ¢,, which would increase the antenna gain, although its dimensions would also
increase.

The fabrication process was successful and the fabricated antenna is shown in Fig. 4. This
figure shows the silicon wafer on which the metallized cavities were etched. The detail in yellow
shows the final antenna assembly, where a 50-pm-thick membrane bearing the antenna structure
was aligned over the cavity filled with the three membranes-stack. The detail in blue shows the
antenna structure with the patch, the impedance transformer, the slow-wave feed and the CPW
pad.

nowire regior
Three membrane stack _ U\
B——_|

Metallized silicon cavity

50-um-thic
membrane!

Figure 4: The fabricated 60 GHz antenna on the Mnm-substrate.

5. CONCLUSION

This work presented the analysis of the novel MnM-substrate for designing antennas at 60 GHz.
The fabrication process of the rectangular patch antenna on the MnM-substrate was validated.
The fabricated antenna was fed through a modified microstrip line with slow-wave effect, and the
results indicated that this substrate is a viable choice for antenna design in mm-wave frequencies.
However gain increasing techniques should be used because of the high dielectric constant of the
substrate.
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Analysis of Sampling Grids for Spherical Near-field Antenna
Measurements

R. Cornelius and D. Heberling
Institute of High Frequency Technology, RWTH Aachen University, Germany

Abstract— Modern spherical near-field to far-field transformation algorithms, in contrast to
Fourier based ones, offer arbitrary sampling grids without inherent oversampling. This raises
the question how the measurement samples should be distributed on the sphere. In this paper
different sampling grids for spherical near-field antenna measurements are presented and evalu-
ated. It is shown that the spherical transformation problem is in general well-conditioned and can
be solved accurately. Measurement results emphasize the possible measurement time reduction
due to the reduction of oversampling. However, positioning hardware has to be included in the
analysis, because complex measurement trajectories might increase the measurement time.

1. INTRODUCTION

Spherical near-field antenna measurement is a popular, well-known and accurate method to char-
acterize an antenna under test (AUT). The electromagnetic field is measured on a closed surface
around the antenna and transformed to the far-field by a near-field to far-field transformation. A
commonly used transformation algorithm first calculates a spherical mode spectrum using Fourier
transforms [1]. From this mode spectrum the far-field is derived. Due to the Fourier transform the
transformation algorithm is very fast and efficient but requires equiangular sampling in spherical
coordinates which causes oversampling. In order to improve the measurement speed more efficient
sampling grids may be used at the expense of different and/or more complex transformation algo-
rithms. Reformulating the transmission formula in [1] in matrix form as used for truncation error
reduction in [2] is a very simple and straightforward approach which will be used in this paper.
Alternatively, algorithms not restricted to equiangular sampling [3,4] could be used. Furthermore,
near-field interpolation methods could be utilized to determine the near-field on an equiangular
grid [5]. Besides the larger sampling flexibility new algorithms provide additional features like
higher order probe correction, the possibility of different measurement distances and position cor-
rection. Due to the technical progress in computer technology the transformation time is usually
negligible compared to the measurement time and therefore a less important factor. Although new
algorithms have been successfully tested by simulations and measurements [3, 4, 6], a comprehensive
investigation of different sampling grids is still missing. So far only little attention has been paid
to the minimal number of required near-field samples and their distribution over the sphere. This
distribution is also a very important factor for the measurement time due to different capabilities
of different positioning systems (e.g., roll-over-azimuth, robot arm). In this paper we will present
different sampling grids and besides the location of the sampling points the polarization will be
investigated. The near-field to far-field transformation algorithm used is based on calculation of the
spherical modes by matrix inversion. Therefore the condition number of the grids will be evaluated
and compared. Simulations and measurements will be performed for all grids. Finally the required
relative measurement time and accuracy will be analyzed for the different sampling grids. It will
be highlighted that the measurement speed can be increased compared to equiangular sampling.

2. NF-FF TRANSFORMATION USING MATRIX INVERSION

The well-known spherical near-field transmission formula [1]

w(Aa X 07 ¢) = Z Qsmﬂeim¢d2m(H)Biuxpsﬂn(kA) (1)
o

can be directly interpreted as a linear equation system
w=1Q (2)

where w is the measured signal, Qs are the spherical mode coefficients, eimd’dnm(ﬁ)eiﬂx represents
the spherical mode rotation and P, are the probe coefficients. Spherical modes are orthogonal
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solutions of Maxwell’s equations in spherical coordinates. Their complex amplitudes are denoted
as Qsmn and have three indices: degree n, order m < n and s € [1,2] associated to the field
components of TE- and TM-waves. In antenna measurements the modes are band limited in
m € [1, M] and n € [1, N] according to:

M <N =krg+m (3)

k is the wavenumber, rg is the radius of a sphere containing the antenna and n, is a constant which
influences the accuracy (usually 10, [1]). Thus the highest mode excited by an AUT is limited by
its size in relation to frequency. Higher order modes are highly attenuated and do not contribute
significantly to the far-field characteristic. The total number of modes (M = N), equal to the
number of unknowns, can be calculated from its band limitation by

# Modes = Pmin = 2N(N + 2) = 2N2 + 4N (4)

The linear equation system (2) can be solved with different methods as for example least squares [6]
and does in general not require any specific sampling grid. Methods based on matrix inversion re-
quire of course more computational power but are affordable for antenna measurement applications
with several thousands of measurement points.

3. POINT DISTRIBUTION ON SPHERE

In general, infinitely many possibilities exist to distribute P points on a sphere and as stated above
no specific sampling criterion has to be fulfilled. However, in antenna measurement applications
covering the whole sphere is required in order to avoid truncation errors [2]. Therefore the mea-
surement points need to cover the whole sphere. Equal distribution is an intuitive choice but not
compulsory. The investigated schemes are:

3.1. Equiangular
The required equiangular sampling steps are calculated from the band limitation by

2w 27 27 T
A= ————: Ap= < Cox=10,=|; 5
eN+1) 7T @eM+1) - @N+1) X [2} (5)
P=DPyP,Py=(N+1)(2N +1)-2=4N? + 6N +2 (6)

The samples are concentrated near the poles and the sphere is therefore highly oversampled
(roughly by factor of 2).
3.2. Thinned Equiangular

A sampling strategy to reduce the oversampling at the poles is the reduction of measurement points
in ¢ depending on the value # taking into account the fact that the latitude circles have different
radii (o sin(6)).

27 2 2

M =GN D AT M ) sm@)] S [@N + 1) sm(@)]

s
x=10.3 (7)
3.3. Platonic

Platonic solids are an exact solution to the distribution problem for P = (4, 6, 8, 12, 20). If more
samples are required tessellation of the platonic solid can be used but is restricted to fixed numbers
which makes it very inflexible. For this reason they are not very useful in measurement practice
but are included in the analysis for reference.

3.4. Spiral

Spiral scanning schemes on the sphere are appropriate to distribute points equally on the sphere [6, 7].
The spiral scanning scheme used for our analysis is based on [7], where the slope is fixed:

p=al (8)

The slope is determined so that the distance between two spiral lines is equal to the distance As
between two neighboring points equally placed along the spiral path.
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Figure 1: Equiangular sampling. Figure 2: Spiral sampling. Figure 3: Random sampling.

Table 1: Sampling point distribution analysis.

Sampling P | AAaea | Adaistance
Equiangular 2664 | 39.0% 25.9%
Thinned equiangular 2698 | 0.4% 1.7%
Platonic (Dodecahedron) | 1922 | 2.0% 1.0%
Platonic (Icosahedron) | 2562 | 6.4% 2.9%
Spiral 2664 | 0.3% 1.2%
Random 2664 | 41.5% 23.5%

3.5. Random

Although deterministic sampling schemes provide advantageous features as deterministic uncer-
tainty analysis and well defined trajectories, random point distributions are also suitable. The
random sampling scheme is included in the analysis to emphasize the bandwidth of sampling pos-
sibilities.

3.6. Geometric Comparison of Sampling Grids

Figure 1 to Figure 3 show selected sampling grids including Voronoi cells for a low number of
sampling points. The different sampling grids are evaluated by two measures

1. Mean of the relative Voronoi cell area difference to the mean cell area (AAarea)-
2. Mean of the relative distance variation of neighboring samples (Adgistance)-

which are shown in Table 1. As expected the variation of the Voronoi cell area is very large for
equiangular sampling. The variations are reduced for all other deterministic sampling methods
which perform very well. It is important to note that the number of samples P > Py, can only be
defined arbitrarily for spiral and random sampling. Furthermore, random sampling does also not
generate well distributed points.

4. POLARIZATION ANALYSIS

So far only the location of the sampling point has been considered. The polarization of the probe at
each sampling position is an additional parameter which has to be included in the analysis. Three
major possibilities will be considered for further analysis:

1. Randomly chosen polarization (y € [0,27]) at each sampling point.

2. Two orthogonal polarizations at each sampling point.
s

3. Randomly chosen fixed polarization (x = 0 or x = 7) at each sampling point.
Measurements with only one fixed polarization are, as expected, not possible and due to missing
information the matrix always gets singular. To study different selections of the polarization,
the condition number of the matrix ¥ is calculated for various oversampling ratios. Figure 4
shows the condition number for polarization case 1. Equiangular and thinned equiangular are well-
conditioned but always oversampled. A reduction of the oversampling is not possible and leads
to singular matrices - these points are excluded from the plot. For spiral and random sampling
the oversampling can be reduced by the cost of a worse condition number. However, even for
the determined system the matrix is not singular. The behavior changes slightly if at each point
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Figure 4: Condition number for case 1. Figure 5: Condition number for spiral sampling.

Table 2: Simulation mode differences compared to FT based results.

Sampling P Over. | cond. Noiseless Noisy (SNR = 70dB)
AQmean | AQmax | AQmean | AQmax

Equiangular 2660 | 108% 9 —318dB | —291dB | —82.1dB | —72.5dB

Thinned equiangular 1588 | 27% 6 —319dB | —296dB | —81.1dB | —70.7dB

Platonic (Dodecahedron) | 1922 | 54% 15 —316dB | —295dB | —79.5dB | —70.0dB

Platonic (Icosahedron) 1284 | 3% 173 | —314dB | —290dB | —76.4dB | —55.8dB

Spiral 1498 | 20% 35 —314dB | —293dB | —75.0dB | —65.8dB

Random 1498 | 20% 160 —306dB | —294dB | —65.2dB | —54.8dB

two orthogonal polarizations (case 2) or randomly chosen fixed polarizations (case 3, Figure 5) are
measured. For spiral scanning the matrix gets singular for case 2 if the oversampling ratio tends
towards zero. This linear dependencies are assumed to result from the fact that the number of
locations (6, ¢) is halved compared to the other cases in order to keep the total number of samples
constant. Further analysis showed that the condition number increases slightly with the number of
unknowns. In conclusion, the polarization measurement method is not a crucial parameter as long
as the condition number, which can be calculated in advance, is still acceptable. Therefore it can
be selected mainly according to system possibilities.

5. SIMULATION RESULTS

A simulated 64 element dipole array is used to investigate the effect on the spherical mode calcula-
tion. The electric near-field of the dipole array is simulated for the different sampling grids. Next,
the absolute linear differences in the mode spectrum are calculated for evaluation.

AQ = ’QFT - QiSampling’ (9)

Although the matrix solution of the transmission formula does not differ significantly from the
Fourier transform (FT) based solution [6], the calculated modes are compared to the FT based
algorithm, because this is a well accepted method. The results are summarized in Table 2 and
show that in the noiseless and noisy case all sampling grids are suitable to achieve accurate results
compared to the Fourier transform algorithm. The differences for equiangular sampling are the
differences between the Fourier transform and least squares algorithm. Due to the higher condition
number, icosahedron and random sampling have larger errors.

6. MEASUREMENT RESULTS

Measurements in the spherical near-field measurement chamber of the Institute of High Frequency
Technology were performed with an double ridged horn SAS-571 from AH-System as test ob-
ject. The measurement results are summarized in Table 3. The relative measurement time ¢,
is improved by one third with thinned equiangular and spiral scanning compared to equiangular.
However platonic and random sampling takes more time, even when having less samples, because
of sub-optimal measurement trajectories. Optimization of these is a complex task and is out of the
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Table 3: Measurement mode differences compared to FT based results.

Sampling P trel tpoint | cond. AQmean AQmax
Equiangular LS (same data as FT) | 2400 | 100% | 5.0s 9 —103.9dB | —68.8dB
Equiangular LS (rep. meas.) 2400 | 100% | 5.0s 9 —71.2dB | —38.3dB
Thinned equiangular 1464 | 66% 5.58 6 —74.2dB | —42.0dB
Platonic (Dodecahedron) 1922 | 228% | 14.4s 13 —68.0dB | —40.4dB
Platonic (Icosahedron) 1284 | 142% | 13.5s 6 —70.9dB | —41.8dB
Spiral 1380 | 63% | 5.6s 29 —66.3dB | —43.4dB
Random 1380 | 136% | 12.2s | 146 —59.4dB | —36.1dB

scope of this paper. For equiangular sampling the difference between both algorithm (first row) and
two successive measurements (reproducibility, second row) are shown. According to these values
all measurement grids perform good and the mean difference for thinned equiangular is the small-
est. Higher condition numbers increase especially the maximum error and are a good uncertainty
parameter.

7. CONCLUSION

In this paper a set of sampling schemes for spherical near-field antenna measurements was inves-
tigated. The main advantage of non-equiangular sampling grids is the reduction of oversampling.
It was shown by simulation that the new sampling grids provide a well-conditioned linear equation
system which can be solved accurately. Furthermore measurements were performed to investigate
the realized accuracy and measurement speed. The main result is that the total measurement time
can be reduced, but depends on the positioning system. In addition, it has been found that the
transformation error is closely linked to the condition number and is thus well suited for uncertainty
estimation.
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A Dual V-band Push-push VCO Using the 0.18 um CMOS Process
Technology

Yu-Hsin Chang and Yen-Chung Chiang
National Chung Hsing University, Taiwan

Abstract— In this paper, a dual-band push-push voltage-controlled oscillator implemented in
the 0.18-pum CMOS process for V-band applications is presented. By using a forth order resonance
network composed of symmetric inductors and varactors and a push-push topology, the oscillation
frequencies of the proposed circuit can be switched with only one control signal between two
bands. And the second order harmonic is extracted from the central taps of inductors to achieve
the frequencies of two V-band operations. The tuning ranges of the proposed voltage-controlled
oscillator are from 67.78 to 69.42 GHz and from 52.2 to 54.7 GHz, respectively. The measured
phase noise at 1 MHz frequency offset are —86.4 dBc/Hz and —90.5 dBc/Hz for 69.42 GHz and
54.7 GHz output frequencies, while the corresponding phase noises at 10 MHz frequency offset
are —108.4dBc/Hz and —112dBc/Hz, respectively. The core circuit consumes a 12.96 mW dc
power from a 1.8-V supply.

1. INTRODUCTION

Wireless communication systems operated in the millimeter-wave bands have been developed in
recent studies [1-7]. In the transceiver front end, the voltage-controlled oscillator (VCO) is an
essential building block of the frequency synthesizer which generates a local oscillator (LO) sig-
nal to perform modulation and demodulation functions Adopting the CMOS process technology
to implement VCO designs is popular due to its low cost and high integration. V-band VCOs
implemented by using the CMOS process technologies have also been proposed [1-4] successfully.
However, these previous works were only designed for single band and they were not suitable for
multiband applications [5]. Although the VCO proposed in [6] has two resonant modes by using
the fourth order LC tank, it was designed at lower frequencies and not for V-band applications.
Because of the limitation of the CMOS devices, it is a difficult task to design a dual-band VCO in
the 0.18-pm CMOS process technology for V-band applications.

The purpose of this paper is to present a dual band VCO with a fourth order LC tank with
the push-push topology that operates in the V band to overcome above limitation by utilizing the
TSMC 0.18-pm CMOS process technology. This paper is organized as follows. In Section 2, circuit
design of the proposed dual V-band push-push VCO is discussed. The measured results of the
fabricated chip are shown in Section 3. And a short conclusion is given in Section 4.

2. CIRCUIT DESIGN

Figure 1 shows a simplified diagram of the RF frond end for a dual V-band receiver. Signals from
the antennas are firstly fed in the band pass filters (BPFs) to filter out the out-of-band interferences.
The desired signals from the BPF's are selected by a switch and the received RF signals are amplified
by using a dual band low-noise amplifier (LNA). A wide band mixer named as 1st Mixer is used
to convert the RF signals to the IF band by mixing with the V-band local oscillation (LO) signals.
The dual V-band VCO is utilized to provide the required V-band LO signals in such a receiver.

~_ V band 1

15T Mixer

V band 2 Dual V-band
vCO

Figure 1: Simplified diagram of the RF frond end with a dual V-band receiver.
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As indicated in the previous section, it is difficult to design a dual-band VCO for the V band
applications by adopting the 0.18-pm CMOS process. One possible method to extend the operation
frequency of a VCO is the push-push technique [3]. To generate the V-band LO signals for a dual
V-band operation, the proposed VCO utilizes a fourth order LC tank with only one controlled
voltage. Compared with using two VCOs for each band, the proposed circuit topology has the
advantage on design and cost. Figure 2 shows the schematic of the proposed dual V-band VCO in
which the tank formed by varactors Cyari, Cvare, inductors Ly, Lo, L3, and parasitic capacitance
(Cp; not shown explicitly in Figure 2) is for output frequency selections of the V band 1 and V
band 2 via the controlled voltage Vo and a cross-coupled transistors pair (M;—Ms) is used for
compensating the losses of the tank including other parasitic effects. The current source (Ip)
provides the required dc bias current for the VCO core. We design the proposed dual V-band VCO
by deriving the impedance of the fourth order network. Due to the symmetry, the impedance of
the half circuit of the fourth order LC tank neglecting losses in the tank can be derived as

s3LLLCyaR + sLj
SYLLLCyarCp + s?(LCyaR + LCyvar + L5Cp) + 17

Z(s) = (1)

where L and Cyag represent the corresponding quantities with subscript 1 or 2, and L% indicates
the single-end inductance of Ls in the half circuit. The oscillation occurs if the denominator in (1)
becomes 0 with s = j27 f,sc which leads to two possible solutions expressed as

1 (Bi\/B2 —4A>2

fosc = 5 A (2)

2T

where A = LL4,CyarCp and B = LCyar + L5Cyar + L5Cp.

Output oscillation signal with a second order harmonic (2f,s.) is extracted from the middle
terminal of the center-tap inductors (La—Ls3) connected commonly and an open-drain output buffer
amplifier is adopted via buffer capacitance (Cpg) for the chip measurements.

Figure 2: Schematic of the proposed VCO. Figure 3: Micrograph of the proposed VCO.

3. MEASURED RESULTS

The proposed VCO is fabricated in the TSMC 0.18 um CMOS process technology. The micrograph
of the chip is as shown in Figure 3. And the chip area is 0.695 x 0.565mm?. The core circuit
and the output buffer of the proposed VCO consume 12.96 mW and 8.1 mW dc power, respectively
from a 1.8-V power supply. The cable loss was not calibrated in the following measured results.
Figures 4(a) and 4(b) show the measured output spectrums of the proposed VCO for V band
1 that is the lower band and V band 2 that is the upper band. Their output frequencies can
be seen are 54.7 GHz with a measured power of —41.84 dBm without calibrating the 10dB line
loss and 69.42 GHz with a measured power of —47.22dBm without calibrating 16dB line loss,
respectively. Figure 5(a) shows the measured phase noises of the proposed VCO for V band 1
and it reads —90.5 dBc¢/Hz and —112dBc/Hz at 1 MHz and 10 MHz frequency offsets, respectively,
under 54.7 GHz output frequency And Figure 5(b) shows the measured phase noises of the proposed
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VCO for V band 2 and it reads —86.4 and —108.4 dBc/Hz at 1 MHz and 10 MHz frequency offsets,
respectively under 69.42 GHz output frequency. Figures 6(a) and 6(b) show the measured tuning

ranges of the proposed VCO for V band 1 and V band 2, respectively, and the tuning range for
V band 1 is from 52.2 GHz to 54.7 GHz with the controlled voltage Vo swept from 1.1V to 1.8V
Hz to 69.42 GHz with the controlled voltage

while the tuning range for V band 2 is from 67.78 G
Vo swept from 0V to 1V.
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Figure 4: Measured output spectrums for
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4. CONCLUSIONS

In this paper, we have proposed a dual-band push-push VCO implemented in the TSMC 0.18-
pum CMOS process for V-band applications. The proposed VCO adopts a fourth order resonant
network to generate two oscillations for V band 1 and V band 2 switched by only one controlled
voltage. The measured phase noises at 1 MHz frequency offset are —86.4 dBc/Hz and —90.5 dBc/Hz,
respectively, around 68.5 and 53.3 GHz of the output frequencies. And the measured tuning ranges
of the proposed VCO are 2.4% and 4.65% for the upper band and the lower band, respectively.
The core circuit of the proposed VCO consumes a 12.96 mW dc power under a 1.8-V supply.
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Abstract— This article describes the spatial power combining techniques dealing with the
state of the art of Spatial Power Combiners (SPC) considering recent developments. A brand-
new splitting scheme is proposed where different types of SPC are grouped according to the space
where power combining and splitting occur. This paper should provide compendium knowledge
for SPC design and selection of the opportune SPC basing on the target application.

1. INTRODUCTION

In airborne and space applications, characteristics like reliability, size, efficiency and weight of
the Power Amplifiers (PA) assume a very important role in the selection of the proper PA to be
employed. High RF power levels are demanded to vacuum tubes amplifiers like TWTA, Klystron
or Gyrotrons but those have the main disadvantage to use heated wires and bulky magnets or
electromagnets that give greater size and weight and reduce efficiency [1]. So, combined Solid State
PA (SSPA) would be greatly appreciated if they could give at least the same order of magnitude
in RF power levels, since in this case graceful degradation is increased. Spatial power combining
technique is an alternative one to combine many SSPA reducing to a minimum extent the combining
losses [2—4].

This article deals with the state of the art of Spatial Power Combiners (SPC) and their charac-
teristics [14]. In addition, it is proposed a new splitting scheme for the SPC family, grouped respect
to the ambient where combining and splitting take place, as shown in Figure 1. The fundamental
SPC Amplifier’s concept is to provide a large power value with minimum losses. In SPC the elec-
tromagnetic energy coming from input is divided as much as possible in the space, without using
transmission lines, and it is sent to many SSPA’s. After amplified energy is collected, it is sent to
output port with the lowest possible number of transmission lines.

SPC employees probes, antennas or transitions to take the spatial RF energy and send it to a
two wires transmission line: the use of connectors at the amplifiers ports exclude the combiner to
belong to the class of SPC. The system’s quality is usually determined from its efficiency. SPC
efficiency can be defined as how much power is sent to amplifiers respect to how much power is
provided to input port, such as it quantifies the capability of the combiner to intercept incoming
energy Pr and distribute it to N energy dividing/combining internal ports, that is

k=

Py

SPC

Coupled
Waveguide

Distribuited
Probes

Longitudinal
Probes

Fixed
Probes

Transverse
Probes

Multi-hedal
Intetrference

Figure 1: SPC’s family. Figure 2: Single waveguide SPC with fin lines.
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where Pp 1, is the input power at the k-th amplifier. Referring to scheme in Figure 1, the distinction
between different types of SPC is done considering the propagation modes in the medium. Thus,
there are TEM and Non TEM spatial combiners, cavity based, open space and 2D&Half ones.

2. NON TEM SPATIAL POWER COMBINERS

Non TEM SPC use waveguides to confine RF electromagnetic energy and it is composed by three
families: the single waveguide family, with longitudinal probes and transverse probes, the coupled
waveguides and the multimodal interference families.

RF probes can be directly realized on amplifier, usually a MMIC, or out of them. RF probes
can be realized in many ways, as monopoles, dipoles, patches or slots or combinations among them.
In many other cases Fin Line transition are realized, especially when wide band applications are
needed.

2.1. Single Waveguide

The Single Waveguide SPC (SW-SPC) is the most common amplifiers among all Non TEM SPC.
Single waveguides with longitudinal probes (SW-LP-SPC), uses transitions placed along the direc-
tion of energy propagation to couple energy with amplifying devices: the most used transitions are
the Fin Lines [5]. The general assembly of these kind of SPC’s is shown in Figure 2. There are
several Fin Lines tapers such as linear, exponential and sine-square taper (and many others one)
and they can be printed on single or double face of a substrate, called card. Furthermore to meet
the power requirements many stacked cards can be employed into a single waveguide. The cards
more distant by the waveguide’s center are less excited than closest ones. This effect is due to the
electric field distribution. An Electromagnetic Band Gap (EBG) [6] can be inserted in the waveg-
uide to improve the probes feeding. In this way electric field distribution (TEjg) is made different
from half sine shape and the uniform probes exciting and the system balance is increased allowing
to utilize more cards. Due to the use of EBG, the operative band is considerably decreased.

Fin Lines are also distinguished by transition’s type, usually to micro-strip; thus, a slot line to
micro-strip transition and an antipodal one exist, where the electric field rotates from its initial
polarization to the orthogonal one. After quasi-TEM mode is allowed inside a two wire transmission
line, usually a microstrip, waveguide can be made wider to stack more amplifiers: This result in
a sort of oversized waveguide is used. Now, we show an example taken by our experience: a Ka
band SPC [3]. This SPC contains a Quad Fin transition type, but only two cards are inserted
inside the WR28 waveguide, due to small size of this waveguide; so this combiner would hold only 8
MMIC’s. To overcome this limit, we used Tee-Junctions at input and output so that our SPC can
now combine 16 MMICs. A sketch of the combiner and its performance are shown in the Figures 3
and 4 below.

Single waveguide with Transverse Probes (SW-TP-SPC), uses these last placed orthogonally to
the direction of energy propagation to catch and send the amplified energy.

The whole set of the amplifiers elements and probes are named Grid Amplifier [7]. The basic
concept in SPC Grid Amplifiers is to intercept the incoming signal with a defined polarization,
amplify it with the active device and then send the amplified signal using the orthogonal polarization
respect the incoming one. In Transmission Type Grid Amplifiers (TT-GA) two polarizers are
adopted to allow the electric field to pass through with a specified polarization and they are useful
to decouple somehow input and output waveguide ports reflections, thus increasing the stability of
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Figure 3: Ka band SPC: sketch of the microwave Figure 4: Ka band SPC performance.
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A, 4y,
Figure 5: Transmission type grid amplifier. Figure 6: Reflection type grid amplifier.

the amplifier from oscillations. In Reflection Type Grid Amplifiers (RT-GA) the same MMIC is
employed in reception and transmission so a short circuit can be placed back of it. MMIC amplifies
and rotates the electric field while an ortho-mode transducer, or a couple cross polarized horn
antennas, discriminates the polarizations. Examples of TT-GA and RT-GA are given in Figures 5
and 6. The reflection type has more heat removal capacities than the transmission type because
the second one spreads the heat through the metal of the waveguide while the first one has heat
sink placed just back the MMIC.

2.2. Multimodal Interference Combiners

A different type of SPC is the Multimodal Interference SPC (MMI-SPC), uses the interferences
among many propagating modes in an overmoded waveguide. The resulting effect is the same found
in optics, and first discovered by the English physicist William Henry Fox Talbot through experi-
ments in optics. He discovered that in an overmoded waveguide the exciting field at incoming port
replicates N times at given distance depending by operating frequency and waveguide dimensions.
A picture of this phenomenon in reported in Figure 7.

This multimodal interference effect is also named “Talbot’s effect” and it is selective in frequency
due to its nature. The field of SPC’s based on Talbot’s effect is actually under analysis [§], and the
effective utility as an amplifiers has to be still proved with some experiment.

2.3. Coupled Waveguides

The Coupled Waveguides SPC (CW-SPC) use two waveguides connected between them through
two wires transmission lines [9]. These SPC use amplifying devices that are outside the probing
and combining area, that is they fail the implicit concept of all SPC, but they are anyway “spatial”
when probing and combining energy.

Two examples of Distributed Probes Coupled Waveguide SPA are shown in Figures 8 and 9.

A common characteristic of all coupled waveguide SPC is that they use short circuits at one
extreme of the waveguides, so a stationary wave regime is generated. Two kinds of electromagnetic
coupling between the waveguides and the two transmission lines are used, which can be defined as
E-coupling, using E-probe, and H-coupling, using H-probe. This kind of amplifiers reduce a lot the

Sh
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Input field ‘ I |
Field replicas
o« . |
® g rs
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Figure 7: The concept of MMI in overmoded waveg-  Figure 8: Distributed probes H-coupled waveguide
uide. SPA (DPHCW-SPA).
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risk of unwanted oscillations due to input-output coupling. Coupled Waveguides SPC are divided
in two subgroups, the distributed probes group and fixed probes group. In the first case, probes
are located along the waveguide, while in the second case probes are located just near the shorting
wall of the waveguide.

The operating bandwidth of this kind of SPC using distributed probes is usually around 10-
15%, evidently much smaller than the operating bandwidth of the used waveguide. This is due
to the fact that in addition to use short circuits at one extreme of the coupled waveguides, that
creates a regime of stationary waves inside the waveguides where positions of maxima and minima
are highly frequency dependent, the multiple reflections at the distributed probes interacts between
them causing an additional bandwidth reduction. Often, sliding shorts are used instead of fixed
position shorts, to allow some kind of tuning so that maximum energy transfer is reachable, and
consequently a maximum efficiency for this kind of amplifier is obtainable.

Fixed Probes Coupled Waveguides SPC (FPCW-SPC) has probes placed inside waveguide in a
way that there is not a distributed coupling. An example is shown in the Figure 10, for the case of
E-coupling. The operating bandwidth of Fixed Probes Coupled Waveguide SPC (FPCW-SPC) is
wider than Distributed ones. This is due to the fact that the monopoles used to capture the energy
inside the waveguide can be tuned to proper matching the frequency dependent reflections at the
waveguide short circuit and it is possible to cover the full TE;y mode operating bandwidth.

H-coupling probes, that are slots, are realized at the waveguide widest side, and microstrips
are used to connect the slots between the two waveguides. Slots are placed near the waveguide
narrowest side, at the top, where the electric field is at its minimum value, and the magnetic field
is used to couple energy to the top microstrip. The incoming energy, at the input waveguide, is
captured by microstrips probes placed on these slots and sent to other slots realized on the output
waveguide. To make an amplifier, SSPA’s are placed between the microstrips.

The E-coupled mechanism between the waveguide and microstrip is realized making an aperture
at the center of the waveguide widest side, and letting a microstrip to enter inside the aperture to
capture energy inside the waveguide. Since such apertures are made at the center of the waveguide,
here the electric field is at its maximum value and just this field is used to couple energy to the
microstrip. The incoming energy at the input waveguide is captured by such microstrips E-probes
placed inside the apertures and sent to other apertures realized on the output waveguide. To make
an amplifier, SSPA’s are placed between the microstrips. E-probes inside the waveguide are less
radiative than H-probes so they present a good combining efficiency, in addiction E-probes have a
5% useful bandwidth wider than H-ones thanks their non resonant aperture.

3. TEM SPATIAL POWER COMBINERS

TEM SPC use TEM transmission lines to confine RF electromagnetic energy [10]. The simplest and
well known TEM structure is the coaxial transmission line. In this section are going to illustrate
two versions, the classic circular and the square one. Another peculiarity of this kind of SPC is to
present an ultra-wide operating band, this is due to the fact that TEM transmission line allows the
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RF to propagate from DC to the first high order mode cutoff frequency (depends on its geometric
size). A linear relationship exists between frequency and wavelength so no dispersion arises and
pulsed signal can pass without distortion. To full cover the operating bandwidth a Fin Line is
employed to capture the incoming TEM. EM power density has a dependence along the radius r as
1/7? and Fin lines have to be designed to compensate this effect, thus Fin Line nearest the external
radius need to have a wider aperture of the Fin Line nearest the inner one. Metallic carrier of the
circular coaxial SPC, where Fin Lines will be placed on, have a wedge profile to form all together
the cylindrical transmission line. This fact comply the making process because each carrier have
to perfectly overlap with closed ones. In addiction an ad-hoc heat sink is applied due to its no
standard shape.

To solve this problem a square coaxial (Squarax) SPC can be employed [2].

Due to its symmetric nature it has not mechanical problem and its performances are similar to
the circular coaxial SPC.

Return Loss and Insertion Loss
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Figure 11: Circular and square coaxial TEM SPC'’s. Figure 12: SQUARAX coaxial SPC performance.

In the whole cases a coaxial taper is employed to join the wider and the standard sized coaxial
transmission line together. The performance of the Squarax SPC is reported in the Figure 12. As
mentioned before, TEM SPC’s are the best choice when wide operating bandwidth is required,
greater than what can be reached for a waveguide.

4. CAVITY BASED, OPEN SPACE AND 2D&HALF SPATIAL POWER COMBINERS

Cavity Based SPC (CB-SPC) use a closed cavity excited by an input port, and the output ports
are realized inserting probes inside such cavity [11]. Two different groups exist in this family
and differ from how the input port couples with the cavity: if the coupling is made through a
conical transmission line the SPC is named in literature as Conical Transmission Line SPC or
Tapered Cavity SPC, otherwise it is named in many ways like Radial SPC, Coaxial SPC or Simple
Cavity SPC. In CB-SPC’s even if no probes, transitions and active devices are used the structure
cannot work an ordinary transmission line, since such CB-SPC’s use cavities to realize the SPC
function. Two different ways exist to couple the ports to the cavity: It is possible to couple the
cavity magnetically or electrically. Magnetic coupling are usually preferred in high power SPC’s,
to decrease somewhat the problem of electric field discharge when using electric coupling. This
combiner family has not been accepted in the great family of SPC due to the external place of the
amplifying devices that are joined with cavities through connectors. Tapered Cavity SPC, usually,
has a central coaxial connector and many peripheral ones where the external PA’s are connected.
The central connector excites the cavity after a proper impedance matching realized through a
conical transmission line. Different from previous SPC Cavity based, Simple Cavity SPC doesn’t
use tapering at the central connector. Their efficiency is very high due to the fact that they use
closed cavities and thus energy is well confined inside it.

Open Space SPC (OSS) use amplifiers connected to probes placed in an open space environ-
ment [12]. The type of the used probes are dependent to the frequency and operating bandwidth
of the system, but in general dipoles or wideband tapered antennas are the most employed ones,
respectively for narrowband and wideband applications. In addition, input probes are placed in
orthogonally polarization to the output ones to avoid the raise of unwanted oscillations due to
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coupling between input and output. The probes used in single waveguide SPC are also employed
in the open space family. Usually lenses are used to focus the beam to and from grid amplifier.
The lens is a Gaussian beam former and gives an excellent phase and amplitude distribution due
to the necessity to an uniform feed of the grid amplifier. Two horn antennas can be employed to
increase the field uniformity and to avoid to use bulky lens. This is shown in the Figure 14.

Probes

Out

Amplifiers

Antennas

Figure 13: Tapered cavity SPC. Figure 14: Open space spatial power amplifiers with
horn antennas.

2D&Half SPC, that are two dimensions and half SPC, are named in that way due its little
vertical dimension respect the other [13]. Probing and summing energy is made the TE surface
wave. This family remembers SIW technology (Substrate Integrated Waveguide) or micro open
space SPC. In general, with 2D&Half SPC’s it is quite difficult to have good heat management for
the active devices, and eventual application to high power SPC must be well investigated. This is
because heat sink can disturb the surface wave propagation.

5. COMMON TECHNOLOGICAL AND OPERATIVE ASPECTS IN SPC DESIGN

SPC, grouped in any ways, as shown in Figure 1, share some problems related to the employment of
different technologies in the same device and the use of electromagnetic bounded space. Common
technological and operative aspects are discussed in this section.

A considerable problem regards the High Order Modes (HOM) excitation. Unless such excitation
is desired, as in MMI-SPC’s or SPC in oversized waveguides, in all the other cases it is an unwanted
situation. SW-LP-SPC’s should be carefully loaded by Fin Lines to reduce the risk of HOM. SW-
TP-SPC’s are less prone to excite HOM, at least when they are used as TT-GA; in RT-GA, the
design should be oriented with attention to avoid HOM excitation. Coax-SPC’s use wider dimension
of what strictly necessary, to allow the use of as many amplifiers as possible between the inner and
outer coaxial conductor, and this oversizing is cause of possible HOM excitation.

Another problem regards the uncollected power. It is the power that it is not captured by
the probes, but travels through the transmission line or/and is reflected back at the origin. This
uncollected power is cause of decrease in efficiency, since it is not used by probes and consequently
it is not combined at the output. Uncollected power is present in almost all SPC’s we have reported
in this document, with an exception: the CB-SPC’s. These last SPC’s use in fact cavities for power
dividing and combining process, and in a good design all of the cavity energy participates to this
process. It is for this reason that CB-SPC’s have the highest combining efficiency.

The available area for active devices represents a notable topic: Whenever a transmission line
based SPC is used, when the frequency increases there is a reduced available space for MMIC’s.
This is true for non-TEM SPC and particularly for TEM-SPC. For a Coax-SPC it is not so simple
to enlarge the area to place MMIC’s, since in this case it is also necessary to realize the necessary
place inside the coaxial internal conductor. In general, any type of SPC which employ oversized
waveguide resolve in some way the problem of limited space for MMIC’s.

Power Supply Routing (PSR) is an important aspect of SPC design: It is strongly dependent to
the technology used to realize the SPC. In general the PSR complexity increases with the number
of active elements inside in the SPC Amplifier, but it is less critical when amplifiers are placed
outside the SPC.

In design of SPC, particular attention needs to be given to the thermal management: SPC’s
using Fin Lines, regardless if they are purely passive or active, have a peculiar thermal problem:
The possible bending of the Fin Line vs. temperature. If a bending occurs, the Fin Lines does not
intercept the maximum possible field, but only a port of it. Substrate bending vs. temperature
can be reduced a lot if hard substrates are used, as Alumina or Aluminum Nitride. The drawback
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to use hard substrates for Fin Lines is that they load dielectrically the air inside the transmission
line. First of all, brazing the MMIC PA’s is necessary, rather than die attach with epoxy. For high
power SPC’s is the heat removal capacity that limits the reachable power from such amplifiers, and
a compromise between output power, available space for the SPC and thermal removal capacity
must be found.

Mechanical considerations during the design are mandatory when several technologies are com-
bined, as happens with SPC approach. SPC’s using probes with soft substrates should be carefully
mechanically designed to respects the system, requirements to vibration survivability. The tolerance
to vibration is dependent to the mechanical methods used to assembly the SPC. Sealing is another
issue. We have seen that the most used SPC Amplifiers employ cards to compose the structure.
In such cases, it is difficult to have a hermetic SPC so it is better to use hermetic packages for the
PA’s.

6. CONCLUSIONS

In this work we have described the spatial power combining techniques, dealing with the state of
the art of the spatial power combiners. An innovative SPC family tree has been introduced, based
on propagation media and type of probes, longitudinal or transversal. All the branches of this tree
have been analyzed and a comparison among them has been discussed. Finally, common problems
in every SPC have been analyzed: these are HOM excitation, Uncollected Power, available area for
active devices, power supply routing, thermal management and mechanical considerations.
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Abstract— This work presents an improved microwave multimode cavity for porcelain table-
ware sintering. It includes 6 magnetrons, each one with a nominal power of 1kW at 2.45 GHz.
The distribution of the electromagnetic field inside the cavity is calculated using the COMSOL
Multiphysics software. The improved automated control system comprises the use of a pyrometer
that allows the analysis of the thermal delay between the temperature given by a thermocouple
and the real temperature in the porcelain material. Results exclude the existence of the so-called
non-thermal microwave effect, recognized in some literature. Physical properties, such as den-
sity, rupture energy and impact resistance, are compared with those of tableware obtained by
conventional methods. The improved microwave oven allows a better temperature measurement,
with a faster sintering with the same quality standards than the conventional sintered porcelain.

1. INTRODUCTION

Microwave processing of materials has been increasingly used in different areas such as ceramics
sintering [1-3], ceramics drying [4], metal powders heating [3], oil products [5], lime and concrete [6],
wood [7], pyrolysis [8], chemistry [11], etc..

To avoid overheating, uniform electromagnetic field inside the cavities is required [3,10]. How-
ever, the local electromagnetic field can be used to join materials with better heating control than
with conventional convective heating methods [11]. The way how the radiation interacts with the
material depends on a high number of parameters such as the radiation frequency, position of the
microwave generators, geometric form of the load, dielectric properties, thermal conductivity, spe-
cific heat, density and electromagnetic and thermal behavior of the materials during the heating
process [12]. To overcome the inhomogeneous heating some techniques like the use of turntables,
mode stirrers, and others much more complex [1,2] can be implemented. The absorbed power
density of the microwave radiation can be expressed by

1

P=
2

[(0dc + wel) E? + wu;’Hz] (1)
where o4, is the dc electrical conductivity, €/ and p! are the imaginary parts of the permittivity
and permeability, respectively and E and H are the electric and magnetic fields. The simplified
unsteady heat transfer equation is given by

pC’a—T:kV2T+P (2)
ot
where p, C and k are the density, the specific heat and the thermal conductivity of the material,
respectively.
Our study aims the understanding of the heating process of ceramic materials by microwave
radiation in multimode ovens, its applications, limitations, as well as the optimization and oppor-
tunities of this heating method.

2. ELECTROMAGNETIC FIELD SIMULATIONS

Simulation studies are essential to understand the intrinsic heterogeneity of the electromagnetic field
that leads to inhomogeneous heating of the material to be sintered. Specific technical solutions such
as the orientation of the waveguides, and the locations where they are positioned, as well as the
samples position inside the oven, were studied.

The analysis of the electromagnetic field at a macroscopic level implies the modeling of the
Maxwell’s equations, subject to the boundary conditions. The COMSOL Multiphysics software
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Figure 2: Load schedules and simulation results for different numbers and positions of the porcelain cups
inside de cavity.

incorporates the differential equations that the finite element method can handle. The microwave
radiation is feed by rectangular ports, and its electric field vector is determined by,

ﬁx(pflﬁxﬁ)—kg(s’—z—a)ﬁzo (3)
weQ
The losses in the conductive walls are sufficiently small to not significantly affect the distribution of
the electromagnetic field, and so the boundary conditions of the cavity are approximated as perfect
conductors, 7 X E =0. The electromagnetic field simulations of the cavity loaded with porcelain
cups (e* = 2.2 —45.107%) and a SiC plate (ex = 18.2 — 1.78i), for a total power of 6 kW, are shown
in Figures 1 and 2. The measurement of the complex permittivity, at 2.45 GHz, was made using the
small perturbation theory [13,14], with a cavity operating in the TEy;5 mode, using a HP 8753D
network analyser.

The uniformity characteristics are higher when the number of pieces inside the oven cavity is
increased; observed experimentally. Figure 2 shows three schemes for different porcelain positions
and number of cups.

3. MULTIMODE CAVITY DESIGN

For the monitoring and the temperature control inside the 6 magnetrons (6M) oven, and con-
sequently the energy applied to the sample, a LabView code was developed that uses a power-
time-indirect temperature control that comprises a set of combinations of a number of magnetrons
that are active (power) during a particular time interval (time) which will act in a range of a
predetermined temperature (temperature). This combination ensures a higher uniformity of the
electromagnetic field inside the cavity and so a quicker sintering of the porcelain, with lower power
consumption. To avoid electromagnetic interference in the readings of the thermocouple, and even
its damage, it is shielded with a platinum foil. Biscuit and glazed porcelain pieces were tested.

In the oven floor, a immediately above the thermal insulation, a silicon carbide (SiC) plate that
works as a base for the porcelain and as microwave susceptor was placed immediately above the
thermal insulation, absorbing part of the electromagnetic radiation and transferring heat to the
surroundings materials.

4. PHYSICAL CHARACTERIZATION

We do not present a results’ color analysis, but we can see by naked eye that the sintering of
tableware in a microwave oven is incomplete not due to its physical characteristics but because it
is not possible to obtain the white porcelain unless a reactive gas that bonds chemically to the iron
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oxides that exist in the porcelain raw material is introduced. We tested in a nitrogen atmosphere,
although the porcelain obtained under those conditions was whiter, it does not meet the industrial
standards.

Table 1 shows the physical characterization of samples MW1-7 (Biscuit) and MWG (Glazed).
CVG and CVB are the glazed and biscuit conventional sintered cups. MWx are the cups sintered
with microwave radiation. MW5, 6, 7 have a dwell time of 5, 10 and 20 min. 12 cups were sintered
in each set.

From Table 1 we observe that the glazed porcelain sintered with microwave radiation (MWG)
at 1358°C shows physical characteristics very close to those of the glazed porcelain conventionally

Thermocouple type S

Relraclory/ O i O: QL.
Material \. O O O O zs‘;mhm
lloQa
D(Im SiC plate
(b) (c)

Figure 3: Photographs of (a) the 6M oven, (b) of the SiC plate and the relative porcelain positions, and
(c) interior layout of the furnace.

Table 1: Physical properties of some sintered porcelains. Tp and T are the temperature measure by the
pyrometer and by the thermocouple, respectively.

Sample CVG CVB MWO MW1 MW2 MWwW3
Impact
resistance | 0.89+0.28 | 1.05+0.21 | 0.90+0.14 | 1.0340.25 | 1.00+0.15 | 0.81+0.15
(J-cm™?)
Rupt
UPPUTE 1018 +0.03 | 0.17+0.05 | 0.184+0.03 | 0.1940.03 | 0.1940.03 | 0.17 +0.03
energy (J)
Apparent
density | 2.408 £ 0.005 | 2.443 + 0.002 | 2.452 + 0.013 | 2.439 = 0.027 | 2.439 + 0.029 | 2.398 + 0.083
(grem™?)
Open
porosity | 0.30+£0.15 | 0.51+0.29 | 2344202 | 043+0.15 | 0.41+0.17 | 1.75+2.05
(%)
Tp (°C) — 1315 1350 1365 1380
Tr (°C) 1380 1268 1313 1322 1349
T
tme 200 64 70 68 70
(mim)
Sample MW4 MW5 MW6 MW7 MWG
i t resist
mpact TESIAnCe 1 0674£0.15 | 1054027 | 078+£0.13 | 0.8940.14 | 0.86%0.26
(J-cm™)
Rupt
up uzi)e“ergy 01540.02 | 0204005 | 01440.03 | 0.16+0.03 | 0.17+ 0.05
Apparent density
e 2.331 + 0.047 | 2.438 + 0.029 | 2.436 £ 0.047 | 2.428 + 0.047 | 2.410 + 0.027
(grem™)
o it
pen(f;o)ms‘ Y 3704565 | 0.56+0.027 | 0.36+0.15 | 0.29+0.07 | 0.31+0.18
0
Tp (°C) 1400 ~ 1365 1358
Tr (°C) 1372 ~ 1325 1315
Time (mim) 70 70+5 70 + 10 70 + 20 66
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Figure 4: Sintering cycle for the MW1 sample.
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Figure 5: Impact resistance and apparent density as function of the sintering temperature. (read with the
pyrometer).

sintered (CVG — 1380°C). Figure 4 presents the sintering cycle for the samples MW1 and Figure 5
the average, minimum and maximum impact resistance and apparent density for some samples
as function of sintering temperature. References (conventionally sintered) of biscuit and glazed
porcelain cups are also presented.

From Figure 5 we conclude that the best sintering temperature for the biscuit samples is around
1350-1365°C. Although in industrial conventional heating the maximum sintering temperature is
close to 1380°C, this temperature is measured with thermocouples whose tips are measuring the air
temperature. Industrial practice gives that the effective porcelain temperature is lower, normally
between 1350°C and 1360°C. Comparing with the temperature (measured with the pyrometer)
of the samples sintered with microwave radiation, these temperatures are in accordance with the
temperatures of our best samples, MW1&2, for the biscuit and MWG for the Glazed sample.

The thermal delay between the temperature given by the thermocouple and the real temperature
in the porcelain material at the minute 35 it is about 160°C. This difference decreases for values
close to 35°C for higher temperatures. This difference is not very high, but it can be significant
enough to produce the bloating phenomenon (bubbles formation) [15, 16]. Nevertheless, it must be
taken into account that the measurements reported from compared measuring instruments were
obtained from different spots.

5. CONCLUSION

The number of samples and their positions are very important in the heat homogenization.

The relationship between the porcelain density and the sintering dwell time duration is not
conclusive, but results indicate that the dwell time can be eliminated. The tip of the thermocouple
lies fairly close to the material sample, approximately 1 cm from its surface, and for the maximum
temperature its reading is nearly 35°C lower than the temperature measured by the pyrometer.
This difference is not very high, but it can be significant enough to produce the bloating phe-
nomenon. The best results are for the samples MW1 & MW2, with sintering temperatures close
to 1355°C. With the adequate control of a few microwave generators, it is possible to create a
uniform electromagnetic field and therefore a more uniform heating, even at high heating rates. It
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is shown the viability of microwave radiation sintering of utilitarian porcelain. This technology is
a good alternative to the conventional heating, allowing shorter sintering times. It is also shown
the relevance of accurate temperature measurements. As consequence, we exclude the existence of
a non-thermal microwave effect in the microwave sintering of porcelain tableware.
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Abstract— A Volume Integral Equation (VIE) Method was developed to simulate optical
wave diffraction on metal-dielectric one and two dimensional diffraction gratings based on flat
multilayered structures with regular inhomogeneity in each layer. Exact solution of the equation is
obtained with the Galerkin method, taking into account complex dielectric permittivity of metals
and semiconductors in optical range. The Method is applicable for s and p polarized waves.
As objects to investigate we chose metal-dielectric photonic crystals and multilayer reflective
dielectric-semiconductor diffraction gratings. Dispersion characteristics with windows of opacity
are found out. The results are compared to the simulations done by commercial numerical
software.

1. INTRODUCTION

Mathematical and computational methods in electromagnetic theory have been attracting an in-
creasing attention of scientific community because of recent hi-tech progress. Implementation of
photonic and plasmonic nanostructures significantly expends horizons of signal processing. The
unique capabilities of plasmonic waveguides to manipulate light signals in volumes less than diffrac-
tion limit will allow us to increase device densities in integrated photonic circuits. Plasmonic based
sensors and detectors have already been used in biomedicine and optical communications [1]. High
power laser systems recently reached PetaWatt power [2], and their progress led to the develop-
ment of multilayer dielectric (MLD) diffraction gratings. Nowadays MLD gratings with impressive
performances and size have been designed and manufactured by several companies [3, 4]. Better un-
derstanding of light diffraction and propagation ensures effective design of nanolayered diffraction
gratings and photonic crystals. To proof a design accuracy, the same object needs to be simulated
by different methods.

The majority of mathematical methods for calculation of electromagnetic fields can be split in
two groups. The first group, the methods based on direct solution of wave equations with defined
boundary conditions, includes finite-difference time-domain, the finite element method, and the
finite integration technique. In the second group of methods the boundary problem is reduced
to the solution of integrals, the integra-differential, pairs of integrals, and pairs of sum equations.
The advantage of the first group of methods is their versatility. Their disadvantages are high
requirements for a computer processing power, long calculation time, the need to digitize not only
the scattering object, but also the space around the scatterer, and difficulties with simulations of
small-scale elements. In addition, there is a problem with satisfaction of boundary conditions for
radiation to open space. For the second group of methods these problems do not exist. The choice
of the integral equation (IE) type is defined by the structure of the object under investigation.
Therefore, the methods based on the IE solution are not as universal as the methods in the first
group, but computer programs based on them work several orders of magnitude faster.

The main goal of this paper is a development of new semi-analytical method to solve vec-
tor integral-differential equation, describing electromagnetic wave diffraction and propagation in
twodimensional periodic all-dielectric and metal-dielectric structures. As the subjects of investiga-
tion we chose plane wave propagation in photonics crystals and laser pulse diffraction on multilayer
dielectric diffraction gratings. Both objects are planar multilayer structures formatted of dielectric
or metallic layers (number of layers is N;) in Ny layers there are insertions. The insertions are
periodical with period — d. Dielectric layers are parallel to the plane z = 0. The number of
layers in a structure is arbitrary, top and bottom layers are half infinite and the layer numeration

is from top to bottom. Plane electromagnetic wave of arbitrary polarization Ee (z,y,2) is incident
on the first layer. Horizontal cross-section of the insertion has an elliptical shape, and the size of
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Figure 1: Structures under consideration.

the ellipse depends on the vertical coordinate z. The vertical cross-section is a trapezium. Because
the number of insertions and their locations are arbitrary, we can simulate structures of absolutely
arbitrary cross-section. Dielectric constants of the layers are complex, which gives us a possibility
to simulate metal layers in optical wavelength range. The grating is periodical in x direction, and
fields can be described by function exp (—ik,x) where (k1 4, k1, k1,2) are wave vector components
of incident wave.

2. VOLUME INTEGRAL METHOD

In Lerer’s paper [5] the problem of diffraction on a multilayer two-dimensional dielectric diffraction
grating was reduced to the solution of a volume integral-differential equation (VIDE). VIDEs have
several advantages: they are simpler than surface ones [6]; inhomogeneity and nonlinearity do not
make simulations more complicated as it happens in the case of surface equations and also the
method gives an electrical field inside of insertions as the equation solution.

One embodiment of this method was implemented in paper [7]. In this paper we propose
another implementation of the method for more complex DR and an arbitrary direction of external
electromagnetic wave propagation. Since the structure is periodic, the equation is solved only inside
of the volume of one insertion with cross section S:

Dy (y, 2)

T

=E; (y,2 Z Z/exp[zﬂqy Grs (2,2)) Ds (2') dy'd?’, r=1,2,3, yze S (1)

q——oo s=1

where Yy=y— ylv DT (y7 Z) = E?“ (ya Z) T(yZ), T (ya Z) :5b(yz)/€2 - 571(2)7 /Bq = 2(17” + kl,xkl,ykl,z> are
projections of incident wave vector, €,(2),¢ep(zyz) is dieletric permitivity of ambient layer at the
point of observation and of insertion. The expressions for the elements of tensor Green function g,
for external field E¢(yz) were developed in [8]. E¢(yz) is the incident field plus the field scattered by
the multilayer structure without inhomogeneity. If the plane of incidence is y = 0 the Equation (1)
splits into two equations which describe either TE or TM waves.

The Equation (1) is bi-singular [5] and effective numerical simulation methods supposed to
take this fact into account. A method to simulate optical metallic nano-vibrators based on semi-
analytical IE solution was presented in papers [5] and [8]. The method is based on integral rep-
resentation of Green Function. The VIDE kernel singularity shows itself in slow convergence in
matrix elements of the set of linear algebraic equations obtained by the Galerkin Method. It is
simpler to improve the convergence than to make integral kernel singularity regularization. This
approach was used in this work. We seek a solution in the form

N,—1 N,

Dr(y2) =" > X Vw(y',2)

pn=0 v=1

where X, are unknown coefficients, V,,, (y'2’) are basis functions, where V,,, (y, 2) = Y, (y) o (2),
Y. (v) :CWPH(y;—y”), where P, are Legendre polynomials, ¥, are coordinates of inhomogeneity

center, [, is the inhomogeneity half-width at z =z,, z, is a knot of spline function al(,l) (z) and
the constant C),, is chosen so that the Fourier transformation of Y, (y) can be represented as
f/,“, (By) = (— )“J“(*B”lzi()%’z,) exp (—if4yy). For one dimensional grating the asymptotic series is
summed analytically.
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3. SIMULATION RESULTS

In this work we investigated two types of photonic crystals (PC). The first one is sieve-looking,
made of several dielectric layers with round periodical halls in them. In particular, the structure
consists of three layers of dielectric, placed on a dielectric substrate, as shown in the Fig. 2.

1.40

1.35

1.25

Effective refractive index, n'
8
L

1.20 . . v Y v . . .

Wavelength, A (nm)

Figure 2: Dispersion characteristics of waves propagating at different angles to the axis = in all-dielectric
PC [Fig. 1(b)]. Black solid curves correspond to ¢ = 0°, green to ¢ = 10°, red to ¢ = 12°, and blue to
@ = 14°. The dashed curves depict the result for ¢ = 0° obtained by Ansoft HFSS commercials oftware. All
dimensions are in nanometers.
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Figure 3: Dispersion characteristics for PC made of silver cylinders placed on a two-layer dielectric structure
[Fig. 1(c)]. The dielectric layer thickness is b = 100nm on the upper graph and b = 150nm on the lower
graph. The red symbols refer to cylinders of 70 nm diameter, black to 90nm. A wave propagates at the
angle ¢ = 0°.

Two-dimensional grating is perforated in two upper layers. As can be seen from the Fig. 2,
the PC has a window of opacity. In the opacity window area the phase velocity of zero harmonic
with a normal dispersion (p = g = 0, p, ¢ are the numbers of spatial harmonics on = and y axes,
respectively) and minus first harmonic with anomalous dispersion (p = —1, ¢ = 0) become equal,
and dispersion curves for both harmonics merge and make one wedge-looking curve. From the
equality of phase speeds for these spatial harmonics it follows that wavelength in the middle of
opacity window satisfies the condition

d
Tncos p= 0.5, (2)

where d is PC period. At this wavelength, waves reflected from neighboring insertions interfere in
phase, and wave propagation in the PC becomes impossible. In the Fig. 2 we can see that opacity
window moves toward shorter wavelength when the angle of propagation changes from 0° to 14°,
what is consistent with the Equation (2). Also, from our calculations, we found that waves with
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wavelength longer than 665 nm cannot propagate in the structure on Fig. 2, if we remove reflecting
heterogeneities in the form of air holes. This happens because the effective refractive index of such
layered structure without holes becomes smaller than refractive index of the substrate and so the
waves leak into the substrate. For comparison of VIE method with modern numerical methods, we
simulated this structure by HFSS code, and placed the result in the Fig. 2 as a dashed curve.

In the Fig. 3, a plasmon wave propagates on the boundary of perforated silver layer and dielectric
substrate. Losses at the edges of opacity window drastically increase, and in the framework of low-
loss model we cannot close curves. For A < 776 nm ERI is less than substrate refractive index,
wave leaks into the substrate.

Following the needs of chirped pulse amplification lasers we designed a multilayer diffraction
grating for pulse compression. The grating design is shown in the Fig. 4; a central wavelength
1053 nm, grating period of 17401/mm and the angle of incidence 72°. The grating reflective mirror
consists of chirped stock of thirteen HfO2/Si02 layers with all the structure planted on fused silica
substrate. The thickness of the bi-layers is linearly increasing from corrugated layer to substrate.
The grating has a wide reflective bandwidth: 98% of reflective efficiency into the —1st diffraction
order for bandwidth 1030-1070 nm, and can be used in ultrafast lasers based on neodymium glass.

For the lasers with central wavelength 910 nm we used more sophisticated design of diffraction
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Figure 4: (a) MLD grating structure and the field reinforcement |E/Ey| inside of the MLD structure, duty
cycle 43 (100*the distance between grooves at half depth/grating constant) and trapezoidal angle 5.7°. All
distances are in nm. (b) Diffraction efficiency vs wavelength simulated with commercial package LightTrans
Virtual Lab by Fourier Modal Method and semi-analytical Volume Integral Method.
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Figure 5: (a) MLD+semiconductor grating structure and the field reinforcement |E/Ey| inside of the MLD
structure. The presented MLD grating has a period 700 nm, groove depth 550nm, duty cycle 0.4 and
trapezoidal angle 7°, which is the angle between the side of trapezoidal groove and z-axis. (b) Comparison
between semi-analytical Volume integral equation method (VEM) and Fourier Modal Method (FMM) in
LightTrans Virtual Lab.
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grating than for lasers with central length 1053 nm. Here we present Littrow-mounted semiconductor-
dielectric reflective diffraction grating with efficiency higher than 96% over 100 nm. The corrugated
layer is made of fused silica and two top bi-layers are made of hafnia/silica. At the bottom of the
multilayer stack we incorporate three silicon/fused silica bi-layers. The idea to use silicon/silica
bi-layers is based on low light absorption by silicon for wavelengths longer than 900 nm and on rel-
atively big difference in refraction coefficients of silicon and silica [11]. The grating design, electric
field distribution and diffraction efficiency are presented on Fig. 5.

4. CONCLUSION

A Volume Integral Equation (VIE) Method was developed to simulate optical wave diffraction on
metal-dielectric one and two dimensional diffraction gratings based on flat multilayered structures
with regular inhomogeneity in each layer. Exact solution of the equation is obtained with the
Galerkin method, taking into account the complex dielectric permittivity of metals and semicon-
ductors in optical range. As examples of photonic crystals we simulated sieve-looking diffraction
grating placed on multilayer dielectric substrate and metal forest-looking grating placed on multi-
layer dielectric substrate. The results are compared to the simulations done by commercial numer-
ical software Ansoft HF'SS. Also, VIE Method was applied for a design of broad-band multilayer
reflective diffraction gratings for compression of high-energy ultra-short laser pulses. Electric field
distribution inside of the gratings is also numerically studied. The results were compared to the
simulations by numerical Fourier Modal Method in LightTrans Virtual Lab. The methods show
excellent agreement.
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Abstract— A movement of a microwave magnetic field near a dipole, which is excited by a
plane electromagnetic wave, is investigated theoretically. The total microwave magnetic field H
being a superposition of fields of incident and scattered waves is under consideration. A varactor-
loaded dipole is simulated by equivalent oscillator. It has been shown that projections of the field
H of electromagnetic wave near the dipole satisfy the canonical ellipse equation (in the general
case). This ellipse’ orientation and magnitudes of half-axles depend on electric parameters of
the equivalent oscillator as well on the dipole length and distance from it The total magnetic
field H rotates in one direction at frequencies above the frequency wy of the dipole resonance
(DR) and in the counter direction below wg. Viz, left-handed H-field takes place at frequencies
w > wp while right-handed H-field corresponds to w < wg. When the dipole break is loaded
with a varactor one can change the capacity C of the equivalent oscillator by application of bias
voltage to the varactor. It results in tuning the DR. Electrically tunable DR can switch sense
of rotating of the magnetic field. This effect in aggregate with the phenomenon of ferromagnetic
resonance (FMR) in ferrite can provide electrically controlled nonreciprocity of transmission of
microwaves. It can be useful in information technologies (IT) for development of fast-switched
nonreciprocal devices.

1. INTRODUCTION

Dipoles are often used as elements of antennas and delay lines. At the last years there has been
increasing interest in studies of metastructures based on resonant dipoles or other conductive ele-
ments (e.g., see [1,2]). Usually, polarization of the electric field of these structures was subjecting to
more detailed analysis. Now interesting effects have been observed in metastructures containing fer-
rite and chains or gratings of conducting elements [3-10]. These metastructures possess microwave
nonreciprocity and are of interest for development of microwave devices such as nonreciprocal iso-
lators and circulators. In these cases microwave nonreciprocity is due to different absorption of the

wave whose sense of rotation of magnetic field H coincides with sense of precession of the ferrite
spins, and of the wave possessing the opposite sense of magnetic field rotation [11]. That is why it
is important to study properties of microwave magnetic field on a neighborhood of dipoles. Such
searches were undertaken in papers [6-8, 10, 12].

Traditional experimental techniques can only provide data about the electric field. In [12]
method of measurements of properties of magnetic field of surface wave was proposed using the
resonance excited in a single planar double split ring. It has been shown experimentally that near
planar grating of parallel dipoles irradiated by a plane wave with electric field parallel to dipoles,
the microwave magnetic field lies in the plane orthogonal to dipoles and has both transverse and
longitudinal components.

apers [6-8,10] are devoted to theoretical investigations of gratings of conducting resonant el-
ements (dipoles, double split rings, spirals, etc.) which were simulated by bianisotropic (in the
general case) layers. In accounts [7,10] it was used effective parameters (effective permeability and
refractive index) of bianisotropic media [13-15]. It has been shown that near a bianisotropic layer
the microwave magnetic field is rotating, the rotation senses being opposite at the right and at the
left of the layer. The connection between microwave nonreciprocity and the magnetic field rotation
has been noted. It was also found that there is reversal sense of the wave magnetic field rotation
under transposition of the bianisotropic layer and ferrite as well under re-tuning between ranges of
forward and backward waves (if the metamaterial is “left-hande” in some frequency diapasons).

Recently, it has been found experimentally that using a single varactor-loaded dipole one can
control the nonreciprocity via voltage change [16-19]. Because the time constants of electrical
control devices is in orders less than the time of ferrites magnetization reversal which takes place
under traditional magnetic handling (e.g., see [20-22]), such metastructure can be a basis of fast-
switched nonreciprocal devices and therefore causes peculiar interest.
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In the paper under presentation it is theoretically researched behavior of a microwave magnetic
field near a single dipole which is excited by a plane electromagnetic wave.

Theoretical methods based o effective parameters are inapplicable to this case. Therefore we
carry out direct computations.

2. ELLIPTIC POLARIZATION OF TOTAL MICROWAVE MAGNETIC FIELD
The task configuration is depicted in Figure 1.

Z, Eoinc
dipole

e

y k

x’ HOIHC
Figure 1: Disposition of dipole with respect to incident wave. k, EI¢, HI'® are wave, electric and magnetic
vectors of incident wave.

A plane electromagnetic wave
e 1. . - 1. .
ETC = 525 {Epexpli(wt — ky)] +cc.}, H™ = é'xi {HE expli(wt — ky)] +cc.} (1)

falls onto a dipole that is placed as it is pictured in Figure 1. Here €;are the coordinate orts, wave
number k = 27/, the dipole length I << A. The ratio of electric and magnetic amplitudes is equal
to the vacuum wave impedance Zy = E}°¢/Hue.

The scattered wave is characterized by complex amplitudes of projections of its magnetic field
which in spherical coordinates are [23]

a5t — Il sin O <eXP (—ikr) exp (—ikr)
4

+ik

® T 72 r

) , H;cat — Hicat = 0. (2)
Here 0, ¢ are zenith and azimuth angles, r is radial coordinate. I, is complex amplitude of z-
projection of the current that induced in dipole by electric field of the incident wave (1). To
determine it let us simulate the dipole by equivalent oscillator possessing a capacity C, an induc-
tance L and a resistance R. Introducing the oscillator impedance Z, current phase o and resonance
frequency wy

7 = \/R2 + (wL —1/wC)?, o =tan™! [(1 —w?/w)/wRC], wo= (LC)~'72, 3)

one can easily find that .
I. = H%1(Z0/Z) exp (o). (4)

Complex amplitudes of nonzero Cartesian projections of the scattered wave magnetic field are
H3e — _ [I1%¢ g sin § sin @ exp (i6)), Hzcat = H%gsin f cos p exp (if3) . (5)

Here the notations are

Zol?
g= 47T0Zr2 V1+k2r2, B=a—kr+tan ! kr (6)

Figure 2 shows vectors of magnetic fields of incident and scattered waves and their projections.
Magnetic fields of both incident and scattered waves are plane-polarized. Let us consider their
superposition at points .#y (r,0 = 7/2,p =0) and #; (r,0 = 7/2, ¢ = m) that are placed in the
entry plane (y = 0) symmetrically with respect to the dipole. Normalized total magnetic field in
this points is equal to i (t) = H/HDC = &,h,(t) +éyhy(t) = € coswt+€,G cos (wt + ). Magnitude
G = +g, “4” and “—” refer correspondingly to points .#y and .#,. Turning the coordinate system
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Figure 2: Magnetic fields of incident and scattered waves at an arbitrary point &.

around z-axis on the angle ® = 0.5tan™" (2G cos 3/(1 — G?)) one can obtain that the magnetic
field projections on new axes z’, 3’ satisfy the canonical ellipse equation

hib? + hob,? = 1. (7)

It confirms and extends the derived for kr << 1 proposition of [19] about elliptical polarization of
microwave magnetic field near a dipole. Figure 3 shows rotating microwave magnetic field.

25— 25
i I:J. fr], i
2.0 P 20 - e :
s : / = !
1.5 — o i \'., 1.5 Ir . ;
1.0+ -g=05 = —J% 1 " N “\\\\
—g=2 _,_,.H—""_'_Fﬂ_—_'_ :_‘r’ 1
| __,_.-'—"'"_' et _ — t
05 ] 0.5 !
0.0 —~ - : 0.0 S
/ ; ‘\\ g ¥ .?’
05 A i 0.5+ e N
/ - : i Y W LA
1.0 ] e 7 I 1.0 —] T
™ | -g=05 | L
1.5 - 1 1 1.5+ —g=2 - ! {
1 s [ g e ! |
LR § ] — ;
1 - : 1.
2.5 T T T I T e _2'5 T T T : T 1
10 05 0.0 05 10 10 05 0.0 0.5 10
(@) (b)

Figure 3: Movement of normalized total microwave magnetic field h in points .#; (a) and .#, (b) for various
values of g. Straight arrows depicts field h in instants of time ¢ =0 (No. 1, red) and ¢ = 7<7/2w (color) for
g = 1. Bent arrows point sense of rotation of h. Brown lines (No. 2) correspond to wy<w, magenta lines
(No. 3) correspond to wp>w.

In (7) inverse squares of half-axles of the ellipse, along which the end of the vector H(t) moves,

are equal to
_ 1+g° . 2¢gsin 0 2
b2, =—7  |1Fsign(cos2®)y|1— | =LT—L . 8

x'y QQQSiHQﬂ + sig ( )\/ <1+92 ()

Elliptical polarisation degrades into the plane one when g — 0 or sin 8 — 0 as well under g — oo.

First condition takes place by sizeable moving from resonant frequency wg, second one can be
fulfilled near exact resonance under small kr. Curves of Fig. 3 have been calculated under the last
condition for frequency detuning from the resonance on half-width of resonance curve for which
a=+t7/4.
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As follows from Fig. 3, re-tuning between these frequencies changes sense rotating of total
magnetic field. Obviously, the same effect can be gotten by re-tuning of resonance frequency wy.
The last can be provided with varactor-loaded dipole by application of bias voltage to the varactor
that changes the capacity C of the equivalent oscillator.

3. CONCLUSION

It has been developed unique features of microwave magnetic field H near a dipole due to incident
and scattered fields’ superposition. Particularly, rotating of total microwave magnetic field nearby
a dipole and possibility of change of this rotating sense have been revealed. Thereby the way to
explanation of effect of the nonreciprocity electric control [17-19] has been found.
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Abstract— The authors report on an analysis of conditions on the boundary between layers
having varied electromagnetic properties. The research is performed using consistent theoretical
derivation of analytical formulas, and the underlying problem is considered also in view of multiple
boundaries, including the effect of the propagation of electromagnetic waves exhibiting different
instantaneous speed.

The paper includes a theoretical analysis and references to the generated algorithms. The main
algorithm was assembled to enable simple evaluation of all components of the electromagnetic
field in relation to the speed of the wave propagation in a heterogeneous environment. The
proposed algorithms are compared by means of different numerical methods for the modelling
of electromagnetic waves on the boundary between materials; moreover, electromagnetic field
components in common points of the model are also subject to comparison.

The article describes the obstacles in comparison of different principles based analyses. Thus,
analysis using numerical modelling performed via the wave equation in the ANSYS and the
applied methods in the Matlab program.

When in conjunction with tools facilitating the analysis of material response to the source of
a continuous signal, the algorithms constitute a supplementary instrument for the design of a
layered material. Such design enables the realization of, for example, recoilless plane, recoilless
transition between different types of environment, and filters for both optical and radio frequen-
cies. This phenomenon occurs in metamaterials.

1. INTRODUCTION

Inhomogeneities and regions with different parameters generally appear even in the cleanest mate-
rials. During the passage of an electromagnetic wave through a material, we can observe amplitude
decrease and wave phase shift. These phenomena are due to the concrete material characteristics,
such as conductivity, permittivity, or permeability [1]. If a wave impinges on an inhomogeneity,
there occurs a change in its propagation. The change manifests itself in two forms, namely in
reflection and refraction. In addition to this process, polarisation and interference may appear in
these waves [2].

In the Matlab program, algorithms were created that simulate reflection and refraction in a
lossy environment on the boundary between two dielectrics. The reflection and refraction are in
accordance with Snell’s law for electromagnetic waves, as shown in Fig. 1(a).

The interpretation of the propagation of electromagnetic waves on a layered heterogeneous
medium is expressed by the formula

E, = Eypg; - e KT By = By - e 7K (1)
where E,; a Ey are the reflection and refraction of the electromagnetic waves on the boundary
line (I = 1, ..., max) according to Fig. 1(a), E; is the amplitude electric field strength on the
boundary line [, pg; and 7g; are the reflection coefficient and transmission factor on the boundary
line I, k; is the wave number of the layer, r; is the electromagnetic wave positional vector on the
boundary line I, u,y and u,,; are the unit vectors of the propagation direction.

2. OBLIQUE INCIDENT WAVE ON A LAYERED MEDIUM

The Matlab-based analysis using Equation (1) was performed in the planar layers. Fig. 2 show
the response of the environment of 5 layers with the same thickness d = 20mm. During the
transmission, the wave at the frequency of 1.5 GHz passes through a material 1 with parameters
g1 =1, pu1=1land 1 =1- 10798 /m, where the wave is reflected andrefracted. Furthermore,
the wave propagates through material2 with parameters €,0 = 81.6, pyo = 0.999991, and o =
4.405 - 1079S/m. The incidence of the wave on boundary 1 is at the angle of 6. The described
configuration is according to Fig. 1(a). The selection of the material parameters is only of testing
character, and thus it does not have any special meaning.
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Figure 1: The reflection and refraction of the electric component of an electromagnetic wave on a layered
medium: (a) layout, (b) Matlab for 2000 cycles.
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Figure 2: The strength of the electric component of the TE wave on a layered medium at the angle 6y = 30°.

The results of the analysis shown in the images consist in the modules of the electric field
strength E along the boundary between the first layer and the external environment. The analysis
of the response to the incidence of an EMG wave on the surface of a multilayered environment
within the given time interval is presented in Fig. 2; here, the module of the electric field strength
E is introduced depending on the plane leading from the centre of the model towards its edge. The
distribution of the modules of the electric field strength E on the surface of the material is obvious
from the waveform of the EMG waves propagating through and reflecting from a multilayered
material, as shown in Fig. 1(b).

3. COMPARISON WITH FEM MODEL

In order to verify the properties of the analytical model, we used numerical approach utilised the
finite element method (FEM). As the mathematical expression, we applied the enhanced wave
equation for a lossy environment:

0%u .
Viu + f +gat2 fe(x,y,2,6) =0, VYg(x,y,2) #0, Vf(x,y,2) #0, in Q (2)

where u is the searched functional, f a function of the electromagnetic wave damping, g a function
of the electromagnetic wave excitation, f. a function of the lossy environment, 2 the defining
domain of variables and functions.

Direct comparison of the different analysis results obtained via the applied methods can be
performed only with substantial difficulty. For this reason, we designed algorithms to evaluate
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the selected time intervals in the ray-tracing model. The evaluation of the module of the electric
field strength E on the surface of the material at these time intervals is indicated in Fig. 3. A
continuous electromagnetic wave was generated by the source. A suitably selected time interval
of the medium response expressed by the maximum values of the electromagnetic field strength
facilitates verification by the instantaneous values obtained via the applied finite element method.
Fig. 3 shows that the results acquired through both analyses are comparable.

Amplitude of the electric field strength
E (6 =30°)

IE| [Wl‘“j] Matlab-based analysis —
’ ANSYS-based analysis —
1.4 4
13
1,2
1,1
1.0
0,9
0.8
0,7 I .' . I 1 : i
o2 o004 T 006 " 008" 0]

Distance [m]

Figure 3: The diagram of the distribution of the electric field strength E: for 6§y = 30°, on the surface of the
material, and in the plane of incidence.

4. VARIOUS PARAMETERS OF THE INCIDENT WAVE ON A LAYERED MEDIUM

Figure 4 compare the distribution of module of the electric field strength E, which is sent from
the source in the form of one pulse and the continuous signal. Fig. 4(a) shows the distribution
of the wave, which is propagate from the pulsed source in the form of one pulse of one period.
Fig. 4(b) shows the distribution of the waves, which are propagate from the source during a time
t = 20 - T. The response of the material is represented by superposition of the reflected and
transmitted electromagnetic waves.

The thickness of the layers in this analysis is d = 100 - A, where X\ is the wavelength of the
wave emitted from the source with a frequency f = 700 THz. This response is independent on the
propagation time, as shown a comparison in Fig. 4. Results of the analysis are shown in this figures
are for incident at the angle g = 30°.

Amplituce of the electric field Phase of the electric field Amplitude of the electric field Phase of the electric field
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*53 B z B
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= a1o e = 1
07 = 14 :
E g
0.6 = 05 12 05
o ‘ ‘ 10 ‘
0+ | ot |
0.4 ‘ 8 ‘
03 -0.5 6 -0.5
02 | 4
-1.0 -1
0.1 21| ‘ |
0 h‘w. |.|v L1 PN S M\-_i U\ 1/ B M S
0 05 1 15 2 25 3 354 0 05 1 15 2 25 3 35, 05 1 15 2 25 3 3.54 05 1 13 2 28 3 35 i
z [m107) z [m107)] z[m'107] z [m'107]
(a) (b)

Figure 4: The strength of the electric component of the TE wave on a layered medium for d = X - 100 and
(a) t=T, (b) t=20-T(f =700 THz).

Following the interpretation of the analysis by changing the parameters of the model. Fig. 5
shows the same response as in the previous analysis, but with different material parameter €. = 4.
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Fig. 5(a) and Fig. 5(b) compare the change in the layer thickness a change in the angel of incidence.
From the analysis it can be determined that the response is different mainly due to the angle of
incidence. The thickness of the layers are not reflected in changes in the shape analysis of modules
and phases of the electric field strength.

Amplitude of the electric field Amplitude of the electric field

T8 strenght E (&4, = 10°) . strenght E (6, = 10° Amplitude of the electric field Phase of the electric field
= 70 Tls- strenght E(6,=30°) 5.  strenght E(6=30°)
e = & B
= =) Z 161 =
Q — = | |
6 g 14 %
£
5 05 12 =05 ‘
4 19y all ‘ ‘ ; |
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3 i
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2
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0 | -15 ¢ i i | i 0 'I‘ I I-M‘-L‘ _ I L. -1.5 - .
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Figure 5: Oblique incidence on the layered medium for (a) d = A and 6y = 10; (b) d = A/100 and ¢y = 70°
(ero=4,t=20-T, f =700 THz).

5. CONCLUSION

The article presents a comparison of two approaches to the analysis of wave propagation in a layered
material structure. The first of these techniques is based on of the propagation of electromagnetic
waves as defined by analytical formulas (1) and was solved in the Matlab program. The second
approach exploits the FEM applied to the wave equation. The FEM-based solution was conducted
using the ANSYS system. The actual comparison of the results provided by both approaches cannot
be performed directly.

Numerical modelling carried out by means of the wave equation and ANSYS produces a con-
tinuous source of electromagnetic waves. Interference effects between the reflected and refracted
waves arise on the boundary between the layers. Moreover, the interference process is also entered
by the time-delayed waves from the source and by interface reflections [4].

The results of the ANSYS-based analysis of the propagation of electromagnetic waves in a
material in the time-domain corresponds to the resulting distribution of the superimposed field
intensities on individual boundaries of the analytical model. The analytical solution and its algo-
rithms process the time-varying phenomena of the pulsed source. The analytical solution includes
the effect of time-dependent propagation of electromagnetic waves in a heterogeneous medium, and
it results in the distribution of the electromagnetic field at the boundaries during certain moments
of time.

The EMAG module of ANSYS is not a convenient tool for the evaluation of either the pulse
process or the maximum values of an electromagnetic wave in a heterogeneous environment. This
solution, despite being very robust in the time domain, is not suitable for multiple layers due
to the method of the element mesh division. In FEM-based numerical models, the number of
divisions of the discretised mesh can be determined only with difficulty (considering the wavelength
of the propagating wave), and the solution of a large model by currently available means is almost
impossible. Importantly, this drawback can be eliminated via the proposed method. The analysis of
the pulsed source of the electromagnetic wave by means of an analytical model provides expectable
results in heterogeneous structures since the behavior of phase change is uniform. The analytical
solution allows us to analyse the response of the material in detail for the individual parts.
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Abstract— The features of soft X-ray fluorescence spectra of radiation propagating inside
micro-channel plates have been studied in the framework of wave approximation. X-ray and
fluorescence yield due to the grazing incidence reflection phenomenon have been investigated
with respect to the geometry of channel walls. We researched experimental spectra collected
at the exit of micro-capillaries under total X-ray reflection condition and supported them with
theoretical calculations taking into account a surface transition layer at waveguide surface. It
was shown that the wave penetrating through cladding material substantially modifies the wave
field near the waveguide surface. It results in a significant increase of total energy flux inside
guiding layer and leads to additional spatial modulation of the electromagnetic field. Diffraction
phenomena at the exit of a hollow X-ray waveguide (with real and imaginary parts of permittivity)
were investigated using the model of Fraunhofer diffraction of waves at far zone.

1. INTRODUCTION

Capillary optics is one of the fastest growing X-ray optical technologies [1] because of its superior
capacity of generating high flux density beam in the um- and sub um range. Properties and
peculiarities of X-ray beams formed by polycapillary optics have been intensively studied in the
past 25 years [2-6]. Investigations of X-ray waveguides and micro-capillary optics based on the
phenomenon of multiple total external reflections are devoted to ultra focusing properties and
partially coherent beams. Application of the wave optics methods allows the process of guided
transmission of X-ray radiation to be described in details. In microchannels the propagation features
are defined by the radiation interaction with a curved surface and characterized by the waves that
propagate close to the capillary walls. Basic point of the X-ray beam transportation in capillary
channel (as an X-ray waveguide) is the mode regime [2] associated in particular with a surface
channeling of X-ray radiation.

Propagation of X-rays through micro-capillaries is of great interest due to the high efficiency of
radiation transportation by holes of micro-capillaries, and, as a consequence, due to the possibility
for creation of new optical elements conditioning the X-ray beams. In addition to the high practical
importance, capillary optical systems represent a fine tool for studying fundamental features of
radiation dispersion by a surface. The continuing investment in, and development of, new sources
of intense and even coherent x-ray radiation as well as the refinement and extension of methods to
probe matter with these sources attests to the continuing importance of this field.

The micro-channel plate (MCP) systems can be applied to focus and collimate X-rays. The
optics can provide a highly effective low weight device and may be ideally suited for use in a lot
of applications. Grazing-incidence X-ray methods based on the analysis of the secondary radiation
(fluorescence) from a solid surface as a result of interaction with primary radiation have a great
scientific and applied interest. If the grazing angle is less than the Fresnel one, and incident photons
are capable to excite the atomic levels then both X-ray fluorescence and elastic scattering are ob-
served. In the previous manuscripts were published [7-11] experimental results on the spectroscopy
of X-ray fluorescence transportation through the MCP.

One of the goals of this work is to present the theoretical model on transmission of X-ray fluo-
rescence radiation emitted by walls of the silicon glass micro-channels through microcapillary struc-
tures. Inelastic scattering and propagation of fluorescence radiation have been studied in anomalous
dispersion region of the energy range near the Sil. — absorption edge. Also, we have presented re-
sults on X-ray transmission through microcapillary structures, aimed at the Research&Development
of dedicated optics working in “water window” spectral region (energy 100-600eV).
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2. METHOD

2.1. Basic Steps of Our Theoretical Model

» Calculation of propagation constants and constants of attenuation (excitation) too for wave
modes of a single capillary;

» It was considered that wave parameters of the single capillary are correspond to the parameters
of micro-channel plate (MCP) polycapillary structures;

» Mode amplitudes at the input of the polycapillary structures have been calculated with the help
of Kirchhoff - Huygens method;

» Using attenuation (excitation) constants mode amplitudes was calculated at the output of the
capillaries;

» Angular distribution of X-ray radiation at the exit of MCP was calculated on the base of
Kirchhoff-Huygens method,;

» Investigation of the X-ray diffraction (diffraction pattern) at a long distance from the MCP have
been performed using the model of Fraunhofer diffraction of waves.

2.2. Calculation of Parameters of Waveguide Modes in a Single Capillary

X-ray radiation propagates through silicon glass plates in a vacuum inside the holey cylindrical
waveguides (pores). According to our model transition layer was taken into account at the surface
of inner shell microchannels. In this approximation the permittivity (¢ & 1—0 —i(3) varies smoothly
between value of 1 to the value for substrate - dielectric constant of silicon glass (see Figure 1).

Vacuum

Substrage

Figure 1: The model of transition layer for the waveguide channel surface.

In addition, we can taken into account an insignificant polarization of X-ray waves in the X-
ray waveguide (Je| = 1) and field was described with the help of scalar potential ¥(r,p,z) =
U(r) cosmp exp(—ivyz), where v — is a complex propagation constant. Function ¥(r, ¢, z) satisfies
to the Helmholtz equation

AV (r, @, z) + k2e (r)U(r,p,2) =0

A — is the Laplace operator, k = 27 /A, A — is a radiation wavelength in vacuum.

In the frame of our approximation of transition layer the cylindrical transition layer (inner shell
of the micro-channel) was deviated into N sub-layers (rings in the cross section). The permittivity
of the each ring is a constant and it was determined by the dielectric constant corresponding to the
radius of the middle of this ring. The dispersion equation for the complex value of the propagation
constant v can be solved numerically using the math method proposed in [12].

2.3. The Calculation of the Mode Amplitude at the Input of the Capillaries

We considered a propagation of plane waves and coordinates z = 0, z = —h corresponded to the
entrance and exit of waveguide ends respectively. The math expression below is present by a plane
waves at the input of the capillaries

U (1, 2) = exp [i (kpx + k.2)], (1)
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where k, = ksiny, k., = kcosy, ¢ — grazing angle between the X-ray beam and wall of the
microchannel wall. In the plane of z = 0 we have

Wt (1,0) = exp (ikyx) = exp (ikyr cos p) = 2 Z V@™ I, (kz1) cos mp

m=0
(2)

n =20,
n # 0.

At the entrance of the capillary the wave amplitude A,,,(0) can be calculated with the help of
integral:

1
Vp=1+2’
1,

R 2w
Amn (0) = /Td?“ / \Ijewt (T Cos ¢, 0) Vinn (T, 2 0) d(p (3)
0 0

After substituting the Equations (1), (2) in the (3) was obtained the relations:

Apn =210 (M Ky ki, R)
R
I(m, Kmn, kz, R) = /er (kyr) I (Kmnt) dr
0
EmnJdm—1 (HmnR) Im (sz) — kzJdm (KmnR) Jm—1 (ka)
R 2
(Kmn)” — k2

Kmn — transverse wave mode number which has index mn.
The amplitude at the exit of the capillary is equal:

Amn (h) =Amn (0) exp (_V&nh) s

where v/ = Im~,,, is the attenuation coefficient in the case of 7./, > 0, and excitation coefficient
for ~7 . < 0.
Summary field in the capillary was calculated in our model as:

Us (r,¢,2) = Z Z ApnUnn (1,0, 2) = Z Z Apmndm (Kmnr) cos my exp (iYmn2) (4)
m=0n=1 m=0n=1

2.4. Angular Distribution of the X-ray Radiation Intensity Calculation Collected at the Output
of the MCP

The radiation field at the output of the MCP was consider as a double row on spatial harmonics

o0

Vi(x,y,2) = Z Z Byg exp [ixpq (2,9, 2)] (5)

p=—00¢=—00

where By, — is the amplitudes of spatial harmonic and xp4(z,y, ) is the phases.

We have taken into account for X-ray condition of z >> X to perform calculations only for waves
k> ppg-

The amplitudes of space harmonics can be estimated with the help of integral:

R 2w

qu - /Tdr / 4 (I’, Y, h) Us, (’I”, 2 h) d(/? (6)
0 0

After substituting the Equations (4), (5) in the (6) was obtained the relations below:

Bpg =21 Y ™Y Al (m, K, ppg, R) (7)
m=0 n=1
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In the calculations in (7) in the sum over n considered only propagating waveguide modes, the
upper limit of summation in the sum over m was selected numerical experiment, it usually does
not exceed three. Each space harmonic — is a plane wave which projections of wave vector on the

axis “x, y” are equal to ay, [gp, respectively. The angles of the diffraction peaks (in the spherical
coordinates) are defined by

kg pg = Kk cos ppgsinblpg = oy, ky pg = ksin@pg sin O, = Byp,
k. pg = kcosbtpg = Ypq-

3. RESULT

In this work, we have studied the angular distribution of the X-ray field passed through microchan-
nels whose energy corresponds to the anomalous dispersion region of the SiLs 3 absorption edges.
The transition layer was considered as a waveguide, where the total reflection effect occurs only at
the interface with the material. Radiation leaves the transition layer at the interface with vacuum;
as a result, the wave rapidly damps. The damping of the wave in the waveguide can be compensated
in the presence of amplification owing to the excitation of X-ray Sil. fluorescence inside this layer.

The experimental layout shown in Figure 2, describes the optical configuration available at the
Polarimeter end-station of the UE52_SGM at the BESSY II synchrotron radiation facility. We used
for the experiments ~0.3 mm thick MCPs with a hexagonal shape in the transverse cross-section,
made with a lead silicate (PbSiO3) composition, manufactured by the BASPIK [13]. Such compact
optical devices contain regular holey channels with a diameter of 3.4 um and with a pitch size of
4.2 um. As shown in Figure 2, the entrance surface of the MCP was illuminated by a primary
monochromatic radiation. The radiation propagating inside the micro-channels was collected by
a single photodiode placed on the other side of the polycapillary structure. In the transmission
geometry, the grazing angle 6 between the incident primary beam and MCP microchannel walls
was set while rotating the device around the “6” axis (see Figure 2).

The angular distribution of the radiation, i.e., the intensity vs. angle at the exit of a MCP, in
the total external reflection condition for different grazing angles of the incident beam has been
investigated. Performing the angular scan of the photodiode position sets at the exit of the MCP
(angles “¢” of the photodiode), we may identify the positions where the maximum intensity of
emitted radiation occurs. For any fixed value of the #-angle between the incident monochromatic
radiation and MCP microchannel walls, the intensity distribution between two maxima ¢ = +6 in
the angular range —¢ < ¢ < 6 has been measured. Finally, the spectra for different 6 angles and
for different positions of the photodiode: ¢1, ¢2, @3, ..., ¢, have been collected.

Figure 3 shows the angular distribution of the radiation intensity at the output of the micro-
channel plate experimentally obtained at the Polarimeter experimental station at the BESSY II
synchrotron center (1) and calculated distributions (2, 3) on the base of the theoretical model
presented here. The performed calculation shows that radiation intensity maxima at £ = 120eV
at the output of the micro-channel plate should be observed at the angles § = +5deg. and
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Figure 2: Experimental layout for transmission Figure 3: Angular distribution of the radiation in-
mode radiation though MCP. tensity at the output of the micro-channel plate.
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0 ~ +3deg.. Two peaks marked by (2) in the figure are lines which have been calculated in the
case of excitation radiation inside the microchannels. We have found that angle of output X-ray
fluorescent radiation does not dependent on the angle of incidence radiation on the MCP.

Thus, the theoretical values are in good agreement with the experimentally observed values.
We attribute the revealed maxima at § = +5deg. with reflection of primary radiation at the exit
and 6 =~ +3deg. in the distribution of the intensity of X-rays at the output of micro-capillaries to
the surface fluorescence waves propagating in the transition layer of microchannels. Experimental
spectrum shows the additional maximum at the angle about # ~ —2 deg. which nature may be con-
nected with X-ray fluorescence radiation according to the theoretical possibility yield fluorescence
at small angles too.

4. CONCLUSIONS

The x-ray fine structures and the angular distribution of X-ray radiation propagating inside mi-
crochannels of MCPs have been interpreted in the energy range of the anomalous dispersion of the
SiLg 3 absorption edges thanks to calculations performed within a model that takes into account a
surface transition layer at the sample surface. In this work was revealed that transition layer where
the total reflection of X-rays takes place acts as an effective waveguide. As a consequence, for a
device whose channels are much longer than the radiation wavelength, the radiation at the exit of
MCPs shows maxima at angles corresponding to theoretical calculations.

In the future it may be allowed to identify optimal transport conditions for the fluorescence
radiation excited inside of microcapillary structures. The fluorescence transport conditions op-
timization is very important for improvement of X-ray focusing properties and, in principle, for
delivery of high flux density on a sub-micrometer area of sample.
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Abstract— Diffraction inside and outside an arbitrary-angled lossless penetrable wedge is con-
sidered in this study. Closed form expressions are presented for the diffracted field in the inner
region of the wedge and the surrounding space in the case of E-polarized incident plane waves.
They are obtained by performing a uniform asymptotic evaluation of the radiation integrals
arising from the use of a physical optics approximation for the equivalent electric and magnetic
surface currents lying on the inner and outer wedge faces. Good accuracy in the evaluation of
the total field, ease of use and implementation in a computer code are the advantages of the
proposed solutions, which permit to compensate the geometrical optics discontinuities.

1. INTRODUCTION

Uniform Asymptotic Physical Optics (UAPO) solutions were proposed in explicit closed form by the
authors in [1] and [2] for evaluating the field diffracted by right- and obtuse-angled lossless dielec-
tric wedges in the inner and outer regions. In addition, the corresponding time domain diffraction
coefficients were derived in [3] and [4] via an inverse Laplace transform. Their knowledge allows
one to evaluate (via a convolution integral) the transient diffracted field originated by an arbitrary
function plane wave impinging on the wedge. The UAPO-based approach in the frequency domain
has been also applied to acute-angled wedges [5] considering a specific range of incidence directions.
The UAPO solutions were able to compensate the Geometrical Optics (GO) discontinuities, accu-
rate when compared with available numerical tools, and easy to handle since expressed in terms of
the GO response of the structure and the transition function of the Uniform Theory of Diffraction
(UTD) [6]. On the other hand, the use of a PO approximation implies inaccuracies in the case of
grazing incidence and in correspondence of the dielectric interfaces.

This research contribution is devoted to extend the analysis in [5] to all possible cases of plane
wave incidence and to provide generalized UAPO solutions, which can be applied to the diffraction
by a wedge with arbitrary apex angle. Such solutions include those proposed in [1, 2, 5] as particular
cases and are obtained accounting for the equivalent electric and magnetic PO current densities on
the internal and external faces of the wedge. Multiple internal reflections and external transmissions
are considered for their explicit evaluation by varying the direction of the incident plane wave.
Numerical tests confirm the effectiveness of the proposed UAPO solutions for the field diffracted
in the dielectric wedge-shaped region and the surrounding free-space.

2. UAPO DIFFRACTED FIELD

A lossless non-magnetic (u, = 1) wedge-shaped region is considered with relative permittivity &,
and propagation constant kq = ko./, ko being the free-space wavenumber. Its surfaces are Sp and
Sp, and the internal apex angle « is assumed less than 7/2 (see Fig. 1). The incidence direction is
perpendicular to the edge and defined by ¢, while the observation point is P(p, ¢). The wedge is
illuminated by the incident electric field E' = Eie~7%"2 (E-polarization).

The approach for obtaining the UAPO diffracted field is the same used in [1,2, 5], and neglects
the surface waves. Two separate diffraction problems are solved by formulating the corresponding
radiation integrals in terms of electric and magnetic equivalent PO surface currents on the internal
and external faces of the wedge.

2.1. 0 < ¢ <7/2

If 0 = /2 — ¢’ is the external incidence angle, the waves penetrate into the wedge through Sy with
the transmission angle 6, = sin~!(sin 6"/ VEr), and travel toward the apex undergoing N reflec-
tions/transmissions before moving away from it. A crucial interaction point is that corresponding
to the internal incidence angle 6%, = (N + 1) a — 6}, = 6. Accordingly, the number of total

internal reflections is N + M + 1, where M = Int [(7/2 — 6}, / . Transmitted waves through So
and S, exist until the total reflection occurs inside the Wedge
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Figure 1: Geometry of the problem.

2.1.1. Internal Region

Ef (P)=[D" + DR'] — == Ejf= = |(DF") 5, + (D) 5, + (D) g, + (D) g | 7 FE )
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(D)5, =5 gy T8 (N 001 00,0, 0) - (DR 5, = 5 = Tol (N)B(M, =G, =01, 92 8) (2)
(DF)g, = S T (V.65 0.60)s (DY), = S LT (N)B (MO pr8) (3
Sn = 9\/2hkg Fn £:0) N  ~Oh:

where T is the transmission coeflicient at the free space/dielectric interaction, I' (IV) represents
the product of the internal reflection coeflicients R, 0}, = 96 p—nao, b = 06 r + ma. Moreover,

B(L, 05,6}, p, ¢) = (sin ¢ — cos 0) F <k:d, 0,2 — &, g — 93)

L [1—1
+ Z; p];[lRp [(1+ R)sing + (1= R)cos0]] F (ka,p2m = 6,5 = 01)  (4)
' L [i-1 ‘ .
B(L,0}.p,8)=>_ [ [T Bo | [(1—Ri) cos 6 — (1 + Ry) sin (¢ + a)]F(kd, pd—(2m—a), 2 — 0;)(5)
oas \P=1
where
(2kpcos (“i“))
F (k, pru, £0) = COS U + COS v (6)
and Fi(-) is the standard UTD transition function [6].
2.1.2. Ezternal Region
d t ext ext ext e—jkop iz
B, (P) = [(DE")g, + (D)5, + (DF")5, + (DF") g, + DI + DR oEE
with
D5t (N1 0,6 D! T (N C(M, 0. 0
( )5’0_ 92 27T]€ 0 ( +1,q 7:07¢)7 ( R)So__2 27Tk'0 0 ( ) ( s —Ums m,p,¢)
(8)
(D) = T e (N +1,p0%,6%,p,0); (D) _ e (N)C'(M, —6%,,6%,, p, &)
L S"_2\/W 0 y P ns> P> ’ S"_2\/m 0 ’ yUms 05
9)

DI+ DR = [(1— Ry)sin¢’ — (1 + Ry)sin¢] F (ko, p, ¢, =¢') (10)
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where

L -1
C(L. 01,0}, p.0) = > T [] By |[sin 6+ cosbf]U (6. — 67) F(ko. p, 6% (5 — 0})) (11)
=1 p=1

leven

L -1
C'(L,61,0;, p,0) =D T T Ry |[sin (6 + ) = cosg{]U (0 — ) Fho, p. (6 + @), i(g - 6f))12)
=1 p=1

lodd
in which 6! is the transmission angle at the dielectric / free space interactions and U () = 1 if
0 > 0, 0 elsewhere.
22. w/2< ¢ <m—a
The external incidence angle is now 6 = ¢/ — m /2. The waves penetrate into the wedge through Sy
with the transmission angle 6f, = sin~!(sin¢’/,/z,).
2.2.1. Internal Region

d int int e har
Efe (P) = (D), + (DR'), | ==~ b (13)
with
(Dt = B (M, =6, —00,p,0); (DY), = T (M, =6, p,¢) (14)
R )gs, ) OR> ms ) R Js, 2\/% ’ mo s

o 2\/27ky

2.2.2. External Region

—Jjkop |
EL, (P) = [(Di")g, + (D"), + DI + DR © L (15)
with
(DFY o = _e To C (M, -06.,.6.,p,8); (DF"), = e Ty C' (M, —6,,6. p, ¢)
R J)g, 2\/% ) msYms P> ) R J)g, 2\/% ) mr Yms P

(16)
23. t—a<¢ <7
The waves penetrate into the wedge through Sy and .S, and travel outwards from the apex under-

going reflections/transmissions. Accordingly, the solutions proposed for the case B can be used for
the waves penetrating each surface.

3. NUMERICAL RESULTS

Figure 2 shows the results concerning a wedge characterized by €, = 3 and a = 20° when illuminated
by a plane wave impinging at ¢’ = 35°. The field magnitude is collected on a circular path with
p = 4\, Ao being the free-space wavelength. In addition to the boundaries related to the incident
and specular reflection directions, three GO boundaries exist in the external region (see Fig. 2(a))

1.6 . . . .
GO field
14 e
&
>12
)
R
£
£08
=
206
2
2045 UAPO field
= /
0.2r . B 5
DO bl el N , , P SN LI S 0 . , . , , . . . , , .
0 30 60 90 120 150 180 210 240 270 300 330 360 0 30 60 90 120 150 180 210 240 270 300 330 360
¢ (degrees) ¢ (degrees)

(a) (b)

Figure 2: Electric field amplitude.
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since the total internal reflection occurs at the fourth interaction. As can be seen in Fig. 2b, the
total field is continuous, thus confirming that the UAPO diffracted field (see Fig. 2(a)) is able to
compensate the GO discontinuities. Note that the use of a PO approximation implies inaccuracies
at the dielectric interfaces.
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Abstract— In this paper, a LC voltage-controlled oscillator (LC-VCO) design optimization
methodology based on switchable capacitor array is presented. The study of the compromises
between phase noise and tuning range permits optimization of the design for given specifications.
According to analytical phase noise models and tuning range, it allow to get a design space map
where the design tradeoffs are easily identified. The proposed VCO is designed with the proposed
methodology and implemented in SMIC’s 0.18-um RF CMOS technology and the chip area is
650 um x 500 um, including the test buffer circuit and the pads. Simulation results show that
its tuning range is 36.4%, from 4.5 to 6.5 GHz. The simulating phase noise is —112.8 dBc¢/Hz at
1 MHz offset from the 6.5 GHz carrier. The maximum average power consumption of the core
part is 6.47mW at 1.8V power supply.

1. INTRODUCTION

With the development of wireless communication technology, multi-standard portable terminals
become a research focus. the RF front-end should be compatible with various wireless communica-
tion standards covering the frequency range from several hundred kHz to several GHz. Thus, the
large tuning range and low phase noise wideband VCO becomes more and more important.

It is common that a CMOS VCO uses a varactor-tuned LC resonator and the ratio of the
maximum to minimum capacitance of a typical varactor in CMOS technology is around 4-6, which
in turn limits the frequency tuning range to a ratio of approximately 2-2.5 [1]. To extend the tuning
range, the LC-tank VCO may employ a switchable capacitor array [2-8] or inductor array [9, 10].
Moreover, inductor array needs larger areas than the capacitor array and isn’t suitable for the
oscillating frequency below 10 GHz. Thus LC-VCO with a switchable capacitor array has been
applied more widely.

The tuning range and phase noise of the LC-VCO, with switchable capacitor array, have be
degraded by the switch parasitic capacitance and loss. In this paper, the relationship between
phase noise and tuning range can be analyzed based on switchable capacitor array. The tradeoffs
between phase noise and tuning range permits optimization of the design is discussed. A LC-VCO
is implemented in SMIC’s 0.18-um RF CMOS technology. The theoretical analysis results have
been verified by the simulation results.

2. CIRCUITS DESIGN

2.1. Analysis of Tuning Range

The oscillating frequency of LC-VCO is determined by LC tank. The equivalent circuit of the
LC tank with a switchable capacitor array is shown in Fig. 1. Thus, the oscillation frequency of
LC-VCO is given by

1

27 \/L (gv + Carmy + Cpam)

where C, and Cyqy are the capacitance of the varactor and switchable capacitor array, respectively;
Cpara is the parasitic capacitance. The change range of the LC-VCO oscillating frequency is
controlled by the capacitance of the capacitor array and varactors. The capacitance of varactors,
controlled by the controlled voltage (V¢), is so small that the change rate of the LC-VCO oscillating
frequency is not enough large. Thus, the large tuning range mainly depends on the capacitor array.
Under the general conditions, the cell of a switchable capacitor array consists of two switches and
two capacitors. The schematic of the cell is shown in Fig. 2. Assuming the switch is ideal, the
capacitance of the capacitor array is given by

DoC
Carray = —5— + D10 +2D2C +4D5C + ... +2""' D, C (2)

where, Dg, D1, Ds, D3, ... and D,, are the controlled words of the switch with values of 1 or 0.

fosc =

(1)
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V+O L

Figure 1: Equivalent circuit of the LC tank. Figure 2: Schematic of the cell of switchable capac-
itor array.

The capacitance of the varactors depends on the value of V.. Thus, the gain of proposed VCO
is given:

6fosc _ 1 8Cv
9 ‘/C 47T\/Z (% + Carmy + Cfpam)ll5 9 ‘/C

The tuning range (TR) of the proposed oscillation is given as:

3)

Kyco =

Cumax Cu min
\/ 2 + Carmy max + Cpam - \/ 2 + Cpam
TR=2
Cmax Cumin
\/ 2 + Carmy max 1 Cpam + \/ 2 + Cpam

The tuning range is determined by the capacitance ratio of the MOS varactors and the parallel
switchable capacitor bank. In practice, the influence of the switch is important and shouldn’t be
neglected. The switch can be equivalent to a resistance Ron. The Equation (2) is changed and
the equivalent admittance of the capacitor array is written as:

D woC 2012 Ron
Yarmy = <O + D1 +4+2Ds + ...+ Qn_an) . JWot1 5 + (w 1) . (5)
2 1+ (woclRon) 1+ (woClen)

(4)

Thus, the practical capacitance of the capacitor array is given by

D C
CPa?“Tay = (20 + D1 + 2D2 + ...+ 2n1Dn> Té’R)Z (6)

According to above, the conclusion could be drawn that the practical tuning range is smaller
than Equation (4). Furthermore, maximum oscillation frequency is determined by inductor and
varactors in LC tank and the extension of bandwidth is focus on the switchable capacitor array.

2.2. Analysis of Phase Noise
The phase noise of LC-tuned oscillator [11,12] can be written as:

ETReg (14 A) (wO)Q}

V2../2 Aw (7)

(8)

L(Aw) = 10log [

Ry = R +Rc+ ———
=TT R, ()
Based on Equations (7) and (8), the phase noise of the LC-VCO depends on the equivalent

resistance of LC tank and the amplitude of oscillation. The capacitor array of LC-VCO changes
RC and C. Thus, Equation (8) can be written as:

1
Rey = R + 5 (9)
1+(wOCRc)2 wOC
(RP HRParmy ’ (woC)ch ) |:(1+(LUDC'RC)2 + CParmy) wo:|
1+ (woCRyp, 2
RParmy = ( ) (10)

(B 4 Dy + 2Dy + ... + 20-1D,) (@oC)2 Rom
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From the Equations (9) and (10), the conclusion can be drawn the capacitor array degrades the
phase noise of LC-VCO.

According to Abidi model [13], the 1/f2 phase noise can be written as:

SFETR [ wy \°
L(Aw) = % (2@&;) (11)
4RI~ 4
F=1 o 12
+ 7 + g9m Bty (12)

And the structure of the LC-VCO, without tail current source, has better phase noise perfor-
mance.

On the other hand, substrate noise and power noise are important sources of phase noise. In
order to restrain substrate noise and power noise, LC filter network is inserted between a cross-
coupled transconductance circuit and power. The resonant frequency of two LC filter networks can
be written as

f=2f (13)
where f, is the average of LC-VCO oscillation frequency.

2.3. Circuit Design

Based on the above analysis, the structure of the proposed wideband low phase noise LC-VCO
is a double cross-coupled transconductance structure without tail current source, which is usually
preferred in low-power and low phase noise applications. It consists of 4 parts, including a dou-
ble cross-coupled transconductance circuit, an LC tank, two LC filter networks, and two isolation
circuits for output nodes. The loss of the LC tank is canceled by the double cross-coupled transcon-
ductance circuit through generating a negative resistance. The LC tank consists of a spiral inductor,
two MOS varactors, and a parallel switchable capacitor array. The parallel switchable capacitor
array is a 4-bits coarse tuning element by changing the control codes and two MOS varactors are
fine-tuning elements by changing the control voltages. It is shown in Fig. 3. And the cell of the
parallel switchable capacitor array is shown in Fig. 2.
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Figure 3: Schematic of the proposed VCO.
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3. SIMULATION RESULTS

The wideband low-phase-noise VCO has been implemented in a SMIC’s 0.18-um RF CMOS tech-
nology. Fig. 4 shows the layout of the LC-VCO. The chip area is 650 um x 500 pm, including the
test buffer circuit and the pads.

The f-V curve of the proposed VCO is simulated as a function of the control codes of the
parallel switchable capacitor bank. The simulated result is shown in Fig. 5. It decreases with the
control codes changing from “0000” to “1111”. This is consistent with Equations (1) and (6). And
the tuning range is from 4.5 to 6.5 GHz and the average power consumption is 6.47mW at 1.8V
power supply when the oscillating frequency is 6.5 GHz.
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Figure 4: Layout of the proposed VCO. Figure 5: The simulated f-V curve of the proposed
VCO.

To simulate the phase noise, the control voltage changes from 0 to 1.8V with 0.1V step and
the control-code is from “0000” to “1111”. In order to analyze and compare the phase noise in
different controlled code and the different controlled voltage (V;), the phase noise at 1 MHz offset
is shown in the Fig. 6. The phase noise at 1 MHz offset is shown in the Fig. 7, which the controlled
voltage (V¢) is 0V. From the Figs. 6 and 7, it is seen that the different controlled code could lead
to different phase noise. It is accordance with the Equations (7), (9) and (10).
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Figure 6: Simulated phase noise of the proposed  Figure 7: Simulated phase noise of the proposed
VCO at 1 MHz offset. VCO at 1 MHz offset.

4. CONCLUSION

The influence of the capacitor array is analyzed on tuning range and phase noise in LC-VCO.
According to the analysis results, the wide band LC VCO with a low phase noise and low power
consumption is designed. The simulated results show the tuning range of the proposed VCO is
36.4%. The simulating phase noise is —112.8dBc/Hz at 1 MHz offset from the 6.5 GHz carrier.
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The maximum average power consumption of the core part is 6.47mW at 1.8 V power supply. On
the other hand, the simulated results are in agreement with theories analysis.
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Abstract— In this paper, a novel technique is presented to enhance the performance analysis
of smart antennas systems with different geometries based on Hybrid Particle Swarm Optimiza-
tion with Gravitational Search Algorithm (Hybrid PSOGSA) algorithm. Complex excitations
(phases) of the array radiation pattern are optimized based on Hybrid PSOGSA algorithm using
N elements for a Uniform Circular Array (UCA) geometry. The results are compared with those
obtained using Uniform Linear Array (ULA) in the previous work. Simulation and discussion
results prove enhancement in performance when using the proposed adaptive strategy based UCA
smart antenna for different scenarios even for a big set of simultaneously incident signals in terms
of normalized array factor.

1. INTRODUCTION

Adaptive beam-forming capabilities for smart antenna arrays are nowadays used in different appli-
cations such as suppression and reduction of interference in wireless mobile communication, besides
its effects on the overall quality of service [1,2]. There are different optimization techniques deal
with Adaptive beam-forming for smart antennas. Particle Swarm Optimization (PSO), Central
Force Optimization (CFO), and Bacterial Swarm Optimization (BSO) are well known Global op-
timization techniques that are based on a nature-inspired heuristic [3-5]. It was proven that CFO
requires higher computational complexity but on the other hand it has better performance than
PSO in [6].

Recently, Gravitational Search Algorithm (GSA) is considered as a new optimization tech-
nique [7]. Where a set of various standard benchmark functions, synthesis of thinned scanned
concentric ring array antenna, and a fully digital controlled reconfigurable concentric ring array
antenna problems were examined in [8,9]. In most cases the GSA provided superior or at least
comparable results with PSO and CFO. The GSA was proposed in [10,11] for calculating the di-
mensions of a rectangular patch antenna, and for Direction of Arrival (DOA) estimation using a
Uniform Circular Array (UCA) of 12 elements based on maximum likelihood (ML) criteria and
showed better performance results over PSO and multiple signal classification (MUSIC) in terms
of computational time for fitness function and RMSE. In [12], planar ultra-wide band (UWB) an-
tennas with irregular radiator shapes are designed using GSA and compared with those obtained
using CFO algorithm, it was found that, the GSA gives better performance than CFO. In [13],
GSA was implemented using Open-MP and its results outperform the PSO by 65.09% in terms
of normalized array factor. In [14], an algorithm is used for finding the best optimal excitation
weights, and optimal uniform inter-element spacing for hyper beam-forming of linear antenna ar-
rays. In [15], a new algorithm based on Hybrid Particle Swarm Optimization with Gravitational
Search Algorithm (Hybrid PSOGSA) technique was proposed and showed better performance than
standard PSO and GSA in terms of computational speed.

In this paper, a novel algorithm that is based on the hybrid PSOGSA technique is developed
for optimal beam-forming using ULA and UCA. The goal is to maximize the beam of the radia-
tion pattern towards the intended user or Signal of Interest (SOI) and minimize the beam of the
radiation pattern towards Signal Not of Interest (SNOI) based on controlling the complex weights
(phase) of ULA or UCA. The paper is organized as follows. In Section 2, the system model and
problem formulation for adaptive beam-forming is explained. However hybrid PSOGSA algorithm
is proposed in Section 3. Simulation results and discussions for beam-forming are discussed in
Section 4. Finally, Section 5 presents the conclusion.

2. PROBLEM FORMULATION

Smart antenna based on UCA topology by using N elements is showed in Figure 1. In this section,
12 elements in array structure are distributed uniformly along the circle of radius r, where 6 is the
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azimuth angle, X is the wavelength, the angle between adjacent elements is 6y, and d = 0.5) is the
space between two adjacent elements. In the synthesis of beam-forming, the complex excitation
for each element must be optimized to minimize radiation power intensity at certain directions and
maximize the main-lobes to other directions. The following fitness function must be minimized to
maximize the total output power toward the desired signal at #; and minimize the total output
power in the direction of the interfering signals at 6;.

k L
fitness function = — Z a; AF(0;) + Z b;AF(6;) (1)
i—1 j=1

where the number of SOI users is represented in constant k, and L represents the number of SNOI
hackers. AF(0;) is the array factor that will be maximized or minimized in specific directions for
ULA and UCA using evolutionary algorithms.

N

AF (0;) = ) _ ellfrrmeos@pos)manl for YCA (2)
n=1
N .

AF (01) _ Z eg[ﬂ*(n—l)*d*cos(@)—an] for ULA (3)
n=1

where o, represents the complex excitation phase of the n-th element, pos,, is the angular position
of the n-th element, and 3 is the phase shift constant.

d

/-)

#m #2

A

Figure 1: Geometry of the UCA with IV elements.

In this paper, our model assumes user #2 as transmitter, desired user #1 as receiver at desired
angle SOI = 6, from user #2, and hacker at angle SNOI = 6, from user #2. In this work, smart
antennas array using linear and circular topology are obtained.

3. HYBRID PSOGSA ALGORITHM OPTIMIZATION TECHNIQUE

Several different hybridization methods for heuristic algorithms were presented in [16], when two
different algorithms can be hybridized in high-level or low-level with relay or co-evolutionary method
as homogeneous or heterogeneous. In this paper, PSO with GSA was hybridized using low-level
co-evolutionary heterogeneous hybrid. The basic idea of hybrid PSOGSA is to combine the ability
of social thinking (gbest) in PSO with the local search capability of GSA. In order to combine these
algorithms, updating velocity is proposed as follow:

vi(t+1) = w*v;(t) + C1 xrand * a;(t) + C2 x rand * (gbest — x;(t)) (4)

where v;(t) is the velocity of agent i at iteration t, w, rand, gbest, C'1 and C2 are taken from PSO
algorithm in [4]. On the other hand, from GSA in [7], a;(t) is the acceleration of agent i at iteration
t can be calculated by,
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where, inertia mass, active gravitational mass and passive gravitational M,; = M,; = M;; = M;;
i=1,2,.... K, Fid(t) is the total force acting on ith agent calculated as:

Fity= > rand;F(t) (6)
i=1,j#1

where Fg(t) is the force acting on agent ‘¢’ from agent ‘5’ at dth dimension and ¢th iteration is
computed as below:
Mpi(t) Ma, (t)
F-d-t:GtM@dt—xdt) 7
HORLEUE o el CIOREAD (7)
where, R;;(t) is the Euclidian distance between two agents ‘¢” and ‘j’ at iteration ¢, G(t) is the
computed gravitational constant at the same iteration, and € is a small constant.

G(t) = Goel/T). (8)

In this problem G is set to 100, « is set to 20 and T is the total number of iterations. In each
iteration, the positions of particles are updated as follow:

.m(t + 1) = l‘l(t) + ’Ul'(t + 1) (9)

In hybrid PSOGSA [15], firstly, each agent is considered as a candidate solution. As can be seen
in Figure 2, after initialization, evaluate the fitness function based on Equation (1). Gravitational
force, gravitational constant, and resultant forces among agents are calculated using (6), (8) and (7)
respectively, After that, the accelerations of particles are defined as (5). In each iteration, the best
solution so far (gbhest) must be updated. After calculating the accelerations and with updating the
best solution so far, the velocities and the positions of all agents can be updated using (4) and (9)
respectively. Finally, after agents are updated. The process of updating velocities and positions
will be stopped by meeting an end criterion.

o Evaluate the gt s
Generate initial : : . Update Generate initial
g = Objective function |—- : — L
population population population

for all agent

NO
update velocity Calculate
=1 and position using [ all parameters
PSSO and GSA in GsA
Yes

Return the best
solution

Figure 2: Flow chart for steps in hybrid PSOGSA algorithm.

4. SIMULATION AND DISCUSSION RESULTS

In this section, the capability of hybrid PSOGSA technique for adaptive beam-forming with a UCA
and ULA is studied. In this section our model is discussed according to end of Section 2, the first
scenario is SOI 30° and SNOI —30° = —330°(360° — SOI(f;,) (broadside direction)). Figure 3 is
obtained for normalized array factor comparison using ULA and UCA by Hybrid PSOGSA at SOI
30° and SNOI —30° in polar and rectangular representation. It is found that, only UCA topology
has capability to direct the main beam toward user #1 (SOI) and null at hacker #1 (SNOI). It is
clear that the directed power toward the intended direction (30°) using UCA is better than that
obtained by ULA more than 6 dB (approximately 55%). On the other hand, the directed null (zero
power) toward the intended direction (—30°) using UCA is better than that obtained by ULA by
approximately 35 dB.

In the real applications user #2 in our model may not be located at certain 30°, for this reason
the second scenario is proposed where SNOI changed around —30°. Figure 4(a) shows SOI at 30°
and a changed value —40° for SNOI. Accordingly the results showed an improvement of more than
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Figure 5: Normalized array factor using hybrid PSOGSA for UCA smart antenna.

1.5dB and approximately 14dB for SOI and SNOI respectively. Figure 4(b) shows SOI at 30°
and a changed value —20° for SNOI. Accordingly the results showed an improvement of more than
3.5dB and approximately 5dB for SOI and SNOI respectively.

Also, it can be noticed that an extra undesired main beam in the broadside direction is obtained
in the ULA geometry. Therefore, the first case is the worst case in ULA because SNOI = 6, =
(—30°(330°)) = 360 — SOI(dp,) (broadside direction). In general, the results obtained by UCA are
better than those obtained from ULA which used in [14] for all directions in all scenarios. Finally,
Figure 5 proves hybrid PSOGSA has great ability for optimization in beam-forming even for a big
set of simultaneously incident signals (k in (1) = 11 desired angles where UCA has 12 elements).
Algorithm is employed with a population size of 30 and 150 iterations. The hybrid PSOGSA is used
to adjust the weights of phase shift of the excitation of each element of the UCA array for beam
synthesis to maximize the output power toward the desired signals at SOI §; = [—150°, —120°,
—90°, —60°, —30°, 0°, 30°, 60°, 90°, 120°, 150°] where a; in (1) at section #2 = [1.4, 1.5, 1.4, 1.4,
1.4, 1, 1.4, 1.4, 1.4, 1.5, 1.4] for previous angle respectively.
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5. CONCLUSION

In this paper, a novel technique is proposed for smart antennas systems based on ULA and UCA
to enhance the performance of adaptive beam-forming in wireless communications applications. As
can be seen from our model that the directed power in terms of normalized array factor toward
the intended direction (SOI) using UCA is better than ULA more than 6 dB (approximately 55%),
more than 3.5dB and more than 1.5dB for different scenarios, on the other hand, directed null to
SNOI better than ULA by approximately 35dB, 5dB and 14 dB for several scenarios. In addition,
simulations of beam-forming showed ability on accurate results even for a big set of simultaneously
incident signals. It is found that hybrid PSOGSA is more attractive for beam-forming applications
based on our fitness function.
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Abstract— We introduce a new model of homogeneous temperature tunable THz metamaterial
with controllable frequency range of hyperbolic dispersion based on semiconductor superlattice
with doped quantum wells. We develop a theory of quantum homogenization which is based on
the Kubo formula for conductivity. The proposed approach takes into account the wave functions
of the carriers, their distribution function and energy spectrum. We show that the components of
the dielectric tensor of the semiconductor metamaterial can be efficiently manipulated by external
temperature.

1. INTRODUCTION

Hyperbolic metamaterials (HMMs) are one of the fastest developing branches of modern optics [1-3].
The dielectric function of HMMs is described by a tensor with two different components correspond-
ing to the directions along (g)) and across (e ) the optical axis. Depending on the sign of these
components, the crystal represents a dielectric medium (¢, > 0, g > 0), a metal (e, <0, g <0)
or a hyperbolic metamaterial (¢1e < 0). For HMMs the shape of equal-frequency surface in
k-space represents a one- or two-sheet hyperboloid depending on the signature of permittivity ten-
sor [3]. This results in a singularity of the photon density of states and explains the unique optical
properties of HMMs [4].

Here we propose a new concept of an ultra homogeneous temperature tunable metamaterial
based on a semiconductor superlattice for THz applications. Here, the term wultra homogeneous
implies that the superlattice consists of coupled quantum wells separated by thin (~ 1 nm) tunnel-
transparent barriers. Superlattices with barriers of such a thickness are widely used, for example, in
quantum cascade lasers [5]. In this case, in contrast to a superlattice with thick barriers, quantum
effects are particularly relevant and, therefore, it is incorrect to describe the dielectric function of
each layer separately and then apply the homogenization procedure. Therefore, another approach,
which takes into account the wave functions of the carriers, their energy spectrum modified by the
superlattice potential and the carrier distribution function, should be used. We discuss the theory
of proper approximation (quantum homogenization) further in Section 2.

The paper is organized as follows. In Section 2 we develop a quantum homogenization theory
and derive the main equations for the effective permittivity tensor. In Sections 3 and 4, we analyze
the band structure and effective dielectric function of a Te-doped GaAs/Aly3Gag 7As superlattice
depending on the temperature and frequency of the electromagnetic field. Finally, in Section 5 we
summarize our major results.

2. MODEL

2.1. Quantum Homogenization

Within the effective medium approximation, a multilayered structure with layer permittivities &;
and layer thicknesses d; can be considered as uniaxial optical crystal with permittivity tensor whose
principle components are determined as

1 1 d; 1
ez LTg2de A=) d v

As we have mentioned in the introduction, these formulas are inapplicable when the thickness of
the layers is comparable with electron wavelength and, therefore, quantum mechanics laws become
relevant. We consider a more accurate approach based on the Kubo formula [6]. It takes into



Progress In Electromagnetics Research Symposium Proceedings 979

account the distribution function of the carriers, their wave functions and spectrum modified by
the superlattice potential:

02 4mi
—e® (1 o — . 2
ga(w) eoz ( W(W—FZ’}/)) + w O'a((U) ( )
Here and in what follows, the index o = ||, L corresponds to the directions along and across

the optical axis of the metamaterial. Parameter 3° is a permittivity of the lattice without free
carriers, <y is inverse momentum relaxation time of the carriers which is supposed to be isotropic
for simplicity.

The first term interprets classical Drude-Lorentz formula and the second term describes inter-
band transitions. Omne can see that implementation of a superlattice in a semiconductor makes
its plasma frequency anisotropic and we can distinguish plasma frequencies along (Q”) and across
(€1) the optical axis:

2 5?2 :
0 = Lo 3 [[[ s Gt Q

Here F; is the carrier energy in the i-th miniband which depends on the momentum p, f(E, u,T)
is the Fermi-Dirac distribution function, p is the chemical potential, T" is the temperature. The
sum is over all the minibands. Here we neglect hole contribution into the plasma frequency because
we will consider n-doped semiconductor structures. Eq. (3) is similar to the classical definition of

plasma frequency:

4rne?

0? (4)
Indeed, the difference between Eq. (3) and Eq. (4) is that in Eq. (3) we just average the inverse
effective anisotropic mass 1/m* = 9?E/dp* with distribution function f(E, u,T).

In order to calculate €2, and € we need to determine the energy spectrum E;(p) and the
chemical potential p.

o eoomx’

2.2. Energy Spectrum of Carriers
Let us consider a periodic semiconductor superlattice with period d consisting of a quantum well
with thickness d; and a barrier with thickness dy and height V' [Fig. 1(a)]. Effective masses in the
well and barrier we put equal to my and me, respectively.

Energy dispersion of electrons in i-th miniband can be found from the dispersion equation.

()

cos(pyd/ ) = cos(pry /1) cos(pada/h) — 5 sin(pr /) sin(pada/h) (p”’” + me1>

P21y pimz

where p1 = /2m1E(p)), p2 = \/ng(E(p”) — V). This dispersion equation can be obtained from
the Schrodinger equation using the Floquet’s theorem.

2.3. Chemical Potential

We consider the case of doped semiconductor structures on the example of a superlattice with
quantum wells uniformly doped with shallow donors.

In highly doped structures, wave functions of neighbour donors can overlap. This results in a
shift of donor levels and formation of a donor band. In the case of a considerable shift, the donor
band can overlap with the conduction band.

The chemical potential p can be calculated from the electroneutrality condition [7]. It states
that free carrier concentration is equal to the concentration of ionized donors:

2d° (E)dE
Z; / fp. 1, T) (zﬂh]))s - ”d/ 2e(u€E>/<sz> +1 ©

Here ng is the full donor concentration, g(FE) is a donor distribution function which can be approx-
imated by a Gaussian with standard deviation A and maximum at Ej.




980 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

Energy, eV Energy, eV

035 + 035
031 d, dy g 03p
025 ] T . 025
02 | 02 |
015
01}

0.05 |-

I——

,,,,,,, A '
d Donor band
-005 2(E) -0.05 -
! ) ! !

3rd
miniband

015 |

2nd

miniband  miniband

01|

005 |

o
N
>
-
Ist

0 5 10 15 20 0 A 2 3m/a D
z,nm k,d
(a) (b)

Figure 1: (a) Conduction band profile of n-doped superlattice. Blue shaded areas represent the energy of
the minibands. Green shaded area corresponds to the donor band. Thicknesses of the well and the barrier
are denoted as d; and da, respectively, V is the height of the barrier, g(F) is a donor distribution function
with standard deviation A and a maximum at E4. (b) Electron energy dispersion in GaAs/Alp3Gag rAs
superlattice with following parameters: dy = 10mn, do = 1mn, V = 0.26¢eV.

3. BAND STRUCTURE OF THE SUPERLATTICE

The model described above is applicable for superlattices of various compounds and designs. As
an example, let us consider a superlattice that consists of GaAs quantum wells and Alg3Gag7As
barriers. Thickness of the quantum well d; and the barrier do we put equal to 10 and 1nm,
respectively. We consider the high frequency permittivity in Eq. (2) to be isotropic (aﬁo = £9°)
and put it equal to 11 [8]. The calculated band structure and electron dispersion are shown in
Fig. 1(b). We consider that quantum wells are uniformly doped with Te donors with concentration
ng = 1 x 10® cm™3. The energies of Te donors in bulk GaAs and in the superlattice are slightly
different due to quantum confinement that arises from the superlattice potential. We neglect this
difference and put Eq = 0.03eV as in a bulk material [7]. The standard deviation of the donor
distribution function A for such a doping level is about several hundredths of an electron-volt. In
the structure under consideration we put A = 0.03 eV, which is in accordance with Refs. [9].

4. EFFECTIVE DIELECTRIC FUNCTION OF THE SUPERLATTICE

We calculate the frequency and temperature dependencies of the permittivity tensor components
using the quantum homogenization approach [Eq. (3)]. The frequency dependence of €| and ¢ at

room temperature is shown in Fig. 2(a). The average energy between minibands and, therefore,
frequencies of interband transitions are about 0.05eV [Fig. 1(a)], which corresponds to a frequency
of 10 THz. So, the contribution of interband transition into the dielectric function [second term in
Eq. (2)] can be neglected at frequencies of 1 THz without any considerable precision losses. Thus,
quantum homogenization predicts that, beyond the interband transition, the tensor components of
a superlattice with thin layers can be described within the classical Drude-Lorentz formula with
plasma frequency described by Eq. (3).

This results qualitatively differ from effective parameters obtained within the classical homog-
enization procedure which predicts a resonance behaviour of ¢ at a nonzero frequency. There
is no contradiction here. Classical homogenization implies that all layers are isolated from each
other and that the carriers do not move from one layer into a neighbouring one. Qualitatively it
is equivalent to the restoring force that obstructs the carrier transport. This force results in an
appearance of the resonance in . Quantum homogenization implies that the barriers are tunnel
transparent and charges can move freely throughout the whole volume of the sample. Therefore,
the dielectric function | is similar to that of a metal but takes into account interband transitions.

One can see from Fig. 2(a) that there are three frequency regions which correspond to dif-
ferent forms of the equal-frequency surfaces in k-space: (i) at frequencies w/2m > 4.1 THz the
material behaves like a dielectric; (ii) at frequencies 2.2 THz < w/27 < 4.1 THz the form of the
equal-frequency surface is a hyperboloid and the material exhibits optical properties of HMM; (iii)
at w/2m < 2.2THz electromagnetic waves decay exponentially into the medium, similar to the
behaviour in a metal.
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Figure 2: (a) Frequency dependence of real part of dielectric function along (blue line) and across (black
line) the optical axe. Temperature T'= 300 K. (b) Temperature dependence of real part of dielectric function
along (blue line) and across (black line) the optical axis. Permittivity of the media without free carriers >
is shown by the dashed line. Frequency w/2m = 3 THz.
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Figure 3: Temperature dependence of plasma frequency along the optical axis (blue line) and across the
optical axis (black line). Insets show the shape of equal-frequency surfaces in the dielectric and hyperbolic
regimes.

The temperature dependence of € and ¢)| at a frequency of 3 THz is shown in Fig. 2(b). One
can see that the material behaves as a dielectric, HMM or a metal depending on the temperature.
Dielectric dispersion can be realized at the temperature of liquid nitrogen, the hyperbolic regime
is achieved at room temperature.

Figure 3 represents a topological phase state diagram. Solid lines show the temperature depen-
dence of the longitudinal {2 and transversal {2, plasma frequencies. These lines divide the plane
of the figure into three regions. It follows from Eq. (2) that every region corresponds to the one
of the possible regimes: dielectric, metal or hyperbolic. The shapes of equal-frequency surfaces
corresponding to each regimes are shown in the insets of Fig. 3.

5. CONCLUSION

In this work we proposed a new concept of an ultra homogeneous temperature-tunable metamaterial
based on a doped semiconductor superlattice. We have shown that the classical homogenization
procedure is inapplicable for the description of the metamaterial in terms of effective parameters
because of the tunnel transparency of the barriers separating the quantum wells and that quantum
homogenization should be used. We developed the theory of quantum homogenization applied to
semiconductor nanostructured metamaterials. It is based on the Kubo formula for conductivity and
takes into account wave functions of the carriers, their energy spectrum and distribution function.

We have shown that the components of the dielectric tensor the semiconductor metamaterial can
be efficiently manipulated by external temperature. Efficient temperature tunability is a distinctive
feature of semiconductors which is explained by the high sensitivity of free carrier concentration to
the temperature.

A significant advantage of semiconductor metamaterials is the possibility of their direct integra-
tion into optolectronic devices and optical integrated circuits. Moreover, semiconductor materials
combine two important features. On one hand, the energy spectrum of the carriers in semiconduc-
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tor nanostructures can be precisely tailored with quantum engineering technologies. On the other
hand, there are many methods of dynamic control of the electron distribution function in semicon-
ductors, which are well-developed and widely applied in nano- and optoelectronics. These are, for
example, electrical injection, optical pumping, thermal excitation, electron heating by electric field,
etc. The advantages mentioned earlier and the rich functionality of semiconductor metamaterials
allow to consider them as important element of future optoelectronics.
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Abstract— The authors discuss the application of a broadband noise signal in the research of
periodic structures and present the basic testing related to the described problem. Generally,
noise spectroscopy tests are carried out to verify the behaviour of the response of periodic struc-
tures, and the related objective consists in recording the properties of microscopic structures in
natural and artificial materials. The aim is to find a metrological method to investigate structures
and materials in the frequency range between 100 MHz and 10 GHz; this paper therefore charac-
terizes the design of a suitable measuring technique based on noise spectroscopy and introduces
the first tests conducted on a periodic structure. In this context, the applied instrumentation is
also shown to complement the underlying theoretical analysis.

1. INTRODUCTION

In general terms, spectrometry can be defined as a discipline analyzing the properties and origi-
nation of the spectra of harmonic signals or electromagnetic waves. The related research methods
are based on the interaction between an electromagnetic wave and the measured sample of matter.
The dependence of irradiation intensity changes on the wavelength is examined within electromag-
netic spectroscopy; this discipline comprises, for example, Raman spectroscopy, which measures
the spectrum of electromagnetic irradiation scattered on the basis of the Raman effect (non-elastic
scattering). This effect causes the scattered irradiation to exhibit a wavelength slightly different
from the incident radiation, mainly due to a part of the energy being transferred at vibrational
junctions of a molecule. The discussed technique provides information on the structure and spatial
arrangement of the quantum mechanical model of a molecule, and it is applicable for different
materials, such as carbon [2,3]. Another subregion of spectrometry consists in a method which
utilizes the Fourier transform and is based on a mathematical transformation of the interferogram
of the signal intensity dependence on the path difference of the beams; this difference is acquired
via detecting the signal out of the interferometer. The interfering beams travel through the bu-
rette containing the sample. Fourier type spectrometers [1] are applied in, for example, infrared
spectroscopy, UV /VIS spectroscopy, attenuated total reflection, atomic absorption spectroscopy,
X-ray fluorescence, and weight spectroscopy to measure the proportion of weight to the ion charge.
Weight spectrographs and spectrometers utilize the motion of a particle of the quantum mechanical
model of matter in the electric and magnetic fields. We have the formula

2

p
m = , 1
2'Ekin ()

where m is the weight, p are the dynamics of a moving particle, and FEy;, is the kinetic energy of a
specific particle. The weight can be determined from a comparison of the dynamics and the kinetic
energy; this is performed via the passage of an ion having the charge ) through the “energy filter”
and the “dynamics filter”, both of which are materialized by means of an electric and a magnetic
field from the application of Faraday’s law of induction and Lorentz’s forces acting on the particles
of mass:

F=q(E+vxB), (2)

where F is the vector of the force acting on the particle with an electric charge ¢, E is the elec-
tric intensity vector, v is the vector of the instantaneous velocity of the motion of the electrically
charged particle, and B is the magnetic flux density vector. Other subareas comprise spectroscopy
utilizing nuclear magnetic resonance, which is applied to determine the distribution of atoms in the
vicinity of nuclei exhibiting non-zero nuclear spin (*H, 3C, 31P, ...). In the given context, let us
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note that nuclear magnetic resonance spectroscopy [4-6] is a physical-chemical method exploiting
the interaction between atomic nuclei of the quantum mechanical model of matter and an external
magnetic field. The technique examines the distribution of nuclear spin energies in the magnetic
field and investigates the transition between individual spin states caused by radio frequency irradi-
ation. Current methods within NMR spectroscopy are nevertheless fully applicable also in defining
the spatial structure of smaller proteins, thus complementing the X-ray structural analysis. An-
other related technique utilizes electron paramagnetic resonance to measure particles containing
non-pair electrons; this is a method enabling us to solve the problems of magnetic resonance spec-
troscopy. Other procedures involve nuclear quadrupole resonance and muon resonance [7]. Noise
spectroscopy can be effectively practised via both harmonic analysis and statistics. To evaluate
signals in continuous time, we can suitably use the Fourier transform [8], which can be further
modified for other signal types. The evaluation of discrete signals is then feasible by means of the
discrete Fourier transform [9] and the fast Fourier transform algorithm [10]. However, the Fourier
transform is not applicable for the investigation of non-stationary signals; such signals can be ex-
amined more advantageously via wavelet transform and its modified algorithm, the discrete wavelet
transform [11, 12]. Noise spectroscopy also utilizes wideband signals, for which we can suitably use
the Burg algorithm method [13-15].

1.1. Ultrawideband Signals (Noise)

Noise can be generally characterized as a stochastic, random signal, whose description is deliverable
via several approaches. Of these, the most prominent one consists in the amplitude area, where the
signal is described by distributing the amplitudes, expressing the probability density, and specifying
the distribution function. Another description technique is materialized via the autocorrelation
function in the time region and by means of the power spectral density in the frequency area.
Noise can be classified with “colours” assigned according to the frequency range; we then distinguish
between white, grey, brown, red, pink, and other noise variants. These noise types are specific in
their properties and sources. White noise, for example, consists of random samples exhibiting
uniform and constant spectral power densities. Other properties of white noise include also infinity
of the frequency spectrum; this is, however, a mere theoretical assumption because if the frequency
spectrum were infinite, the total power of the signal would be infinite too. By extension, pink noise
— also known as 1/f noise or oscillating noise — is a signal or process having such frequency range
that the power frequency density is directly proportional to the reverse value of the frequency. This
condition occurs multiple times within the process and is therefore termed transition between white
and red noises. Red noise is similar to the pink one but exhibits a power frequency density lowered
by 6 dB per octave with increasing frequency [18].

1.2. Macroscopic Environment

The term macroscopic material generally denotes any material observable with the naked eye. The
denomination is related to longitudinal dimensions, although it is also used to denote the effects
and quantities connected with macroscopic objects. An isotropic environment constitutes a form
of matter whose physical properties are identical or approximately identical in all directions of the
coordinate system; an anisotropic environment is then one whose properties change in directions of
the coordinate system. Then, for example, the relationship between the electric flux density D(t)
and the electric intensity E(t) can be expressed by linear combination of the squared component
of the vector D(t):

D, €11 €12 €13 B,
Dy = €21 €22 €923 ( Ex Ey Ez ) . By
D, €31 €32 €33 B,

M1l M12 H13 Iz Y11 Y12 Y13
= M21 K22 H23 (Hx Hy Hz) Jy =\ 721 722 723 (Ez Ey Ez) (3)
31 432 433 J, Y31 Y32 V33

The coefficients €, of this linear transformation (3) are components of the symmetrical tensor of
electric permittivities. A homogeneous environment is defined as one having constant properties
in the space of the monitored material. Similarly, (3), it is possible to write the magnetic field
properties, namely the magnetic permeability 1, with the magnetic field intensity vectors H(t),
the magnetic flux density B(t), and the current field with the specific conductance v, (3) for
vectors of the electric field intensity E(¢) and the current density J(t).
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1.3. Periodic Structures

From the perspective of description, a macroscopic material (MM) can be defined via a quantum
mechanical (QM) model. The MM is then examined based on the incidence/irradiation of an
electromagnetic wave, and from this interaction we then deduce the properties of the sample. The
QM model of the sample comprises a high number of repeated structures, and it is thus possible
to use the term periodic material structure. Depending on the result of the EMG wave interaction,
we can deduce the basic and complementary properties of the sample (conductor; semiconductor;
or insulator). Such utilization of similar effects is also typical of spectroscopy [2]. Research in the
given area was already performed by Yablonovitch, whose experiments focused on an EMG wave
in the spectrum of light [19]. The beginnings of research into the interaction between radiation
and a periodic structure can be traced to the first years of the 20th century, a period when Bragg
discovered by observation that, under certain conditions, atomic structure can behave like a mirror.
This holds true, for example, in X-rays if the conditions are satisfied of a wavelength A and a distance
d between two neighbouring atoms at the angle of incidence ©:

A =2d-sin(© £ ), (4)

where 0 is the angle deviation. Reflections of the incident EMG wave will occur, Fig. 1.

It is nevertheless obvious that the material and its atoms in themselves do not exhibit this
property and that the periodicity of the structure must be ensured on the scale of wavelengths
of the incident EMG wave. In periodic structures, the above-described effect can be used to
determine the properties of the monitored sample of material. If an unknown sample of material,
conceived according to the QM model, is irradiated with an EMG wave exhibiting a sufficient
wavelength, we will find conditions that facilitate reflection of the selected EMG wave from the
applied electromagnetic wave spectrum. The wave selection depends on the actual periodicity of the
material. The ideal frequency range of the transmitted wave is infinite bandwidth; theoretically, this
condition can be satisfied by white noise. When the reflected part of the EMG wave is captured, it
is advantageous to have ready suitable evaluation tools, for example the Fourier transform, wavelet
transform, or other techniques introduced above.

1.4. Periodic Structure Analysis

In order to be able to investigate the actual spectroscopic method working with a white noise signal,
there has to be the possibility of mathematically describing periodic structures, and it is important
to know their mathematical characteristics. The structure can then be analyzed. If we assume a
periodic structure with finite dimensions, such analysis is performable with a finite method enabling
basis approximation of the geometry and the function. In periodic structures exhibiting a low level
of periodicity and large dimensions of the model, finite methods cannot be applied effectively, and
a different mathematical model must be chosen. Artificial periodic structures include, for example,
metamaterials [14] composed of elementary bound resonators.
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Figure 1: X-ray reflection from the periodic struc- Figure 2: The applied noise generator and power

ture of atoms. amplifier. The image shows the tested noise genera-
tor, whose output power is 0dBm in the frequency
range of between 100 kHz and 10 GHz.
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1.5. Benefit of Noise Spectroscopy

The contribution of noise spectroscopy consists in the use of an ultrawideband signal, which will
enable us to acquire, within a single instant of time, a response to the entire spectrum of elec-
tromagnetic waves. However, the selective approach to signal sweep into the frequency spectrum
carries with it the problem of time delay, and this drawback can be eliminated only with difficulty.
Thus, the above-described effect of time-unshifted reflections from the periodic structures cannot
be attained. In comprehensive investigation of material structures for the micro-wave application
(tensor and composite), the properties of materials are studied by means of classic single-frequency
methods, which bring about certain difficulties in the research process [20]. In boundary changes
with a size close to the wave-length, wrong information concerning the examined objects can occur.
One of the possible ways of suppressing negative sources of signals consists in the use of wide-band
signals such as white noise, and this approach can be further reinforced by analyzing the problem of
absorption in the examined material. The indicated methods require a source of noise, a receiving
and a transmitting antenna, and A/D conversion featuring a large bandwidth; for our purposes,
the bandwidth ranged between 50 MHz and 10 GHz. Until recently, it had not been possible to
design an A/D converter of the described speed or materialize devices with the above-mentioned
bandwidth. Currently, high-end oscilloscopes are available with a sampling frequency of hundreds
of Gsa/s.

2. NOISE SOURCE

At present, the appropriate type of source is supplied by certain manufacturers in the given field.
Importantly, for the noise spectroscopy application, we require a comparatively large output power
of up to 0dB/mW; the assumed bandwidth characteristics then range up to 10 GHz. At this point,
it is also necessary to mention the fundamental problem of finding active devices able to perform
signal amplification at such high frequencies. Our requirements are thus limited by the current
status of technology used in the production of commercially available devices; the highest-ranking
solution for the bandwidth of up to 10 GHz can be found only up to the maximum of 0dB/mW. In
the noise spectroscopy experiments, we utilized a generator and an amplifier (NC1128A), Fig. 2.
In order to verify the applicability of the noise spectroscopy laboratory arrangement (Fig. 4), we
tested a metamaterial (periodic structure) designed for the frequency of 199.9 MHz (Fig. 3).

3. METHOD

Repeated transmission and sensing of both the signal provided by the noise generator and the
external signals were carried out at the initial stage of the research. The repetition was performed
for each sampled frequency, and the incident power spectrum was summed. Thus, we obtained
the frequency dependence of the transmitted signal energy distribution. Generally, if the transmit-
ter/receiver set is not located in a room with a defined spectral absorbance, we can expect uniform
energy distribution within the whole frequency range. The record is, at its end, transformed to the
frequency dependence of the specific power. In the described manner, we acquired the character-
istics of the spectrum measurement background. At this point, the examined sample was placed

Figure 3: The first tuned periodic structure tested  Figure 4: The arrangement of the noise spectroscopy
to verify the noise spectroscopy measurement. station (free room).
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in a support case (Figs. 4, 5(a), 5(b)); the sample for such application can be layered or peri-
odic, and it is expected to provide the assumed frequency characteristic. Subsequently, repeated
measurement was performed observing the above-outlined procedure. In the case of a markedly
frequency-dependent background, the obtained characteristic can be corrected. Fig. 6 shows the
frequency dependencies of the measurement setup and the multi-layer material.

(b) ()

Figure 5: (a) The liquid and (b) solid samples arranged in a laboratory for the sensing and evaluation of the
spectrum (no shielded chamber; free room).
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Figure 6: The waveform and spectrum of the noise generator output for the measured sample; f = 50—
350 MHz.

4. CONCLUSION

The research paper provides an elementary overview and description of instrumentation for noise
spectroscopy measurement and the related experiments. Noise spectroscopy operations within
the frequency band of between 10 MHz and 10 GHz can be performed using currently available
technologies. The noise source comprised a generator (NC1108A) and an amplifier (NC1128A).
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Abstract— In this paper, we demonstrate the supercontinuum generation in a silicon nanowire
embedded photonic crystal fiber (SN-PCF) using fully-vectorial finite element method. The
variation of supercontinuum is investigated by changing the fiber length, pump peak power and
pump wavelength. The proposed fiber exhibits broad spectrum of more than 2200 nm within
2mm length of fiber for peak power of 500 W of input pulse.

1. INTRODUCTION

The photonic crystal fiber (PCF) is a good platform for manipulating tunable dispersion with
high nonlinear properties by arranging the air-holes in the core-cladding geometry suitably. PCF
has been an intense topic of research for supercontinuum generation (SCG) ever since the work
by Ranka etal [1,2]. Pumping near a zero dispersion wavelength (ZDW) with high nonlinearity
facilitates less power requirement. SCG finds wide applications in different fields such as wavelength
division multiplexing [3, 4], optical sensing [5], spectroscopy [6, 7], optical coherence tomography
(OCT), etc..

There have been many theoretical and experimental reports of SCG in various guided-wave
structures, such as single-mode fibers, PCF, silica nanowires, etc.. The previous results suggest
that it is possible to achieve SCG at low optical power and over short propagation distances provided
the guiding medium exhibits high nonlinear response and tunable dispersion properties. In a typical
PCF based supercontinuum source, the effective mode area of the PCF is roughly ~ 1 pm? with
several metres of PCF. Further, by reducing the core down to nm size and by tapering the micro-
structured core, the effective optical nonlinearity can be increased [8]. Although these previous
studies have demonstrated efficient generation of supercontinuum in on-chip integration, those
sources demand a large propagation length for generating high spectral broadening.

A promising alternative solution is provided by silicon waveguide sources [9], which have the ad-
vantage of employing an emerging silicon-on-insulator (SOI) integrated-photonics platform. Silicon
has excellent transmission properties compared to silica and does not require high power density
to bring in nonlinearity owing to its huge nonlinear coefficient. Till date, many reports for SCG in
silicon nanowire are available [8,10,11]. Recently, the possibility of SCG of 500 nm bandwidth at
telecommunication wavelength has been demonstrated with various input peak powers for various
SOI waveguide lengths. Such a dielectric silicon waveguide with a nanocore diameter could provide
a remarkably strong field confinement, enhanced light-matter interactions and strong tunable dis-
persions when embedded into PCF. The resulting silicon photonic device known as silicon nanowire
embedded photonic crystal fiber (SN-PCF) has been proposed very recently [12]. In this paper,
we report the supercontinuum of bandwidth wider than 500 nm in SN-PCF with less input peak
power.

The paper is laid out as follows. In Section 2, we discuss the design of a SN-PCF using a fully-
vectorial finite element method. We study the optical properties of SN-PCF including group velocity
dispersion (GVD), third order dispersion (TOD) and nonlinearity by varying the core diameter in
Section 3. We investigate the evolution of supercontinuum by changing the fiber length, pump
peak power and pump wavelength for 480 nm core diameter in Section 4. Finally, we summarize
the findings in Section 5.

2. DESIGN OF THE PROPOSED SN-PCF

The schematic cross section and mode field distribution at 0.8 um wavelength for 480 nm core
diameter of the proposed SN-PCF as shown in Figs. 1(a) and (b). It is composed of circular air
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holes in the cladding arranged in a triangular pattern and a circular nanosize core. Here, the air-hole
diameter is 1120nm. We analyze the optical properties by increasing the core diameter from 420 to
480 nm. We have already explored all the optical properties for the various core diameters ranging
from 1000 to 300nm [12]. In this work, we choose to vary the core diameter from 420 to 480 nm
for analyzing the optical properties for a wavelength range from 0.8 to 1.7 um for supercontinuum
generation. The justification for this range of study is because of tight mode confinement within
the core and nearly zero dispersion with high nonlinearity. In order to determine the dispersion of
SN-PCF, it is necessary to compute the effective refractive index of the fundamental mode and the
same is done by finite element method.

3. OPTICAL PROPERTIES

In this section, we explore the various linear and nonlinear optical properties. We study the impact
of dispersions of fundamental mode for different core diameters. The variations of GVD and TOD
with respect to wavelength for various core diameters are shown in Fig. 2(a). As is seen in Fig. 2(a),
when the core diameter is reduced from 480 nm to 440 nm, the GVD decreases upon increasing the
wavelength due to the increase in field distribution towards the core-cladding boundary. However, at
420 nm core diameter, the GVD decreases up to 1.65 um wavelength beyond which, this 