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Abstract— A single channel 2GSps, 8 bit folding and interpolation (F&I) analog-to-digital
converter (ADC) designed in TSMC 90nm CMOS technology was presented in this paper. The
ADC utilized cascaded folding architecture, which incorporated an additional inter-stage sample-
and-hold amplifier between the two stages of folding circuits to enhance the quantization time. A
pipelined track-and-hold amplifier (THA) with bootstrapped switch was taken as the front-end
THA to improve its performance. The foreground digital assisted calibration was also employed in
this design to correct the error of zero-crossing point caused by the circuit offset, thus to improve
the linearity of the ADC. Chip area of the whole ADC including pads is 930µm × 930 µm.
Post simulation results demonstrate that under a single supply of 1.2 Volts, the ADC consumes
210mW. For the clock of 2GHz, the signal to noise and distortion ratio (SNDR) is 45.93 dB for
Nyquist input signal frequency.

1. INTRODUCTION

Ultra-high-speed (GSps), medium resolution Analog-to-digital converters (ADCs) are the key ele-
ment in many electronic systems, such as communication system, test equipmentradar and radio
astronomy system. With the development of technology, in many of these systems, signal has a
bandwidth of over 1GHz, such as the ultra-wide-band (UWB) technology. So, research of ADCs
which has a sampling rate over 2 GSps is of great significance. Flash and Folding ADC are the
primary candidates for GSps applications due to their high conversion speed and low latency.
Although the flash architecture has been used in the highest speed ADCs, it has the severe dis-
advantage that it requires 2N comparators for N bits of resolution, which results in a substantial
area and power penalty starting at the 8 bit level. As a result, pipelined Folding and Interpolation
(F&I) was adopted in this design of 2 GSps, 8 bit ADC.

In this design, cascaded folding architecture was taken to enhance the quantization time. Folding
and interpolation factors were selected to be 3×3 and 2×8 to balance system area and performance.
Foreground digital assisted calibration was adopted to eliminate device mismatch, the impact of
gain error and the mismatch error of the channel.

In Part 2, key circuits and digital calibration will be presented. Part 3 gives layout and system
simulation results. Part 4 is the conclusion and Part 5 is the acknowledgement.

2. CIRCUIT OF THE PROPOSED ADC

From Fig. 1 it can be seen that the proposed ADC is a single channel circuit. The upper part is
the main circuit and the under part is the calibration circuit. For the main circuit, the coarse and
the fine channel quantify the signal from the front-end track-and-hold amplifier (THA) respectively
and deliver the quantization signal to the 8 D Flip-Flop (DFFs) to get the final results. The Fine
channel is much more complicated than the coarse channel. It is composed of 19 preamps (1 for
redundancy), two F&I stages (6 for the first stage with folding factor = 3 and interpolation factor
= 2; 4 for the second stage with folding factor = 3 and interpolation factor = 8) and 12 inter-
stage sample and hold amplifier (SHA) to enhance the quantization time, 32 comparators, 32 spark
code elimination circuit and fine coding circuit. The coarse channel is composed of 6 preamps, 6
comparators, 1 synchronization circuit to make sure the result is right and coarse coding circuit.

The under part is the calibration circuit and it includes logic control, counter, DFF array and
digital-to-analog converter (DACs). It will be explained more in Chapter 2.3.

2.1. The Front-end THA
For gigahertz sampling rate operation, it is far better to have a front-end THA as it can improve
the dynamic performance of an ADC [1]. By holding the analog sample static during digitization,
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Figure 1: Diagram of the proposed ADC.

the THA largely removes errors due to skews in clock delivery to a large number of comparators,
signal-dependent nonlinearity, and aperture jitter.

The THA designed takes the open-looped architecture, presented in Fig. 2. The bootstrapped
switch is adopted as its equalized resistance has less to do with the input voltage, thus to improve
THA’s linearity. Also, its over-drive voltage is larger than the normal MOS switch, so the equalized
resistance is smaller, and the sampling rate is improved.

As the designed THA should be working at 2 GSps while having a resolution of over 8 bit, a
second stage THA was designed after the regular THA, thus making a novel pipelined THA, shown
in Fig. 2. The second stage THA tracks and holds the signal of the first stage THA. As the second
stage THA’s input signal is less varying as the original input signal, the linearity requirement of
the second stage is much easier to realize than the first stage. To gain a large bandwidth for the
THA, the second stage also takes the bootstrapped switch, but much easier than the first one.

The simulation results demonstrate that the pipelined THA has a good performance. For clock
of 2GHz, input signal of 1 GHz, its 128 point Fast Fourier Transform (FFT) spectrum was shown
in Fig. 3. It can be seen that the THA’s Signal to Noise and Distortion Ratio (SNDR) is 61.5 dB,
suited for the ADC.
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Figure 2: The designed pipelined THA. Figure 3: Output spectrum (Nyquist in-
put@2GSps).



804 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

2.2. Folding and Interpolation Network

With the analog pre-processing, the F&I architecture can better balance ADC’s area, power and
performance. The pre-amplifier array generates the original zero-crossing points, but never enough
or it will be the flash architecture. As can be seen in Fig. 1, the two-stage cascaded F&I was taken
in this design with inter-stage SHA circuit in between. These two stages are similar so it can be
discussed together. With the help of F&I network, enough zero-crossing point will be generated
while the system area and power is much smaller than its flash counterpart.

The first key element in designing the folding circuit is that it should have enough bandwidth
to make sure signal can be settled within the limited time especially for ultra-high-speed ADCs.
Second, it should have a certain gain to suppress the offset of next stage. Third, its offset should
be controlled within a limited amount.

Figure 4 is the proposed F&I network. M1–M6 is the input differential pair as the folding factor
is 3. M7 and M8 have two roles, first to insulate the signal from the input. Second, as the drain of
three MOSFET is connected, its output capacitance is very large. With small sized M7 and M8,
the bandwidth of the folding circuit can be increased. The AC simulation of the folding circuit is
shown in Fig. 5. The gain is 5.38 dB and its −3 dB bandwidth is 4.9 GHz, suited for the ADC.

Figure 4: The designed F&I circuit. Figure 5: AC simulation result of folding circuit.

Figure 6: Diagram of digital assisted calibration.
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2.3. Foreground Digital Assisted Calibration
As the main error in folding and interpolation architecture is the offset, and it will hardly change
according to the temperature and external circumstance. Once the ADC is made, the offset is
fixed. So, the foreground digital assisted calibration was adopted in this design. The actual offset
can be measured and stored in the DFF array. When the ADC is working, the offset stored will be
used to compensate for the real offset of the circuit, thus the offset is eliminated and the linearity
is improved.

Figure 6 presents the diagram of the digital assisted calibration. From this figure, it can be
seen that the offset of all the analog processing blocks, including pre-amplifier, inter-stage SHA,
two stages of folding and interpolation circuit can be measured and stored. The calibration circuit
contains three key sub-circuits as (1) the clock generation circuit for calibration. Here, the C2MOS
circuit is adopted as it can generate 16 ways of calibration clock without overlapping. (2) The
DFF array can be used to store the measured offset in the calibration phase. (3) The current
DAC convert the stored digital offset to analog current and directly inject it to the output of pre-
amplifier. In this way, it achieves the subtraction between the offset voltage and the stored offset
voltage, thus the compensation is done and the linearity is improved.

3. LAYOUT AND SIMULATION RESULTS

To avoid the interference between analog and digital parts and obtain better performance, the
power and ground patterns in analog and digital modules are separated. Fig. 7 is the layout of the
ADC. Chip area is 930µm× 930µm with pads.

Figure 8 shows the post simulation result of 128-point FFT output spectrum. From the figure,

Figure 7: Layout of the ADC. Figure 8: Output spectrum (Nyquist input
@2GSps).

Table 1: Post simulation results of F&I ADC and comparison with others.

Performance [2] [3] [4] [5] This work
Technology 0.18 µm CMOS 0.18 µm CMOS 90 nm CMOS 90 nm CMOS 90 nm CMOS
Supply (V) 1.8 1.8 1 1.2 1.2

Clock (GHz) 1.6 1 2.7 1 2
SFDR (dB) 56 68.6 28.87 50.84
SNDR (dB) 46 56.5 33.6 27.35 45.93
Power (mW) 774 1260/channel 50 7.65 210
Area (mm2) 3.6 49 (dual ADC) 0.36 0.063 0.865
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it can be seen for Nyquist input signal (fin = 1 GHz) @2 GSps, the Spurious Free Dynamic range
(SFDR) is 50.84 dB and the SNDR is 45.93 dB, so the Effective Number Of Bit (ENOB) is calculated
to be 7.338 bit. The result demonstrates that the ADC has a good dynamic performance.

The performance of the designed F&I ADC and the comparison with other published ones
(SNDR and SFDR for Nyquist sampling in [2–4], 260 MHz@1 GSps in [5]) are listed in Table 1.

4. CONCLUSION

In this paper, a 2 GSps, 8 bit cascaded folding and interpolation ADC with foreground digital
assisted calibration in TSMC 90 nm CMOS technology is presented. The ADC consumes an area
of 930µm× 930µm with pads and achieves a 7.338 bit of ENOB at Nyquist input frequency with
a power consumption of 210 mW from a single supply voltage of 1.2Volts. The simulation results
demonstrate that the designed ADC is suitable for ultra-high-speed, medium resolution signal
processing systems.
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Abstract— A 10 bit 100 MS/s successive approximation register (SAR) analog-to-digital con-
verter (ADC) is realized in 90 nm CMOS process. With the proposed logic control scheme
and novel switch-driving register (SDR), the proposed SAR ADC achieves high conversion rate,
low power, leading to SNDR of 59 dB and SFDR of 72.6 dB at 100 MS/s with 49.7MHz input.
The figure-of-merit (FoM) is 39.1 fJ/conversion-rate at 100 MS/s with a power consumption of
2.87mW.

1. INTRODUCTION

With the feature size of CMOS devices scaled, design techniques for high speed SAR ADCs are
being actively researched today in efforts to extend the advantages of a low-power characteristic to
high speed applications. An effective design technique for high speed SAR ADC is the use of time-
interleaving [1], but it suffers from matching problems between channels such as offset, gain, and
sample-time skew often require complicated calibration. Another approach uses dynamic registers
with asynchronous operation to reduce clock power and increase the conversion speed [2, 3].

Compared to synchronous processing, asynchronous processing technique optimizes the internal
comparison time between subsequent bits. Therefore, it substantially shortens the conversion time.
Nevertheless, the propagation delay in the successive approximation (SA) loop is also one of the
dominant speed limiting factors, it can be reduced by optimizing the implementation of the SA
logic [4].

This paper proposes a novel logic control scheme to reduce SA loop delay resulting in fast
conversion operation. The remainder of the paper is organized as follows: Section 2 discusses
the architecture analysis of the SAR ADC in order to obtain optimum performance. Section 3
introduces the circuits and implementation of building blocks of the proposed ADC. Layout of the
proposed SAR ADC and simulation results are presented in Section 4 and conclusions are made in
Section 5.

2. ADC ARCHITECTURE

The architecture of conventional SAR ADC is illustrated in Fig. 1(a) with the key blocks of capacitor
network, comparator, SA control and the basic processing loop. As show in Fig. 1(a), the pulse
generator generates the comparator control clock (CLKC) to trigger the comparator to regenerate
and reset. After completing the comparison, a valid signal is generated to trigger the shift register
to generate multi-phase clocks for switch-driving register (SDR). Then the comparison results are
transmitted to switch-driving register and the outputs of the SDR are used to determine charging
or discharging the DAC capacitor array before the next comparison. The key timing path is from
the start of the comparison to the completely settlement of the DAC, the propagation delay in the
critical path is one of the dominant speed limiting facts. In order to reduce the SA cycling time
in SAR ADC, the timing path should be shortened. The proposed SAR ADC applies optimized

(a) (b)

Figure 1: Block diagram of (a) conventional SAR ADC architecture; (b) SAR ADC architecture utilizing
proposed logic control scheme.
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logic control schemes to enhance the conversion speed, the block diagram of SAR ADC utilizing
proposed circuit techniques is shown as Fig. 1(b).

3. CIRCUIT IMPLEMENTATION

3.1. Reference DAC

Figure 2 shows the detail schematic of the reference DAC. The DAC serves two purposes in a SAR
converter: 1) it samples the input signal; 2) it generates a residue voltage between the input and
current digital estimate. In the past few years, several power-efficient switching sequences for the
capacitive DAC have been proposed such as the energy-saving, monotonic, and Vcm-based switching
sequences [5–7].

A monotonic capacitor switching procedure is implanted during bit cycling in order to decrease
the power consumption. In the first comparison, all bottom plates of these capacitances are con-
nected to Vrefn. The capacitors use the top plates to sample input signal and the MSB is determined
by comparing the top plate’s voltages directly without any change in the reference DAC. The MSB
will be set to 1, if VDACP is higher than VDACN. Otherwise, the MSB is 0. Then the MSB triggers
the SAR logic to control the reference switching of the DAC. If the MSB is 1, the capacitance CN1

is switched to Vrefp. Otherwise, the capacitance CP1 is switched to Vrefp.

Figure 2: Schematic of the reference DAC. Figure 3: The schematic of the comparator.

3.2. Comparator

The schematic of the comparator is shown in Fig. 3, which consists of a pre-amplifier and a dy-
namic latched comparator. The pre-amplifier is used to block the kickback noise and enhance the
comparison speed. During the conversion phase, the input voltage of the comparator approach
Vrefp. For optimum speed and yield of dynamic comparator, the input common-mode voltage is
about 70% of the supply voltage [8]. Therefore, the comparator uses an N-type input pair rather
than a P-type one. When CLKC goes low, the comparator is at the reset state and the outputs of
the comparator are reset to high. When CLKC goes high, the input pair compares the two input
voltages. According to the comparison result, the latch regeneration forces one output to high and
the other to low. The dimensions of those MOSFETs in the comparator are carefully designed to
satisfy the speed requirement.

3.3. Proposed Logic Control Scheme

In the proposed SAR ADC, the regeneration of the comparator and the operation of the shift
register and the SDR are simultaneous. The timing diagram of the proposed SAR ADC is shown
in Fig. 4(a). When CLKC goes high, the comparator goes in the regenerate state and conversion
phase is beginning. It also triggers the shift register to generate multi-phase clocks for SDR. Then
the SDR is enabled. Thus, the comparison results are direct transmitted to determine charging or
discharging the DAC capacitor array before the next comparison without waiting for the completion
of the comparison. The valid signal is only used to disable the corresponding-phase clock and is not
in the key timing path. So the key path of the SA loop is shortened in the proposed SAR ADC. In
addition, a novel SDR is proposed to further improve the conversion speed as shown in Fig. 4(b).
RST is the reset signal. During the sample phase of the DAC, the output of the SDR is reset to
low. The input of SDR is the output of the comparator. The outputs of SDR are connected to a
serial of inverters used to drive the corresponding capacitors in the reference DAC. As a result, the
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(a) (b)

Figure 4: (a) The timing diagram of the proposed SAR ADC; (b) the proposed switch-driving register.

dynamic latch transfers comparator’s output to DAC directly when the comparator starts to latch.
This eliminates the time delay from the comparator to generating a valid signal.

4. LAYOUT AND SIMULATION RESULTS

The prototype ADC is realized in 90 nm CMOS process. Fig. 5(a) shows the layout of the proposed
SAR ADC. At 100 MS/s operation under a 1.2 V supply, the total power consumption is 2.87 mW.
Unit capacitance of the DAC is 20 fF, and the total input capacitance is about 640 fF. Fig. 5(b)
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Figure 5: (a) Layout of the proposed ADC; (b) simulation results at 49.7MHz (0.9 full-scale sine) input and
100MS/s.

Table 1: Summary of this design and comparison with the others.

Ref [3] TVLS [6] JSSCC [7] JSSCC This work
Architecture SAR SAR SAR SAR
Technology 90 nm 0.13µm 90nm 90 nm

Resolution (bit) 10 10 10 10
Sample Rate (MS/s) 30 50 100 100
Supply Voltage (v) 1 1.2 1.2 1.2

Power (mw) 0.98 0.826 3 2.87
SNDR (dB) 56.89 57 56.6 59
SFDR (dB) 68.65 65.9 71 72.6
ENOB (bit) 9.16 9.18 9.1 9.52

FoM (fJ/step) 57 29 55 39.1
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shows the ADC dynamic performance. The SNDR and SFDR at 49.7MHz input are 59 dB and
72.6 dB. To evaluate the overall performance of the ADC, we use a FoM equation defined as

FoM = Power/(2ENOB ∗ fs) (1)

where fs is the sampling frequency and ENOB is the effective number of bits. The resultant FoM
is 39.1 fJ/conversion-step.

5. CONCLUSION

This paper presents a 10-bit 100 MS/s SAR ADC. The propagation delay of the SA loop is reduced
by the proposed logic control method, which enhances the conversion speed of the SAR ADC. A
new switch-driving register is proposed to further improve the conversion speed. The performance
summary and comparison with state-of-the-art ADCs are shown in Table 1.
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Abstract— A 10-bit 200 MS/s Pipelined analog to digital converter (ADC) is realized using
operational amplifier (op-amp) and capacitor sharing. A novel loading-balanced architecture
is proposed to equal the capacitor load of the two adjacent stages which sharing one amplifier
and reduce the load capacitor. Low power consumption is achieved by using loading-balanced
architecture. The ADC is implemented in TSMC 0.18 µm 1P6M CMOS process. The supply
voltage is 1.8 V. The simulation results show 57.7 dB SNDR and 61.13 dB SFDR with a 98 MHz
input operating at a 200MS/s sampling rate. The area is 1.2mm× 1.2mm.

1. INTRODUCTION

Applications such as wireless sensor networks, image recognition and medical instrumentation re-
quire high-speed high-resolution and low power consumption analog to digital converters (ADCs).
Pipelined ADC has been widely used in these fields because it achieves a good compromise between
speed, accuracy and power consumption. Meanwhile many circuit techniques such as sample-and-
hold Amplifier (SHA)-less front end [1], op-amp sharing [2], capacitor sharing [3] and scaling down
capacitor values through the pipeline [4] has been developed to reduce the power consumption.

In this work, a prototype of 10 bit 200 MS/s pipelined ADC with loading-balanced architecture
is developed, Fig. 1 is the architecture of the ADC. The circuit consists of eight 1.5 bit/stage and
a 2 bit back end flash ADC. It uses one op-amp less than the traditional ADC for using SHA-less
architecture. the number of op-amp is reduced from 8 to 4 for op-amp sharing technique is used, the
load capacitor of the first stage is reduced equal to the second stage for capacitor sharing technique,
the non-standard inter-stage gain makes the feedback factor of the first stage increased equal to
the second stage. So the load of op-amp shared by the first two stages is balanced. The capacitor
load and feedback factor of the third and fourth stage are the same. The fifth to eight stage is the
same as the third and fourth stage. From the system view, all the loads of the OTAs shared are
balanced. The design power optimized.

Figure 1: Architecture of the 12 bit loading-balance Pipelined ADC.

2. CIRCUIT DESIGN

2.1. The First and Second Stage with Loading-balanced Architecture
Figure 2 is the architecture of the first and second stage (the first unit), in order to lower the
power consumption, noise contribution and reduce the die area. The loading-balanced pipelined
ADC removes the first-end SHA, the input signal is sampled by the bootstrapped switch in directly.
The ADC scaling down the capacitor value through the pipeline by the factor of 0.5, so when the
first stage is settling in closed loop, the load capacitor is lager then the second stage. The shared
op-amp is designed in accordance with the requirement of the first stage. So when the second stage
is settling, a part of power will be wasted. The loading-balanced pipelined ADC using capacitor
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sharing technique and non-standard inter-stage gain scaling down the load to the same with the
second stage in settling, realizes the load balance between the two stages.

Figure 3 is the architecture of the first unit during four different phases. The Op-amp has two
input pairs and works alternately to cancel the memory effect. The two pairs of the capacitors are
working alternately controlled by the four non-overlapping clock phases which is shown in Figure 4.
During the clock phase Φ1, the schematic of the first unit shown in Figure 3(a), the first stage is
sampling the input signal, the second stage is settling in closed-loop. The lower input pair of the
op-amp and the top pair of the capacitors are resettling, removing the residual charge. During the
clock phase Φ2, the schematic of the first unit shown in Figure 3(b), the first stage is settling in
closed-loop and producing the residue which is stored on the top pair of capacitors, the top input
pair of the op-amp and the lower pair of the capacitors are resettling. During the clock phase Φ3,
the schematic of the first unit shown in Figure 3(c), the first stage of the unit is sampling the input
signal, and the second stage is settling, the lower input pair of the op-amp and the lower pair of
capacitors are resettling. Produce the residue which is utilized by the third stage. During the
clock phase Φ4, the schematic of the first unit shown in Figure 3(d), the second stage is settling in
closed-loop and producing the residue which is stored on the lower pair of capacitors, the top input

Figure 2: Schematic of the first unit.
 

Figure 3: Architecture of the first unit in four
phases.

Figure 4: The clock signal used in Pipelined ADC. Figure 5: The conventional 1.5 bit/stage architec-
ture.
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pair of the op-amp and the top pair of the capacitors are resettling.

2.2. The Non-standard Inter-stage Gain Architecture
In conventional 1.5 bit/stage architecture, the gain of the multiplying digital-to-analog converter
(MDAC) is two, the feedback factor is 0.5, all the stages have the same input and output range,
the value is ±VR. Because the first stage using SHA-Less architecture, mismatch between sampling
paths of comparator and MDAC leads to aperture error [5]. The conventional MDAC shown in
Fig. 5 remove the mismatch successfully, but the feedback factor is 1/3, it wastes a part of power,
and the load compactor value between the first and second stage are different.

In this design, a novel non-standard inter-stage gain architecture is proposed, the architecture is
shown in Fig. 6, it reduces the value of sample compactor from 2CS to CS . The gain of the MDAC
reduces from 2 to 1 [6], then the input range increase to ±2VR, and the feedback factor increases
to 0.5, the threshold of the comparators in first Sub-ADC increase from ±1/4VR to ±1/2VR. The
transfer functions of the two MDACs are shown in Fig. 7. The equivalent load capacitor values of
the first and stage are the same, the value is Cs/2, it realizes the loading balanced and reduced
the consumption.

The third and fourth stage (the second unit) use conventional 1.5 bit/stage which is shown
in Fig. 8. The shared Op-amp has two input pairs to cancel the memory effect [7]. This unit
uses capacitor sharing technique to realize the loading balance between the two stages, the sample
capacitors of the second unit scaling down to Cs/8, the total value of the third stage is Cs/4.
The sample capacitors of the fourth stage are not scale down further. Because the value of sample
capacitor is near to parasitic capacitor. The load capacitor is not scales down substantially.

But the feedback factor will reduced evidently. So the value of the sample capacitors between
the third and fourth stage is same. The five to eight stages are same to the third and fourth stage,
so the value of the equivalent load capacitors is same.

3. SIMULATION RESULTS

The ADC is designed in TSMC 0.18µm 1P6M CMOS process. The layout of the ADC is shown
in Fig. 9. The Section A is the first and second stage, Section B is the third and fourth stage,

 
Figure 6: The non-standard inter-stage gain archi-
tecture.

Figure 7: The two transfer functions.

Figure 8: The conventional 1.5 bit/stage architecture.
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Section C is the five and six stage, Section D is the seven and eight stage, Section E is the digital
logical circuit, Section F is the output buffer circuit. The area is 1.2mm × 1.2mm. The ADC
operates under supply of 1.8 V. The single-end input swing is 1.2 V. The simulation output FFT
spectrum with 98.4 MHz input frequency at 200MS/s is shown in Fig. 10, which exhibits SNDR
of 57.68 dB and SFDR of 61.13 dB. Fig. 11 reveals the SNDR and SFDR of the ADC for an input
frequency sweep at 200MS/s.

Figure 9: The layout of the ADC. Figure 10: ADC output spectrum.

Figure 11: Dynamic performance versus input frequency.

4. CONCLUSION

This paper presents a 10 bit 200 MS/s pipelined ADC with 1.8 V supply. A novel loading-balanced
architecture is proposed to equal the load capacitor of the two adjacent stages which sharing one
amplifier. A non-standard inter-stage gain architecture is proposed to equate the load capacitor
value between the first and second stage. reduce the load capacitor and power consumption. The
third to eight stages are the same, so the equivalent load capacitors are the same, so the entire
system realizes loading balance and reduces the power consumption. The method is verified by the
experimental chip’s simulation results, and showing SNDR of 57.68 dB and SFDR of 61.13 dB at
98.4MHz input frequency, the power is 115 mW at 200 MHz sample frequency.
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Abstract— This paper presents the design of a 30-GHz low phase noise LC-tank voltage
control oscillator (VCO) and a high speed frequency divided-by-two module in a 90-nm CMOS
technology. A single cross-coupled PMOS transistor pair with drain resistors is adopted to
suppress the flicker noise up-conversion. To improve the linearity, two sets of varators with
different DC biasing are implemented. The simulated tuning range of the VCO covers from 28.7
to 32.4GHz in four tuning curves. The simulated output phase noise at offsets of 10 kHz, 100 kHz
and 1MHz are −50, −78, and −104 dBc/Hz, respectively. The power consumption of the VCO
is 9 mW under a 1.2-V power supply. A current mode logic (CML) divided-by-two module is
designed to operate at 28 to 40 GHz. The divider core draws 3.3 mA from a 1.2-V supply.

1. INTRODUCTION

In the fast-booming wireless communication market, more and more millimeter wave frequency
bands are up-coming and pose the challenges of microwave CMOS chips. In China, the 59 ∼ 64-
GHz frequency band has been assigned for these applications, and recently a 45-GHz band of
Q-band has been developed to support both long-range and short range high data rate wireless
communications.

In a typical double-conversion low intermediate frequency receiver architecture for the 45-GHz
applications, considering a first intermediate frequency (IF) of 15GHz and a low second interme-
diate frequency, two local oscillator (LO) signals can be generated by a 30-GHz LC voltage control
oscillator (LC-VCO) and its divided-by-two frequency divider. This paper presents the design of a
30-GHz narrow-band VCO and its high speed divider using a standard 90-nm CMOS process. Two
drain resistors are adopted in the VCO to suppress the flicker noise up-conversion.

The paper is organized as follows: Section 1 is the introduction of the recent development of
microwave wireless communications. Section 2 presents the VCO architecture and the phase noise
enhanced technology. The current mode logic (CML) based divider structure and its operation are
described in Section 3. Simulation results and conclusion are provided in Sections 4 and 5, along
with a comparison of the presented work with other recent works.

2. VCO DESIGN

The schematic of the proposed VCO is shown in Fig. 1(a). It is an LC difference VCO with
single NMOS cross-coupled devices. Two resistors RD are inserted in series to the drain of the
cross-coupled MOSFETs.

In practice, other suppression techniques have been used such as adopting a resonant network
at the drain of the current source or inserting resistors in series to cross-coupled transistor sources.
The former solution requires an LC resonant filter tuned to the 2f0 where f0 is the oscillation
frequency of the VCO. In wide band applications, a tuning mechanism needs to be added. The
second solution reduces the harmonic generation at expenses of excess gain and start-up margin [1].

By inserting the resistors at the drain of the transistors, the excess gain of a single PMOS can
be expressed as

GX ≈ gmpRD, (1)

where gmp is the transconductance of the PMOS transistor. The added delay causes by RD can be
estimated by

τD ≈ ω0RDCD, (2)

where CD is the parallel capacitor at the drain of PM1,2. The ideal suppression condition could be
achieved when the following formula is met [2].

[
GX − 1

4Q
− ω0RDCD

]
+

[
(GX − 1)2

8Q
− 1

2
ω0RDCD

]
= 0 (3)
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Figure 1: (a) LC-VCO topology with drain resistors. (b) Simulated varactor C-V curves.

Thus the optimum value of the drain resistor to suppress the flicker noise up-conversion is

RD ≈ G2
X − 1

12Qω0CD
(4)

For the designed VCO, the quality factor of the inductor at 30 GHz can be as high as 40, and the
gm is designed to be large to ensure the start-up margin. To achieve a required output amplitude
of the oscillator, a large current is usually needed. While a large resistance results a large voltage
drop across the resistor, the output power of the VCO will be reduced, so the resistor size should
be chosen wisely. GX is usually set between 2 and 4 also to ensure the start-up.

Two varactor units are used as the voltage controlled module. Because of the poor linearity of
a single varactor, two units are biased in different DC operating points. The simulated C-V curve
is shown in Fig. 1(b). The VCO has a tuning range of about 3.7 GHz from 28.7 to 32.4 GHz, which
covers the desired frequency bands. Based on the parameter we calculated above, the VCO gain is
about 1GHz/V on average.

CLKN CLK CLKN CLK

VDD

RL RL RL RL

NM1 NM2NM3 NM4
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Figure 2: (a) The schematic of divided-by-2 CML divider. (b) Simulated transient waves of the divider.
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3. DIVIDER DESIGN

In order to generate quadrature LO signals, two identical CML latches are used to build up a
master-slave configuration. The input clock signals are coming from the 30-GHz LC-VCO, which
is directly coupled to the clock transistors’ gate. Thus, the gate capacitors should be considered
while designing the VCO. In order to operate under a 1.2-V power supply voltage, the tail current
sources have been removed. The schematic of the proposed divider is shown in Fig. 2(a).

The self-oscillation frequency has been set to 32GHz. In each latch, the most of the current
should be made flow through the sample pairs and the hold pairs only need about 1/3 of the total
current. The sample pairs and hold pairs serve as analog mixers in each latch. Two latches, notified
as latch I and Q, connected in a negative feedback loop. The whole CML divider can be seen as
a ring oscillator. According to Barkhausen criterion, the locking range of the divider is restricted
by the loop phase and loop gain. To reach the maximum locking range, the condition gmh ·RL = 1
should be satisfied, where gmh is the transconductance of the hold pair. The simulated transient
waves are shown in Fig. 2(b).

4. SIMULATION RESULTS

The 30-GHz LC-VCO and divided-by-2 CML frequency divider are designed in a standard 90-nm
CMOS technology. The layout of the proposed schematics is shown in Fig. 3 with an area of

Figure 3: Layout of the proposed VCO and divider.

(a) (b)

Figure 4: (a) Simulated tuning curves of the VCO. (b) Simulated phase noise of the VCO.
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Table 1: Summary of the performance and comparison with SOA.

Ref.
Frequency

Range (GHz)

Power

Supply (V)

Phase Noise

(dBc/Hz)

Power

Consumption (mW)
Technology

3 53.2–58.4 0.7/0.43 −90.08, @1MHz 1.2
90 nm

CMOS

4 12.72–12.93 1.2 −105.25, @1MHz 3
90 nm

CMOS

5 38–43 1.2 −86.46, @1MHz 5.9
90 nm

CMOS

6 55.5–61.5 1 −90, @1MHz 3.9
0.13 µm

CMOS

This work 28.7–32.4 1.2

-50, @10 kHz

9
90 nm

CMOS
-78, @100 kHz

-104, @MHz

609× 497µm2. The VCO operates at the supply voltage of 1.2 V and draws an average current of
7.5mA, and the divider consumes an average current of 3.3 mA under the same supply voltage.

The simulated tuning curves are plotted in Fig. 4(a). The simulated tuning range of the VCO
covers from 28.7 to 32.4GHz in four tuning curves. By adding the drain resistors, the phase noise
of the VCO has a promotion in the closed-in frequency offsets. Fig. 4(b) shows that the output
phase noise at an offset of 10 kHz, 100 kHz, and 1 MHz is −50, −78, and −104 dBc/Hz, respectively.
Furthermore, different phase noise in different working frequency shows a small variation due to
the delay brought in by the drain resistor.

5. CONCLUSION

In this work, a low phase noise 30-GHz LC-VCO with drain resistors and its divided-by-2 module
are designed in a standard 90-nm technology. By adopting the drain resistors, the phase noise
of the VCO has promoted phase noise performance at its closed-in frequency offsets. The CML
divider operates within the frequency range of 22 to 40 GHz and generate quadrature LO signals.
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Abstract— A 45 GHz low power millimeter-wave (MMW) low noise amplifier (LNA) using 40
nm CMOS process is presented in this paper. The LNA comprises three stages. The first stage
adopts the active feedback structure for good input matching. The output matching employs an
L-type matching network. Simulation results show that both S11 and S22 are less than −18 dB
at 45 GHz. A cascode structure is adopted in the third stage for better reverse isolation. The
LNA consumes 18.7 mW under a 1.1-V voltage supply, achieving a maximum S21 of 17.9 dB.
The minimum NF is 5.7 dB at 42.5 GHz. The simulation results show that the proposed LNA is
promising for the 45-GHz application.

1. INTRODUCTION

In recent years, MMW circuits have been studied widely for its capability of high data rate com-
munication. For example, the frequency band of 76 ∼ 81 GHz is for automotive radar and 60 GHz
is a promising band for high speed wireless communication [1, 2]. Q-LINKPAN which has been
included in IEEE 802.11aj (45 GHz) Task Group is a newly proposed communication standard
working within the 40–50GHz [3].

An LNA that provides a good noise performance, excellent matching and enough gain is nec-
essary in an MMW receiver. The development of deep submicrometer CMOS process makes it
possible to implement a CMOS MMW LNA. Some MMW LNAs have been reported recently [4–6].
However, their power consumptions are relatively high and the matching is not satisfactory. In [6],
for example, a 3-stage 79-GHz LNA is presented. Though a low NF 4.9 dB and a variable gain
are achieved, the power consumption of 30.6 mW and S22 < −10 dB was not good enough. In
this paper, a-45 GHz low power 3-stage LNA with excellent matching is designed in 40 nm CMOS
process. An active feedback is adopted for the input matching.

2. CIRCUIT DESIGN

Considering the high transition frequency of the 40 nm CMOS process, excellent input matching
is possible to achieve by feedback. The resistive feedback LNA in Fig. 1(a) and active feedback
LNA in Fig. 1(b) are widely used in wideband LNA [7]. Ignoring the parasitic capacitors, the input
impedance of the resistive feedback LNA is,

Rin ≈ 1
gm1

(1)

where gm1 is the transconductance of M1.

(a) (b)

Figure 1: (a) Resistive feedback LNA; (b) Active feedback LNA.

Assuming that M2 performs as an ideal buffer, the input impedance of the active feedback LNA
is,

Rin =
Rf

1 + gm1RL
(2)
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Equation (1) shows that the transconductance is restricted to 20mS to meet the input matching
requirement. The first stage’s noise performance which dominates the whole circuit’s noise figure
(NF) is mainly decided by gm1. Therefore, the NF cannot be lowered by increasing the aspect ratio
of M1 or the current consumption. The output impedance of the active feedback LNA is RL, while
the output impedance of resistive feedback LNA is,

Rout ≈ Rf//RL (3)

Equation (3) shows that the output impedance is affected by the feedback resistor. It makes the
matching between the output of the first stage and the input of the second stage more complex.
Therefore, the active feedback in Fig. 1(b) is preferred.

Figure 2 shows the proposed 3-stage LNA employing active feedback structure in the first stage.
Different from the second and third stage, the bias voltage of M1 is through an inductor L1. This
bias inductor not only provides high impedance at the frequency concerned but also constructs a
parallel resonant network with the parasitic capacitor Cgs1 of M1. This network filter out the signal
out of band. The small signal circuit of the first stage is depicted in Fig. 3. The input impedance
is derived as,

Zin = jωL1//
1

jωCgs1
//

Rf

1 + gm1 · (jωL2//jωCL)
(4)

To ensure the input impedance matching, the resonant frequency of the two LC network are both
configured at about 45 GHz. A cascode structure is adopted in the last stage for better isolation
between the output and the input. The aspect ratio of M5 is half of M4 to minimize the parasitic
capacitor which determine the reverse isolation. L4 and C5 comprise an L-type output matching
network.

Figure 2: Proposed 3-stage LNA.

 

Figure 3: Small signal circuit of input network.

3. SIMULATION RESULTS

The proposed LNA is designed in a 40 nm CMOS process. The die area of the layout shown in
Fig. 4 is 0.78mm × 0.7mm. The minimization of parasitic resistance and capacitance are critical
to ensure that the LNA will work well in an MMW frequency range. Therefore, the layout has
been designed meticulously. Simulations have been carried out using Cadence Spectre. The total
current is 17 mA under a 1.1 V voltage supply.
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Figure 5 shows the LNA’s S-parameter and NF. The simulation results in Fig. 5(a) shows that
S11 < −10 dB through the whole band of 40–50 GHz. and it achieves an S11 of −18.8 dB and an
S22 of −25 dB at 45GHz. The frequency band of S22 < −10 dB is 42 ∼ 48.5GHz. The maximum
S21 is 17.9 dB at 42 GHz. The NF is less than 7 dB in the frequency band concerned. Table. 1
shows the simulation results summary and comparison with published works.

Figure 4: Layout of LNA.
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Figure 5: (a) Simulated S11 and S22; (b) Simulated S21 and NF.

Table 1: Simulation results summary and comparison.

This Work [1] [5] [6]
Process (nm)/VDD (V) 40/1.1 90/NA 65/1.5 28/0.9

3 dB BW (GHz) 41.5 ∼ 49 77 ∼ 81 2.1 ∼ 39 74 ∼ 84
NFmin (dB) 5.7 6.2 4.5 4.9
S21max (dB) 17.9 13.5 11.5 23.8
IIP3 (dB) −9 −11 NA NA

Power (mW) 18.7 21.1 25.5 30.6

4. CONCLUSIONS

In this work, we demonstrate a low-power MMW LNA in a 40-nm CMOS process. The first stage
of the LNA adopts the active feedback structure for a better input matching. A cascode structure
is employed in the last stage for better reverse isolation. The LNA consumes 18.7 mW under a
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1.1V voltage supply. Compared to the published MMW LNAs, this work achieves the minimum
power. The maximum S21 is 17.9 dB at 45 GHz. The LNA achieves a minimum NF of 5.7 dB at
42.5GHz. The simulation results shows that the proposed LNA is promising for the Q-LINKPAN
application.
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Abstract— This paper presents a novel design of a varactor-based tunable microstrip band
pass filter suitable for several applications such as LTE, UMTS, WiFi and others. The proposed
filter is designed on a Rogers RO3203 substrate over a full ground plane. The filter is based on
a PI(π)-shaped slot incorporated in a microstrip line between a pair of gaps. The designed filter
operates in the frequency band from 1.8 to 3GHz. Frequency tunability is obtained by inserting
a varactor in the design and modifying its capacitance using DC bias lines.

1. INTRODUCTION

TV Broadband wireless access communication systems are undergoing a rapid expanding growth.
Such RF systems employ RF filters which are important components in their transceivers. There-
fore, there is an increasing demand for low cost, compact size and high performance filters [1]. These
filters are widely studied and different kinds have been proposed via different methods and struc-
tures in recent years. Future mobile communication systems will require wideband transmission
in order to support high-speed and high-capacity data transmission. This has led to an increasing
demand for dual-band band pass filters and tri-band band pass filters. However, tunability of these
filters is a better solution.

In recent years, the demands of the multi-standard wireless communication industry have forced
filters to be increasingly adaptable due to various constraints, such as size, geometry, impedance
bandwidth and operating frequency. Such design constraints have forced filter designers to consider
tunable filters, so that their behavior can adapt with changing system requirements or environmen-
tal conditions, and they can tune to several frequencies and operate for different applications.
Therefore, tunability is a required feature in these wireless communication systems.

Due to the significant increase in the demand of tunable filters in modern multiband commu-
nication systems, several tunable band pass filters have been recently proposed with good tuning
characteristics. There are many strategies and technologies to achieve tuning, including the use
microelectromechanical systems (MEMS), ferroelectric components, liquid crystals and split ring
resonators and complementary split ring resonators among others [2–8]. Some of these strate-
gies have been applied to the design of tunable filters by implementing varactor diodes [9]. The
RFMEMS switched capacitor array reported in [2] as a RF component to achieve various kinds of
tunable RF filters consists of RFMEMS direct contact switches and metal-insulator-metal capac-
itors. In [3], a band-pass tunable filter within frequency ranges of 13–20GHz showing good stop
rejection and sharp roll off frequency is designed using a novel design to turn the resonant frequency
by micro-electromechanical systems (MEMS) switch and coplanar-waveguide (CPW) structures. A
tunable filter in the Ku-band, which is realized in multilayer ferrite LTCC substrate with embedded
bias windings and negating the need of a large electromagnet, is presented in [4]. In [5], a band-
pass filter using ferrite nanoparticles as the active element in microstrip geometry is designed. The
filter is based on ferromagnetic resonance and it is very compact and has wide frequency tunability.
In [6], an MMIC active band-pass filter is designed for the implementation of a tunable RF filter in
a 0.35µm SiGe BiCMOS technology. This filter structure is proposed for operation in the S-band
applications and BiCMOS MMICs applications for wireless personal communication. The authors
in [7] show that open split ring resonators (OSRRs) and open complementary split ring resonators
(OCSRRs) can be used to implement tunable filters in coplanar waveguide (CPW) technology.
By loading a CPW with shunt-connected varactor-loaded OSRRs, a band-stop filter with tunable
central frequency results. A compact tunable band pass filter using a vertical stepped-impedance
resonator (SIR) based on the conventional multi-layer printed circuit board (PCB), exhibiting high
unloaded quality factor, compact size and low electromagnetic coupling to nearby RF circuits is
reported in [8]. In [9], a compact electrical tunable microstrip band pass filter, realized by coupling
two Hairpin-DGS resonators, is proposed. The tunability is achieved by embedding varactor diodes
to the Hairpin-DGS resonators.
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In this paper, a simpler and a highly effective tuning approach is introduced. A simple varactor-
based tunable microstrip band pass filter based on a PI(π)-shaped slot integrated in a microstrip line
between a pair of gaps, is presented. Frequency tunability is achieved through inserting a varactor
in the design and modifying its capacitance using DC bias lines. The designed filter operates in
the frequency band from 1.8 to 3GHz. The geometry and the design guidelines of the proposed
antenna structures are presented in Section 2. The results are presented in Section 3. In Section 4
a brief conclusion is given.

2. FILTER STRUCTURE AND DESIGN

The configuration of the proposed tunable filter is shown in Fig. 1. A simple microstrip line
is designed on a 40 mm × 20mm Rogers RO3203 substrate with dielectric constant of 3.02 and
thickness h = 1.6mm over a full ground plane. The filter is based on a PI-shaped slot with two
arms incorporated in the microstrip line between a pair of gaps. The detailed dimensions of the
PI-slot, its arms and the gaps in the microstrip line are shown in Fig. 1.

The slot itself has bandstop characteristics since it changes the part of the microstrip line around
it into an open loop resonator which is known for its bandstop action. The two gaps act as capacitors
and transform the bandstop into a bandpass operation.

Frequency tunability is obtained by inserting a varactor (SMV1212) on the microstrip line as
shown in Fig. 1 (red color) and modifying its capacitance using the shown DC bias lines. The size
of the varactor is compatible with the design and its capacitance ranges between 0.6 and 71 pF.
The dimensions of the slot and the gaps are optimized to achieve wider channel bandwidth and
better tunability. The filter is designed and simulated using Ansoft HFSS.

3. RESULTS AND DISCUSSION

The simulated reflection coefficient plots of the tunable filter are given in Fig. 2 for the indicated
capacitance values of the varactor. It is clear that frequency tunability has been achieved in the
frequency band from 1.8 to 3 GHz. Considering several values for the capacitance of the varactor,

Figure 1: Configuration and dimensions of the proposed microstrip filter.

Figure 2: Reflection coefficients for different capacitance values.
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the filter can operate on different frequencies in the 1.8–3 GHz band corresponding to different
applications such as LTE, UMTS, WiFi, and others.

4. CONCLUSION

A novel design of a varactor-based tunable microstrip band pass filter is proposed in this paper.
The designed tunable filter operates in the frequency band from 1.8 to 3 GHz and is suitable for
several applications such as LTE, UMTS, WiFi and others. Frequency tunability is attained through
inserting a varactor in the design and modifying its capacitance using DC bias lines. The operating
bandwidth, the small size, and the frequency tunability make this filter a practical one that can be
used for cognitive radio applications.
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Abstract— In this paper a new approach to OPAMP sharing was proposed. In this way, the
pulse-width dedicated is proportional to output capacitance. Consequently, the created harmonic
distortion is minimized and the power efficiency is maximized.

1. INTRODUCTION

Delta-sigma modulators are very used in the Control loop of the DC-DC Switching Converters that
tabernacle with PWM generators and decreases the ripple and noise of the DC-DC converters [1].
In fact these modulators covert analog input signal U(z) to a digital representation Y (z). The
difference between output digital signal and input analog signal of modulators is so called quanti-
zation error E(z). Quantization error is known as noise which limits analog to digital modulators
accuracy. In this type of modulators, the quantization noise is fed back to the input of the modu-
lator and being attenuated while passing through loop filters. In addition, any other noise sources
which are located in the forward path of the modulator could be attenuated by this technique of fed
back the noise signals to the input. Attenuating quantization noise causes an increase in accuracy
of the modulator Concept of a conventional delta sigma modulator is shown in Figure 1.

+ + ++
U(Z) Y(Z)

+ ++

- - -

H(z)P1 PnPn H(z) +

E(Z)

Figure 1: The conventional nth order delta sigma modulator.

The signal transfer function STF (z) and noise transfer function NTF (z) of the delta sigma
modulator is as the following:

Y (Z) = (1− Z−1)nE(Z) + U(Z) (1)



STF (Z) = Y (Z)
U(Z) = 1

NTF (Z) = Y (Z)
E(Z) = (1− Z−1)n

(2)

In the conventional delta sigma modulators, increasing forward path filters more than 3 usually
leads to instability [2]. There has been introduced many techniques which provide the same noise
transfer function and signal transfer function as the conventional has for the high order noise
shaping by mathematical techniques [3–5].

In this paper, a new approach to opamp-sharing has been introduced in which provides a second
order noise shaping by moving opamp between two stages.

The paper has been organized as the following. Next section describes the conventional noise
shaping method and it has been followed by the proposed noise shaping method. Finally the paper
presents the second order modulator simulation results.

2. CONVENTIONAL NOISE SHAPING METHOD

An important of ideas for decreases of the power consumption and area is opamp-sharing. In this
technique, opamp moved from stage1 to stage2 and conversely. In conventional idea, two phases are
used that the pulse width dedicated to phases are the same. But the stage output capacitance (i.e.,
equal the whole capacitances in one integrator in a stage) in stage1 is more than stage2, because
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the stage1 once shaped the noises while the stage2 twice shaped the noises. Therefore the stage2
needed to pulse-width (i.e., phase pulse-width) less than stage1. Pulse-width dedicated to phases
in conventional noise shaping method shown in Figure 2.

If the pulse-width dedicated to stages of delta-sigma modulator has been the same while the
output capacitances of the stages are different, with moving the opamp between the stages, the
harmonic distortions are increases and resultant the SNDR is decreases Therefore with this tech-
nique, for struggle the harmonic distortions should be increase the sampling frequency that the
phase1 pulse-width increases. Therefore power consumption and chip area are increases.

3. PROPOSED NOISE SHAPING METHOD

According to discussion in Section 2 for opamp-sharing technique should be the pulse-width dedi-
cated to stages is designed according to stages output capacitance.

In this design, we effort that the pulse-width dedicated to stages have been based on stages
output capacitance. Timing diagram for the proposed noise shaping method seen in Figure 3.

Clock

Phase1

Phase2

Figure 2: Timing diagram for conventional noise
shaping method.

Clock

Phase1

Phase2

Figure 3: Proposed noise shaping method timing
diagram.
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Figure 4: Proposed Switch-Capacitor Integrator in phase1 (Φ1).

According to Figure 3, the pulse-width dedicated to stage2 is less than stage1 and the phases
are madding from the clock signal with very high frequency rather than two phases. With this
technique, the power dissipation and chip area minimized by factor about two.

The proposed integrator structure shown in Figure 4. In this structure, the opamp only required
in one phase and it can move to other stages. According to Figure 4 based on [6], in the phase
Φ1a, the integrator sampled the input signal on the sampling capacitor (CS) and in the phase Φ1b,
the integrator transfer the electric load from sampling capacitor to integrator capacitor (Cf ) and
conversely. Therefore, the opamp not require been in the integrator structure at phase2 and moved
to other integrator.

4. SIMULATION RESULTS

In this paper, the proposed block diagram in Figure 5 is simulated. According to Figure 5, the
opamp has been in stage1 at phase1 (Φ1) and the opamp has been in the other stage at phase2 (Φ2).
The output capacitance of the stage1 is about six times than stage2. Therefore, the pulse-width
for stage1 is about six times other stage.

The proposed idea simulated at the 130 nm CMOS model and the comparison between State-of-
the-Art Works between the proposed paper results and some other papers presented at the Table 1.
According to this table, the proposed SNDR and power consumption are 80.7 dB and 69.2µw
respectively, resultant FoM equal 392.2 fJ/step-conv that higher than other papers.
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Figure 5: Proposed 2nd order delta-sigma modulator block diagram.

Also, Table 2 shows the simulation results in the process corners. According to this table, the
tolerance between T.T corner and other corners for the SNDR is less than 10%, that an appropriate
error of engineering.

Table 1: Comparison to State-of-the-Art works.

Parameters [7] [8] [9] [10] This Work
V DD (v) 0.9 1.4 1.2 0.9 1.2

CMOS Technology (nm) 180 180 130 65 130
f BW (Hz) 10 k 256 10 k 500 10 k

Order 2 2 2 2 2
SNDR (dB) 80.1 72 87.8 76 80.7
Power (µw) 200 13.3 148 2.1 69.2

FoM (fJ/step-conv) 1210 7980 369 407 392.2

Table 2: Simulation results for the proposed 2nd order ∆Σ at different process corners.

Parameters T.T S.S S.F F.S F.F
fBW (Hz) 10 k 10 k 10 k 10 k 10 k

SNDR (dB) 80.66 81.85 78.70 80.21 78.23
ENOB (bit) 13.11 13.30 12.78 13.03 12.70
FoM (fJ/s-c) 392.25 295.79 540.16 385.39 648.44

5. CONCLUSION

In this paper, a new approach to OPAMP sharing was proposed. In this way, the pulse-width
dedicated is proportional to output capacitance. Consequently, the created harmonic distortion
is minimized and the power efficiency is maximized. In this design, in one 2nd stage delta-sigma
modulator with 10 kHz of bandwidth, the power dissipation equal of 69.2µw, resultant the FOM
is 392.2 fJ/step.
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Abstract— A high speed, low delay/log (∆Vin) dynamic comparator using negative resistance
combined with CMOS input differential pair is proposed and designed in IBM 180 nm CMOS
process technology.

1. INTRODUCTION

Comparators are very used in the Control loop of the DC-DC Switching Converters. In the loop
of DC-DC Switching Converters, PWM generators uses comparator that compare Triangular wave
with the difference DC-DC output voltage and reference voltage. Due to limited accuracy, compar-
ison speed and power consumption, comparison of the input data is regarded as one of the limiting
factor of the high speed VLSI data conversion system. There is a growing need for the development
of low power, low voltage and high speed circuit techniques and system building blocks because of
increasing demand for portable and hand held high speed devices. On the one hand, low voltage
operation is required to use as few batteries as possible for low weight and small size. On the other
hand at the high frequency of operation, Low power consumption is demanded to prolong battery
lifetime as much as possible [1, 2]. In the recent decade, due to the rapid advancement in Analog-
to-Digital conversion devices, the rapid advancement of VLSI technology causes the evolution of
digital integrated circuit technologies for signal processing systems that operate on a wide variety
of continuous-time signals including DC-DC switching converters, speech, medical imaging, sonar,
radar, consumer electronics and telecommunications.

Already with voltage scaling, sub-threshold voltage region demands require technology for new
architecture and innovative circuits. Previous advances in MOS technologies meet it for higher
speed applications, however due to MOS device mismatches, it is difficult to achieve a high speed
and accuracy at the same time [3].

One of the key components in PWM generators as the fundamental block for the A/D conversion,
are the comparators. In fact they are the link between analog domain and digital domain for
compare a set of variable or unknown values against that of a constant or known reference value [4].
Many DC-DC switching converters in the control loop demands high-speed, low-power comparators
with small chip area. For low-voltage operation, developing new circuit structures is preferable in
order to avoid stacking too many transistors between the supply rails [5].

The organization of this paper is as follows. Section 2 described the proposed dynamic com-
parator. Section 3 illustrates the simulation results. A comparison to the conventional comparators
is also presented, followed by the conclusions in Section 4.

2. PROPOSED DYNAMIC COMPARATOR

2.1. Structure

The comparators are consists of two parts namely pre-amplifier and latch that these parts operate
in the same phase. Therefore, comparator can pull the latch. In the second phase, the pre-amplifier
output nodes up to the power supply voltage level. Also, the comparator offset can be cancelled
in this phase [6, 7]. Consequently, the comparator offset effect has not been considered in this
paper. Fig. 1 shows the circuit diagram has been used in simulations that has been obtained from
[8] with adding Q2 and Q4 that a dual rail pre-amplifier is achieved. For decreasing the loading
effect on the comparator output, two CMOS inverters have been used to supply capacitive loads.
The comparator consumes dynamic power because the comparator consists of dynamic latch and
pre-amplifier [9].
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Figure 1: Schematics of the dynamic comparator and CMOS inverters.

2.2. Transient Behavior

Figure 2 shows the sketch map of the transient behavior of the dynamic comparator in the com-
parison phase. By the switching transistors Q8, Q9, Q12, and Q13 during the reset phase, the
output terminals and the drain side voltages of Q5 and Q6 are all pulled high to VDD, respectively.
By turning on the two tail transistors Q7 and Q16, the comparison phase begins. Therefore, the
CMOS input stage transfers the differential small signal to the cross coupled stage. Q2, Q4 are
activating when the input common mode is lower than the Q1 or Q3 threshold voltage. Therefore,
the dual-rail differential input obtain since they are supplies the preamplifier output. Based on [10],
the comparison transition can be divided into three phases (from phase 1 to phase 3). The output
terminals are pulled down by two tail transistors Q7 and Q16 during the phase 1. Until one of
the two output terminal voltages decreases to (VDD–Vthp), the p-channel transistors Q10 and Q11
remain cut-off. The Q2 and Q4 activate when the cross-coupled stage composed from Q1, Q3, Q5
and Q6 cannot start. Therefore, the speed of proposed idea is more than paper [8]. In order to
enhance the voltage difference between the output terminals, the cross-coupled inverters provide
strong positive feedback in the phase 2. The transition state changes from phase 2 into phase 3
when one of the transistors Q14 and Q15 is cut-off. There is no static power dissipation since the
current flows through these n-channel MOSFETs stop automatically after the transition. Fig. 3
shows transient behavior of the proposed dynamic comparator at 1 GHz. As seen, both of the
output terminals are pulled low in the beginning of the compare operation. One of the output ter-
minals charge through the p-channel transistor when the transition goes from phase 1 into phase 2.

Figure 2: The sketch map for the transition behavior
of the dynamic comparator.
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Therefore, the strong positive feedback provided by these two cross-coupled inverters separates
the output voltages. Against paper [8], this design aren’t use from p-wells, thus the cost of com-
parator chip is lower.

3. SIMULATION RESULTS

In this paper for increase the simulation reliability, the post-layout simulation is done. The layout
of proposed comparator shown in Fig. 4.

According to Fig. 4, layout size of proposed comparator is equal to 31.3µm∗18.5µm. For increase
of the comparator sampling frequency to 10 GHz, the transistor layout designed based on multi-
finger transistors. With this technique, the nodes capacitance of transistors is minimum; therefore
the sampling frequency was minimized and the layout size was maximized. The av extracted view
of proposed comparator shown in Fig. 5.

Figure 4: Layouts of the dynamic comparator and
CMOS inverters.

Figure 5: Av extracted view of the dynamic com-
parator and CMOS inverters.

The Proposed idea simulated at the 180 nm CMOS model. The post-layout simulation results
versus Sampling Frequency presented at the Table 1.

Table 1: Post-layout simulation results of the proposed comparator versus sampling frequency.

Sampling Frequency (GHz) 0.004 0.01 0.1 1 5 10
Resolution (mv)∗ 27 24 25 27 700 700

Power Supply (v)∗∗ 0.4 0.45 0.55 0.8 1.05 1.8
Power Consumption (µw)∗∗∗ 0.835 2.07 20.7 204.6 795.6 964

∗Resolution calculated at 1.8V DC power supply.
∗∗Power supply calculated for maximum resolution.
∗∗∗Power consumption calculated at maximum resolution and 1.8 V DC power supply.

For playing features of the proposed paper, we simulating the circuits at 180 nm CMOS that is
a lower technology than recent reported papers but in this paper, the sampling frequency received
to 10 GHz. The comparison State-of-the-Art Works between the proposed paper results and some
other papers presented at the Table 2.

Table 2: Comparison to State-of-the-Art works.

Specifications [8] [10] [11] [12] This Work
CMOS Process (nm) 90 Scaled to 90 90 65 180
Sampling Rate (GHz) 3 3 3 7 10

Supply/ICMV 1.2/1 1.2/1 1.2/1 1.2/1 1.8/0.9
Energy/decision (fJ) 71 88 90 185 50.6
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The energy/decision for the proposed comparator is equal to 50.6 fJ that is highest value between
papers at Table 2.

4. CONCLUSION

The proposed dynamic comparator structure has an added degree of freedom that enables higher
input transconductance stage using negative resistance technique to get better delay/log (∆Vin)
performance at low power consumption. Moreover, the structure is very suitable for advanced
deep sub-micron CMOS process with lower threshold voltage to achieve higher operation speed for
multi-giga Hz optical and data conversion systems. In this paper, we received to Energy/decision
equal 50.6fJ at 10GHz.
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Abstract— A possible solution of the well known paradox of chiral molecules is based on the
idea of spontaneous symmetry breaking. At low pressure the molecules are delocalized between
the two minima of a given molecular potential while at higher pressure they become localized
in one minimum due to the intermolecular dipole-dipole interactions. Evidence for such a phase
transition is provided by measurements of the inversion spectrum of ammonia and deuterated
ammonia at different pressures. In particular, at pressure greater than a critical value no inversion
line is observed. These data are well accounted for by a model previously developed and recently
extended to mixtures. In the present paper, we discuss the variation of the critical pressure in
binary mixtures as a function of the fractions of the constituents.

1. INTRODUCTION

According to quantum mechanics chiral molecules, that is, molecules which are not superimposable
on their mirror image, should not exist as stable stationary states. Consider ammonia NH3. The
two possible positions of the N atom with respect to the plane of the H atoms are separated by a
potential barrier and can be connected via tunneling. This gives rise to stationary wave functions
delocalized over the two minima of the potential and of definite parity. In particular, the ground
state is expected to be even under parity. Tunneling induces a doublet structure of the energy
levels.

On the other hand, the existence of chiral molecules can be interpreted as a phase transition.
In fact, isolated molecules do not exist in nature and the effect of the environing molecules must
be taken into account to explain phenomena characterized by instabilities. This interpretation
underlies a simple mean-field model developed in [1] to describe the transition of a gas of NH3

molecules from a nonpolar phase to a polar one through a localization phenomenon which gives rise
to the appearance of an electric dipole moment. Even if ammonia molecules are only pre-chiral [2],
the mechanism, as emphasized in [1], provides the key to understand the origin of chirality.

A quantitative discussion of the collective effects induced by coupling a molecule to the envi-
ronment constituted by the other molecules of the gas was made in [3]. In this work it was shown
that, due to the instability of tunneling under weak perturbations, the order of magnitude of the
molecular dipole-dipole interaction may account for localized ground states. This suggested that a
transition to localized states should happen when the interaction among the molecules is increased.

Evidence for such a transition was provided by measurements of the dependence of the doublet
frequency under increasing pressure: the frequency vanishes for a critical pressure Pcr different for
NH3 and ND3. The measurements were taken at the end of the 1940s and beginning of the 1950s [4–
6] but, as far as we know, no quantitative universally accepted theoretical explanation exists in spite
of many attempts. The model [1] gives a satisfactory account of the empirical results. A remarkable
feature of the model is that there are no free parameters. In particular, it describes quantitatively
the shift to zero-frequency of the inversion line of NH3 and ND3 on increasing the pressure.

Recently, we extended the model [1] to gas mixtures [7]. This case may be of interest, among
other things, for the interpretation of the astronomical data such as those from Galileo spacecraft [8]
which measured the absorption spectrum of NH3 in the Jovian atmosphere. Formulas for the critical
pressure of a general mixture have been provided.

In the present paper, we investigate the behavior of the critical pressure in binary mixtures. We
show that the critical pressure of a chiral species can be increased or decreased by several orders
of magnitude by mixing it with a proper fraction of a proper species, chiral or non polar.

2. CHIRAL GAS

We model a gas of all equal chiral molecules as a set of two-level quantum systems, that mimic
the inversion degree of freedom of an isolated molecule, mutually interacting via the dipole-dipole
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electric force. At moderate density, we approximate the behavior of the N À 1 molecules of the
gas with the mean-field Hamiltonian

h(ψ) = −∆E

2
σx −G

〈ψ, σzψ〉
N

σz, (1)

where σx and σz are the Pauli matrices and ψ is the Pauli spinor representing the mean-field
molecular state with normalization 〈ψ, ψ〉 = N . The scalar product between two Pauli spinors is
defined in terms of their two components in the standard way. The parameter ∆E is the inversion
energy-splitting measured by spectoscopic methods in the rarefied gas. The parameter G accounts
for the effective dipole interaction energy of a single molecule with the rest of the gas. It can be
estimated in two different but equivalent ways [7].

The first way to estimate G is based on the so called Keesom energy, namely, G is identified with
the effective dipole-dipole interaction obtained after averaging over all possible molecular distances
and all possible dipole orientations. These averages are calculated assuming that, concerning the
translational, vibrational, and rotational degrees of freedom, the N molecules behave as an ideal gas
at thermal equilibrium at temperature T . This assumption relies on a sharp separation (decoupling)
between these degrees of freedom and the inversion motion. The result is

G =
4π

9
µ4P

(4πε0kBT )2d3
, (2)

where P is the pressure of the gas, µ the electric-dipole moment of the molecules and d the mini-
mal distance between two molecules, namely, the so called molecular collision diameter. At fixed
temperature, the effective interaction constant G increases linearly with the gas pressure P .

The second way to estimate G is based on the reaction field mechanism [9]. Let us consider a
spherical cavity of radius a in a homogeneous dielectric medium characterized by a relative dielectric
constant εr. An electric dipole µµµ placed at the center of the cavity polarizes the dielectric medium
inducing inside the sphere a reaction field RRR proportional to µµµ. As a result, the dipole acquires an
energy

E = −1
2
µµµ ·RRR = − εr − 1

2εr + 1
µ2

4πε0a3
. (3)

Since εr ' 1, we can approximate the first fraction in Eq. (3) by the Clausius-Mossotti relation

εr − 1
εr + 2

=
1
3
ρ

(
α + αD

)
, (4)

where α is the molecular polarizability and αD = µ2/(3ε0kBT ) is the Debye (orientation) polariz-
ability. Observing that for a chiral gas αD À α (for instance, in the case of NH3 we have α ' 2 Å

3

whereas αD ' 217 Å
3

at T = 300 K), we get

E = −4π

9
µ4P

(4πε0kBT )2a3
. (5)

Microscopic arguments [10, 11] show that the radius of the spherical cavity a is not arbitrary but
must be identified with the the minimum distance between two interacting molecules, namely, the
molecular collision diameter d introduced in Eq. (2). We thus have E = −G.

The state ψ collectively describing the inversion degree of freedom of the gas of N chiral molecules
is determined as the minimal-energy stationary state of the Hamiltionan of Eq. (1). This corre-
sponds to find the lowest-energy eigenstate of the nonlinear eigenvalue problem h(ψ)ψ = λψ, with
the constraint 〈ψ, ψ〉 = N . We refer the reader to [1, 7] for the mathematical details, here we just
state the main results.

There exists a critical value of the interaction strength, Gcr = ∆E/2, such that for G < Gcr

the mean-field eigenstate with minimal energy is ψ =
√

Nϕ+, where ϕ+ is the eigenstate of σx

with eigenvalue +1, i.e., the molecules are delocalized. For G > Gcr there are two degenerate
solutions of minimal energy which can be termed chiral states, in the sense they are transformed
into each other by the parity operator σx. For G À Gcr, these solutions become the localized states
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√
NϕL,

√
NϕR, where ϕL, ϕR are the eigenstates of σz. The energy associated with the state ψ is

a continuous function of G with a discontinuous derivative at G = Gcr. We thus have a quantum
phase transition between a delocalized (or achiral, or nonpolar) phase and a localized (or chiral, or
polar) phase. In view of the dependence of G on P , we can define a critical pressure at which the
phase transition takes place

Pcr =
9
8π

∆Ed3(4πε0kBT )2

µ4
. (6)

Note that the value of Pcr is completely determined in terms of the microscopic parameters ∆E, µ
and d and the temperature T .

In [1] we have also shown that in the delocalized phase the inversion angular frequency of
the interacting molecules depends on the pressure as ~ω(P ) = ∆E

√
1− P/Pcr. This formula is

interesting as it expresses the ratio of two microscopic quantities, ~ω and ∆E, as a universal function
of the ratio of the macroscopic variables P and Pcr. Furthermore, it is in very good agreement with
some spectroscopic data showing the shift to zero frequency of the inversion line of NH3 or ND3 at
increasing pressures [4–6].

3. BINARY MIXTURES

Consider a gas mixture of two species labeled 1 and 2. In this case, the Clausius-Mossotti relation
reads as

εr − 1
εr + 2

=
1
3

(
ρ1

(
α1 + αD

1

)
+ ρ2

(
α2 + αD

2

))
, (7)

where the Debye polarization αD
i = µ2

i /(3ε0kBT ) is given in terms of the molecular electric-dipole
moment µi of the species i = 1, 2. According to the reaction field arguments discussed above, a
chiral molecule, let us say of species i, having dipole moment µi, acquires, due to the interaction
with all the other molecules of the mixture, the energy

Ei = −1
3

(
ρ1

(
α1 + αD

1

)
+ ρ2

(
α2 + αD

2

)) µ2
i

4πε0d3
i

, (8)

where di is the molecular collision diameter of the i-th species. We now specialize the discussion in
the following two cases.
3.1. Mixtures of a Chiral Gas with a Non Polar Gas
For a mixture of chiral and non polar molecules, the mean-field molecular state of the chiral species,
assumed as species 1, is determined similarly to the case of a single chiral gas. The only degree of
freedom of the non polar molecules is the deformation which, in turn, is proportional to the electric
dipole moment of the chiral molecules. We may thus describe the mixture by a single mean-field
molecular state, ψ1, normalized to the number of molecules of the species 1, 〈ψ1, ψ1〉 = N1. As
before, we assume that this state is determined as the lowest-energy eigenstate of the eigenvalue
problem associated with the mean-field Hamiltonian

h1(ψ1) = −∆E1

2
σx

1 −G1
〈ψ1, σ

z
1ψ1〉

N1
σz

1 . (9)

In this Hamiltonian −G1 represents the effective dipole interaction energy of a single chiral molecule
with all the other molecules, chiral and non polar, of the mixture. Thus we can identify −G1 = E1,
where E1 is given by Eq. (8) with i = 1, α1 ¿ αD

1 , and αD
2 = 0, namely,

G1 = (γ11P1 + γ12P2) , (10)

γ11 =
4π

9
µ4

1

(4πε0kBT )2d3
1

, γ12 =
1
3

α2µ
2
1

4πε0kBTd3
1

. (11)

As usual we used the ideal gas relations ρ1 = P1/kBT and ρ2 = P2/kBT , where P1 and P2 are the
partial pressures of the two species.

The analysis of the nonlinear eigenvalue problem h(ψ1)ψ1 = λ1ψ1, with the constraint 〈ψ1, ψ1〉 =
N1, is identical to the case of a single chiral gas. We have a localization phase transition when
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Figure 1: Critical pressure of the localization phase transition in a binary mixture of NH3 as a function of
the fraction of the second constituent chosen as ND3 (bottom-left axes) or He (top-right axes).

G1 = ∆E1/2. The transition can be considered as a function of the total pressure P = P1 + P2 of
the mixture and of the fractions of the two species x1 = P1/P and x2 = P2/P . In this case, instead
of a unique critical pressure, we have a critical line parametrized by x1 or x2 = 1− x1, e.g.,

Pcr =
∆E1

2x1γ11 + 2x2γ12
. (12)

In Fig. 1, we show the variation of the critical pressure in a NH3-He mixture as a function of the He
fraction. The value of Pcr increases from the critical pressure of pure NH3 to a maximum reached
for a vanishing NH3 fraction. The value of this maximum depends on the nature of the non polar
species, it is greater the smaller is the molecular polarizability α2.

3.2. Mixtures of Two Chiral Gases
For a mixture of two chiral gases, we describe the inversion degrees of freedom of the two species
by mean-field molecular states ψ1, ψ2 normalized to the number of molecules of the corresponding
species. These states are obtained as the lowest-energy eigenstates of the eigenvalue problem
associated with the coupled mean-field Hamiltonians

h1(ψ1, ψ2) = −∆E1

2
σx

1 −
2∑

j=1

G1j

〈ψj , σ
z
j ψj〉

Nj
σz

1 , (13a)

h2(ψ1, ψ2) = −∆E2

2
σx

2 −
2∑

j=1

G2j

〈ψj , σ
z
j ψj〉

Nj
σz

2 . (13b)

Pauli operators now have a label i = 1, 2 relative to the species they refer to. Each term −Gij

represents the effective dipole interaction energy of a single molecule of species i with all the other
molecules of species j. By matching −Gi1 −Gi2 = Ei, where Ei is given by Eq. (8) with α1 ¿ αD

1

and α2 ¿ αD
2 , we get

Gij = γijxjP, γij =
4π

9
µ2

i µ
2
j

(4πε0kBT )2d3
i

, (14)

where P is the total pressure of the mixture and x1, x2 the fractions of the components.
The solution of the coupled nonlinear eigenvalue problem h1(ψ1ψ2)ψ1 = λ1ψ1 and h2(ψ1ψ2)ψ2 =

λ2ψ2, with the constraints 〈ψ1, ψ1〉 = N1 and 〈ψ2, ψ2〉 = N2, is discussed in [7]. As in the case
of a single chiral gas, the mixture undergoes a localization phase transition at a critical pressure
Pcr. For 0 < P < Pcr, the lowest-energy molecular state of the mixture corresponds to molecules of
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both species in a delocalized symmetric configuration. For P > Pcr, new minimal-energy molecular
states appear with twofold degeneracy. These states correspond to molecules of both species in a
chiral configuration of type L or R. We have a particularly simple formula for Pcr,

1
Pcr

=
2∑

i=1

xi
1

P
(i)
cr

, P (i)
cr =

∆Ei

2γii
=

9
8π

∆Eid
3
i (4πε0kBT )2

µ4
i

, (15)

the inverse critical pressure of the mixture is the fraction-weighted average of the inverse critical
pressures of its components. In Fig. 1, we show the variation of the critical pressure in a NH3-ND3

mixture as a function of the ND3 fraction. The value of Pcr ranges from the critical pressure of pure
NH3 to that of pure ND3, namely, from 1.69 atm to 0.11 atm. By changing ND3 with, for instance,
D2S2, the minimal value of Pcr can be extended down to 4.3 × 10−9 atm, the critical pressure of
deuterated disulfane.

4. CONCLUSION

Our approach to the existence of chiral molecules is based on ideas of equilibrium statistical mechan-
ics. One may be surprised by the presence of a quantum phase transition at room temperatures.
We emphasize that the transition takes place only in the inversion degrees of freedom. The dynam-
ics of these degrees of freedom is affected by temperature only through the values of the coupling
constants.

We have shown that with the addition of a proper fraction of a second species, non polar
or chiral, the critical pressure of an ammonia mixture can vary in a range of several orders of
magnitude. As a consequence, the inversion line of ammonia, as well as, possibly, that of the
second chiral constituent, should undergo a frequency shift rather different from that measured for
pure gases, see [7]. An experimental verification of these predictions is well within the reach of
present technology and would represent a critical test of our theory.
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Abstract— This article describes the complete design of high performances Ka-Band small
size Spatial Power Combiner (SPC) Amplifier. Several multiple physics aspects are treated in
the proposed study as electromagnetic behavior and thermo-mechanical features. The combiner
consists of quadruple Fin lines to microstrip (FLuS) transitions inserted into a WR28 waveguide
T-junction. In this structure, 16 Monolithic Microwave Integrated Circuit (MMIC) Solid State
Power Amplifiers (SSPA’s) are integrated. In order to drive the active devices at full power,
thermal exposition has been controlled by an opportune heat-sinker subjected to a cooling air
flow. A main design has been followed by FEM simulation using Ansys-Ansoft HFSS and Comsol
Multiphysics. Scattering parameters, stresses and strains have been computed together with the
temperature and airflow distributions. A mean insertion loss of 2 dB is achieved with a return
loss better the 10 dB in the 31–37 GHz bandwidth while operating at maximum power. In such
condition, the transistors present a maximum displacement of 28.7 µm caused by the thermal
expansion of the material due to a channel temperature of 125◦C, and special techniques have to
been applied to avoid the MMIC’s breakage.

1. INTRODUCTION

Spatial Power Combiner (SPC) Technology [1–7] is actually knowing an increasing interest as a
suitable alternative to high power Vacuum Tubes (VT’s) microwave amplification. A single VT has
higher power output than a single transistor but the reliability and low voltage operation [8, 9] of the
Solid State (SS) technology may give a notable benefit. Of course, in the range of millimeter waves
and signal power levels greater than kilowatt only VT’s like Gyrotrons or Free Electron Lasers can be
employed [10–13], and no competition exists between SSPA’s and VT’s. The traditional approach
to obtain a significant power output using SSPA’s is the binary combining of many transistors
through microstrip Transmission Lines [14, 15]. This solution is limited to the losses which each
printed transmission line (TL) combiner and to the limited number of devices to a power of two. The
Spatial Power Combining approach shows evident advantages over the classical binary technique.
This technique is employed to design the Spatial Power Amplifier (SPA), in which power dividing
and combining is performed in a parallel way, rather than in a serial way, and losses are little
dependent with the number of used PA’s [16]. Furthermore, SPA loss is rather constant with the
number of amplifiers. In this work, the design and simulation a novel high performance and small
size SPC working in Ka Band is presented, interfacing with standard WR28 waveguides. It employs
an innovative matched quadruple antipodal Fin Line transition. Such innovative SPC allows the
in-phase combination of 16 MMIC PA’s achieving a high combining efficiency. Several circuital
and technological solutions have been adopted [17]. In order to reduce the combining loss and
size and to reach wideband matching, exponential Finline-to-microstrips (FLuS) transitions have
been considered. In order to improve the operative band, a parasitic void has been implemented
by inserting an anti-resonance metal in the antipodal FLuS transition profile [18]. Together with
the electromagnetic (EM) design of the SPA, the whole structure has been developed for the
corrected thermo-mechanical operation which ensures the desired electromagnetic behavior, and
avoids undesired alteration due to the thermo-mechanical effects related to the operative condition
of the devices.

When high power levels are manipulated, heat sinking systems are especially important in order
to avoid performance degradation and even device failure [19]. The power dissipation of the active
devices produces a considerable temperature increase of both the PA’s and the connected structure.
If the SSPA’s temperature exceeds the maximum allowed value (specified by the SSPA’s vendor),
an amplification failure or device damage may occur. The computation of the temperature is per-
formed when the heat generated by the MMIC’s power dissipation has been diffused on all the
reachable SPA components which have been cooled by the opportune heat sinkers connected to the
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device body cooled by an incident air flow. The calculation is performed through a stationary anal-
ysis when the system is thermally stable. A fixed external temperature has been assumed for the
inlet air particles. The heat exchange occurs over all the SPA outer surfaces but is maximized on
the heat sinker structure. A Finite Element Method (FEM) based simulation using Ansys-Ansoft
HFSS has been employed to predict the Electromagnetic behavior of the structure and a Multi-
physics modeling based design using COMSOL has been employed to perform Thermodynamics
and Fluid-Dynamics analysis coupled to structural mechanics computation. Stresses and strains
have been computed together with the temperature and airflow distributions. In order to decrease
computational time and resources while maintaining accuracy and a nice grade of reliability, the
device model is organized by using several architectural strategies shown in this paper. Since the
device has two symmetry planes, only a quarter of the SPC structure has been employed for the
modeling by introducing opportune symmetry boundary conditions.

2. ELECTROMAGNETIC DESIGN

The amplifier reported in this paper uses a WR28 rectangular waveguide at input and output. In
order to deliver power to MMICs, four Al2O3 cards were employed, each one containing quadruple
(quad) FLuS transitions (Figure 1). The Fin Line taper in each FLuS can be used as a broad-band
impedance transformer between the waveguide and MMIC amplifier. To reduce the combining loss,
an exponential FL taper has been chosen in antipodal configuration [20]:

w(z) = w0 exp
[z

l
ln(wf )

]
, (1)

where w0 stands for initial taper width, wf for the final one and l is the total length of the transition.
It can be demonstrated that the impedance vary with the same behavior of (1) [21]. Microstrip
Lines were designed following Hammerstad formulas reported in [22]. To improve the return loss at
the waveguide when loaded by the Fin Lines and to symmetrise currents on the substrate, dielectric
Parallel Quarter Wave Transformers (P-QWT’s) have been designed, starting by the general design
philosophy for single QWT given in [20].

The selection of the simulated geometry has been carefully determined, to avoid undesired lack
of software convergence or bad results [23]. The 3D simulated structure is shown in Figure 2, from
which we recognize that one quarter of the structure shown in Figure 2 can be analyzed with the
software. The wave equation in the frequency domain (2) has been solved by HFSS Driven Modal

Figure 1: Quadruple FLuS employing the innovative
dielectric parallel QWT.

Figure 2: 3D quarter section of the WR28 SPC EM
model.

Figure 3: SPC simulation results: insertion loss and return loss in dB, in the operating bandwidth.
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computation [19].

∇× µ−1
r

(∇× Ē
)− k2

0

(
εr − jσ

ωε0

)
Ē = 0 (2)

where µr is the permeability, εr the permittivity and σ the conductivity of the material; ε0 is the
permittivity of the vacuum, k0 the wave number in free space, ω the wave angular frequency and Ē
the electric field. The simulated S-parameters are given in Figure 3. By observing such images we
note that the proposed WR28 SPC passive structure ensures a maximum insertion loss of 2.2 dB
and a minimum Return Loss of 10 dB in the whole 31–37GHz band.

3. THERMO-MECHANICAL DESIGN

The heat generated by power dissipation on the MMIC’s channel cause carriers and shell warming.
If no cooling system is provided the SPA’s temperature increase until the active devices breakdown.
For this reason, an opportune cooling system has been designed formed by heat sinks and cooling
fan. The analyzed structure is realized in a WR28 waveguide, whose central part allows for the
insertion of two metal carrier which holds up the antipodal FLuS’s and MMIC SSPA’s. The
material to use for the carrier has been investigated in this work, in order to improve the heat
conduction. An Aluminum shell contains two 2 mm copper carriers. The carriers are placed at the
center of the waveguide and each face of the carrier holds 8 active devices and 2 FLuS’s printed
on an Alumina substrate. The model used for the analysis is shown in Figure 4. The heat sources
are 16 parallelepipeds, one per MMIC, with size of 5.4× 0.2× 0.01mm; they represent the FET’s
channel and each source dissipate 21 W on GaAs. The analysis is based on the complete coupling
of the COMSOL Laminar Flow, Heat Transfer and Structural Mechanics modules. No mechanical
movements are allowed on the external walls, since has been assumed that the air can’t move any
part of the structure, including the heat-sinker wings. This condition avoids any normal force on
the surfaces and any rotation, allowing for the computation of the sole heat exchange.

The Thermodynamics and fluid dynamics study has been solved by adopting a fully coupled
stationary calculation in order to evaluate the temperature distribution, when the maximum tem-
perature is reached by the active devices and all the structure is subjected to an opportune air
flow.

Heat Transfer has been computed by solving the Heat Equation in the steady state (3) [24].

−∇ · (k∇T ) = Q (3)

where T is the temperature (K), k the thermal conductivity (W·m−1·K−1) of the material and Q is
the heat power density (Wm−3). The air motion is modeled with a single phase laminar flow and
computed by solving the system of (4) and (5) in a stationary analysis.

ρ(u · ∇)u =∇ ·
[
−pI + µ

(
∇u + (∇u)T

)
− 2

3
µ (∇ · u) I

]
+ F (4)

∇ · (ρu) = 0 (5)

where p is the pressure, u is the velocity field (m·s−1), ρ the material density (kg·m−3), µ the
dynamic viscosity (Pa·s) of the material (the air) and F is the volume force (N·m−3). The symbol
I stand for the identity matrix and T for the transposing operation.

The Structural Mechanics analysis shares the computation variables with the thermodynamic
and fluid dynamics calculation, consisting in a large computation system. The thermal expansion
calculated by the structural analysis has been employed to estimate the deformation of the mate-
rial induced by the heat generated by the SSPA’s power dissipation during the operation at the
maximum power rating. Surfaces are intended as in a stationary temperature regime, cooled by the
external environment condition as shown by the Thermo-Fluid Dynamics analysis. The analysis
has solved the system of stress steady state Equation (6) fully coupled with the computation of
the (3), (4) and (5) by computing the thermal expansion of the materials [19].

−∇ · σ = F̄V (6)

where σ is the stress (Nm−2) and F̄V is the force per unit volume (Nm−3). The mechanical
boundary conditions have been chosen in order to leave waveguide external walls free from any
constriction, ensuring the ability to swell. This condition avoids any normal force on such walls
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and any rotation, allowing to compute the complete deformation of the transistors. The solid
model is intended as isotropic and the structural transient behavior as quasi-static. The thermal
expansion induced forces have symmetric application points, due to the geometric symmetry. The
surfaces which lie on the back plane of Figure 4 are modeled as symmetry boundary condition.
The mechanical analysis has been performed by considering the nominal operative ratings of the
SPC, while operating at maximum power of 21 W per transistor and cooling the SPC by an air
laminar flux with a velocity of 10 ms and initial temperature of 0◦C. This is a value obtainable
with a liquid chiller or much easier when the SPC is employed on Airplanes. In the following
images, black color outlines represent the original conformation, and the stained volumes represent
the deformed structure. Furthermore, the scale factor of the deformation has been magnified, in
order to better view the displacements. In Fig. 4 the airflow streamline is reported including the
temperature distribution of the air flowing around the SPC structure. By the heat transfer with
the warmed SPA, the air flux reaches a maximum temperature of 54.5◦C. In such condition, the
channels of the transistors reach a maximum temperature of 125◦C shown in Fig. 5. In Fig. 6 is
represented the maximum stress on the carrier and MMIC devices: it is located near the inner
angles of the carrier and locally reaches 0.26 GNm−2. MMIC devices need to be carefully held to
the carrier since the different thermal expansion coefficients of the materials may induce a mismatch
which can damage the crystal. A deep description of the physical principle governing these effects
is reported in [26–29]. According to such studies and basing on our heritage by considering the
stress to which the MMIC devices are subjected, a typical acceptable value for the displacement of
a GaAs crystal of the dimensions of the employed MMIC, exactly the type TGA2575 produced by
Triquint [30], needs to not exceed 5µm on the narrow side. A maximum displacement of 56.3µm
is located on the cooling wings of the heat sinker and near the interface between the outermost
SSPA’s and the external surface of the SPC, is located a displacement of 28.7µm (shown in Fig. 7),
enough negligible from the EM guiding properties of the structure but critical for the GaAs MMIC
survivability. In order to allow for the heat dissipation without mismatch between coefficients of
thermal expansion (CTE) for GaAs and conductors, MMIC’s are brazed onto CuMo heat spreader
and the whole assembly is brazed onto copper carriers. Hence, at each temperature value obtained

Figure 4: Airflow streamlines with temperature dis-
tribution on a quarter section of the SPC.

(a) (b)

Figure 5: (a) Temperature distribution (◦C) on car-
rier and MMIC in plane section and (b) 3D view.

Figure 6: Maximum stress on carrier and MMIC
(GNm−2).

Figure 7: Maximum displacement on MMIC (µm).
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Figure 8: The whole structure of the Ka-band SPC amplifier.

we need to add about 4◦C, by our heritage, to consider the CuMo effect in thermal conduction.
The mechanical design considers the compactness of the final SPA, the maximum possible heat

transfer and the simplicity of the assembling. This SPA has been designed to use standard WR28
flanges and to employ 16 MMIC Triquint TGA2575 HPA’s operating at these WG frequencies. At
the amplifier input, a Waveguide T-junctions in E-plane is used to split the signals in two WR28
arms. The branches of T-junction have designed with four-step Chebyshev transformer in order to
obtain small reflections to the input port in Ka band. In Figure 8 we report the complete CAD
drawing of the Ka-band SPC amplifier, including 16 SSPA MMIC’s: heat sinker is removed for a
better view. From such image we recognize the bulk of the SPC made of Aluminum, the innovative
quadruple fin lines with the innovative P-QWT, the copper carriers, the equalization lines and the
MMIC’s with their DC feed capacitors placed on CuMo heat spreader. The size of this SPC is
90× 92× 25mm, but size can be still reduced.

4. CONCLUSIONS

This study describes a novel SPC Ka Band Power Amplifier based on the spatial combination
of 16 SSPA MMIC’s. Several multiple physics aspects are treated in the proposed study as the
electromagnetic behavior and thermo-mechanical features in order to drive the active devices at full
power. A reliable computational electromagnetic model have shown an operating bandwidth from
31GHz to 37GHz, with a mean insertion loss of 2 dB for the passive SPC and minimum return
loss of 10 dB in the whole bandwidth. MMICs fault and undesired thermal expansion with related
stresses and displacements have been prevented. A maximum channel temperature of 125◦C is
expected while the device operates at full power and cooled by an opportune airflow. Maximum
stress on the carriers, MMIC devices and cooling wings has been computed. Such a study has
allowed for the selection of the proper materials for carriers and interfaces between them and
MMIC’s. Due to the proposed thermo-mechanical design, each MMIC device can be driven at full
power reaching its maximum power output Pout = 35.5 dBm. Since the average Insertion Losses are
2.0 dB, the proposed SPA (employing 16 MMIC amplifiers) can provide a maximum power output
of about 45.8 dBm occupying 90× 92× 25mm.
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Abstract— The advanced systems for formation of a TV image on a projection screen is an
acoustooptic system that relies on the principle of exposure of the entire TV 1D image by one
laser pulse and further deflection of 1D images across the frame. The case of a diffracted field
for wide-band anisotropic light diffraction by a slow shear elastic wave near the optical axis of
an acoustooptic modulator made from a crystal of paratellurite TeO2 was considered. We rely
on the solution for the diffracted field and consider the problem of formation of the image of an
amplitude-modulated 1D image that fills the acoustooptic modulator aperture on the projection
screen. As a light source, a copper-vapor laser with wavelength λ0 = 0.5106 µm and generation
pulse duration τ0 = 10 ns was used.

1. THE CASE OF A LOW EFFICIENCY OF ACOUSTOOPTIC INTERACTION FOR
CONVERGING LIGHT BEAM

Let us consider the system for formation of a 1D image (Figure 1) that includes an acoustooptic
modulator (AOM), input cylindrical lens L1, and an objective consisting of lenses L2 and L3. The
X ′0Z ′ and Y ′0Z ′ planes of the system are chosen so that in one of them (X ′0Z ′) light diffraction
in the AOM and formation of the 1D image on the screen Sc occur, and in the other plane (Y’OZ’ )
formation of the spatial distribution of the 1D image and its deflection in the screen plane takes
place. The medium for the acoustooptic interaction is a TeO2 crystal.

Our consideration refers to the interaction geometry which is employed in a real device (Figure 2)
and which corresponds to the case of wide-band anisotropic light diffraction by a slow shear elastic
wave [1, 2].

We assume that an ultrasonic wave with the polarization vector directed along the [110] axis
coinciding with the Y ′ axis propagates along the [1̄ 10] direction of the crystal coinciding with the
X ′ axis of the optical system. The wave vector of the light wave k makes angle θ with its projection
on the (110) plane, and the projection of this vector on the (110) plane is at angle α to the Z’ axis.

Angles α and θ are assumed to be small, and we have

k′x, k′y ¿ k; k′x = kx = −k sin θ ≈ −kθ;

k′y = k cos θ sinα ≈ −kα
(1)

where k = 2π/λ0 is the amplitude of the wave vector of the light wave for a free space.
Then, following by a formalism, developed in [2], using the same notations, and by assuming

that the light pulse shape corresponds to the Gaussian distribution law and also that the light
source coherence time τcoh = lcoh/c (lcoh is the longitudinal coherence length) is much shorter than
the radiation pulse duration (this is fulfilled, for example, for the copper-vapor laser), we get the
time-average distribution of light intensity in the 1D image on the screen
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where T is the period over which time integration is performed; and τ0 is the light pulse duration
at the 0.5 light intensity level. The first term in Expression (2) defines the constant component
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Figure 1: Optical scheme of the system for formation
of a 1D image in two mutually perpendicular planes:
AOM — acoustooptic modulator; L1 — input cylin-
drical lens; L2, L3 — lenses of the objective; Sc —
screen; D — diaphragm; I0, I+1 — intensities of the
incident and diffracted light beams; a0, b0 — light
beam sizes along two coordinates; F1 — focal dis-
tance of L1; d — acoustooptic modulator size along
the X ′ axis.

Figure 2: Geometry of acoustooptic interaction: k,
ks — wave vectors of light and sound waves; kx′ , ky′ ,
kz′ — projections of vector k on the coordinate axes;
θ — angle between wave vector k and its projection
on the (110) plane; α — angle between the Z ′ axis
and projection of vector k on the (110) plane.

in the signal of the image, the second term gives modulation with the input signal frequency,
and the third term describes nonlinear distortions in the image at a doubled signal frequency.
Coefficient Γ0 characterizes changes in the average light intensity in the 1D image on the screen
due to transformation of the light beam sizes.

2. MODULATION-TRANSFER FUNCTION OF THE SYSTEM

The Expression (2) corresponds to the case of a low diffraction efficiency. Let us use this expression
to find the modulation-transfer function (MTF) of the system. To this end, we consider the cross
section of this distribution by the plane y = y0 for which I(y0) = Imax. We define the contrast
transfer function versus modulation frequency f0 as

M (f0) = Imax (f0)− Imin (f0)/Imax (f0) + Imin (f0) (3)

Function (3) was calculated for different light pulse durations τ0 and cones of angles of light in-
cidence on the sound beam 2α̃ which corresponded to the choice of different focal distances F1

for different central frequencies of ultrasound f and Bragg angles θ
(0)
0 , θ

(1)
0 corresponding to these

frequencies, and also for different acoustooptic interaction lengths L. The medium for the acous-
tooptic interaction was the TeO2 crystal. The light radiation wavelength in the calculations was
taken to be 510.6 nm, which corresponded to the green line of the copper-vapor laser, and the
ultrasonic wave modulation depth was m0 = 1.

Calculations showed that M(f0) was nearly independent of the cone of the angles of incidence
2α̃ in the plane orthogonal to the scattering plane. Its shape was mainly determined by the choice
of the carrier frequency of ultrasound f , ultrasonic beam with L, and light pulse duration τ0.
Figure 3 shows calculated MTF families for different parameters. It can be seen that as the light
pulse duration becomes smaller, the decrease in the MTF slows down. As ultrasonic beam sizes
reduce (interaction length L, Figure 3(b)) the MTF decrease becomes slower which can be explained
by an increase in the spatial-frequency region of acoustooptic interaction due to broadening of the
directional diagram of the elastic wave emitter. In all the cases a decrease in length L leads to an
increase in the contrast in the image transfer.

Figure 4 shows the dependence of coefficient N on modulation frequency f0 plotted for the same
functions I(f0) as in Figure 3(a).

N (f0) = ln {Imax (f0)/Imin (f0)} (4)
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(a) (b)

Figure 3: (a)MTF of the system as a function of light pulse duration τ0, (b) interaction length L, basic set
of parameters: f = 80 MHz; L = 4mm; τ0 = 10 ns (curves 2); τ0, ns: 5 (1), 10 (2), 20 (3), 30 (4), 40 (5); L,
mm: 2 (6); 3 (7), 4 (2), 5 (8), 6 (9).

Figure 4: Logarithmic contrast transfer function for different pulse durations τ0, ns: 5 (1), 10 (2), 20 (3),
30 (4), 40 (5).

The number of tone levels the eye can perceive is taken to be

N (f0) =
1
σ

ln {Imax/Imin} (5)

where σ is the threshold contrast; σ = 0.02–0.05. The dependences in Figure 4 can be useful for
estimation of the number of tone levels (gray levels) and highest frequency of the image the eye
can perceive. If we assume that the highest MTF frequency is the frequency f0 = fh at which
N(fh) = σ and solve the relevant equations, we obtain that at τ0 = 40ns the highest frequency is
fh
∼= 25MHz, at τ0 = 30 ns fh

∼= 31MHz, and at τ0 = 20ns fh
∼= 50 MHz.

3. RESULTS AND CONCLUSIONS

In the approximation of a low diffraction efficiency, a two-dimensional field distribution in the
(+1)st diffraction order in the focal plane of the input cylindrical lens and a time-average distri-
bution of intensity of light from a pulsed coherent source in the image plane have been calculated.
Calculations of the modulation-transfer function of the acoustooptic system for the 1D image for-
mation including a pulsed copper-vapor laser and AOM from a paratellurite crystal (TeO2) for
different light pulse durations, carrier frequencies of ultrasound, acoustooptic interaction lengths,
and also angles of light incidence on the AOM in the plane orthogonal to the scattering plane have
been carried out.

Numerical calculations have shown that an increase in the light pulse duration leads to a decrease
in the contrast in transfer of amplitude-modulated signals at high frequencies. An increase in the
contrast at high frequencies results from a decrease in the piezotransducer width and decrease in
the carrier frequency of ultrasound. It approaches the frequency of two-phonon interaction.

Requirements to the choice of the focal distance of the input cylindrical lens and cone of angles
of light incidence on the AOM in the plane orthogonal to the plane of diffraction at which no
noticeable decrease in the average intensity of diffracted light occurs have been formulated.
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Abstract— Inductive Output Tube (IOT) is a vacuum electron tube capable of amplifying
RF power with very good efficiency. IOT has been extensively used in TV services as UHF
transmitters to amplify both audio and video signals. Its moderate power gain, high efficiency
and long life make it suitable for this application. Besides that, this tube has been proving its
capability and reliability in scientific areas like in high energy particle accelerators and fusion
plasma heating purposes. The paper will present the RF design of input cavity of a low frequency
(∼ 350MHz) IOT carried out at CSIR-CEERI. It is an important component of the device. The
simulation of the cavity has been carried out in CST and MAGIC2D codes. The CAD drawings
have been prepared and the cavity structure has been fabricated. The details of design approach
using CAD tools shall be presented in this paper.

1. INTRODUCTION

The IOT was invented in 1938 by AV Haeff but it took long time to recognize the ability and
potential of this device. The tube came in prominence when it was used in UHF transmitters
where its performance impressed the microwave researchers [1]. The structure of the device is
similar to any other linear beam tube, like klystron, having some major differences in its operation.
The input RF cavity, being an important part of the device, has to be designed with many technical
constraints. The velocity modulation occurs in the interaction gap of the cavity which is placed
onto the gun part.

The major components of IOT are electron gun, input/output cavities, input/output couplers,
focussing magnet and collector, as shown in Figure 1. Pierce’s type gridded electron gun is used
for electron beam generation. The RF input signal is applied between cathode and a grid which is
positioned close to and in front of the cathode.

The inner wall of the cavity is connected between the cathode and grid — the two electrodes
both of which are at a large negative potentials. Further, it is necessary to maintain the outer wall
of the cavity and its tuning mechanism at ground potential. The method used to form bunches
is somewhat different from the conventional linear beam tubes. The modulated beam passes into
the RF output interaction region of the IOT. The device has no intermediate cavities. An output
coupler connects the cavity to the output feeder system. The electron beam is focused using a
suitable magnetic focussing system. The spent electron beam is dissipated in a copper collector
either air cooled or liquid cooled depending on the power level involved [2–4].

IOTs are widely used in TV services as UHF transmitters to amplify both audio and video
signals. It has average power gain, very high efficiency and sufficient long life which make it
suitable for this application. Apart from this, IOT’s significance has now being recognized for
scientific applications too. They are used as RF source in a number of international high energy
particle accelerators such as Diamond, CERN and LANSCE [5].

2. DESIGN APPROACH AND RESULTS

IOT has only two resonant cavities- one input and one output cavity. The velocity modulation will
occur in the input cavity where the nose cone gap is the distance between the cathode and grid.
The cavity should be smartly positioned so that the cathode-grid gap plays the role of cavity drift
gap and contributes to the interaction between electron beam (emitting from the electron gun) and
the input RF signal (applied at the cathode-grid gap). As the cathode-grid distance is very small
in the range of 0.3 mm, the design of the cavity should be such that the required field pattern (E
and H) could be obtained within the cavity for proper modulation. One key issue is that the cavity
operates in grounded mode and in this case, the inner wall of the cavity is connected to the cathode
and grid, having high negative potential, hence proper isolation of the input circuit is mandatory
for its successful operation.
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Figure 1: Schematic of IOT. Figure 2: Structure of input cavity.

The paper presents the simulation results of a 350 MHz input cavity carried out in CST and
MAGIC PIC software. The cavity structure shown in Figure 2 is chosen for properly placing the
cavity onto the cathode-grid gap. The inner conductor, shorted at one end and open at other end
(which makes the cathode-grid gap), acts as cathode which is emitting electron beam from its face
and the outer conductor dimensions (diameter and length) are the deciding factor of the desired
resonance of input RF signal in the cavity. The design is so chosen because in this structure, E
field peaks at the gap and B field maximises at the short end which is the desirable field profiles
for coupling the input power to this cavity.

For choosing the initial dimensions of the cavity, there are some limitations and considerations.
Within the inner conductor of the cavity, in actual, cathode has to be placed. Therefore, the inner
conductor has to be of sufficient diameter so that the cathode will be inserted in it properly. Hence,
the inner conductor’s diameter’s estimation is taken from the cathode diameter (which is already
simulated according to the beam parameters). The outer conductor’s diameter is optimized through
various iterations to get the resonance of the desired frequency in the cavity. The critical dimension
is the cathode-grid gap. The gap is taken so small (∼ 0.3 mm) to have only 1–2 percent of the
RF cycle being interacted with the electron beam so that proper and efficient velocity modulation
takes place for sufficient bunching of the electrons. On the other hand, decreasing the gap distance
below the specified value will cause breakdown issues. Therefore, this gap is chosen within safe
limits to properly serve its purpose of modulation in the cavity.

 

Figure 3: Resonant frequency @ 0.3 mm gap.

The cavity structure is similar to a radial cavity whose inductance, capacitance and resonant
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frequency can be estimated from the following equations [6]
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where L is the inductance produced in the cavity wall, µ is the permeability, C is the capacitance
in the cavity gap, ε0 is the permittivity of free space, fr is the resonant frequency, εr is the
relative permittivity of the material of the cavity, a and b are radius of inner and outer conductor
respectively, d is the cathode-grid gap, l is the height of the cavity and c = 3 × 108 m/s is the
velocity of light in vacuum.

Figures 3 and 4 provide the information about the resonant frequency and E field pattern
obtained in CST and MAGIC respectively. Based on the results obtained, the input cavity has
been fabricated as shown in Figure 5. The cold test measurements are planned for validating the
simulation results. The experimental results will also be presented in the talk.

 

Figure 4: Resonant frequency in MAGIC code.

Figure 5: Fabricated input cavity.

3. CONCLUSION

IOTs are now widely recognized as a useful vacuum tube for various microwave applications. The
results of input cavity of an IOT under development at CSIR-CEERI are presented in this paper.
The eigen-mode analysis of the cavity has been done in CST as well as MAGIC codes and is
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fabricated in the CEERI workshop. From simulations, it can be concluded that the cavity structure
presented in the paper will be suitable for generating resonance of the RF input signal in an IOT.
The design adopted is also suitable for putting it onto the electron gun structure which is necessary
for the velocity modulation of the electron beam.
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Abstract— A novel technique for mitigating the polarization sensitivity between the uplink
multiple access signals was proposed in the AM-CO-OFDMA PON uplink transmission. To pro-
vide uplink multiple access on the orthogonal frequency division multiplexing (OFDM) based op-
tical access network, the polarization difference between the uplink optical signals are unavoidable
issue which degrades a transmission performance severly. By using symple digital signal process-
ing with Pythagorean identity, we experimentally demonstrated stable transmission performance
of various polarization states of uplink multiple access signals.

1. INTRODUCTION

In recent years, coherent optical transmission is moved down to the area of optical access network
with its attractable advantages likes high receiver sensitivity, fineness of its spectral selectivity
and dense spectral efficiency [1, 2]. Especially, with orthogonal frequency division multiplexing,
the coherent orthogonal frequency division multiple access passive optical network (CO-OFDMA
PON) has tremendous attention because of its easy of multiple access with dynamic bandwidth
allocation (DBA) on the same nominal wavelength and high spectral efficiency with the adaptive
modulation on the individual subcarriers of OFDM signal frame [3]. But, to realize OFDMA
based PON system, there are some critical issues which come from the de-correlation of the uplink
optical fields which transmitted from each optical network unit (ONU). Because the uplinks signals
are carried on the same nominal wavelength, it generates optical beating interference (OBI) effects
which related with the optical phase difference of uplink optical fields when it detected at the photo
diode [4]. We already solved the OBI problems with the balanced detection of coherent receiver [5].
But, there is another issue in the practical system, the received uplink optical fields couldn’t have
same polarization states each other because of its different transmission path and responses of the
devices in the link. These variously polarized optical fields lead to the signal fluctuation after
photo-detection and crosstalk between the multiple access user signals.

In this paper, we proposed polarization sensitivity mitigation technique in CO-OFDMA uplink
multiple accese and experimentally demonstrated it. By using Pythagorean identity with the
intensity modulation for uplink multiple access, we eliminated unwanted phase fluctuations of
received optical fields of uplink multiple access signals.

2. SCHEMATICS

Figure 1: CO-OFDMA uplink transmission.
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Figure 1 shows the CO-OFDMA uplink transmission link conceptually in view of RF spectrum
and the plane of polarization. In the OFDMA PON, the multiple access can be easily provided by
allocating subcarrier sub-bands of OFDM signal frames to each users. In this scheme, especially
in uplink transmission, uplink multiple access signals are carried on the optical fields with same
nominal wavelength but different transmission paths. These different transmission paths which
has different birefringence and channel response in the link cause different polarization responses
for each arrived optical fields at the receiver. Because coherent detection uses the optical beating
between received signals with local oscillator laser (LO), the polarization mismatch between optical
fields of received signals with optical field of LO laser cause unwanted signal fluctuations and signal
crosstalk between each polarization output of the coherent receiver. As a result, the received signals
at each polarization output of coherent receiver can be described as

X(t) = S1(t) cos(φ1(t)) + S2(t) cos(φ2(t)) + . . . + Sn(t) cos(φn(t)). (1)
Y (t) = S1(t) sin(φ1(t)) + S2(t) sin(φ2(t)) + . . . + Sn(t) sin(φn(t)). (2)

where X(t) and Y (t) are two orthogoanl polarization componenets, the parallel with reference po-
larization axis ‘X-polarization’ and orthogonal polarization componenets with it ‘Y -polarization’,
respectively, and Sn(t) and φn(t) are the n-th uplink signal and polarization angle with respect to
the reference polarization axis in each detection moment. We note here, even though the uplink
optical fields are arbitrary polarized, at the received moment, it can be considered as linear polar-
ization with each polarization angles. To eliminate the effect of the polarization mismatch, we use
trigonometric features of the sinusoidal function which called Pythagorean identity with additional
DC bias because the signals have bipolar amplitude.

U(t) =
√

X ′2(t) + X ′′2 + Y ′2(t) + Y ′′2

=

√√√√DCs + 2
n−1∑

k=1

n∑

j=k+1

Sk(t)Sj(t) cos {φk(t)− φn(t)}+ 2
{
S2

1(t) + S2
2(t) + . . . + S2

n(t)
}

(3)

where X ′(t) = DC + X(t), X ′′(t) = DC −X(t), Y ′(t) = DC + Y (t) and Y ′′(t) = DC − Y (t). By
using the Pythagorean process, it generates unwanted DC components and the beating components
between the ONU signals. But, because the ONU signals basically have orthogonality each other,
during the FFT process of the OFDM demodulation process, the beating components are vanished
and the DC components could not have influence on the subcarriers.

3. EXPERIMENTS AND RESULTS

Figure 2 shows the experimental setup for the proposed scheme. In this experiment, we used
self-homodyne detection to avoid carrier frequency offset (CFO). An external cavity laser (ECL)
with a center wavelength of 1550.223 nm and linewidth of 50 kHz was used as an optical source.
And we used 3 dB coupler to split the launched optical source to the signal carrier and the LO
source. And there were additional 3 dB coupler to modulate different user signals by using mach-
zehnder modulator (MZM) which droved by arbitrary waveform generator. We used polarization
controllers (PCs) before the MZM to maximize the modulation efficiency. Between the uplink signal
modulators, we used additional polarization controller and polarization scrambler to generate all the
possible polarization state between the uplink optical fields. Before the coherent receiver, additional
PCs were used to control the optical field to maximize receiver performance. In the experiments,
we used DMT as a modulation format. The calculated DMT signal was loaded into an 8 Gs/s
arbitrary waveform generator. The number of FFT size was 512 with Hermitian symmetry. So, the
number of effective subcarriers was 256 ranging from DC to 4GHz and each subcarrier were mapped
with 4 QAM. Between each ONU subcarrier subbands, we gave the guard band of 8 subcarriers to
reduce the inter-user-interference. As a result, the usable subcarriers for ONU 1 were ranging from
5 to 124 and ONU 2 were ranging from 133 to 252, total transmission throughput was 7.38 Gb/s.
The received DMT signal was captured by a digital phosphor oscilloscope with sampling rate of 25
Gsample/s and evaluated by offline processing.

Figure 3 shows the RF spectra of the received signal in each experiment. To analyze the effect of
the Pythagorean process to the polarization mismatch in the OFDMA PON uplink transmission, we
compare the BER for each case. Without the Pythagorean process, the received signal for uplink
ONU signals go through the serious fluctuation because of the polarization mismatch between
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Figure 2: Experimental setup.

Figure 3: BER and RF spectra of multiple access signals for input optical power of the receiver in case of
in-polarized to X between the ONU, in-polarized to Y between the ONU, out of polarized each other, and
random polarization with polarization scrambling.

the LO laser and uplink optical fields. As a result, the BER of demodulated DMT frame was
almost 0.5 in each received optical powers, this is because the signal fluctuation interferes the
synchronization process before the FFT process of the DMT during the demodulation which is
very critical to the performance. However, by using Pythagorean process, we could get stabilized
the signal performance in each polarization states which means that the average BER among the
entire DMT frame was less than 10−3, when the input optical power was higher than −29 dBm.
This shows that it was able to transmit the DMT signal even in randomly polarized uplink signals
with satisfying the forward error correction (FEC) limit.

4. CONCLUSION

We have demonstrated a polarization insensitive CO-OFDMA PON uplink transmission with two
ONU multiple access by using a simple Pythagorean process. By virtue of this technique, the
polarization mismatch issue in coherent optical transmission can be significantly reduced, and as
a result, we can stabilize the transmission performance. This concept would be useful for relaxing
the critical polarization mismatch problem in the uplink transmission of the CO-OFDMA PON
which can provide flexible bandwidth usages.
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Abstract— This paper presents a new optically controlled reconfigurable ultra-wideband an-
tenna (UWBA). The coplanar fed microstrip antenna can work at eight modes using optically
controlled switches. This design proposes triple narrow notched bands at center frequencies
3.5GHz “WIMAX”, 5.5 GHz “WLAN” and 8.4 GHz. The proposed antenna satisfies the voltage
standing wave ratio (VSWR) requirement of less than 2 in the frequency band between 2.8 to
11.8GHz except for the three rejected bands. The proposed antenna provides high gain, and
high efficiency all over the frequency band excluding the rejected bands.

1. INTRODUCTION

The ultra-wideband (UWB) planar antennas play an increasingly important role in current UWB
systems due to its attractive merits, such as small size, low cost and ease of fabrication. Over the
commercial frequency band from 3.1 to 10.6 GHz approved by FCC [1] there are some other existing
narrowband systems, such as Bluetooth application at center frequency of 2.45GHz, WiMAX sys-
tem (3.4–3.7 GHz), C-band satellite (3.7 to 4.2 GHz ) and Wireless Local Area Network (WLAN)
communication systems (5.15–5.35 GHz) and (5.725–5.825 GHz), WPAN and 7.15–9 GHz [1]. To
avoid possible interference between UWB system and these bands it is desirable to design UWB
antennas with notched bands. Electronic switches were mounted across or along the resonators to
activate the corresponding band notches. Simple microwave switches have been applied in designs
to control antennas, filters, phase shifters, and couplers [2–7]. The research of optically controlled
microstrip switches started in 1970s and is continuing throughout to today. Advantage of optically
controlled microwave circuits is high level of isolation between the controlling electronic circuit and
the microwave circuit [6]. Optical switches were introduced in the designs for achieving frequency
and beam reconfigurable antennas [7–10].

2. ANTENNA DESIGN

Coplanar fed microstrip UWB antenna was designed on a 35× 28mm FR4 substrate with relative
dielectric constant of 4.6 and thickness of 1.5 mm. This design proposes triple narrow notched
bands at center frequencies 3.5 GHz “WIMAX”, 5.5 GHz “WLAN” and 8.4GHz. The notched
bands can be achieved by adjusting the dimensions of the microstrip structure and by inserting
inverted C, L and U shaped slots. The coplanar fed microstrip UWB antenna is shown in Fig. 1(a)
while Fig. 1(b) illustrates the inserted optically controlled switches. The proposed UWBA can work
at eight modes using controlling switches ON and OFF. The optical switches are made by placing
0.5mm × 0.5mm silicon wafers over the slots of the resonator. When laser is applied to all switches
(ON state) the notches disappear and the antenna operates in full ultra wideband frequency range
from 2.8 to 11.8 GHz. In case, all switches are OFF, all the three notches are activated. Table 1
explains the eight modes of operation of the proposed antenna.

W=28mm

                       L= 35mm                                                        L= 35mm 

                                     

(a) (b)

   
      

Figure 1. The geometry of the proposed ultra wideband antenna (a) the origin design (b) UWB antenna
without 3 switches.
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3. SIMULATION AND EXPERIMENTAL RESULTS

Figure 2 shows the simulated VSWR in two cases, when all switches are either ON (state 1) or OFF
(state 2) as shown in Table 1. The bands with center frequencies 3.5, 5.5, and 8.5 GHz are rejected
when all switches (S1, S2 and S3) are OFF. When all switches are ON we obtain the UWB range
from 2.8 to 11.8GHz with return losses less than −10 dB. Fig. 3 shows the fabricated antenna while
Fig. 4 presents comparison between measured and simulated return loss (S11). Measurements of
the antenna was performed in the anechoic chamber and it fits fairly well with IE3D simulations.
Moreover, the average gain of this antenna is 4.5 dBi (Fig. 5).

case Notched Band S1 S2 S3

1 3.5 & 5.5 & 8.5GHz OFF OFF OFF
2 None ON ON ON
3 3.5GHz ON OFF ON
4 5.5GHz OFF ON ON
5 8.5GHz ON ON OFF
6 3.5 & 5.5GHz OFF OFF ON
7 3.5 & 8.5GHz ON OFF OFF
8 5.5 & 8.5GHz OFF ON OFF

Table 1. Figure 2. VSWR of UWBA mode1 “state 1” mode2
“state 2” UWB from 2.8 to 11.8GHz.

Figure 3. Fabricated antenna.

Figure 4. Measured and simulated S11 for state 1
of the UWBA.

Figure 5. Antenna gain at state 1.

4. RADIATION PATTERNS

The simulated E-plane- and H-plane normalized radiation patterns at 3.475, 5.455, 8.425 GHz and
9.69GHz for state 1 are plotted in Fig. 6. Radiation patterns are semi omni-directional.
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Figure 6.
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Abstract— We overview theoretical and experimental advances in the field of rogue wave
solutions of multi-component optical wave systems. In these systems, the transfer of energy
among the coupled waves may lead to novel and complex extreme wave phenomena. We focus
our attention on the case of vector field co-propagation in randomly birefringent optical fibers,
and on the coupling among counter-propagating waves in a periodic nonlinear waveguide.

1. INTRODUCTION

Rogue and extreme waves occur in many scientific and social contexts, ranging from hydrodynamics
and oceanography to geophysics, plasma physics, Bose-Einstein condensates, financial markets and
nonlinear optics. A typical example of rogue wave is given by the sudden appearance in the open
sea of an isolated giant wave, whose height and steepness are much larger than the average sea
values, that subsequently disappears without a trace. A universal model for the dynamics of rogue
waves is provided by the one-dimensional nonlinear Schrödinger (NLS) equation in the self-focusing
regime [1, 2]. Here the mechanism that leads to the generation of rogue waves is nonlinear wave
mixing, that generates modulation instability (MI) of the continuous wave (CW) background. The
nonlinear development of MI past the initial stage of exponential sideband amplification is described
by families of exact solutions such as the Akhmediev breathers. A special member of this solution
family is the Peregrine soliton [3], which represents a wave that is localized both in its space
and time dimensions. The Peregrine soliton was only recently experimentally observed in optical
fibers [4].

A new frontier in the study of rogue waves is provided by multi-component wave systems, where
the transfer of energy among the coupled modes may lead to novel and unexpected complex phe-
nomena: consider for example parametric three-wave interactions in quadratic media [5]. Here we
provide an overview of our recent advances in the theory and experiments on multi-component
rogue waves, involving either the co-propagation of two orthogonal polarization modes in randomly
birefringent optical fibers [6, 7], or the counter-propagation of two linearly polarized waves in a
periodic nonlinear Bragg grating [8]. Polarization coupling in randomly birefringent telecommu-
nication fibers is described by the vector NLS equation (VNLSE) or Manakov system. In both
the anomalous and in the normal dispersion regime of the fiber, we found a new class of coupled
wave rogue wave solutions. In the normal dispersion regime, where MI is absent for scalar waves,
we experimentally demonstrated the generation of black vector rogue waves by means of standard
telecom components. On the other hand, pulse propagation in periodic fiber Bragg gratings is
described by a variant of the massive Thirring model. We found the rational rogue wave solution
of the massive Thirring model, which opens the way for the observation of rogue waves in periodic
optical media.

2. POLARIZATION ROGUE WAVES

Let us consider first the VNLSE (also known as Manakov system), that we write in a dimensionless
form as 




iu
(1)
t + u

(1)
xx − 2s

(∣∣u(1)
∣∣2 +

∣∣u(2)
∣∣2

)
u(1) = 0

iu
(2)
t + u

(2)
xx − 2s

(∣∣u(1)
∣∣2 +

∣∣u(2)
∣∣2

)
u(2) = 0,

(1)

where u(1)(x, t), u(2)(x, t) represent field envelopes and x, t are the transverse and longitudinal
coordinates, respectively. Subscripted variables in Eq. (1) stand for partial differentiation. Here,
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we have normalized the equations in a way such that s = ±1. Note that in the case s = −1,
Eq. (1) refer to the focusing (or anomalous dispersion) regime; in the case s = 1, Eq. (1) refer to
the defocusing (or normal dispersion) regime.

As shown in [6, 7], both semi-rational and rational solutions of the VNLSE exist, with the
property of representing amplitude peaks that are localized in both x and t coordinates. These
solutions are constructed by means of the standard Darboux dressing method and, for Eq. (1) with
s = −1 (anomalous dispersion regime), semi-rational solutions be expressed as [6]

(
u(1)(x, t)
u(2)(x, t)

)
= e2iωt

[
L

B

(
a1

a2

)
+

M

B

(
a2

−a1

)]
, (2)

with the following notation: L = 3
2−8ω2t2−2a2x2+8iωt+|f |2e2ax, M = 4f(ax−2iωt− 1

2)e(ax+iωt),
and B = 1

2 + 8ω2t2 + 2a2x2 + |f |2e2ax, where f is a complex arbitrary constant. The dressing
construction of the vector rogue wave (2) leads to the arbitrary complex parameter f , and two real
parameters a1, a2 associated with the background plane wave. We note also that the dependence
of L, M and B (see (2)) on x, t is both polynomial and exponential only through the dimensionless
variables ax and ωt = a2t. Moreover the vector solution (2) turns out to be a combination of the
two constant orthogonal vectors (a1, a2)T and (a2, −a1)T [6].

The superposition of the dark and bright contributions in each of the two wave components
|u(j)| may lead to complicated breather — like pulses. The single contributions of the dark shape
L/B and bright shape M/B are better displayed when f.i. a2 = 0. In this case typical distributions
|u(1)(x, t)|, |u(2)(x, t)| are displayed in Fig. 1. Here we show a vector dark-bright soliton together
with a single Peregrine soliton. By decreasing the value of |f |, Peregrine and dark-bright solitons
separate. By increasing |f |, Peregrine and dark-bright solitons merge and the Peregrine bump
cannot be identified while the resulting dark–bright pulse apprears as a boomeron-type soliton, i.e.,
a soliton solution with a time-dependent velocity.

Figure 1: Deterministic vector freak wave envelope distributions |u(1)(x, t)| and |u(2)(x, t)| of (2). Here,
f = 0.1, a1 = 1, a2 = 0.

On the other hand, in the normal dispersion or self-defocusing regime Eq. (1) with s = 1 have
the rational solutions [7]

u(j) = u
(j)
0

[
p2x2 + p4t2 + px (αj + βθj)− iαjp

2t + βθj

p2x2 + p4t2 + β(px + 1)

]
(3)

where
u

(j)
0 = aje

i(qjx−νjt), νj = q2
j + 2

(
a2

1 + a2
2

)
, j = 1, 2; (4)

represent the backgrounds of expressions (3),

αj = 4p2/
(
p2 + 4q2

j

)
, θj = (2qj + ip)/(2qj − ip), j = 1, 2;

β = p3/χ
(
p2 + 4q1q2

)
, p = 2Im(λ + k),

q1 + q2 = 2Re(λ + k), q1 − q2 = 2q, χ = Imk.

As for the computation of the complex value of k and λ, k is either one of the complex solutions of
a fourth order polynomial, and λ is the double solution of a cubic polynomial [7].
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Figure 2 shows a typical dark-dark solution (3), that will be the object of the experimental study
reported in the last section of this article. The family of solutions (3) in the defocusing regime,
exhibits a novel feature with respect to the focusing regime solutions. In fact, here threshold
conditions for the parameters a1, a2, q exist, due to the requirement that the parameter k be
strictly complex, and that λ be a double solution of its polynomial equation. Quite remarkably,
these rogue wave existence conditions are the same conditions that also lead to the presence of
baseband modulation instability (MI), that is, to MI gain for arbitrarily small frequency shifts of
the sidebands from the orthogonally polarized pumps [7].

Figure 2: Rogue waves envelope distributions |u(1)(x, t)| and |u(2)(x, t)| of (3). Here, a1 = 3, a2 = 3, q = 1.
k = 4.02518i and λ = −4.92887i.

3. ROGUE WAVES IN PERIODIC MEDIA

We discuss now the rogue wave solution of the so-called classical massive Thirring model (MTM),
a two-component nonlinear wave evolution equation that is completely integrable by the inverse
scattering transform technique [9]. The MTM is a particular case of the coupled mode equations
(CMEs) that describe pulse propagation in periodic or Bragg nonlinear optical media [10]. Note
that soliton solutions of the MTM can be mapped into Bragg or gap solitons, that enable pulse
reshaping and dispersion-less slow light generation in nonlinear Bragg gratings [11].

Let us express the MTM equations for the forward and backward waves with envelopes U and
V , respectively, as

Uξ = −iνV − i

ν
|V |2U

Vη = −iνU − i

ν
|U |2V.

(5)

Here the light-cone coordinates ξ, η are related to the space coordinate z and time variable t by the
relations ∂ξ = ∂t + c∂z and ∂η = ∂t − c∂z, where c > 0 is the linear group velocity. By developing
a novel form of the Darboux transform method [12], we obtained the MTM rogue soliton solution

U = ae−iωt µ
∗

µ

[
1− 4

µ∗
q∗(q + i)

]
, V = −ae−iωt µ

µ∗

[
1− 4

µ
q∗(q + i)

]
(6)

where: ω = −ν(1 − a2

ν2 ), q = −a2

νc(ip(z − z0) − c(t − t0)), p =
√

ν2

a2 − 1, µ = 2|q|2 − iq + iq∗ + 1 −
1
p(q − q∗ + i), and z0 and t0 are arbitrary space and time shifts.

Figure 3 shows an example of the analytical rogue wave solution (6). Here we have set ν = −1,
c = 1, a = 0.9, t0 = 2 and z0 = 3.5. As can be seen, the initial spatial modulation at t = 0 evolves
into an isolated peak with a maximum intensity of about nine times larger than the CW background
intensity. We numerically confirm the stability of the analytical solution (6), and show that it may
also be applied to describe the generation of extreme waves in the more general context of nonlinear
grating propagation as described by the CMEs. Finally, we discuss the physical implementation
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(a) (b)

Figure 3: Space-time evolution of intensities in forward and backward rogue components: (a) surface or (b)
contour plots.

of MTM rogue waves by using electromagnetically induced transparency, which leads to giant
enhancement of cross-phase modulation, and suppression of self-phase modulation [13].

4. EXPERIMENTAL RESULTS

Let us finally discuss the experimental observation of vector dark-dark rogue wave solution of
the VNLSE (3), resulting from the nonlinear coupling of two orthogonally polarized pump waves,
propagating at different carrier frequencies in the normal dispersion regime of the randomly bire-
fringent optical fiber. Thanks to cross-phase modulation and dispersive group-velocity walk-off, the
two coupled pumps experience baseband MI [7]. Next, the nonlinear evolution of MI leads to the
generation of spatio-temporal localized black rogue waves, exhibiting a hole of the optical intensity
in each of the waves. In our experiments, MI was induced by the initial intensity modulation of the
two orthogonal pumps with the frequency shift Ω. Nonlinear propagation happens in a reverse True
Wave fiber, with relatively large normal chromatic dispersion of −14 ps nm−1km−1, the nonlinear
coefficient γ = 2.4W−1km−1 and the linear loss coefficient of 0.25 dB/km at λ0 = 1554.7 nm. This
fiber has a very low PMD value (0.017 ps km−1/2). Panels (e), (f) of Fig. 4 compare the experimen-
tally observed output intensity after propagation in 3 km of fiber (red curves), with the intensity

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4: Observation of black vector rogue wave. (a), (b) temporal profile of power in the U and V
polarization modes at the fiber input; (c), (d) power spectra at the fiber input; (e), (f) output intensities
after 3 km of optical fiber; (g), (h) power spectra at the fiber output. Red solid traces are experimental
results and black solid curves represent the analytical black vector rogue wave.
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profile of the analytical dark-dark rogue solution (black curves). As can be seen, an excellent agree-
ment is achieved, which is surprising since the experimentally imposed initial modulation is much
deeper than the exact solution (see Figs. 4(a), (b)). Note that a temporal periodic experimental
waveform (and not a single dark dip) is obtained, because of practical experimental constraints: in
principle, an isolated rogue dip could be observed by indefinitely decreasing the initial modulation
frequency Ω. Note that the signature of the rogue dip in the frequency domain is the development
of a significant spectral asymmetry (see Figs. 4(g), (h)).

5. CONCLUSION

We presented an overview of our recent theoretical and experimental progress on rogue wave solu-
tions of multi-component optical wave systems. In particular, we described rogue waves in both the
anomalous and the normal dispersion regime for the co-propagation of two orthogonally polarized
modes in a randomly birefringent optical fiber. We further obtained the space-time localized rogue
wave solution resulting from the coupling of counter-propagating waves in a periodic nonlinear
medium. We have also report the first experimental observation of a multi-component rogue wave,
in the form of a dark-dark vector rogue light hole in a telecommunication optical fiber.
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1Tecnoloǵıa Electrónica, Universidad Carlos III de Madrid, Leganés, Madrid, Spain
2Photonic Integration, Technical University of Eindhoven, Eindhoven, The Netherlands

Abstract— Millimeter-waves (30–300 GHz) have interest due to the wide bandwidths avail-
able for carrying information, enabling broadband wireless communications. Photonics is a key
technology for millimeter wave signal generation, recently demonstrating the use of photonic
integration to reduce size and cost. In this paper, we present two dual-wavelength Photonic
Integrated Circuit (PIC) structures designed for signal generation using the optical heterodyne
technique. We demonstrate a 1 Gbps data rate wireless link that does not require any stabiliza-
tion scheme to lock the two wavelengths. Both integrated dual-wavelength sources are based on
an Arrayed Waveguide Grating element. A novel building block -Multimode Interference Reflec-
tors (MIRs) — is used to integrate on-chip one of these structures, without need of cleaved facets
to define the laser cavity. This fact enables us to locate any of these structures at any location
within the photonic chip.

1. INTRODUCTION

Generation of signals with frequencies in the upper millimeter-wave (mmW) band (> 60 GHz) has
recently become attractive. This frequency band has a wide range of potential applications from
broadband wireless communications, Radio-over-Fiber (RoF) to spectroscopy [1]. In broadband
wireless communications, the use of higher mmW carrier frequencies is a cost-effective method
that allows increasing the data rate using simple modulation formats as ON-OFF Keying (OOK)
or Amplitude Shift Keying (ASK). This avoids costly computational coding schemes. The broad
available bandwidth gives these ranges the potential to become key in the convergence between
wired (fiber optic networks) and wireless (backhauling 5G) services. Among the obstacles to develop
millimeter wave applications is the lack of signal sources [2]. The generation of signals above
100GHz is challenging using full-electronic techniques [3]. Photonic techniques are considered to
be superior providing wide bandwidth, broad tuning range and superior stability.

There are several photonic techniques that are available for mmW generation. Among the differ-
ent optical signal generation techniques, optical heterodyning is the most promising. This method
requires an optical signal source generating two different wavelengths that are mixed into a photo-
diode or photoconductor (used as photomixer) [4]. The generated signal is an electrical beat-note
at a frequency given by the difference between the wavelengths. Photonic integration advances
have already been reported in this line [5]. Photonic Integrated Circuits (PIC) have key advantages
enabling the integration of multiple photonic building blocks within a single chip, increasing com-
pactness, functionality and performance [5]. Integration reduces fiber coupling interfaces having
a huge impact on the cost and component footprint, allowing compact and cost efficient mmW
transmitters.

In this work we present a photonic-based millimeter-wave signal source using monolithically
integrated dual-wavelength sources based on arrayed waveguide grating (AWG) using a new building
block, Multimode Interference reflectors (MIR) [7]. The main advantage of this approach is that we
do not require the chip facets for the laser resonator, enabling on-chip post-processing of the dual
wavelength signal. In addition, samples were fabricated using a multi-project wafer (MPW) run
under a generic technology foundry, which further addresses cost issues. Furthermore, this paper
presents our progress in F-band wireless link system technologies that contribute to extending the
transmission distance of the wireless links.

2. DUAL-WAVELENGTH LASER SOURCES

Two different structures of monolithically integrated dual-wavelength laser sources (DWLS) have
been developed which are suitable for fabrication in a Generic InP-based technology platform
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through a Multi-Project Wafer (MPW) run. The first DWLS consists of a set of sixteen SOAs, one
per channel, labeled CH N (with N = 1 to 16), as shown in Fig. 1(a). All the SOAs used for the
channel selection are 600µm long. An additional SOA is located at the AWG’s common output in
order to boost the output optical power of the two wavelengths generated by two separated channel
biased simultaneously. The length of the Boost amplifier is 750µm. The AWG central wavelength
is λ = 1550 nm, the channel spacing ∆λ = 0.8 nm (100GHz) and the FSR is 7.2 nm (900 GHz).
The frequency spacing between the two generated wavelengths is an integer multiple of the AWG
channel spacing (∆λ). A drawback of this structure is that the wavelength spacing is not tunable
since it is fixed by the AWG.

The novelty of our design is that is an on-chip solution through the use of novel multimode
interference reflectors (MIR), shown in Fig. 1(c) to create the required Fabry-Perot cavity of the
AWG laser without requiring the facets of the chip which has been implemented and developed
on the second DWLS. This device consists of an AWG with 4 channels, one SOA per channel
labeled SOA N (with N = 1 to 4) and one common output, as shown in Fig. 1(b). Two of the
channels implement EOPMs. The designed AWG has a ∆λ and a FSR of 0.961 nm (120 GHz)
and 5.61 nm (700 GHz), respectively. All the SOAs used both for the channel selection and for the
common output are 400µm long. The lengths of the EOPMs are 1000µm. MIR reflector structures
implemented in this design derive from a standard multimode interference (MMI) coupler, in which
deeply etched 45 mirrors at suitable locations reflect back the light by total internal reflection.

(a) (b) (c)

Figure 1: (a) Microscope photograph of cleaved facet structure 16-channels AWGL. The cleaved facets of
the chip use as mirror a partially reflective (PR) coated with a reflection value of 32% approximately. (b)
Microscope photograph of on-chip structure 4-channels AWG , two of them with EOPM and two other
without. MIRs are used to define the FP cavity, and one Boost amplifier at the CO. MIRs’ reflectivity has
a value about 60%. (c) 1-port (left) and 2-ports (right) MIRs.

3. PHOTONIC WIRELESS LINK DATA TRANSMISSION SYSTEM

This section describes an F-Band (90–140GHz) wireless data transmission link using the PICs
described above as signal sources at the transmitter, with on-off keying (OOK) modulation format
and envelope detection at the receiver. In Fig. 2(a), a schematic diagram of the experimental setup
where the photonic technique of optical heterodyning is employed for the generation and modulation
of mmW signals is shown. A photograph of the photonic wireless link data transmission system
measurement setup is shown in Fig. 2(b). A guide rail with a length about 30 cm is used for
moving the SBD away from the transmitter, from 0 cm to 24 cm. For evaluating the bit error rate
measurement at different distances between the transmitter and receiver, the average output power
generated by the U2T PIN photodiode (PD) is set at 2.4±0.35mW for 101 GHz and 0.87±0.15mW
for 114GHz carrier frequency, respectively. The average input optical power of the PIN-PD is set at
10.5 dBm. A difference of 5 dBm between 101 GHz and 114 GHz carrier frequency at the PIN-PD’s
output is obtained due to the fact that the −3 dB cutoff frequency of the PIN-PD is about 95GHz,
thus take this value into account is very important for the analysis of the BER measurement of the
wireless link.

In Fig. 3(a) and Fig. 4(a) are shown eye pattern demodulated, amplified and filtered by the
receiver module with a wireless carrier frequency of 101GHz and 114GHz, respectively. Likewise,
in Fig. 3(b) and Fig. 4(b) are shown the bit error rate (BER) characteristics at 1 Gbps for each
wireless carrier frequency, respectively. Two different word length, n = 23 and n = 31 are chosen
to measure the quality and performance of the wireless link system at different distances.

The eye patterns are measured using a BERTWave MP2100. As can be seen in Fig. 3(a), the
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eye of the received signal is clearly open, even at the maximum distance allowed by the guide
rail system. The time variation at zero crossing is below 188 ps and the eye opening 752 ps. This
can also be observed by the BER measurement, achieving an error free transmission with a BER
< 10−11 (both for 223-1 and 231-1) at 1 Gbps and a distance less than 15 cm, as shown in Fig. 3(b).
However, for distances between 15 cm and 24 cm, we have obtained a BER < 10−9 (both for 223-1
and 231-1), being still a good result of the performance of the wireless link system at 101GHz carrier
frequency. For distances in the meter or even kilometer range, additional RF amplifiers would be
required as the system performance gets noise limited for such distances. In this receiver scheme,
SNR of the system is mostly determined by the noise figure (NF) of set of amplifiers connected after
the SBD detector. From Fig. 4(a) and Fig. 4(b), we can observe that the eye pattern at distances
larger than 9 cm begin to contract vertically becoming smaller in the center of the eye and as result
the BER measurement value is increased. However, the Bit Error Rate (BER) was below 10−9

measured using a 223-1 and 231-1 PRBS sequence at 1 Gbps and ¿ 9 cm distance between Tx and
Rx using an 114 GHz carrier frequency.

The wireless link system is limited by the UTC-PD’s bandwidth and the responsivity of the
whole antenna-integrated SBD including the silicon lens. Therefore, it gives as result a great
difference between Fig. 3(b) and Fig. 4(b). The BER measurement can be improved adding a
trans-impedance amplifier in order to saturate the received signal from the output of the second
LNA.

(a) (b)

Figure 2: (a) Block diagram of experimental setup used for F-Band (90–140 GHz) Wireless Link Communi-
cation System based on OOK modulation and direct data detection. Data is modulated using an amplitude
modulator (EOAM) and amplified using Erbium-doped fiber amplifiers (EDFA). A high speed photodiode
launches the electric signal. (b) Photograph of the wireless link measurement setup. A guide rail system is
used for moving the receiver away from the transmitter, from 0 cm to 24 cm.

(a) (b)

Figure 3: (a) Eye-Pattern of the received PRBS data, n = 31, at 1 Gbps after the transmission of the wireless
link. The wireless receiver is placed at different distance from the transmitter, as shown in Fig. 2(b). The
carrier frequency is about 101 GHz using a non-return zero digital (NRZ) signal. (b) Bit Error Rate (BER)
against distance between the transmitter and the receiver. Two different word length, n = 23 and n = 31 are
selected in order to measure the quality and performance of the wireless link system at different distances.
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(a) (b)

Figure 4: (a) Eye-Pattern of the received PRBS data, n = 31, at 1 Gbps after the transmission of the wireless
link. The wireless receiver is placed at different distance from the transmitter, as shown in Fig. 2(b). The
carrier frequency is about 114 GHz using a non-return zero digital (NRZ) signal. (b) Bit Error Rate (BER)
against distance between the transmitter and the receiver. Two different word length, n = 23 and n = 31
are selected in order to measure the quality and performance of the wireless link system at different distance.

4. CONCLUSIONS

We have also demonstrated ‘error-free’ transmission over a photonic enabled wireless link at a data
rate of 1 Gbps with BER < 10−11 and 10−9 over 15 cm and 9 cm distance without observing an
error floor (i.e., distance can be extended if RF amplification is provided) using carrier frequencies
of 101 GHz and 114GHz, respectively. The system uses two key components, a PIN-PD and a zero-
bias Schottky barrier diode receiver. Both have a great potential to realise compact transmitter and
receiver modules. These devices was produced on an InP-based technology multi-project wafer run,
with great potential to develop low-cost and compact sources and with the possibility to integrate
further functionality.
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Abstract— We design and investigate a high-speed directly-modulated tunable V-cavity laser
working in the 1310-nm band. The laser is ultra-compact with a device size of only 300µm ×
200 µm. The simulation results show that 21 × 200GHz tuning with ∼ 40 dB side-mode sup-
pression ratio is achieved. And the simulated 3-dB bandwidth of small signal response can reach
29.9GHz. Moreover, 10 Gbit/s and 25 Gbit/s direct modulations are demonstrated with clear
eye-opening. Error-free 10-km single-mode fiber transmission is also obtained.

1. INTRODUCTION

In recent years, the spectacular increase of the traffic in both local area and access networks has led
to the introduction of high-speed transmission in the 1310-nm band [1, 2]. Tunable semiconductor
lasers working in this band have attracted great attention and interest. Besides their use for source
sparing with the advantages of reduced inventory and cost, they are also the key components for
next-generation wavelength-agile optical networks.

A variety of tunable lasers have been developed with excellent performance, such as sam-
pled grating distributed Bragg reflector (SGDBR) lasers [3, 4], superstructure grating (SSG) DBR
lasers [5, 6], digital supermode (DS) DBR lasers [7] and MEMS based lasers [8]. However, in
addition to the fabrication complexities involving non-uniform gratings and multiple epitaxial re-
growth, tunable lasers based on grating or MEMS structure often need many electrodes and com-
plicated electronic circuits with multi-dimensional current control algorithms and look-up tables
for wavelength tuning. Such complexities reduce the fabrication yield and operational reliability,
and increase the cost as well.

To mitigate the problem, a V-cavity tunable laser structure has recently been proposed and
demonstrated. It has the advantages of fabrication simplicity and compactness, and can achieve
good single-mode selectivity while allowing the lasing wavelength to be tuned over a wide range. By
employing this V-cavity laser structure, we have designed and investigated a high-speed directly-
modulated tunable laser working in the 1310-nm band.

2. DEVICE STRUCTURE

Figure 1(a) shows the schematic diagram of the designed V-coupled cavity laser. It consists of a
channel selector cavity and a reference cavity with slightly different optical path lengths, which
are coupled by a reflective 2 × 2 half-wave coupler. The two coupled cavities are defined by deep
trench and three electrodes are deposited within them. The gain electrode which covers the active
waveguide part of the two cavities and the coupler region is used for providing optical gain and
direct modulation signal. And the channel selector electrode works with the reference electrode in
tuning the lasing wavelength through the Vernier effect. The detailed theory of this structure has
been described in [9].

The active waveguide is based on AlGaInAs/InP multiple quantum wells (MQW) structure
with five compressively strained 5.5 nm Al0.172Ga0.15In0.678As QWs sandwiched between tensilely
strained 10 nm Al0.295Ga0.22In0.485As barriers. And the photoluminescence peak wavelength is
about 1295 nm. By carefully designing the graded index (GRIN) layer and reducing the width of
ridge waveguide to 2.5µm, the optical field can be well confined in MQW layer while maintaining
single transverse mode. In this way, the layer and waveguide structure are optimized to obtain
a mode confinement factor of 0.16 for better performance. For passive waveguide, quantum well
intermixing technology is used for blue shifting the bandgap, which can reduce the adverse influence
of thermal-optic effect on carrier plasma-induced wavelength tuning.

The free spectral ranges of the channel selector cavity and the reference cavity are designed
to be 190 GHz (i.e., 220µm cavity length) and 220 GHz (i.e., 210µm cavity length), respectively.
By optimizing the normalized cross-coupling coefficient χ = |C12|2 · (|C12|2 + |C22|2)−1 to 0.025, a
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(a) (b)

Figure 1: Schematic diagram of (a) the V-cavity laser and (b) the half-wave coupler.

large threshold gain difference of 6.95 cm−1 is obtained. To achieve this target χ with a relative
phase φ = mπ (m = 0,±1,±2, . . .) as well as reduce excess loss which can be calculated as
ε = −10 log10(|C11|2 + |C12|2 + 2|C11||C12|| cos(ϕ)|), two extension regions are added to the half-
wave coupler, as shown in Figure 1(b). Through 3D parameters scanning of the width of the
extension regions We, the width of the gap Wc and the length of the multimode coupling region Lc,
the optimal parameters can be found, which are We = 0.5µm, Wc = 2.75µm and Lc = 26.5µm.
From the overall structure perspective, the V-cavity laser is ultra-compact with a device size of
only 300µm× 200µm.

3. STATIC AND DYNAMIC CHARACTERISTICS

Static and dynamic simulations for tunable lasers are important for reducing the R&D costs and
improving the performance efficiently. The time-domain traveling-wave (TDTW) method is com-
monly used to model various characteristics of tunable lasers [10, 11]. In this paper, an advanced
TDTW implementation called PICWave is used to perform simulations of our device. The details
of the theoretical model can be found in [12].

We first calculate the output power emitted from the channel selector cavity facet and the
junction voltage as a function of the injected current on the gain electrode while the channel
selector electrode and the reference electrode are biased at 9.7 and 26 mA, respectively. As shown
in Figure 2, turn-on voltage is about 1V and threshold current is 23.6 mA. No kinks are observed
on the L-I-V curves.

Figure 2: The output power and the voltage as a function of injection current.



872 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

(a) (b)

Figure 3: (a) Simulated tuning characteristics and (b) superimposed 21 channels laser spectra.

(a) (b)

Figure 4: Time response of large signal (a) 10Gbit/s and (b) 25 Gbit/s direct intensity modulation.

To simulate the single electrode controlled discrete tuning characteristics of the V-cavity laser, we
set the current on the gain electrode and the reference electrode fixed at 70 and 26 mA, respectively.
As shown in Figure 3(a), when the current on the channel selector electrode increase from 4 mA to
40mA, wavelength switching of 21 consecutive channels with 200 GHz channel spacing from 1293
to 1316.2 nm is achieved. The corresponding superimposed spectra are shown in Figure 3(b), with
about 40 dB side-mode suppression ratio.

Small signal response simulation is carried out by injecting a current impulse to the gain elec-
trode, and then using the FFT algorithm to analyze the frequency spectrum of the received electrical
power. The simulated 3-dB bandwidth is 29.9 GHz when the gain electrode is biased at 70 mA,
showing good modulation characteristic.

In order to achieve large extinction ratio in direct intensity modulation, large bias current and
modulation depth of the RF signal are needed. However, this would increase the wavelength chirp
in return. Thus, a compromise between the extinction ratio and the chirp is made. Bias current
and modulation depth on the gain electrode are set to 70 and 30 mA, which corresponds to 40 mA
for “0” and 100 mA for “1”. Then, 10Gbit/s and 25 Gbit/s pseudo-random NRZ current signals
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are injected into the gain electrode, the time response of output power, the carrier density, and the
chirp are simulated through the TDTW model, as shown in Figure 4. From this figure, we can see
that as the injected current increases, the output power increases with an obvious overshoot while
this overshoot can be suppressed by a low-pass filter in practice. Even though the transient chirp
of 25 Gbit/s operation at the rising edge increases about 16 GHz in contrast to 10Gbit/s operation,
the transient chirp at the falling edge and adiabatic chirp don’t show any degradation.

A 0.5-µs-long 10Gbit/s and a 0.3-µs-long 25 Gbit/s 32-bit pseudorandom NRZ sequences are
used to generate the eye diagrams of the direct intensity modulations, which are shown in Figure 5.
Both eyes are clearly open with an extinction ratio of over 8 dB. Then we use OptiSystem Software
to simulate the bit error rate (BER) performance for 25 Gbit/s operation after 10-km single-mode
fiber transmission. When received power is −10.97 dBm, the BER of received signal is about
3.1× 10−14, which shows error-free (BER < 10−12) operation is possible.

(a) (b)

Figure 5: Eye diagram of (a) 10Gbit/s and (b) 25 Gbit/s direct intensity modulation.

4. CONCLUSION

We have presented the design and simulations of a high-speed directly-modulated tunable V-cavity
laser working in the 1310-nm band with an ultra-compact size of 300µm × 200µm. The time-
domain traveling-wave model is employed to investigate the static and dynamic characteristics.
21 × 200GHz tuning with ∼ 40 dB side-mode suppression ratio is achieved. The simulated 3-
dB bandwidth is 29.9 GHz when the gain electrode is biased at 70 mA and extinction ratio of
10Gbit/s and 25 Gbit/s direct modulations are both over 8 dB. Error-free 10-km single-mode fiber
transmission is also obtained. The proposed device is a promising candidate for light source of
wavelength-agile access and data center networks.
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Abstract— We proposed a self-homodyne coherent detection technique in coherent optical
transmission using extracted carrier from the received optical signal by saturated semiconductor
optical amplifier (SOA) as LO. Saturated SOA has data erasing characteristic, so LO light can
be extracted from the received optical signal by erasing modulated data of the optical signal. In
the proposed scheme, there is no CFO because LO light originating from the received signal has
a totally same wavelength with the signal. Thus, expensive OFLL or complex CFO compensate
algorithm can be avoided; also, colorless operation is possible, and there is no additional require-
ment of optical fiber for LO light transmission, so it is cost efficient. The test bed has been set
up, and the feasibility was experimentally demonstrated.

1. INTRODUCTION

Coherent optical network is one of the possible candidates for next generation optical network
because it fits for long-reach transmission in terms of power sensitivity and applicable to single
carrier based high order modulation as well as multicarrier modulation: mQAM, OFDM, et cetera.
In coherent optical transmission system, the signal is detected by optical mixing it with local
oscillator (LO) light; therefore, an unstable relation of these phase and frequency causes phase
noise and carrier frequency offset (CFO). In order to realize coherent system, the techniques to
mitigate the problems are essential; thus, in coherent communication research area, it is considered
for a key technology. Fundamentally, there are two kinds of techniques of solving the problems.
It is one of the solution to trace the phase and frequency of the signal, and then match it with
that of LO [1, 2]; another solution is using digital signal processing (DSP) which estimates, and
compensates phase noise and CFO [3]. However, the first one is inefficient in terms of cost; also,
the second one has a disadvantage concerning system latency and complexity.

Self-coherent system, in which LO light is transmitted from the source at transmitter, is a
promising alternative in comparison with the aforementioned system [4]. This system is cost effi-
cient because a laser used as LO is not required at the receiver. In addition, CFO compensation
algorithm is not needed in the DSP and phase noise occurs less than conventional coherent system
because LO light originates from the source; thus, it has an advantage in terms of the system com-
plexity. Especially, self-coherent system is possible to do colorless operation, and the property is a
big advantage in case of WDM system expansion. By the way, transmitting LO light at the trans-
mitter through an independent single-mode fiber (SMF) is not efficient; therefore, in self-coherent
system, it is one of the main researching issues how transmitting LO light efficiently. There is
a scheme using multi-core fiber (MCF) for transmitting LO light through another core with the
signal [5]; however, in order to realize the scheme, installation of new MCFs is required. The other
technique is using polarization division multiplexing (PDM). In this system, LO light is transmit-
ted through orthogonal polarization with the signal [6]. Using this technique, the transmission
capacity increasing by PDM is impossible. Carrier extraction technique, also, can be exploited in
self-coherent system. Particularly, in optical OFDM system, dozens of subcarriers around DC is
padded with zeros at the transmitter, and then LO light is extracted by Fabry-Perot tunable filter
(FP-TF) from the transmitted OFDM signal [7]; also, using injection locked laser, LO light can
be enhanced [8]. In case of using FP-TF, its bandwidth should be narrow as laser linewidth (<
hundreds of kHz). In addition, the center wavelength of FP-TF should be aligned with that of the
carrier; thus, external FP-TF controller is required because of the laser wavelength drift [7].

In this paper, self-homodyne detection scheme using extracted carrier by saturated SOA as LO is
proposed. The proposed scheme, in the same manner as the above-mentioned self-coherent system,
does not require the laser used as LO and CFO compensation algorithm in the DSP because the LO
light is extracted from the transmitted optical signal; therefore, this is comparatively cost efficient
and less complex than conventional coherent system. In addition, the high optical power of LO light
is gained by SOA. Basically, the receive sensitivity of coherent detection increases in proportion to
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the optical power of LO light, so typically, about 10 dBm is required as the optical power of LO. In
the proposed system, the LO power requirement can sufficiently be satisfied. Meanwhile, there is
no additional requirement of SMF or MCF for LO light transmission; thus, it has an advantage in
terms of system realization. In the following Section 1, the concept of the proposed scheme which
uses extracted carrier by saturated SOA as LO light is discussed. And then, the experimental
set-up is explained; also, the demonstration result is discussed in Section 2. Lastly, the conclusion
is following.

2. SELF HOMODYNE DETECTION USING SATURATED SOA

When SOA is operated in the deep saturation region, it acts as an optical data eraser because
saturated SOA has a property that a low level signal is given more gain than a high level signal [9]. In
the deep saturation region, the saturation property much more enhanced. In other words, the high
level signal scarcely has gain; whereas, the low level signal has almost whole gain. Consequently,
the extinction ratio of the signal extremely decreases, and the optical signal is erased. Meanwhile,
according to [10], saturated SOA has high pass filter property caused by carrier-density depletion
and fast phenomena such as carrier transport in multiple layers and fast phenomena. Therefore,
carrier extraction can be found filtering the baseband signal. The concept is shown in Figure 1.
First of all, the modulated optical signal which has frequency f0 is separated at the ONU input by
the optical power splitter; then, a part of signal is entered SOA1 which acts an optical amplifier
providing the enough optical input power of SOA2. This is because the input optical power of SOA2
should be big enough so as to operate in the deep saturation region. Subsequently, Saturated SOA
erases the modulated optical signal, and extracts the optical carrier using as LO light. The extracted
carrier has frequency f0 which is totally same as the transmitted signal. Lastly, another part of
signal separated at the ONU input is entered to coherent receiver, and then the signal is detected
by mixing the optical signal with the extracted optical carrier.

Figure 1: The schematic diagram of self-homodyne detection using extracted optical carrier by saturated
SOA as LO light.

3. EXPERIENT AND RESULTS

Figure 2 presents the experimental set-up. An external cavity laser (ECL) which has 50 kHz
linewidth and 1550.223 nm center wavelength was used as the optical source. The electrical QPSK
signal was generated by arbitrary waveform generator (AWG), and it was modulated to the optical
signal using optical IQ modulator which consists of one mother-Mach zehnder modulator (MZM)
and two sub-MZMs. The optical IQ modulator was followed by polarization controller (PC) in
order to maximize the MZM output power because it is a polarization dependent component.
The transmitted optical signal was divided by 3 dB coupler, and one of them was entered to the
input port of coherent receiver and another was entered to the LO port after passing through the
carrier extraction part which is consisted of two SOAs. The first SOA acted as an optical amplifier
to retain the enough input power of SOA2 for the gain saturation and SOA2 functioned as the
optical data eraser. The Each SOA was followed by PC for its polarization dependency, and led
by optical tunable filter which has 0.25 nm bandwidth in order to cut out amplified spontaneous
emission (ASE) noise. As shown in Figure 2, the input power of SOA2, which is amplified by SOA1,
was 8.7 dBm and the output was 9.2 dBm; therefore, in accordance with the fact that SOA2 gain
decreased to 0.5 dB, SOA2 was in the deep saturation region. This is because, according to the
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Figure 2: The experimetal setup diagram.

(a) (b)

Figure 3: (a) The optical input power vs. EVMrms (%), (b) the optical input power vs. BER.

definition, the output power when SOA gain decreases from typical gain by 3 dB is the saturated
output power. The polarization of the optical signal and LO light had to be carefully tuned by PC
because the polarization states affects optical mixing process in the coherent receiver.

Figure 2(a) shows the 1 GHz bandwidth QPSK signal which was directly detected in front of
the signal input of the coherent receiver in time domain and frequency domain, and erasing the
QPSK signal by the saturated SOA is presented in Figure 2(b). After coherent detection using the
extracted carrier, each I and Q signal was separately gotten, and each signal in time domain is
presented in Figure 2(c).

To evaluate the system performance, EVMrms was measured according to the input signal power
in each case of 500 MHz, 1 GHz and 5 GHz. In Figure 3(a), EVMrms of 500 MHz, 1 GHz and 2 GHz
was about 10%, and in case of 5 GHz, it was about 14%. EVMrms increased as the input signal
power decreased. Also, along with increasing the signal bandwidth, EVMrms increased because
of the high pass filter property of the saturated SOA. Figure 3(b) shows the BER performance
according to the input signal power, and as the input power decreased, the BER performance got
worse. In case of 500MHz, 1 GHz and 2GHz, BER of less than 10−12 was obtained by −20 dBm and
for the 5 GHz case, it was achieved at −15 dBm. Assuming Reed-Solomon Forward error correction
(FEC) limit 10−3 for error-free operation, the input power margin was achieved at about −33 dBm
in case of 5 GHz and is was achieved about −35 dBm in the others.

4. CONCLUSION

Self-homodyne detection using carrier extraction technique by saturated SOA was proposed, and
have been discussed in this paper. In brief, the extracted carrier by saturated SOA can be used
as LO light of coherent receiver, and this concept was experimentally demonstrated in order to
evaluate the system performance. Assuming Reed-Solomon FEC limit 10−3, the power margin
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of −33 dBm was achieved within 5GHz QPSK transmission. The proposed technique does not
needed an additional laser for LO, and there is no CFO because the LO light originates from the
transmitted optical signal. In addition, without additional installation of SMF or MCF, system
realization is possible. For the reasons, the proposed system is cost efficient and has low system
complexity. Particularly, it is possible to operate colorless system; therefore, in case of expansion
to WDM, it would be very useful.
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THz Oscillations in DNA Monomers, Dimers and Trimers
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Abstract— We call monomer a B-DNA base-pair and study electron or hole oscillations in
monomers, dimers and trimers. We employ two Tight Binding (TB) approaches: (I) at the
base-pair level, using the on-site energies of the base-pairs and the hopping parameters between
successive base-pairs and (II) at the single-base level, using the on-site energies of the bases
and the hopping parameters between neighboring bases. With (II), for monomers, we predict
oscillations with frequency f ≈ 50–550THz. With (I), for dimers, we predict oscillations with
f ≈ 0.25–100THz, for trimers made of identical monomers f ≈ 0.5–33 THz. In other cases, the
oscillations may be not strictly periodic, but Fourier analysis shows similar frequency content.
For dimers, we compare approaches (I) and (II). Finally, we present calculations with (III) Real-
Time Time-Dependent Density Functional Theory (RT-TDDFT) for the adenine-thymine (A-T)
and the guanine-cytosine (G-C) base-pairs. It seems that a non conventional source or receiver
of electromagnetic radiation with f from fractions to THz to just below PHz could be envisaged.

1. INTRODUCTIONCARRIER

oscillations within “molecular” systems have been sporadically presented in the literature. Real-
Time Time-Dependent Density Functional Theory (RT-TDDFT) [1] simulations predicted oscilla-
tions (≈ 0.1-10 PHz) within p-nitroaniline and FTC chromophore [2], zinc porphyrin, green flu-
orescent protein chromophores and adenine-thymine base-pair [3]. In a simplified single-stranded
helix of 101 bases, a collinear uniform electric field induces THz Bloch oscillations [4]. Single and
multiple charge transfer within a typical DNA dimer in connection to a bosonic bath, where each
base-pair is a single site, has been studied [5], too.

Here we call monomer a B-DNA base-pair and study carrier oscillations in monomers, dimers
and trimers. We assume that isolation of a few consecutive B-DNA base-pairs is possible, e.g. by
connecting at the boundaries moieties with very small transfer integrals with our segment. We
employ two Tight-Binding (TB) approaches: (I) at the base-pair level using the on-site energies of
the base-pairs and the hopping parameters between successive base-pairs [6, 7] and (II) at the single-
base level using the on-site energies of the bases and the hopping parameters between neighboring
bases. The TB parameters can be found in Refs. [6–9]. We solve the system of (I) N or (II)
2N coupled differential equations to determine the spatiotemporal evolution of an extra carrier
(electron or hole) along a N base-pair DNA segment. Carriers move either between the HOMOs
or between the LUMOs of the relevant sites [(I) base-pairs, (II) bases]. The resulting oscillations
are ≈ in the THz domain, a region of intense research [10]. We also perform calculations with
(III) RT-TDDFT for the adenine-thymine (A-T) and the guanine-cytosine (G-C) base-pairs. In
Section 2 we outline our TB [(I) and (II)] and RT-TDDFT [(III)] approaches. Our results for
monomers, dimers and trimers are presented in Sections 3, 4 and 5, respectively. In Section 6 we
state our conclusions.

2. THREE APPROACHESACCORDING

to TB approach (I) [description at the base-pair level] the HOMO or LUMO wave function of a
given DNA segment, made of N base-pairs, ΨDNA(r, t), is considered as a linear combination of
the base-pair wave functions Ψµ

bp(r) with time-dependent coefficients

ΨDNA(r, t) =
N∑

µ=1

Aµ(t) Ψµ
bp(r). (1)

|Aµ(t)|2 gives the probability of finding the carrier (hole for HOMO, electron for LUMO) at base-
pair µ. The time evolution of the coefficients Aµ(t) obeys the system of equations [8]

i~
dAµ

dt
= EµAµ + tµ,µ−1Aµ−1 + tµ,µ+1Aµ+1, (2)
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where Eµ, µ = 1, 2, . . . N are the HOMO or LUMO on-site energies of the base-pairs, and tµ,µ′ are
the HOMO or LUMO hopping integrals between two nearest neighboring base-pairs.

According to TB approach (II) [description at the single-base level] ΨDNA(r, t) is derived from
the single-base wave functions, according to the expression

ΨDNA(r) =
N∑

µ=1

[Aµ(t)Ψµ,1
b (r) + Bµ(t)Ψµ,2

b (r)] (3)

where Ψµ,i
b , i = 1, 2 and µ = 1, 2, . . . N , is the wave function of the base at the µ-th base-pair and

in the i-th strand. |Aµ(t)|2, |Bµ(t)|2 give the probability to find the carrier at the base of strand 1
and 2, respectively, of the µ-th base-pair. In this case, the system of equations is [8]

i~
dAµ

dt
=Eµ,1Aµ + tµ,1;µ,2Bµ + tµ,1;µ−1,1Aµ−1 + tµ,1;µ+1,1Aµ+1 + tµ,1;µ−1,2Bµ−1 + tµ,1;µ+1,2Bµ+1, (4)

i~
dBµ

dt
=Eµ,2Bµ + tµ,2;µ,1Aµ + tµ,2;µ−1,2Bµ−1 + tµ,2;µ+1,2Bµ+1 + tµ,2;µ−1,1Aµ−1 + tµ,2;µ+1,1Aµ+1. (5)

Eµ,i are the HOMO or LUMO on-site energies of the base at the µ-th base-pair and in the i-th
strand, and tµ,i;µ′,i′ are the HOMO or LUMO hopping parameters between neighboring bases, i.e.,
between (a) two successive bases in the same strand, (b) complementary bases that define a base-
pair, and (c) diagonally located bases of successive base-pairs. To determine the temporal and
spatial evolution of electrons or holes along a N base-pair DNA segment, we solve the system of
(I) N or (II) 2N coupled differential equations with the eigenvalue method [6, 7, 11].

RT-TDDFT is a DFT-based approach for the explicit propagation of the coupled effective single-
particle time-dependent Kohn-Sham (TDKS) equations in time. Real-time simulations can be used
to compute not only spectroscopic properties (e.g., absorption spectra), but also the time and space-
resolved electronic response to arbitrary external fields. Within NWChem computational chemistry
package [1], the calculation starts with the computation of the ground state single-particle reduced
density matrix P, whose time evolution is governed by the von Neumann equation (in atomic units)

i
∂P
∂t

= [F(t),P(t)]. (6)

F is the time-dependent Fock matrix. The Magnus propagator with a two-step predictor-corrector
scheme for the Fock matrix is used for the integration of Eq. (6), which is stable and conserves the
density matrix idempotency. At the end of each time step the resulting time-dependent observables
(e.g., fragment charge, dipole moment) are computed from the calculated density matrix.

3. MONOMERSWE

used Approach (II), supposing that initially we place the carrier at one of the bases. We can prove
that an extra hole or electron oscillates between the bases with frequencies (or periods)

f =
1
T

=

√
(2t)2 + ∆2

h
. (7)

t is the hopping integral between the complementary bases and ∆ is the energy gap between the
on-site energies of the complementary bases. Our results for A-T and G-C, both for holes and
electrons, are shown in Fig. 1, with parameters from Ref. [8] (“HKS parametrization”) and from
Ref. [9] (“MA parametrization”’). For HKS parametrization, f ≈ 50–200 THz (T ≈ 5–20 fs), for
MA parametrization, f ≈ 250–550THz (T ≈ 2–4 fs). These ranges correspond to wavelength
λ ≈ 545 nm–6000 nm, i.e., from visible to near-infrared and mid-infrared. The maximum transfer
percentage p [max (|B1(t)|2) for initial conditions A1(0) = 1, B1(0) = 0] is very small in all cases:
the carrier is not very likely to be transferred between the monomer bases. The pure maximum
transfer rate pf is also very small in all cases.

We also performed semi-ab initio simulations [12]. Initially, for each (neutral) base-pair, we
optimized geometry with Cs symmetry constraint at BNL (µ = 0.3)/6-31G* level of theory. Then,
we obtained the initial state through a Constrained DFT calculation [13], with the constraint of an
extra carrier at a specific base. Finally, RT-TDDFT computed the time evolution from this initial



Progress In Electromagnetics Research Symposium Proceedings 881

(a)

(b)

Figure 1: Charge oscillations in A-T and G-C according to the single-base approach (II). (a) TB parameters
from Ref. [8] (HKS parametrization). (b) TB parameters from Ref. [9] (MA parametrization).

state, for t = 1500 a.u., of fragment charge and total (base-pair) dipole moment at each direction.
We extracted oscillation frequencies by FFT analysis from the component of dipole moment parallel
to the inter-base axis. Preliminary results indicate one or two major frequencies in the THz range
(25–70THz, 175–740 THz) and one narrow band at the PHz range (2.5–3.5PHz). THz oscillations
are generally predominant, with the exception of G-C monomer when the extra electron (hole) is
initially placed on Cytosine (Guanine). The ultrafast oscillations in the PHz range appear to be
slightly above the absorption peak of the neutral A-T base pair [3].

4. DIMERSLET

us denote by Xcompl (Ycompl) the complementary base of X(Y ). The notation YX means that the
bases Y and X of two successive base-pairs are located at the same strand in the direction 5′ − 3′.
X-Xcompl is the one base-pair and Y -Ycompl is the other base-pair, separated and twisted by 3.4 Å
and 36◦, respectively, relatively to the first base-pair. Y and X can be either guanine (G), adenine
(A), cytosine (C), or thymine (T).

With approach (I) we proved that the carrier movement in all dimers is strictly periodic [6, 7, 11]
and the frequencies (or periods) are given by Eq. (7), where, now t is the hopping integral between
the base-pairs and ∆ is the energy gap between the on-site energies of the base-pairs. Using the
TB parameters from Ref. [6], we found that f ≈ 0.25–100THz (T ≈ 10–4000 fs). The maximum
transfer percentage p = 1 for dimers made of identical monomers; p < 1 for dimers made of different
monomers. Using approach (II), one cannot strictly determine periodicity in the carrier movement
between the four bases. Hence, f, T, p, and pf cannot be defined, but Fourier analysis shows similar
frequency content in the THz domain. Approaches (I) and (II) allow us to determine the mean
probability to find the carrier at a site [base-pair for (I), base for (II)]. Specifically: (a) Carrier
transfer is large in dimers made of identical monomers; it is very small in dimers made of different
monomers. (b) For dimers made of identical monomers, if purines are crosswise to purines, the
carrier changes strand (from strand 1 to strand 2 or vice versa), while if purines are on the same
strand, the carrier is transferred through the strand it was initially placed at. (c) For dimers made
of different monomers, the carrier is transferred (albeit in small percentage) through the strand it
was initially placed at. A comparison between the mean probabilities found with approaches (I)
and (II) is shown in Fig. 2, using the HKS parametrization [8]. Single and multiple charge transfer
within a typical DNA dimer in connection to a bosonic bath, where each base-pair is approximated
by a single site, as in our TB approach (I), has been studied in Ref. [5]. In the subspace of
single charge transfer between base-pairs the authors obtain a period slightly greater than 10 fs,
having used a “typical hopping matrix element” 0.2 eV. If we use our Eq. (7), with t = 0.2 eV for
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the “typical hopping matrix element” and identical dimers, i.e., difference of the on-site energies
∆ = 0, we obtain a period T ≈ 10.34 fs in accordance with the dotted line in Fig. 4 of Ref. [5].

Figure 2: The mean probabilities to find an extra carrier [hole (1st row) or electron (2nd row)] at each site of
a DNA dimer, as determined with (I) the base-pair approach (left column) and (II) the single-base approach
(right column). For (I), the carrier is initially placed at the 1st monomer, while, for (II), it is initially placed
at the base of the 1st monomer that belongs to the 1st strand. We used the HKS parametrization [8].

5. TRIMERSUSING

approach (I), we proved [6, 7] that for trimers made of identical monomers an extra carrier oscillates
periodically, according to the expression

f =
1
T

=
√

t2 + t′2

h
, (8)

where t, t′ are the hopping integrals between the base-pairs. For such trimers, when all purines are
on the same strand, t = t′. Using the TB parameters from Ref. [6], we find that the frequencies
of these oscillations are in the range f ≈ 0.5–33THz (T ≈ 30–2000 fs) [7], which is narrower than
for dimers. For 0 times crosswise purines, the maximum transfer percentage p = 1, while for 1
or 2 times crosswise purines p < 1 [6, 7]. For trimers made of different monomers, no periodicity
can be determined, since the frequencies depend on the specific parameter values used. Hence,
carrier movement may be non-periodic [6, 7]. Generally, increasing the number of monomers above
three, the system becomes more complex and periodicity is lost [7]; even in the simplest cases,
e.g., tetramers made of identical monomers with all the purines on the same strand, there is no
periodicity [11]. Approach (II) does not allow one to strictly determine any periodicity, hence
T, f, p, and pf cannot be defined. However, Fourier analysis shows similar frequency content.

6. CONCLUSIONWITH

TB approach (II), we predicted electron or hole oscillations in DNA monomers with f ≈ 50–550THz
(T ≈ 2–20 fs), i.e., λ ≈ 0.545µm–6µm, from visible to near- and mid-infrared. For monomers the
maximum transfer percentage p and the pure maximum transfer rate pf between the bases are
very small. With TB approach (I), we predicted electron or hole oscillations in DNA dimers with
f ≈ 0.25–100 THz (T ≈ 10–4000 fs), i.e., λ ≈ 3–1200µm, in the mid- and far-infrared. For dimers
made of identical monomers p = 1, but for dimers made of different monomers p < 1. With approach
(II), the carrier oscillations are not strictly periodic but the frequency content is similar to that
predicted with approach (I). For the mean probabilities to find the carrier at a particular site, the
two approaches give similar, complementary results. For trimers made of identical monomers the
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carrier oscillates periodically with f ≈ 0.5–33THz (T ≈ 30–2000 fs) for 0 times crosswise purines
p = 1, for 1 or 2 times crosswise purines p < 1. For trimers made of different monomers the carrier
movement may be non-periodic but the frequency content is similar. Finally, calculations based
on (III) RT-TDDFT for DNA monomers indicate one or two major frequencies in the THz range
(25–70THz, 175–740THz) and one narrow band at the PHz range (2.5–3.5 PHz).
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Formation of Caustics by Refraction of Structured Laser Radiation
in the Diffusive Layer of Liquid
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Abstract— One of actual and promising method of researching optically inhomogeneous media
by using electromagnetic radiation is the method of the laser refractography. It is based on the
phenomenon of refraction of structured laser radiation in optically inhomogeneous media and
registration of its form deviations with the digital video camera. The case when inhomogeneity
in liquid is created by diffusion. It was researched conditions for the occurrence of caustics in
longitudinal probing of optical stratified inhomogeneous media by plane and cylindrical laser
beams were researched in this work. Experimental setup for caustics visualization was shown.
The method was shown for solving the inverse task of finding properties of the medium by
analyzing caustics’ location.

1. INTRODUCTION

Nowadays researching of optically inhomogeneous media represents great scientific interest. The
refractive index is not the same in any point in such media and light passes due to refraction not
rectilinearly. It is often important to know what occurs when two or more mediums with different
physical characteristics contact each other, how the refractive index of liquid changes by heating
or cooling objects inside it.

One method of researching optically inhomogeneous media is the method of the laser refractog-
raphy. It is based on the phenomenon of refraction of structured laser radiation (SLR) in optically
inhomogeneous media and registration of its form deviations with the digital video camera [1, 2].
This method is essentially different from the methods of researching of optically inhomogeneity
that were known previously such as schlieren and shadowgraph techniques [3].

Application of laser techniques for the reconstruction of physical characteristics of medium,
causing inhomogeneity of the refractive index it is advisable to probe medium by structured laser
beams formed by diffractive optical elements (DOE).

Light lines with a fanciful form appear on the table, when a glass of water is located on it. Similar
moving curves can be seen at the bottom of a shallow pond, water surface of which is roughness.
These curves are caustics. Caustic is the envelope of light rays reflected or refracted by the curved
surface or object [4]. Nevertheless, in this method caustics are special lines and special surfaces,
and beside them the intensity of the light field increases sharply [5]. When probing inhomogeneity
by SLR caustics appears, its location can be determined by using refractogram processing program
with high precision, it is possible to solve the inverse task of finding properties of the inhomogeneous
medium. Theory of caustics is directly related with one of mathematical section — the theory of
catastrophes [6].

2. DIFFUSIVE LAYER OF LIQUID

Diffusive layer of liquid is a special type of inhomogeneity, which appears near interface of two liquid
media with various physical characteristics. Liquids with various refraction indexes are considered
in this work. Refraction index of optically denser liquid is n1, less dense — n2 (n1 > n2) (Fig. 1).
Distribution of the refraction index in diffusive layer can be described by different function such as
linear or hyperbolic tangent, in this paper exponential model is used [7]:

n(x) = n2 +
n1 − n2

1 + exp(x−xs

h )
, (1)

where h — characteristic half-width of layer, xs — middle of layer.
Let layered-inhomogeneous medium in which there is the diffusive layer has following parameters:

n1 = 1.3410, n2 = 1.3310, xs = 50mm, h = 1.1mm. Distribution of the refraction index is
presented in Fig. 2.
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Figure 1: Diffusive layer’s model. Figure 2: Distribution of refraction index in diffu-
sive layer of liquid.

Relation (2) is the equation of the ray trajectory in a plane-layered medium, given the refractive
index distribution n(x) and the initial conditions z0 = z(0), α0 — the angle at which the ray enters
the medium, n0 — refraction index in entry point of the ray in medium.

z(x) = z0 +

x∫

0

n0 sinα0dx

±
√

n2(x)− n2
0 sin2 α0

. (2)

Using this expression it is possible to simulate on a propagation of a plane laser beam in diffusion
layer of liquid by approximating it with a set of infinitely thin rays. Fig. 3 shows formation and
confluence of two caustic surfaces. With the help of this refractogram we can model and determine
the location, shape of caustics and the point of confluence it will be possible to solve the inverse
task of finding properties of the medium in comparison with the experimental results [8].

2

1

Figure 3: Formation of caustics (1) and point of their confluence (2) in the propagation of a plane laser beam
in diffusive layer.

3. CAUSTICS’ FORMATION IN EXPERIMENT

In order to observe and register refractogram of plane laser beam propagation in inhomogeneous
media it is possible to use setup, which is presented in Fig. 4. Laser 1 and built-in optical system 2
form plane laser beam, which probes cuvette 3 with created diffusive layer 4 in it. 2D-refractogram
6 is registered by digital camera 5 and processed by using special algorithm on personal computer
7.

For creation of diffusive layer of liquid we used distilled water and water-NaCl mixture. Re-
fractogram storing was made by recording the scattered radiation on special particles added in
water. Parameters of medium: refractive indexes of saline water n1 = 1.3410 and distilled water
n2 = 1.3310. Photo, which was received during experiment is presented in Fig. 5.
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Figure 4: Setup for experiment with the diffusive layer of liquid and probing plane laser beam: 1 — laser, 2
— optical system, 3 — transparent cuvette, 4 — diffusive layer, 5 — digital camera, 6 — 2D-refractogram,
7 — PC.

12

Figure 5: Experimental 2D-refractogram with presence of caustics (1) and point of their confluence (2) in
diffusive layer of liquid with probing plane laser beam.

Using a specially devised algorithm for refractogram processing it is possible to separate caustic
surfaces. By comparing their position and coordinating of their confluence with the calculated
ones we can get distribution of the refractive index or the value h. By registering refractograms at
variable moments of time at constant interval we can determine the dependence of the refractive
index distribution on time, that gives an indication on how liquids diffuse each other.

4. 3D-VISUALIZATION OF CYLINDRICAL BEAM’S REFRACTION

Experimental setup is presented in Fig. 6.

Figure 6: Experimental setup: 1 — laser, 2, 4 — lenses, 3 — DOE, 5 — cuvette with diffusive layer of liquid,
6 — cuvette with scattering particles in water, 7 — digital camera, 8 — 3D-refractogram, 9 — PC.

To form cylindrical laser beam it was created optical system, which consists of laser 1, lens 2 for
focusing beam in registration area, DOE 3 and lens 4 for making beam parallel. In order to observe
and register 3D-refractogram of cylindrical laser beam spreading in inhomogeneous mediums it
is possible to use two cuvetts [9]. Creation of diffusive layer is taking place in cuvette 5 but
3D-refractogram’s registration is not possible there because of distortion presence. That is why
registration of refractogram realizes in the second cuvette 6. Registration of 3D-refractoram 8 was
made by digital camera 7 and processed by personal computer 9.

3D-refractogram of the laser beam propagating in a homogeneous medium is shown in Fig. 7.
During the experiment it was changing position of laser beam’s center. There are three characteristic
main positions: laser beam’s center lies in the planes of the upper, lower boundaries layer and in
the plane of middle of layer. The third case is presented in Fig. 8.
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Figure 7: 3D-visualization of cylindrical laser beam
propagation in homogeneous medium.

Figure 8: 3D-visualization of cylindrical laser beam
propagation in diffusive layer of liquid.

5. CONCLUSION

Modeling of laser beams’ caustics and researching of their shape give possibility to foresee laser
beam actions in inhomogeneous media. It is very important to know the area of caustics’ occurrence
that allows optimizing experiments. At the consideration experimental refractogram, which was
made in diffusive layer, it is possible to analyze how mediums can diffuse each other and estimate
distribution of refraction index.
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Abstract— Presented work is concerned with analytical and numerical investigation of broad-
area lasers dynamical regimes resulting from the stability loss of the steady lasing. It is shown that
depending on the type of spatio-temporal instability filamentary and pattern forming behaviour
may be observed in the system. Main principles and formation concepts of these dynamical
regimes in the transverse section of the broad-area laser emission were considered and elaborated.

1. INTRODUCTION

Broad-area lasers are often necessary for high-power laser applications since increasing of transverse
sizes of pumping region entails increasing the output power. However, for pumping levels well
above the lasing threshold broad-area lasers exhibit complicated spatio-temporal dynamics. This
is caused by the development of steady lasing instabilities that turn to be especially complex in
broad-area lasers as transverse space-coupling processes and corresponding nonlinearities become
involved. As a result related laser operation leads to degradation of brightness of these devices and
coherence reduction of emitted beam. That is why these dynamical regimes deserve more detailed
investigation.

On the other hand, complex spatio-temporal dynamics makes broad-area laser an interesting
object to explore the general aspects of behaviour in nonlinear spatially-extended systems. Such
systems are known to exhibit spontaneous pattern formation, chaotic and turbulent regimes that
turns out to be very similar regardless the particular model under investigation. Thanks to laser
being a very practically relevant device experimental observation of different nonlinear spatio-
temporal regimes seems to be most feasible just in the laser systems.

In presented paper we report on detailed investigation of spatio-temporal instabilities emergence
for steady stationary operation in broad-area lasers. We have shown that free-running broad-area
laser can demonstrate both filamentary behaviour accompanied by nonregular pulsations of optical
field and self-organization phenomena when different regular patterns can be observed. We found
the bifurcation mechanisms responsible for each dynamical regime and model parameters regions
for their implementing.

2. THEORETICAL MODEL

Our analysis was based on Maxwell-Bloch equations for frequency detuned cavity along with trans-
versely distributed two-level lasing media [1, 2]:





∂E
∂t = σ (P − E (1− iδ)) + ia∆⊥E
∂P
∂t = − (1 + iδ) P + DE
∂D
∂t = −γ

[
D − r + 1

2 (E∗P + EP ∗)
]
,

(1)

where E, P , D are slowly varying dimensionless envelopes of electric field, polarization and popula-
tion inversion; γ = γII/γ⊥, σ = k/γ⊥, where γ⊥, γII and k are the decay rates of polarization, pop-
ulation inversion and electric field respectively. r is the pump parameter, δ = (ω0 − ωcav)/(γ⊥+ k)
stands for the normalized frequency detuning between the centre of gain line ω0 and cavity fre-
quency ωcav scaled to the line half-width. Diffraction of the field is described by Laplace operator
∆⊥ acting in the transverse directions with ∆⊥ as the diffraction parameter. Electric field in
model (1) is scaled to the amplitude of the transparency field and population inversion is scaled to
the threshold value. Time is normalized to the coherence time.

This model considers a single-longitudinal-mode operation thus neglecting the nonlinear effects
in longitudinal dimension in favor of the transverse dynamics. We restricted our analysis to the
case of δ ≤ 0 when laser naturally selects spatially homogeneous steady operation as the first lasing
solution [3]:

Dst = 1 + δ2; |Est|2 = r −Dst; Pst = (1− iδ) Est. (2)
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Since pump r and frequency detuning δ are variable control parameters in system (1) principal
importance is related to the ratios between the intracavity field and active medium decay rates
described by parameters σ and γ. Stability analysis of solution (2) together with numerical modeling
demonstrated several separable dynamical regimes depending on the latter ratios. Principally, it
allowed distinguishing filamentary instability from pattern forming instability.

3. FILAMENTARY DYNAMICS

Filamentary behaviour is shown to emerge for incoherent light-media interaction when medium
polarization instantaneously follows the intracavity field. It corresponds to the ratios γ ¿ σ ¿
1. Such values are typical, for example, for solid-state and semiconductor laser systems. This
filamentary dynamical regime is found to be induced by modulation-type instability as steady
lasing (2) loses its stability against small perturbation with finite wavelength. Steady lasing is
preserved for non-detuned cavity but inclusion of nonzero detuning results in its breakup.

Figure 1 shows typical image for this regime. Intensity profile (Fig. 1(a)) has very nonregular
view with the temporal series (Fig. 1(b)) in the form of complex sustained oscillations.

(a) (b)

Figure 1: Filamentary pattern for σ = 0.05, γ = 0.0001, δ = −0.5, r = 2; (a) instantaneous intensity profile;
(b) intensity time series.

A number of mechanisms that can contribute to filamentation are known. First of all according
to the seminal paper [4] the influence of Kerr self-focusing nonlinearity is defining in the case of
strongly nonlinear light-matter interaction that is relevant for both passive and active systems.
Another important mechanism is concerned with the strong gain-index coupling in semiconductor
materials [5].

Our results show possibility of such dynamics in active system without gain-index coupling for
even low electromagnetic field intensity just above the threshold. Indeed, when the instability is
fully developed, the observed dynamics are similar to filamentary behaviour what is accompanied
with both temporal and spatial nonregular dynamics although our model does not explicitly in-
clude gain-index coupling. Hence we expect this instability to be one of the possible routes to
filamentation and light threads formation in numerous active optical systems when extending the
transverse section like semiconductor and solid-state lasers and amplifiers.

4. SELF-ORGANIZING BEHAVIOUR

Some aspects of self-organization in broad-area lasers were reported earlier [6–8] and described the
generation of tilted waves, localized solitons and optical vortices.

In our problem statement pattern formation is found to evolve for coherent light-media in-
teraction that is usually realized in some atomic and molecular gas active mediums and implies
comparable values for the material and field decay rates (γ ≤ σ ∼ 1).
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A careful analytic treatment revealed a distinct scenario for the subsequent dynamics. Steady
lasing becomes unstable in favor of self-oscillating homogeneous operation when the definite thresh-
old for pumping value is exceeded. This type of dynamics doesn’t reach however a steady behaviour
since it is in turn destabilizes owing to instability against small perturbations with finite wavelength.
The latter instability then governs the spatio-temporal evolution of the system giving rise to diverse
processes.

Numerical simulations showed that the development of spatial inhomogeneties can follow several
ways leading to a number of spontaneously forming regular patterns.

In some cases the creation of phase singularities is observed each of them containing a zero
of the electric field. Then the spiral waves eventually appear, consisting of time-periodic phase
distribution with rotating movement around the spiral cores together with a stationary intensity

(a) (b)

Figure 2: Spiral pattern for σ = 4, γ = 0.7, δ = −0.1, r = 20; (a) stationary intensity profile; (b) rotating
electric field phase profile.

(a) (b)

Figure 3: Standing wave pattern for σ = 5, γ = 0.1, δ = −0.3, r = 30; (a) instantaneous intensity profile;
(b) intensity time series.
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profile where each spiral core occupies some area separated from each other by the sharp shock
walls. All these aspects are clearly visible in Figs. 2(a)–(b) obtained for an appropriate set of model
parameters.

Otherwise the formation of oscillating inhomogeneous intensity profile was found. In this in-
stance self-organizing processes lead to spatially modulated standing autowaves. Specific shape of
intensity profile is regular enough but it doesn’t demonstrate any symmetry properties (see example
on Fig. 3(a)). Temporal evolution for the field intensity is the periodic one though it exhibits a
definite phase shift for each pair of points in the transverse laser section (Fig. 3(b)).

Described above scenarios of pattern formation seems to be specific for nonlinear optics only
as the complex character of the optical field turns out to be the defining factor. Though main
aspects of the self-organizing behaviour are general regardless the physical origin of particular
system broad-area laser being an active nonlinear optical system shows a peculiar variety of optical
patterns.

5. CONCLUSION

To conclude, we performed stability analysis for steady stationary operation of broad-area free-
running lasers. We revealed that either filamentary or self-organizing dynamics may be observed
depending on character of light-medium interaction. Basically filamentation is found to evolve for
the coherent interaction while otherwise more complicated pattern forming is obtained. Main prin-
ciples and bifurcation mechanisms responsible for the definite transverse spatio-temporal dynamics
were studied. We hope our findings to contribute to the general understanding of nonlinear dynam-
ical regimes in broad-area lasers and to allow controlling and optimization of the characteristics of
laser emission.
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Abstract— We report hydrogen and humidity sensor employing elastic polymer (SU-8) optical
microresonators. The sensing mechanism relies on the optical whispering gallery mode (WGM)
resonance shifts in the transmission spectra of these microresonators. WGMs are excited through
SU-8 waveguides in which a tunable laser light is coupled from an optical fiber. Relative humidity
between 0 and 65% is detected at room temperature. For hydrogen sensing, the microresonators
are coated with a thin layer of palladium (Pd) metal layer to increase the sensing performance.
Hydrogen gas is detected reversibly between 0.3 and 1.5%. Hydrogen gas concentrations higher
than 1.5% result irreversible degradation of the devices because of a phase transition occurring
in the Pd layer.

1. INTRODUCTION

Hydrogen gas attracts a lot of attention as energy source courtesy of high efficiency in energy
conversion and non-toxic side products [1, 2]. However, low flammable limit (4%), small molecular
volume and high diffusion coefficient of hydrogen gas (H2) introduce difficulties in hydrogen stor-
age. Different sensing mechanisms, such as thermal [3], electrical [4], mechanical [5], acoustic [6]
and optical methods [7] are used for H2 detection. Optical sensors are generally more suitable for
reversible detection of H2 at low concentrations. First reported optical H2 sensor relies on inter-
ferometric changes of a laser light in a Pd-coated optical fiber [8]. Afterwards, optical H2 sensors
are demonstrated utilizing reflection spectroscopy [9], reflectivity [10] or surface plasmon resonance
changes [11].

In this paper, we report H2 detection using whispering gallery mode (WGM) resonance shifts
of optical microresonators fabricated by standard UV photolithography. WGM resonances of the
microresonators are very sensitive to the size of the microresonator. In order to employ this phe-
nomenon, a thin layer of palladium (Pd) is coated on the microresonators, since the lattice constant
of Pd lattice increases when H2 is adsorbed in Pd [12]. SU-8 polymer is used as the photoresist for
the material of the microresonators since SU-8 is elastic and its refractive index is high enough to
confine the laser light. In the literature, elastic nature of SU-8 is used for strain sensing [13], pho-
toacoustic microscopy [14] and opto-mechanically tunable lasing [15]. Similar microresonator-based
detection of H2 down to 0.7% employs WGM shifts due to a local temperature increase because
of the combustion of H2 [16]. In another work, vertical cavity lasers are used for H2 detection, in
which the change in the complex refractive index of Pd results a shift in the lasing wavelength [17].
As compared to these previous studies, our system provides lower detection limit of 0.3% H2 using
a relatively simple fabrication technique.

2. MICROFABRICATION

Fabrication of sensor devices consists of a two-step UV photolithography procedure. In the first
step, SU-8 microresonator and waveguide structures are fabricated on a thick-oxide wafer. Extra
thick oxide layer provides smaller refractive index (1.445) than SU-8 (1.573) so that the light can
be confined in the SU-8 layer [18]. Then in the second step Pd microdisks are deposited on these
microresonators using lift-off technique. The optical power circulates at the outermost edge of the
microresonator. Therefore the diameters of Pd microdisks are designed smaller than the diameters
of the corresponding microresonators to avoid optical loss due to Pd metal.

3. MEASUREMENTS

Tunable laser light is coupled from an optical fiber to SU-8 waveguide using butt-coupling method [19]
(See Figure 1). As the wavelength of the laser is changed in a controlled manner, the transmission
spectrum is collected using another optical fiber butt-coupled to the other end of the SU-8 waveg-
uide. Before H2 sensing experiments, the humidity in the sample chamber is removed with dry
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nitrogen gas and during that time blue-shift is observed [20]. Then H2 concentration is changed
in the sample chamber using gas flow controllers and the WGM resonances are monitored. Detec-
tion signal obtained from Pd-coated and uncoated devices are given in Figure 2. 10% H2 results
about 15 pm of resonance shift in the case of uncoated microresonator. On the other hand, 15 pm
resonance shift is achieved under 0.5% H2 when Pd-coated microresonator is used. Therefore Pd
coating improves the sensitivity of the device 20-fold.

H2 detection performance of the devices are tested in the humid environment. The humidity of

Pd layer

SU-8 Microdisk

SU-8 Waveguide

Fiber

Fiber

R Detector

H2

N2

In let Outlet

(a)

(b)
Polarization
Controller Input
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Output
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Figure 1: H2 sensing results obtained from (a) sketch
of the sample area. Tunable laser light is coupled from
an optical fiber to the SU-8 waveguide. Then the optical
WGMs of the Pd-coated SU-8 microresonator are excited
from the SU-8 waveguide, (b) the whole experimental
setup. The sample is put into a gas chamber in which the
H2 concentration and relative humidity can be changed
in a controlled manner. The inset shows an examplary
spectrum obtained from a Pd-coated microresonator.

(a)

(b)

Figure 2: H2 sensing results obtained from
(a) Uncoated SU-8 microresonator and (b) Pd-
coated SU-8 microresonator. Red lines indicate
the H2 concentration in the sample chamber
and black dots indicate the resonance shifts.

Figure 3: H2 detection signal obtained from Pd-
coated SU-8 microresonator in the presence of 51%
RH.

Figure 4: Humidity detection using uncoated SU-8
microresonator. Resonance shift increases as the RH
increases up to 65%.
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the sample chamber is kept constant at 51% relative humidity (RH) at room temperature during
the sensing experiment. 0.5% H2 is detected under humid conditions (See Figure 3). Ability to
detect H2 under humidity may lead to practical applications.

Sensing performance of the uncoated resonators are tested for humidity. In general, polymers
are good absorbers of humidity [20]. Therefore there is no need to coat the SU-8 polymer mi-
croresonator with an extra active layer. This makes the fabrication procedure a lot easier. At
room temperature, RH between 0 and 65% is successfully detected using transmission spectra of
uncoated microresonators (See Figure 4).

4. CONCLUSION

In conclusion, H2 sensing under dry environment and humid environment are presented as well as
the humidity sensing using optical WGM resonance shifts. It is possible to reversibly detect less
than 1% H2 with or without the humidity in the environment. Pd is used as an active layer for
H2 detection to improve the sensitivity. On the other hand, humidity sensing does not require
any extra coating because the material of the microresonator itself is polymer which has high
absorption of humidity. At room temperature, RH between 0 and 65% is detected using uncoated
microresonators.
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for support.

REFERENCES

1. Christofides, C. and A. Mandelis, “Solid-state sensors for trace hydrogen gas detection,” Jour-
nal of Applied Physics, Vol. 68, No. 6, R1–R30, 1990.
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Abstract— An investigation on the power energy injection in a resonator by electron stream is
reported in this paper, by documenting the power transfer from an electron beam to a resonant
cavity, coupled to an external circuitry. The proposed system has been employed to measure the
radiation dose deposed by a medical electron linear accelerator. A prototype has been fabricated
and tested through VNA cold measurements and dose deposition measurements. A microcon-
troller system has been employed to obtain a digital output, the Monitor Units. The linearity of
the Monitor Units for different values of accumulated dose, have allowed to employ this system
for the real time dose measurements.

1. INTRODUCTION

Real time radiation detectors are employed to control the output of artificial radiation sources. In
particular, medical linear accelerators (LINAC’s) design, production and operation are subjected
to strict regulations mostly regarding the control of the emitted radiations. Beam current mea-
surements of a medical mobile electron LINAC, dedicated to Intra Operative Radiation Therapy
(IORT) have been performed through a particular detector and discussed in this paper. In medical
accelerator field, beam monitoring system are required by the main technical standards for the real
time measurement of the dose delivered to the target while the beam is crossing them [1, 2]. Beam
current monitoring for the dose measurement is typically performed by employing ionization cham-
bers connected to suitable electronic circuitry and digital data processing [3]. Traditional beam
current monitoring systems are based on ionization chambers and requires high voltage biases [3, 4].
This study investigates on the electron beam current emitted by a medical electron linear accel-
erator using the power exchange of the beam current with a passive resonant cavity [5] placed at
the output interface of the accelerator. In this paper, experimental evidence is presented showing
the complete equivalency, in terms of global performance, of the current revelation performed by
exploiting the cavity-beam interaction principle with the classical technology, based on ionization
chambers, however without the need of high voltage.

2. DETECTION ARCHITECTURE

The proposed radiation detector is based on the power exchange of the beam current with a passive
resonant cavity [5] placed at the output interface of the accelerator. The beam current, crossing
the resonant cavity provides a magnetic field fluxing through a magnetic loop inserted in the
cavity volume. As consequence of the beam to cavity interaction, a voltage is induced at the
loop terminals. This voltage, representative of the real time beam current is then elaborated by a
microcontroller based elaboration system. The information on the beam current are processed to
manage the dose delivered by the accelerating machine. This device allows the measurement of a
physical observable quantity directly related with the dose deposed by the beam. Furthermore, no
high voltage is needed as happens for the ionization chambers, since the proposed radiation detector
does not need any bias. In order to manipulate the information on the current, a frequency down
conversion is performed by revealing the signal envelope. For this aim, the pickup voltage, which
falls on the matched impedance, is rectified by a RF detector diode. The detector diode output
is forwarded to a voltage integrator. The voltage representative of the beam current is integrated
during the time duration of the macro-bunch. Since the electric charge is the time integral of the
current, the voltage output of the integrator is, at this point, representative of the charge. The
main block diagram representative of the operating principle is depicted in Figure 1.

The bunched current produced by the LINAC have an amplitude of Ibeam = 1.11mA. Such
current have the alternate form of charge bunches, modulated at the operating normal mode fre-
quency f = 2998MHz of the accelerator. Hence, quasi-Gaussian micro-bunches are separated by
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Figure 1: Operating principles — block diagram.

the period of T = 1/f ≈ 0.33 ns. As the bunches follow each other periodically in time, the spectral
content of the current beam is a line at the accelerating pulsation ω0 = 2πf and whole-number
harmonics [4]:

Ibeam(t) =
∞∑

n=1

In sin(nω0t) (1)

A simplified approach can be adopted by treating the bunched current as a square wave, whose
first harmonic is given by:

I1(t) = I1 sin(ω0t) (2)

where

I1 = Ibeam
2
π

sin
(

π
ton

T

)
(3)

where Ibeam is the amplitude of the bunched beam current.
In the approximation of a square wave beam current, the duration of the high level of the current,

ton, corresponds to the time duration of the bunch tbunch. By considering the (3), neglecting the
superior harmonics, the amplitude of the injected first harmonic beam current of the analyzed
LINAC is I1 = 0.66 mA. This harmonic content has been employed to induce oscillations in an
opportune resonant cylindrical cavity operating in the TM010 mode at the accelerator normal mode
frequency f . Since the minimum energy of the beam is greater than 4 MeV, no holes are required
on the cavity base surface, but an opportune aluminum window (transparent to these energetic
charges) is employed for allowing the beam crossing and entering the cavity. The window thickness
is chosen to limit the surface scattering. The beam current cross the window and enter the cavity
where exchange power with it inducing a current I0 on the cavity walls and energy is stored. In
order to extract information on the amplitude of the beam current, a magnetic loop is inserted into
the cavity. Inserting a pickup in the cavity, the output power derived from such device must come
from the work done by the beam against the fields which it itself generates [6].

The voltage induced between the loop terminals Vp can be derived starting from the second
Maxwell’s equation applied to Bφ [7]. The positioning of the loop in the cavity is chosen making
the loop encloses a surface A perfectly normal to the azimuthal direction. In such conditions the
Vp(t) can be given by:

Vp(t) = − ∂

∂t

∫

A

~B(t)~n ds = −A
∂

∂t
Bφ(t) (4)

The cavity behaves as though its shunt impedance were similarly located in the beam tube wall;
hence when either type of device is connected to an external electric circuit, it behaves as though
its electrical impedance were identical with its shunt impedance. A consequence of the latter result
is that for such a device to behave as a matched load, it must be connected to the external circuit
via an impedance matching device such as a transformer [6]. For this reason it’s of vital importance
for the consistence of this dissertation that the cavity shows a critical coupling, identifiable by a
coupling factor k = 1, observable with the frequency behavior of the impedance shown to the loop
terminals. This means that all the power per cycle is extracted by the loop without reflections [8].
Another vital constraint of the model regards the operating frequency of the LINAC and the cavity
used as detector. The cavity needs to operate in the TM010 mode at the normal mode pulsation ω0.
If the frequency of the LINAC changes without the frequency of the cavity detector changing in the
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same manner, the output signal will be attenuated, as regulated by the filtering effects of the cavity
over the harmonics induced by the beam current crossing. The attenuation can be identified by
deriving the modulus of the 3 dB transfer function of the standard parallel RLC resonator described
in [9]. In absence of frequency shift, the maximum voltage is obtained and its value coincides with
Vp. The voltage attenuation is regulated by the unloaded quality factor of the cavity Q0 [8].

By considering the definition of the current as the variation of charges in the time unit [7], the
charge emitted by the LINAC per bunch is given by:

Qbunch = −
∫

tbunch

Ibeam(t)dt = −
tbunch∫

0

Ibeam sin(ω0t)dt = Ibeam
cos(ω0tbunch)− 1

ω0
(5)

While knowing the energy Wbeam(ω0t) of the charges e crossing the detector, the value of the
deposed dose per micro bunch pulse can be obtained by the energy ratio per unit of effective mass
m(E)∗ of the matter where the dose Dbunch is deposed from each bunch, as expressed by (6):

Dbunch =
∂Wbeam(ω0t)

∂m (E)∗
∼=

tbunch∫
0

Wbeam(ω0, t) · Ibeam(ω0, t)dt

em (E)∗
(6)

The amount of dose deposed by a macro-bunch pulse of duration tpulse can be found by multiplying
Dbunch for the number of micro-bunches per macro-bunch pulse. This value can be obtained my
multiplying the LINAC normal mode frequency for the duration of the macro-bunch pulse, linearly
approximated by:

Dpulse = Dbunchtpulsef (7)

The direct relation between the dose deposed by the beam and the beam current can be noted.

3. SYSTEM DESIGN

One of the principal requirements for the proposed detector is the small thickness, needed to insert
the system at the end of the LINAC radiant head. Moreover, the cavity needs to be integrated with
another cavity to compose a redundant system composed by two cavities disposed along the same
axis. This requirement will further reduce the available space. Hence, in order to reduce the size
as much as possible, a length of λ/16, corresponding to Lgap = 6.25mm has been chosen for the
initial pillbox cavity length. A tradeoff between the power losses and the operative bandwidth of
the cavity was performed, yielding to the selection of the brass as the material for the realization of
the device. This choice was leaded by the fact that the device is subjected to thermal effects due to
the variability of the external environment conditions. A lower quality factor can make the system
more robust to such variation. The trade off originates by the fact that lowering Q increases the
losses reducing the voltage output. After the analytical design a computational electromagnetic
modeling using the finite elements method has been implemented. In order to realize the system
of two integrated cavity avoiding normal mode coupling between them, a cylindrical section has
been added to the cavity to allow the beam current exiting from the first cavity to enter in another
identical cavity without inserting a metallic shield. The radial aperture of such cylindrical section is
enough large to allow the beam crossing without increasing the electrical coupling between the two
cavities. Basing on the specification of the drift tube, a reasonably larger aperture has been chosen.
A reentrant cavity shape has been individuated by employing POISSON SUPERFISH to find the
desired profile ensuring good values of quality factor and shunt resistance, while maintaining the
presence of the drift tube. The cavity radius has been increased in order to make the cavity tunable
by inserting opportune tuning screws. For this reason the design frequency has been decreased to
f = 2997.5MHz. This cavity presents a shunt impedance of Zs = 12.8MΩm−1 and a quality
factor of Q0 = 3.4 · 103 while the transit time factor is T = 0.766. A complete electromagnetic
modeling has been performed on HFSS version 15 of ANSYS. A rectangular magnetic loop have
been employed for the power extraction. The profile of the loop, as well as the distance from the
cavity lateral walls, have been chosen to obtain the critical coupling between the cavity and the
load, with the minimum reflections [8]. In order to allow for the connection of an SMA, a tapered
coaxial line has been added as impedance transformer from the section the magnetic loop to the
SMA. The 3D simulated structure of the whole system is shown in Figure 2, where the magnetic
loops and the coaxial lines are highlighted for a better view.
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Figure 2: Field profile of a quarter of the re-entrant cavity modelled in POISSON SUPERFISH (a) and the
whole cavity-loop system in ANSYS-ANSOFT HFSS (b) model.

This condition has allowed for the maximum available power transfer and ensured the applicabil-
ity of the theory formulated in this paper. The simulated S-parameters are given in Figure 3, S11,
and 4, S21. The proposed cavity to magnetic loop system ensures a maximum cross talk between
the two channels of −32 dB and a return loss of 20.7 dB at the designed resonance.
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4. FABRICATION AND MEASUREMENTS

Cold measurements of scattering parameters and hot measurements of the dose deposition have
been performed on the detector prototype. Since the detector output can be influenced by the
temperature exposition, the cavity shares the thermostatation circuit of the LINAC where flowing
controlled temperature water. The detector prototype is depicted in Figure 5 where tuning screws,
SMA connectors and thermostatation pipes can be noted.

Figure 5: Radiation detector prototype.

Table 1.

Energy Setting Mean Energy [MeV] Beam Current [mA] Voltage Output [mV] MU/pulse
A 5.5 0,74 84.5 0.797
B 7.1 0,90 164.0 1.570
C 9.0 1.03 253.5 2.695
D 10.5 1.11 300.0 3.534
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Measured reflection parameters in the frequency bandwidth have been exported from a Rohde
and Schwarz ZVL 12 VNA and elaborated through a custom MATLAB code, computing the quality
factor and the coupling factor by the detuned short position technique [8]. The device have shown
a quality factor Q0 = 2.25 · 103, a return loss RL = 23 dB a cross talk between the two integrated
cavities of IL = −34 dB and a Coupling Factor k = 1.02, as described in Figures 6, 7 and 8. In
order to asses quantitatively the results achieved, a direct measurement of the accelerated beam has
been performed. The output current of the LINAC has been forwarded into the cavity observing
the output voltage of the envelope detector. Radiation measurements have been performed on
the LIAC-S® accelerating structure, by varying the LINAC energy settings [10]. The machine
has been set with the parameters described in Table 1. The pulse duration of the macro-bunch is
τ = 3.5 µs and the pulse repetition frequency is fPRF = 10 Hz. Mean electron beam energy has
been measured according to IAEA TRS 398 protocol [11] at the application point of the ionizing
radiation. Percentage Depth Dose (PDD) curves have been measured using PTW MP3 XS water-
phantom with suitable detectors and PTW Mephysto mc2 processing software [12] and reported
in Figure 9. The output measurements have shown a R50 = 4.5 cm, corresponding to an average
energy of about 10.5 MeV, as shown by the curve reported in Figure 9.

The detector voltage output has been integrated by an operational amplifier during the macro
bunch pulse time. The integral output has been elaborated through a microcontroller system,

Figure 6: Measured S11 amplitude in dB. Figure 7: Measured S21 amplitude in dB.
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obtaining a digitalized value representative of the dose emission, the monitor units per pulse
(MU/pulse) [1]. The system has been calibrated to yield the precise measurement of the deposed
dose also yielding the secondary interactions. Each monitor unit has been calibrated to 1 cGy. The
relation between the injected beam current and the output of the detector diode is reported in Fig-
ure 10. The linearizable behavior of the peak voltage output (Vout) and dose digital representation
(MU/pulse) against the beam current can be noted.

The measurements shown in Figure 11 report the linearity of the accumulated monitor units
for different values of total emitted dose. This results allows for the employment of the proposed
system in a medical electron LINAC for controlling dose delivered to the patient.

5. CONCLUSIONS

This paper proposes an investigation on the power energy injection in a resonator by electron
stream. A novel approach for beam monitoring of a medical electron accelerator is proposed. This
kind of device requires strong reliability monitoring system for the real time measurement of the
dose delivered to the patient. In this paper, the complete applicability of the proposed principle
to such requirements has been shown. The proposed technology is based on the power exchange
of the LINAC beam current with a passive resonant cavity placed at the output interface of the
accelerator. This detector can operate without high voltage biases, required by the traditional beam
monitors based on ionization chambers. Several prototype measurements have shown the complete
equivalency of the proposed device with the traditional ionization-based systems but presenting
several advantages, as the absence of high voltages and the fact that the proposed system measures
the physical observable quantity directly related with the dose, the beam current.
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Abstract— We propose different concepts of mechanically reconfigurable true-time-delay phase
shifters using micro-actuators at millimeter-waves (MMW). The mechanical reconfiguration al-
lows to achieve phase shift reconfiguration with very low losses. One of the proposed concepts
has been fully implemented and tested, demonstrating state-of-the-art performance in terms of
phase-shift/loss ratio.

1. INTRODUCTION

Reconfigurable phase shifters are critical components in modern communications and remote sens-
ing systems at millimetre-wave (MMW). In general, advanced reconfiguration capabilities are in-
creasingly required to dynamically update antenna characteristics, such as coverage, polarization or
operating frequency [1, 2]. Different technologies are currently available for the implementation of
tunable phase shifters, including semiconductors, RF-MEMS, Liquid Crystal and ferroelectrics [3].
However, a common feature to all these technologies is the significant increased loss, complexity
and cost with regard to non-reconfigurable devices. In this context, low-loss reconfigurability, com-
plexity and cost are driving factors in the choice of a given technology and can constitute major
limitations to future development of MMW antenna devices [1].

Here we propose the analysis, design, and implementation of mechanically reconfigurable MMW
phase shifters using micro-fabricated actuators. The desired phase shift tuning is obtained mod-
ifying the physical geometry of the device in order to affect the propagation constant. Such an
approach allows to completely isolate the actuation part from the electromagnetic (EM) active
area, thereby achieving reconfiguration with losses comparable to the device fixed counterpart. In
particular, the preliminary design and performance of three different reconfigurable concepts are
presented in Section 2. The design of one concept has been further optimized to be manufactured
and tested, and is described in Section 3.

2. PHASE SHIFTERS BASED ON MECHANICAL RECONFIGURATION

We propose the design of reconfigurable true-time delay (TTD) phase shifters, which are key build-
ing blocks in many array antenna systems, including wideband beamsquint-free scanning arrays.
The basic idea is to affect the propagation constant of a transmission line (TL) section, thereby
providing TTD. Using micro-actuators, this can be done by changing the geometry of the device,
in order to modify the effective permittivity of the equivalent TL. The proposed concept can po-
tentially be implemented using different technologies for mechanical reconfiguration. For instance
electrostatic (e.g., [4, 5]), magnetic (e.g., [6, 7]), piezoelectric (e.g., [8, 9]) or electroactive polymers
(e.g., [10–13]) actuators could be integrated to implement the final device. Here dielectric elec-
troactive polymer (DEAP) actuators are used to reconfigure the fabricated phase shifter presented
in Section 3.

The devices presented here consist of a fixed TL, that is microstrip, coplanar waveguide (CPW)
or rectangular waveguide (RWG) loaded by a movable part (dielectric or metallic), which induces a
change in the TL propagation constant β. Thus, the differential phase shift between two different
states A and B is given by:

∆φAB = − (βB − βA) LPS (1)

where LPS is the active length of the device, that is the section directly affected by reconfiguration.
When quasi-TEM TLs (e.g., microstrip or CPW) are considered, the propagation constant can be
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written as β = ω
√

µ0ε0
√

εr,eff . Therefore, a given phase reconfiguration is achieved modifying the
effective relative permittivity εr,eff .

However, the dynamic control of β (i.e., of the phase) via the mechanical reconfiguration of the
TL geometry necessarily comes with a simultaneous variation of the TL characteristic impedance,
which will affect the matching of the phase shifter. Therefore, a “minimum mismatch” design
approach [13] is applied to the presented concepts. That is, the dimensions of the fixed TL and
of the loading parts in the active area are optimized to maximize the phase shift to loss figure,
while simultaneously minimizing the mismatch. In particular, the optimization process is based on
the maximization of two figures of merit (FoMs): the maximum differential phase shift per unit
length expressed by (2) and the maximum differential phase shift per unit length per mismatch
given by (3) [13]:

FoM1 =
φB − φA

LPS
(2)

FoM2 =
φB − φA

LPS |Γmax| (3)

Both FoMs are normalized by the length of the active section LPS , which allows to compare
performance of different devices independently from their length. Moreover, all simulated results
presented in Table 1 in terms of propagation constant and differential phase shift are obtained
normalizing scattering parameters to the “optimal” reference impedance Zopt that assures the
mismatch minimization [13]. All proposed phase shifter concepts (shown in Fig. 1) are optimized
to operate at Ka-band (25–40 GHz), which is of increasing interest, e.g., for commercial satellite
communications.

Table 1: Performance comparison for the proposed phase shifter concepts at 35 GHz.

Concept Actuation ∆βmax [rad/m] FoM1 FoM1

Fig. 1(a) In-plane 560.4 32.1 581.9
Fig. 1(b) Out-of-plane 61.9 3.5 34.3
Fig. 1(c) In-plane 308.5 21.5 140.6

The concept of Fig. 1(a) is based on a microstrip TL (quasi-TEM) and in-plane actuation
(e.g., [10, 13]). The horizontal displacement of the central strip induces a change in εr,eff due to the
particular shape of the bottom dielectric: when the strip is moved in the −∆x direction, the portion
of dielectric below increases (εr,eff increases), while it reduces with a displacement in the +∆x (the
air portion below the strip increases, decreasing εr,eff ). It is clear that this effect is magnified
increasing the substrate permittivity (εr = 10 is chosen for our design). The “trapezoidal” cut
of the dielectric is introduced to improve the matching (impedance tapering) between the feeding
(fixed) microstrip and the movable section. The compliant connections shown in Fig. 1(a) can be
realized using flexible metallizations (e.g., [14]) or alternatively replaced by a capacitive coupling
between fixed and movable strips. Preliminary performance reported in Table 1 assume a total
displacement of 400µm (∆x = ±200µm), which corresponds to only 0.04λ at the design central
frequency f0 = 30 GHz. Simulated scattering parameters are shown in Fig. 2(a). Insertion loss is
always lower than 1.5 dB and return loss better than 10 dB, with a phase shift/loss ratio of around
350 deg/dB at 35 GHz.

The basic idea characterizing the concept depicted in Fig. 1(b) is the variable loading of a WR-28
RWG. A metallic rod is vertically moved inside the active area by one or more out-of-plane actuators
(e.g., [9, 11]), modifying the capacitance per unit length (and thus the propagation constant) of the
equivalent TL. More specifically, the propagation constant increases if the metallic load is “pushed”
inside the RWG (∆h increases). The loading part is properly shaped to improve the matching
between the fixed and reconfigurable sections. This device has the advantage to be a “closed”
structure, which is very appealing for high power applications and could be easily manufactured
using standard micromachining techniques. Moreover, it does not comprise any dielectric in the EM
active area. Simulated performance of Table 1 refer to a total vertical displacement ∆h = 1 mm.
Simulated results of Fig. 2(b) predict an insertion loss lower than 0.6 dB and a return loss better
than 15 dB. The mean phase shift/loss ratio is around 180 deg/dB at 35GHz.



904 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

500 µm

Top view
Cross-section

L PS

L tr

Microstrip

Substrate

Actuator(s)

Ground plane

Support/Membrane

+ ∆x-∆x

Spacer

Compliant connection

Top view

Cross-section

Longitudinal section

7mm

2.5mm

3.5mm
 ∆h

2.5mm

L
PS

L
tp

L
tp

RWG

Dielectric

Actuator(s)

Metallic load

500 µm

(a) (b)

(c)

Figure 1: Simplified drawing of the proposed phase shifter concepts. (a) Reconfigurable phase shifter based
on a microstrip TL: the central section can be reconfigured modifying the effective relative permittivity. (b)
Rectangular waveguide loaded by a metallic rod that can be displaced in the vertical direction affecting the
capacitance per unit length of the equivalent TL. (c) Reconfigurable concept based on a conventional CPW
loaded by two suspended metallic strips, which are horizontally displaced by in-plane actuators.

The phase shifter concept illustrated in Fig. 1(c) consists of a conventional coplanar waveguide
(CPW) loaded by two suspended metallic strips (their spacing is constant), which are supported and
horizontally displaced in the ±∆x direction by in-plane actuators. The actuation part also assures
that the vertical spacing between the CPW and the strips keeps constant. Simulated performance
of Table 1 assume a total horizontal displacement of 530µm (∆x = ±265µm) [13].

The results presented in Table 1 and Fig. 2 highlight very good performance for the microstrip-
based concept of Fig. 1(a) that exhibits a phase shift per unit length of 32.1◦/mm with very low
losses. The RWG concept (Fig. 1(b)) presents lower phase shift performance with extremely low
losses (only ohmic), but can be suitable for high power applications. However, the achievable
phase shift can be increased replacing the metallic load with a high permittivity dielectric (adding
dielectric losses). The device of Fig. 1(c) exhibits the best trade-off between performance and
low-cost/low-complexity fabrication process. In fact, it does not require any flexible/compliant
connection between the movable and fixed part (in contrast with the concept shown in Fig. 1(a)),
and can be easily prototyped (and tested) using standard manufacturing techniques and in-house
available technology. Thus, it was selected to be fabricated and tested. A detailed description of
the manufacturing and test of the proposed reconfigurable phase shifter is given in Section 3.

3. IMPLEMENTATION AND MEASUREMENTS

3.1. Reconfiguration Approach

Dielectric electroactive polymer (DEAP) actuators are selected to implement the proposed phase
shifter reconfiguration (Fig. 1(c)) [13]. DEAPs, also known as artificial muscles, consist of an elas-
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Figure 2: Simulated scattering parameters for different states of reconfiguration. (a) Concept of Fig. 1(a):
LPS = 10mm, Ltr = 200 µm, substrate with εr = 9.8 and tan δ = 0.002 (e.g., Rogers TMM10i). The
compliant connections are modeled as a resistive sheet with RS = 30 Ω/¤ [14]. (b) Concept of Fig. 1(b):
LPS = 20 mm, Ltp = 5 mm. A conductivity σ = 2.9 × 107 S/m is considered for all metallic parts, and
actuators are completely shielded from the EM active area.

tomer membrane sandwiched between two compliant electrodes. The subsequent application of
a voltage bias across the electrodes results in thickness compression and large (over 200%, [10])
in-plane area expansion. In addition, DEAPs provides mechanical actuation with low cost mate-
rials and fabrication, low device complexity, large strain, reduced size and bulkiness and analogue
operation. DEAPs currently typically require high actuation voltage (in the kilovolt range) to
achieve large strain expansion. This high voltage is considered an acceptable drawback given the
advantages brought by the DEAP technology. The required voltages can be readily obtained using
commercial DC-DC converters fitting in less than 2 cm2. Moreover, it is worth noting that currents
are very small and power is only required to change the device configuration (and not to hold a
constant position), hence providing very low power actuation.

A detailed drawing of the phase shifter cross section is shown in Fig. 3(a). The needed horizontal
displacement of the loading strips is realized by two antagonist planar DEAP actuators, which are
integrated in the polydimethylsiloxane (PDMS) membrane. They are composed of carbon black

(a) (b)

Figure 3: Manufactured reconfigurable phase shifter. (a) Simplified cross-section drawing of the proposed
phase shifter concept. (b) Picture (top view) of the fabricated prototype.
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particles in a PDMS matrix and are applied using a stamping method. As a result of the actuation,
the loading part, fixed to a passive region in the center of the membrane, is displaced linearly
in-plane. In particular, a voltage V1 induces a movement −∆x (towards minimum phase shift),
while a voltage V2 generates a movement of +∆x (towards maximum phase shift) in the opposite
direction (Fig. 3). Such an approach allows to completely isolate the actuator part from the EM
active area (Fig. 3), providing phase shift reconfiguration with very low losses (only ohmic and
dielectric losses), as it is demonstrated by the experimental characterization of the manufactured
prototype presented in 3.2.

3.2. Design, Fabrication and Test
The design process is optimized to comply with all the constraints imposed by the EAP technology
and the manufacturing techniques available in our laboratory. The device assembly (cross-section)
with the materials used and relevant dimensions of the reconfigurable section are shown in Fig. 3(a).
The length of the reconfigurable section is fixed to 10 mm for the presented prototype, but can be
subsequently selected according to the phase shift requirement for a given application, since these
two quantities are directly proportional (TTD phase shifter).

The final prototype is designed to be modular and manually assembled; this allows us to use
the same CPW TL with different reconfigurable parts (for testing purposes) and to replace single
pieces in case of local failure. Therefore, the different components are fabricated separately using
commercial materials (Fig. 3(a)) and standard printed circuit board (PCB) fabrication processes
(avoiding cleanroom activities), thus reducing manufacturing complexity and obtaining a very low-
cost prototype. The fabricated phase shifter based on DEAP reconfiguration is shown in Fig. 3(b).

Probe-based 2-port scattering parameters measurements are used to characterize the fabricated
prototype of Fig. 3(b) in the range 25–35GHz. A thru-reflect-line (TRL) calibration is used to
remove the effect of the transitions between the coaxial-based network analyzer and the CPW-
based device and to place the measurement reference planes at the edges of the reconfigurable
section. Measured scattering parameters in the full frequency range are reported in Fig. 4. The
fabricated phase shifter provides a maximum analog phase range (i.e., between maximum and
minimum displacement) of around 180◦ at 30 GHz with extremely low losses. The insertion loss is
in fact always lower than 1.6 dB with an average value of 0.83 dB over the total frequency range.
The return loss is always better than 11 dB, which means good matching for all the phase shifting
states in the whole 10 GHz bandwidth. The low-loss phase shift reconfiguration demonstrated by
experimental results, allows state-of-the-art performance in terms of the most important figure of
merit for TTD phase shifters, namely, the phase-shift/loss ratio. Indeed, a mean value of 235◦/dB is
achieved at 35 GHz, considerably outperforming semiconductor phase shifters at similar frequencies
(e.g., [15]). Moreover, it also compares well to lower-loss state-of-the art MEMS reconfigurable
phase shifters (e.g., [16]). In addition, the device proposed here offers a large analog tuning range,
which represents an advantage over the digital behavior of its MEMS and MMIC counterparts. It is
worth noting that the total phase range can be increased using longer loading lines (TTD principle,
Eq. (1)).
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Figure 4: Measured scattering parameters in the range 25–35 GHz for the fabricated phase shifter of Fig. 3(b).
Different reconfiguration states are shown, i.e., V1 = V2 = 0 kV, V1 = 1.1, 1.3, 1.5 kV, V2 = 1.1, 1.3, 1.5 kV.

4. CONCLUSION

The phase shift performance of three different mechanically reconfigurable concepts operating at
Ka-band have been presented. All the proposed phase shifters are based on a fixed TL perturbed by
loading elements, which are displaced using micro-actuators. The optimized design, fabrication and



Progress In Electromagnetics Research Symposium Proceedings 907

experimental characterization of a CPW-based concept have been reported, highlighting excellent
phase shift to loss figure of merit (235◦/dB at 35 GHz).
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Abstract— The electrically tunable lens based on nonlinear ferroelectric materials (Ba0.4Sr0.6Ti
O3) for deflecting of the microwave (MW) beam is presented. The distinctive feature of the
deflector is the use of multilayer periodic structure FE/LD/FE/LD/. . ./FE (FE-ferroelectric,
LD-linear dielectric) with transparent for MW signal electrodes. Simulation and experiments
demonstrate that periodic structure provides the slow wave propagation effect, that in turn
results in the increase of effectiveness of lens operation. At frequency ∼ 30GHz the lens provides
scan angle α ∼ ±20 deg.

1. INTRODUCTION

The electrically scanning antennas are actively developing devices for telecommunication and radar
system. Traditional solution of the beam antenna scan is the phased array antenna (PAA), which
application in present time is becoming very actual in anti-collision car radars, in/out door com-
munication systems, in space radars and etc. [1, 2]. One of the main disadvantages of mm wave
PAA is a rather large MW losses in dividers and intrinsic feeders for the strip-line technology
and very complicated and expensive construction in a case of the metal waveguide technology. In
recent years electrically tunable lenses (ETL) becomes powerful beam-forming platform that can
be used instead of phase array antennas. This approach allows the radical decrease of MW losses
and greatly simplified design due to absent of dividers and intrinsic feeder lines. In a set of works
the ferroelectric materials are proposed to be used as a base of tunable distributed elements of
lenses [3–6]. According our knowledge there are no publications devoted to multilayer structure
periodic in longitudinal plane (along direction of wave propagation). The use of periodicity in lon-
gitudinal plane allows to decrease of control voltages value and increase of scan angle in comparison
with nonperiodic and transverse periodic analogues. The main parameters of the periodic lens were
obtained by modelling and were confirmed by experimental testing of prototype lens at frequency
∼ 30GHz.

2. THEORETICAL PART

Basic concept and simulation results. The basic concept of ferroelectric ETL is described
in [3, 6]. It consists of ferroelectric plate covered by high resistive electrodes, which are transparent
for the microwave signal (Fig. 1(a)). ETL deflects the microwave beam in one plane for realization
of 1D scan regime. The principle of operation of the device is as follows: application of different
control voltages between ends of the top high resistive electrode leads to different E-field values
between top and bottom electrodes along the FE plate, that in turn, results in the corresponding
variation of the permittivity along the plate (see color density variation in Fig. 1(a)). The value of
deflection angle α is determined by the difference of the signal phase shift values at opposite edges
of the ferroelectric layer ∆φ [4]:

α = arctan
λ

l

∆φ

2π
= arctan

d

l

(√
ε(0)−√ε(Emax)

)
, (1)

where λ — the wavelength in free space; l — the deflectors aperture size; d — the thickness of the
ferroelectric layer; ε(E) — the permittivity as a function of control electric field.

Thereby, the higher deflection angle, for ETL with fixed aperture, can be achieved due to
the increase of the lens thickness and/or the ferroelectric nonlinearity. However, both of these
options lead to the increase of MW losses and values of the control voltage. Furthermore, in order
to maintain any angle of beam propagation (except for α = 0) the control current continuously
flowing through high resistive electrodes is needed, that inevitably leads to the heating phenomena
in FE plates.
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(a) (b) (c)

Figure 1: (a) One-layer and (b) multilayer ETL periodic in transverse and (c) longitudinal plane based on
ferroelectric materials.

(a) (b)

Figure 2: (a) Phase shift of one-layer and transverse periodic (classical) ETLs; (b) phase shift of periodic
ETL.

To solve the problems mentioned above the more complex designs of ferroelectric lenses were
elaborated (Fig. 1(b)) [4, 5]. The main difference of ETLs proposed in [4, 5] in comparision with
construction of Fig. 1(b) is the periodicity of their structure in the transverse plane relative to the
direction of the wave propagation (Fig. 1(b)). However these constructions provide the possibility
to decrease the control voltages, but do not result to the increase of the scan angle at the same
sizes.

In present work the construction based on periodic in longitudinal plane structure is proposed
(Fig. 1(c)). In contrast to the lenses presented earlier, the periodic structure of this lens provides
the slow-wave propagation and has a passband characteristic. These properties allow to achieve the
higher value of ∆φ in comparison with classical approach described above. The distinctive feature
of the deflector is the use of multilayer periodic structure FE/LD/FE/LD/. . ./FE (FE-ferroelectric,
LD-linear dielectric) with transparent for MW signal electrodes.

The thickness of each ferroelectric layer is equal to λFE/2 ((λFE) — the wavelengths in a ferro-
electric material), while the thickness of the linear dielectric layer is λLD/4 ((λLD) — wavelengths
in a linear dielectric). Thus ferroelectric layers can be considered as half-wave tunable resonators
coupled by quarter-wave transformers. Ferroelectric layers are covered by electrodes transparent
for microwave. Application of the same control voltages to ferroelectric layers leads to change of
their permittivity, that results in tuning of structures passband to higher frequencies. The effec-
tiveness of the proposed periodic structure is illustrated in Fig. 2, where the simulation results of
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the phase shift for periodic (Fig. 1(c)) and structures that shown in Figs. 1(a), (b). Note that the
permittivity and the total thickness of FE layers of both structures are identical.

The tunability of ferroelectric material is k = 1.1(k = ε(0)/ε(Emax)). It is clear that for the our
periodic structure the value of ∆φ is an order of magnitude more in comparision with nonperiodic
one. In accordance with (1) for lens with l = 30 mm that results to the radical increase of the scan
angle from α ≈ 1.3 deg. (nonperiodic structures — Figs. 1(a), (b)) to α ≈ 14 deg. (periodic one
— Fig. 1(c)). Thereby the use of the ferroelectric lens with proposed periodic structure allows to
obtain higher performance of ETL at relatively low control voltages and ferroelectric nonlinearity
in comparison with existed analogues.

The object for full wave analysis of lens in Ka frequency band is presented in Fig. 3(a). Lens
consists of three FE layers and air gaps between them with the plane area of the structure of
30×30mm2. The step-like approximation to describe the distribution of the permittivity along the
FE layers (x-axis) was used (Fig. 3(b)). In the experimental prototype the required distribution
is provided by application of control voltages between the strips and continuous ground electrodes
on top and bottom surfaces of each FE layer. Note that open-ended for control currents strip
electrodes provide the non-heating regime.

(a) (b)

Figure 3: (a) Construction of electrically tunable lens based on periodic structure of ferroelectric layers; (b)
single ferroelectric layer with corresponding step-like distribution of dielectric constant (ε) and phase shift
(φ) under control voltage (Ux).

Values of electrical lengths for FE ceramic plates and air gaps are λFE/2 and λ/4, for each media
respectively. In accordance with theory of periodic structures and principles of the filter design
these electrical lengths are the most effective to obtain required amplitude and phase parameters
of scattering coefficients (S11 and S21) for such structures [7]. The horn with aperture size equal
to cross sizes of lens (30× 30 mm2) is used as a source of the microwave plane wave.

Simulation results show that 9% change of dielectric constant (from ε1 = 100 down to ε2 = 91) of
all ferroelectric layers leads to the tune of central passband frequency on the half of the bandwidth
(Fig. 4(a)) that in practice has to characterize the bandwidth of lens as ∆f ≈ 1GHz. Variation of
ETLs beam pattern in condition of different distribution of ε along its plane (x-axis) is shown in
Fig. 4(b). The step variations of εFE from 100 down to 91 (tunability k = 1.1) and from 100 down
to 78 (k = 1.28) correspond to 10.5 and 22.5 degrees scan angle respectively in comparison with
pattern for system with no variation of εFE = 100. The inset in Fig. 5(b) demonstrates the week
dependence of radiation pattern on frequency in operation passband. Note that simulation is done
for lossless electrodes and dielectrics elements of structure.



Progress In Electromagnetics Research Symposium Proceedings 911

(a)

(b)

Figure 4: Characteristic of three ferroelectric layers periodic structure: (a) frequency dependence of trans-
mission coefficient; (b) scan of lens pattern at different tunabilities of ceramic; variation of pattern at different
operating frequencies (insert).

3. EXPERIMENTAL RESULTS

As a material for ETLs ferroelectric layers the ceramic of solid solution of barium-strontium titanate
BaxSr1−xTiO3 with composition x = 0.4 was used. The permittivity of the ceramic is about 400.
The thickness of each ferroelectric layer is 0.25 mm that corresponds to ∼ λFE/2 electrical length
at operating frequency 30 GHz. The tunability of material is about 2 (k = 1.8 at 10V/µm). The
microwave losses of ceramic in 30 ÷ 60 GHz frequency range corresponds to tan δ = 0.01 ÷ 0.02.
These values were estimated on the base of direct measurement of insertion losses (S21) for 30
and 60 GHz signal passing through the single 0.25 mm ferroelectric plate without electrodes. The
time-tunning response of the dielectric constant under unipolar pulse control E-field was not more
than 1µs [8] that is suitable for application of scan antennas.

To be a transparent for microwaves the lens electrodes has to be made from high resistive ma-
terial. As a rule for similar applications the ZnO and Si-Ti-Ce composition with surface resistance
up to 10 MOhm/square are used [9]. The value of insertion losses for one electrode layer of these
materials with thickness ∼ 10 nm is less than 0.2 dB at 30 GHz operating frequency. But in our
proof of art experiments the simplest spray graphite technology is used. In accordance with our
experimental data the graphite films with thickness ∼ 10µm demonstrate the surface resistance of
1 ÷ 2 kOhm/square and at f = 30 GHz their additional microwave losses are about of 1.5 dB per
graphite layer.

In Fig. 5(a) the photo of lens prototype installed in holder is presented. The lens with area
of 30× 40mm2 consists of the periodic structure FE/Air/FE/Air/FE with graphite electrodes on
the surfaces of FE plates. To fixate the ferroelectric ceramic plates in a space and to provide their
correct separation by air gaps the special textolite holder with conductive traces for application of
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(a) (b)

Figure 5: (a) Prototype of lens installed in adjustable holder; (b) scan of the radiation pattern at differ-
ent gradients of the voltage distribution along the plate: (1) — zero voltage; (2) — (0(÷)400) V; (3) —
(0(÷)800) V.

control voltages was designed. The horn with aperture diameter of 30 mm is used as a source of
∼ 30GHz quasi-plane wave for lens irradiation. The results of measurements of far-field radiation
patterns at different control voltages are presented in Fig. 5(b). Experimentally observed scan angle
α ≈ 20 deg. is in a good agreement with simulation one α ≈ 22 deg. (see Fig. 4(b)). Measured
MW insertion losses of lens prototype is rather high (∼ 15 dB) and is mainly determined by losses
in graphite electrodes (∼ 10 dB) and reflective losses (∼ 2 dB) due to mismatching between horn
and lens.

4. CONCLUSION

Simulation and experimental testing of the new construction of microwave (∼ 30GHz) electrically
tunable deflector based on the ferroelectric periodic structure were done. The simplest three layer
deflector prototype demonstrates the experimental scan angle α = ±20 degrees. Taking into account
no frequency dispersion of the dielectric permittivity of ferroelectric BSTO materials up to 100 GHz
the tunable lenses on their base can be considered as not expensive, fast acting beam steer devices
of mm and sub mm wavelengths.
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Abstract— Radio propagation will strongly influence the design of the antenna and front-end
components of E-band point-to-point communication systems. Based on the ITU rain model,
the rain attenuation is estimated in a statistical sense and it is concluded that for backhaul
links of 1–10 km, antennas with a gain of 49.5 dBi are required. Moreover, depolarization can
be a limiting factor for backhaul systems that are employing orthogonal polarization in order
to improve capacity. Antenna mast movement becomes a relevant problem due to the narrow
beamwidth of the high gain antennas, which is around 0.7◦. We propose to implement a focal
plane array as feed for the parabolic reflector antenna. This is to tackle the mast movement
by electronic beam steering and to increase EIRP by increasing the number of active antenna
elements, and to assist the mechanical alignment during installation.

1. INTRODUCTION

The network architectures of LTE and LTE-advanced promise the mobile users a wired experience
in their wireless network. This puts high demands on the capacity (bits/sec) of the backhaul of
these cellular systems. Fiber optics can due to its virtually unlimited capacity (10 s of Gbps) fulfill
these demands. However laying optical fibers in an urban and rural area is very expensive, and
therefore a wideband point-to-point radio link can be a good alternative. Millimeter-wave wireless
systems operating in E-band (71–76, 81–86, 92–95GHz), offer a bandwidth of 13GHz which is
sufficient to produce a bit rate of 1 Gbps with simple modulation schemes such as QPSK. This
makes these systems a good option for the backhaul. There is an increasing demand on extending
the E-band backhaul range. This is to reduce the construction and maintenance cost. It relies
on increasing the antenna gain. As a consequence, the unwanted movement of the antenna mast
becomes very relevant at this band because it causes a drop in the SNR. In addition, the antenna
alignment during installation becomes cumbersome.

2. POINT-TO-POINT LINK VARIATION

The atmospheric window at E-band shows very low attenuation whereas it is significantly high at
the neighboring 60 GHz band due to oxygen absorption [1]. Therefore, the 60 GHz band is limited
to indoor and short range applications. The free-space and rain attenuation is high at E-band and
they become very significant on the extended range of 10 km. These effects have been considered
in [2].

Based on the ITU rain model [3] and data [4, 5] we analyzed the effect of rain in a statistical
sense (see Fig. 1). For a backhaul length of 5 km, with rain attenuation of 0.01% of the time
(i.e., 99.99% system availability); the total attenuation will be [Atot = free-space 143.4 dB + rain
attenuation 15.2 dB + atmosphere attenuation 4 dB = 162.6 dB]. A large antenna gain is required
to compensate for such large attenuation. At an antenna gain of 41 dBi, a SNR at the receiver
input of 40.4 dB, and with the assumption that the receiver has a noise figure of 10 dB, the SNRd

at the detector input is 30.4 dB. This is quite sufficient for QPSK with a bit error rate of 10−6, that
usually requires an SNR around 10 dB. For the longer path length of 10 km, the total attenuation is
179.5 dB, and SNRd at the detector input is 16.5 dB. This is still adequate for the demodulator to
accurately perform. Exceeding the rain attenuation of 0.01% to 0.001% of the time (i.e., 99.999%
system availability) to increase the reliability of the point-to-point wireless communication, the
total attenuation for 5 and 10 km path length is 175 dB and 195 dB, respectively. The SNRd for the
5 km path length is 21 dB whereas for the 10 km path length it is 1 dB. The latter can be improved
by increasing the receiver antenna gain to 49.5 dBi. This brings SNRd to 9.5 dB, which is sufficient
for QPSK with a bit error rate of 10−6. This also can be further improved by reducing the receiver
noise.

In addition, and due to the anisotropic nature of the rain medium, a pure vertically-polarized
wave will arrive at the receiver with a small horizontally-polarized field component. This effect
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Figure 3: The motion of the antenna mast as twist
and sway.
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causes co-channel interference and due to that the channel capacity of wireless communication
systems employing orthogonal polarization in order to double the capacity will be reduced. The
depolarization is commonly quantified by the reduction in the cross-polar discrimination (XPD).
The minimum XPD occurring during 0.01% of the time is related to the rain attenuation exceeded
during 0.01% of the time. Most models and the standard ITU model [3] use this fact to estimate
the XPD. As shown in Fig. 2, a shorter path length, i.e., 1 km has larger cross-polarization dis-
crimination as compared to the longer ones. Moreover, reducing 0.01% of the time to 0.001% will
reduce the cross-polarization discrimination. At 0.001% of the time the XPD can drop to 15 dB at
a path length of 10 km.

The vertical gradient of the atmosphere refractive index can cause variation on the angle-of-
departure and -arrival. However, based on the ITU model and data [6], these variations are not
so significant for a path length of 1 or 10 km. For instance, the variation for 0.001% of the time is
0.09 degree for a 10 km path length. This is quite small as compared to the beamwidth of a typical
high-gain E-band antenna (0.7◦–1.2◦).

The movement of the antenna mast is very relevant because high-gain antennas with small
beamwidths are used for E-band backhaul systems. This motion is best described as twist and
sway of the antenna mast, and illustrated in Fig. 3. This is mainly happening when the wind
blows. Due to mast movement the propagating wave will no longer leave/enter the transmit/receive
antenna at the maximum of its radiation pattern. This leads to an additional attenuation. The
radiation pattern of the parabolic reflector antenna is used to estimate the −3 dB beamwidth. This
estimation is repeated for three reflector diameters. The −3 dB point will set the specification on
the maximum allowed twist and sway. Sway and twist exceeding the corresponding values in Fig. 4
will cause a significant degradation of the communication link. The wind forces can cause twist or
sway up to 1 degree.



Progress In Electromagnetics Research Symposium Proceedings 915

3. E-BAND ANTENNA DESIGN

The proposed configuration consists of a symmetrical reflector antenna and a focal plane array
(FPA) as the feed antenna. This configuration is depicted in Fig. 5. The selected diameter is 95λ
(i.e., 0.4m) and delivers a maximum gain of 49.5 dBi at 71 GHz. The selected diameter is needed
in order to compensate the total attenuation for the extended range of 10 km. The antenna gain is
limited by the FCC regulation for E-band [7]. The configuration is modeled by using physical optics
(PO) and a plane wave incident to the reflector antenna [8, 9]. The encircled power analysis [10, 11]
is then applied in the focal plane to estimate the FPA size as a function of F/D, scan angle,
and antenna efficiency. The efficiency here is the available power on the surface of the FPA disk
normalized by the power captured by the reflector. The required scan angle is +/− 5 degree, this
is to track the mast movement and to assist the mechanical alignment. Due to the mast motion
(twist and sway), the main beam is moving within a cone, therefore the topology of the FPA is
chosen to be a circular disk.

In Fig. 6 the efficiency as function of FPA size is plotted for practical F/D ratios, and at the
maximum required scan angle of 5◦. An efficiency criterion of 80% criterion is used to select an
appropriate F/D ratio and the FPA size. This criterion is to ensure high efficiency for the extended
range of 10 km. F/D = 0.6 yields the smallest FPA size and this is important to minimise feed
blockage. This means that the FPA has a 30 mm radius.

The trade-off is that the main beam in the focal plane is concentrated in a small region around
the focal point (see Fig. 7). With the assumption that the antenna element spacing is equal to
λ = 2. Practically, this limits the number of antennas to about 28 elements per scan angle (see
Fig. 8). Therefore the EIRP can not be improved by exciting more array elements to create the
beam. However, this can be improved by axially displacing the FPA in order to broaden the field

Figure 5: Artist impression of the FPA and reflector
for point-to-point E-band wireless communications.
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Figure 9: Axial displacement of the focal plane
Model.
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distribution. The axial displacement (dz) is with λ steps towards the reflector as depicted in Fig. 9.
2.3λ is chosen as the optimum axial displaced focal plane. By exceeding it, the main bean of the
focal plane pattern is going to be bifurcated. The efficiency curve of it is less steep and indicates
the effects of broadening. Moreover, the 80% efficiency criterion still gives a small enough size of
the FPA (see Fig. 10). In Fig. 12 the efficiency curves of the scan beam scenario, show a beam
broadening up to 3◦. Increasing the angle of incidence the effect of broadening is decreased because
the scanned beam is getting narrower. We believe this is happening because of some focusing effect
by the reflector. The beam broadening as shown in Fig. 12 indicates that the number of antenna
elements can be increased significantly. About 78 elements will be involved up to 3◦ and to a less
extent at 4◦ and 5◦. Hence, EIRP can be improved and because of the overlap of the beams, array
element reuse is possible.

4. CONCLUSION

High gain antennas at both the transmit and receiver site of the backhaul communication link
are necessary to deliver acceptable levels of SNR. This is due to the rain attenuation and the
large freespace attenuation. As a consequence of the high gain antenna requirement, the radiation
pattern has a very narrow beamwidth. Due to this, the mast movement is very relevant. This
problem has to be tackled, otherwise, additional attenuation will occur, resulting an outage. With
the proposed antenna configuration of the FPA these issues can be overcome. The selected values of
the reflector antenna diameter, F/D ratio, and FPA size are a good starting point for an optimized
antenna design.
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Abstract— This work presents the analysis of the novel metallic nanowired membrane (MnM)
substrate for designing antennas at the 60 GHz frequency band. The fabrication process of a
rectangular patch antenna on the MnM-substrate is presented in detail. The antenna is fed
through a modified microstrip line with slow-wave effect in order to reduce the feed line width.
The fabrication is done in two phases, first the microstrip circuits are fabricated on a 50-µm-thick
membrane; then it is assembled on a mechanical base to accommodate the two different substrate
thicknesses used for the antenna and the slow-wave transmission line. The structure is simulated
using a 3D EM software and the results indicate this substrate is a viable choice for antenna
design, however gain increasing techniques must be used because of the high dielectric constant
of the substrate.

1. INTRODUCTION

Given the need for gigabit data transfer rates and the fact that the microwave spectrum is already
saturated with a great number of protocols and applications, the mm-wave frequency range, which
comprises frequencies from 30 GHz to 300 GHz, is getting more and more attention since early
2000s. Among these, the 60 GHz frequency has been the focus of several researches for household
and short-range wireless data transfer applications [1].

Despite of the reduction in size of lambda-based passive circuits at mm-waves, there is still
an issue regarding low-cost integration, especially for antennas, which always occupy a large area.
Antennas operating at mm-waves present sizes ranging from hundreds of micrometers up to a
few millimeters [2], which enables the integration of planar antennas with transceivers either as a
System-on-Chip-(SoC) [3] or as a System-in-Package (SiP). SiP avoids the complications of using
semiconductor substrates and IC manufacturing processes, which are not entirely optimized for mm-
wave passive components. Antennas manufactured using the SiP technique can employ alternative
substrates, such as low temperature cofired ceramic (LTCC) [4], fused silica [5], liquid crystal
polymer (LCP) [6], and Teflon [7]. They can also make use of gain increasing techniques, such as
arrays and beam steering, to compensate loss caused by the abrupt signal attenuation at 60 GHz,
and avoid fading issues. In order to reduce passive circuit elements even further, circuits based
on slow wave concepts have been presented using different techniques and materials to reduce the
phase velocity [8]. However, having the antenna fabricated in a different substrate often leads to
extra interconnections using vias, which tend to be lossy, bulky, costly and hard to fabricate at
mm-waves.

The metallic nanowired membrane substrate (MnM) allows an easy hybrid integration of slow-
wave and classical, non-slow-wave, passive circuit elements on the same low-cost substrate [9]. This
great advantage associated to a high substrate dielectric constant (εr = 9.8), motivated this work.
We present the design and fabrication of a rectangular patch antenna on the MnM-substrate in
order to determine whether it is a viable choice in high efficiency mm-wave antenna designs.

2. DESIGN

The MnM-substrate, as explained in [9], consists of a nanoporous alumina membrane with a thick-
ness of 50µm filled with copper nanowires in specific regions, a copper ground plane on its underside,
and a silicon dioxide layer on its upper side. The advantage of this substrate is to allow hybrid in-
tegration of slow-wave structures with non-slow-wave structures. The MnM-substrate provides two
different dielectric constants: 9.8, which is the porous alumina without nanowires, and an effective
dielectric constant, εreff , of about 30 in the regions with nanowires. These nanowires yields the
slow-wave effect, which increases εreff that leads to miniaturization by trapping the electric field in
the thin oxide region.

Given the novel nature of this substrate and the need to investigate whether it is viable as an
antenna substrate, the authors chose a rectangular patch antenna structure since it is very well
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Figure 1: Patch antenna structure, being (a) a top view and (b) a perspective view of the antenna structure
and its substrate.

modeled and understood and widely available in technical literature. Fig. 1 illustrates the proposed
antenna.

For an antenna to irradiate efficiently, the substrate should be thick and its εr close to 1, so the
value chosen for εr was the smallest one, 9.8. On the other hand, there is a limit for the substrate
thickness, beyond which loss due to surface waves has to be accounted for. (1) gives the maximum
substrate thickness h before surface wave propagation can exist [10]:

h =
n ∗ c

4 ∗ fr ∗
√

εr − 1
(1)

where c is the speed of light. If the resonant frequency fr of the proposed antenna is 60 GHz
and n = 1 for the first excited surface wave mode TE1, h results in ∼ 421µm. A compromise is
required for the substrate thickness, since thicker substrates means more efficient antennas, but
wider transmission lines will be required to connect to the antenna.At 600 GHz, the dimensions
of a transmission line can become comparable to the dimensions of the antenna, degrading its
performance.

The thickness of 2000µm was chosen for this antenna. This thickness was obtained with the
stacking of three 50-µm-thick membranes below the membrane on which the antenna was fabricated.

Once εr and h are defined, the patch width W and length L were theoretically defined to be
W = 1200µm (2), and L = 800µm (3).

W =
c

2 ∗ fr
∗

√
2

εr − 1
(2)

L = 0.5 ∗ c

fr ∗ √εr
(3)

Those initial values were optimized in order to obtain a resonance frequency at 60 GHz and
to shift a higher order resonance mode above 80 GHz. Further, the antenna feed needs closer
attention. The antenna is fed by a 50-Ω transmission line, but in such substrate with thickness of
200µm and εr = 9.8, its width is almost as wide as the patch, and will reduce the overall antenna
efficiency. Moreover, if we choose to feed the antenna by just connecting a 50-Ω transmission
line to the border of the patch, an impedance transformer would be necessary to match theses
impedances. The impedance at the border of the patch is about 400Ω, thus the transformer
line impedance would be around 140 Ω and its width would be close to the minimum dimension
that the fabrication process could accurately produce. Therefore, a traditional quarter wavelength
transformer is also not feasible. To overcome these issues, a slow-wave 50-Ω feed line was designed on
a 50-µm nanowire-filled region of the MnM-substrate, which reduces considerably the width of this
feeding line. In addition, a solution comprising an impedance transformer and inset feed was used,
which reduces the impedance of the traditional line, enlarging its width to acceptable dimensions
within the fabrication limits. The design was optimized using the EM simulator HFSS and the
final dimensions, shown in Fig. 1 are: W = 750µm, L = 730µm, Wfeed = 15µm, Wtran = 30µm,
Ltran = 800µm.
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3. MANUFACTURING

Since the feeding line should be fabricated on a 50-µm MnM-substrate and the antenna on a 200-
µm stack of four membranes, the antenna assembly consists of two parts: the MnM-substrate and
a metallized silicon cavity. Nanowires were also used to connect the ground of the coplanar pads
used for the measurement probes to the microstrip ground.

A single 50-µm-thick alumina porous membrane was used to fabricate the microstrip circuits: the
patch antenna, the impedance transformer and the slow wave feeding line. The process sequence
is described as follows, illustrated in Fig. 2. 1- A porous membrane with 25 mm in diameter
acquired from Synkera with 55-nm pores, spaced 150 nm apart, was boiled in trichloroethylene,
then acetone and last isopropyl alcohol, for 5minutes on each solvent, for cleaning. 2- 1-µm silicon
dioxide (SiO2) was deposited by PECVD to be used as a mask. 3- The SiO2 was patterned by
photolithography in the regions where the nanowires will grow and SiO2 etch on BOE (buffered
oxide etch). 4- A copper (Cu) seed layer was deposited by sputtering. 5- The nanowires were grown
by Cu electrodeposition. 6- SiO2 and Cu seed were removed by mechanical polishing. 7- 1-µm of
SiO2 was deposited by PECVD. 8- The nanowire region for the ground pad was patterned. 9- 50-
nm Cu seed was sputtered and thickened by electrodeposition up to 3µm. 10- The circuit elements
were patterned by photolithography and Cu etch with a solution of ceric ammonium nitrate and
acetic acid.
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Figure 2: View of a transversal cut of the antenna presented in Fig. 1 with its fabrication process: (1–10)
Steps of the microstrip devices. (11–13) Steps of the mechanical silicon substrate assembly.

11- A 150-µm deep cavity was etched in the silicon wafer with a potassium hydroxide solution
(30% at 60◦C) and covered by a Cu layer of 3µm to act as the ground plane for the whole antenna.
12- A bare membrane was cut using a LPKF laser system, and stacked into the cavity. 13- A single
patch antenna, also cut with laser, was aligned above the cavity. A silver conductive adherent was
used to assure electrical contact between grounds (ground pad, slow wave 50-Ω feeding line, and
antenna).

4. DISCUSSION AND RESULTS

The designed antenna structure was simulated and the results of return loss (S11), gain, and
radiation pattern are shown in Fig. 3. The simulated antenna presented 5.4 dBi of gain with 2.4%
of 10-dB bandwidth.

Since the antenna gain is reduced with the increase of εr, any antenna fabricated on this substrate
will present a lower gain compared to a similar structure fabricated on a substrate with lower εr.
However, since passive elements size is also reduced by an increase of εr, any antenna fabricated
over this substrate will also occupy a smaller area compared to a similar structure fabricated on
a substrate with lower εr. The further miniaturization provided by the slow-wave effect present
on the MnM-substrate means that a compact antenna array can be easily designed to increase
the system gain. Beam steering techniques may also be achieved using integrated slow-wave phase
shifters.

The loss tangent, tg(δ), of the alumina and the SiO2 is low enough to not affect the gain
drastically. Simulations assuming a hypothetical worst-case scenario, assuming tg(δ) = 0.001 for
both alumina and silicon dioxide, barely changed the gain. It is worth to note that optimization
for losses and gain was not the focus of this work, but the antenna fabrication viability on the
MnM-substrate.
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Figure 3: Simulation results for the designed antenna. (a) shows the frequency response of the return loss
(S11). (b) shows its radiation pattern at 60 GHz.

A simple improvement in this design would be to remove the alumina membrane from inside
the cavity to reduce εr, which would increase the antenna gain, although its dimensions would also
increase.

The fabrication process was successful and the fabricated antenna is shown in Fig. 4. This
figure shows the silicon wafer on which the metallized cavities were etched. The detail in yellow
shows the final antenna assembly, where a 50-µm-thick membrane bearing the antenna structure
was aligned over the cavity filled with the three membranes-stack. The detail in blue shows the
antenna structure with the patch, the impedance transformer, the slow-wave feed and the CPW
pad.

Metallized silicon cavity 

Nanowire region 
(dark)Three membrane stack

50-µm-thick 
membrane 

Figure 4: The fabricated 60 GHz antenna on the Mnm-substrate.

5. CONCLUSION

This work presented the analysis of the novel MnM-substrate for designing antennas at 60GHz.
The fabrication process of the rectangular patch antenna on the MnM-substrate was validated.
The fabricated antenna was fed through a modified microstrip line with slow-wave effect, and the
results indicated that this substrate is a viable choice for antenna design in mm-wave frequencies.
However gain increasing techniques should be used because of the high dielectric constant of the
substrate.

ACKNOWLEDGMENT

This work is funded by the São Paulo Research Foundation (FAPESP).



922 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

REFERENCES

1. Daniels, R. C., et al., “60 GHz wirelss: Up close and personal,” IEEE Microwave Magazine,
544–550, 2010.

2. Peters, F. D., et al., “77GHz millimeter wave antenna array with Wilkinson divider feeding
network,” Progress In Electromagnetics Research B, Vol. 9, 193–199, 2009.

3. Gutierres, F., et al., “On-chip integrated antenna structures in CMOS for 60 GHz WPAN
systems,” IEEE Journal on Selected Areas in Communications, 1367–1378, 2009.

4. Lamminen, A. E., et al., “60-GHz patch antennas and arrays on LTCC with embedded-cavity
substrates,” IEEE Transactions on Antennas and Propagation, Vol. 56, No. 9, 2865–2874,
2009.

5. Manzillo, F. F., et al., “A 60-GHz passive broadband multibeam antenna system in fused silica
technology,” IEEE Antennas and Wireless Propagation Letters, Vol. 12, 1376–1379, 2013.

6. Nejad, M. B., et al., “Chip package and antenna co-design of a tunable UWB transmitter
in system-on-package with on-chip versus off-chip passives,” Electronics System Integration
Technology Conference, Vol. 1, 291–298, 2006.

7. Enayati, A., et al., “Millimeter wave horn antenna in package solution fabricated in a Teflon-
based multilayer PCB technology,” IEEE Transactions on Antennas and Propagation, Vol. 61,
No. 4, 1581–1590, 2013.

8. Ke, P.-Y., et al., “Characterization of compact V-band GaAs CMRC filter using slow wave
CPW transmission line technology,” Progress In Electromagnetics Research B, Vol. 43, 355–
372, 2012.

9. Serrano, A. L., et al., “Modeling and characterization of slow-wave microstrip lines on metal-
lic nanowire-filled-membrane substrate,” IEEE Transactons on Microwave Theory and Tech-
niques, Vol. 62, No. 12, Part 2, 3249–3254, 2014.

10. Pozar, D. M., et al., “Considerations for millimeter wave prined antennas,” IEEE Transactions
on Antennas and Propagation, Vol. 31, No. 5, 740–747, 1983.



Progress In Electromagnetics Research Symposium Proceedings 923

Analysis of Sampling Grids for Spherical Near-field Antenna
Measurements

R. Cornelius and D. Heberling
Institute of High Frequency Technology, RWTH Aachen University, Germany

Abstract— Modern spherical near-field to far-field transformation algorithms, in contrast to
Fourier based ones, offer arbitrary sampling grids without inherent oversampling. This raises
the question how the measurement samples should be distributed on the sphere. In this paper
different sampling grids for spherical near-field antenna measurements are presented and evalu-
ated. It is shown that the spherical transformation problem is in general well-conditioned and can
be solved accurately. Measurement results emphasize the possible measurement time reduction
due to the reduction of oversampling. However, positioning hardware has to be included in the
analysis, because complex measurement trajectories might increase the measurement time.

1. INTRODUCTION

Spherical near-field antenna measurement is a popular, well-known and accurate method to char-
acterize an antenna under test (AUT). The electromagnetic field is measured on a closed surface
around the antenna and transformed to the far-field by a near-field to far-field transformation. A
commonly used transformation algorithm first calculates a spherical mode spectrum using Fourier
transforms [1]. From this mode spectrum the far-field is derived. Due to the Fourier transform the
transformation algorithm is very fast and efficient but requires equiangular sampling in spherical
coordinates which causes oversampling. In order to improve the measurement speed more efficient
sampling grids may be used at the expense of different and/or more complex transformation algo-
rithms. Reformulating the transmission formula in [1] in matrix form as used for truncation error
reduction in [2] is a very simple and straightforward approach which will be used in this paper.
Alternatively, algorithms not restricted to equiangular sampling [3, 4] could be used. Furthermore,
near-field interpolation methods could be utilized to determine the near-field on an equiangular
grid [5]. Besides the larger sampling flexibility new algorithms provide additional features like
higher order probe correction, the possibility of different measurement distances and position cor-
rection. Due to the technical progress in computer technology the transformation time is usually
negligible compared to the measurement time and therefore a less important factor. Although new
algorithms have been successfully tested by simulations and measurements [3, 4, 6], a comprehensive
investigation of different sampling grids is still missing. So far only little attention has been paid
to the minimal number of required near-field samples and their distribution over the sphere. This
distribution is also a very important factor for the measurement time due to different capabilities
of different positioning systems (e.g., roll-over-azimuth, robot arm). In this paper we will present
different sampling grids and besides the location of the sampling points the polarization will be
investigated. The near-field to far-field transformation algorithm used is based on calculation of the
spherical modes by matrix inversion. Therefore the condition number of the grids will be evaluated
and compared. Simulations and measurements will be performed for all grids. Finally the required
relative measurement time and accuracy will be analyzed for the different sampling grids. It will
be highlighted that the measurement speed can be increased compared to equiangular sampling.

2. NF-FF TRANSFORMATION USING MATRIX INVERSION

The well-known spherical near-field transmission formula [1]

w(A,χ, θ, φ) =
∑
smn

µ

Qsmneimφdn
µm(θ)eiµχPsµn(kA) (1)

can be directly interpreted as a linear equation system

w = ΨQ (2)

where w is the measured signal, Qsmn are the spherical mode coefficients, eimφdn
µm(θ)eiµχ represents

the spherical mode rotation and Psµn are the probe coefficients. Spherical modes are orthogonal
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solutions of Maxwell’s equations in spherical coordinates. Their complex amplitudes are denoted
as Qsmn and have three indices: degree n, order m ≤ n and s ∈ [1, 2] associated to the field
components of TE- and TM-waves. In antenna measurements the modes are band limited in
m ∈ [1,M ] and n ∈ [1, N ] according to:

M ≤ N = kr0 + n1 (3)

k is the wavenumber, r0 is the radius of a sphere containing the antenna and n1 is a constant which
influences the accuracy (usually 10, [1]). Thus the highest mode excited by an AUT is limited by
its size in relation to frequency. Higher order modes are highly attenuated and do not contribute
significantly to the far-field characteristic. The total number of modes (M = N), equal to the
number of unknowns, can be calculated from its band limitation by

#Modes = Pmin = 2N(N + 2) = 2N2 + 4N (4)

The linear equation system (2) can be solved with different methods as for example least squares [6]
and does in general not require any specific sampling grid. Methods based on matrix inversion re-
quire of course more computational power but are affordable for antenna measurement applications
with several thousands of measurement points.

3. POINT DISTRIBUTION ON SPHERE

In general, infinitely many possibilities exist to distribute P points on a sphere and as stated above
no specific sampling criterion has to be fulfilled. However, in antenna measurement applications
covering the whole sphere is required in order to avoid truncation errors [2]. Therefore the mea-
surement points need to cover the whole sphere. Equal distribution is an intuitive choice but not
compulsory. The investigated schemes are:

3.1. Equiangular

The required equiangular sampling steps are calculated from the band limitation by

∆θ =
2π

(2N + 1)
; ∆ϕ =

2π

(2M + 1)
≤ 2π

(2N + 1)
; χ =

[
0,

π

2

]
; (5)

P = PθPϕPχ = (N + 1)(2N + 1) · 2 = 4N2 + 6N + 2 (6)

The samples are concentrated near the poles and the sphere is therefore highly oversampled
(roughly by factor of 2).

3.2. Thinned Equiangular

A sampling strategy to reduce the oversampling at the poles is the reduction of measurement points
in ϕ depending on the value θ taking into account the fact that the latitude circles have different
radii (∝ sin(θ)).

∆θ =
2π

(2N + 1)
; ∆ϕ =

2π

d(2M + 1) sin(θ)e ≤
2π

d(2N + 1) sin(θ)e ; χ =
[
0,

π

2

]
(7)

3.3. Platonic

Platonic solids are an exact solution to the distribution problem for P = (4, 6, 8, 12, 20). If more
samples are required tessellation of the platonic solid can be used but is restricted to fixed numbers
which makes it very inflexible. For this reason they are not very useful in measurement practice
but are included in the analysis for reference.

3.4. Spiral

Spiral scanning schemes on the sphere are appropriate to distribute points equally on the sphere [6, 7].
The spiral scanning scheme used for our analysis is based on [7], where the slope is fixed:

ϕ = αθ (8)

The slope is determined so that the distance between two spiral lines is equal to the distance ∆s
between two neighboring points equally placed along the spiral path.
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Figure 1: Equiangular sampling. Figure 2: Spiral sampling. Figure 3: Random sampling.

Table 1: Sampling point distribution analysis.

Sampling P ∆Aarea ∆ddistance

Equiangular 2664 39.0% 25.9%
Thinned equiangular 2698 0.4% 1.7%

Platonic (Dodecahedron) 1922 2.0% 1.0%
Platonic (Icosahedron) 2562 6.4% 2.9%

Spiral 2664 0.3% 1.2%
Random 2664 41.5% 23.5%

3.5. Random
Although deterministic sampling schemes provide advantageous features as deterministic uncer-
tainty analysis and well defined trajectories, random point distributions are also suitable. The
random sampling scheme is included in the analysis to emphasize the bandwidth of sampling pos-
sibilities.

3.6. Geometric Comparison of Sampling Grids
Figure 1 to Figure 3 show selected sampling grids including Voronoi cells for a low number of
sampling points. The different sampling grids are evaluated by two measures

1. Mean of the relative Voronoi cell area difference to the mean cell area (∆Aarea).
2. Mean of the relative distance variation of neighboring samples (∆ddistance).

which are shown in Table 1. As expected the variation of the Voronoi cell area is very large for
equiangular sampling. The variations are reduced for all other deterministic sampling methods
which perform very well. It is important to note that the number of samples P ≥ Pmin can only be
defined arbitrarily for spiral and random sampling. Furthermore, random sampling does also not
generate well distributed points.

4. POLARIZATION ANALYSIS

So far only the location of the sampling point has been considered. The polarization of the probe at
each sampling position is an additional parameter which has to be included in the analysis. Three
major possibilities will be considered for further analysis:

1. Randomly chosen polarization (χ ∈ [0, 2π]) at each sampling point.
2. Two orthogonal polarizations at each sampling point.
3. Randomly chosen fixed polarization (χ = 0 or χ = π

2 ) at each sampling point.

Measurements with only one fixed polarization are, as expected, not possible and due to missing
information the matrix always gets singular. To study different selections of the polarization,
the condition number of the matrix Ψ is calculated for various oversampling ratios. Figure 4
shows the condition number for polarization case 1. Equiangular and thinned equiangular are well-
conditioned but always oversampled. A reduction of the oversampling is not possible and leads
to singular matrices - these points are excluded from the plot. For spiral and random sampling
the oversampling can be reduced by the cost of a worse condition number. However, even for
the determined system the matrix is not singular. The behavior changes slightly if at each point
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Figure 4: Condition number for case 1. Figure 5: Condition number for spiral sampling.

Table 2: Simulation mode differences compared to FT based results.

Sampling P Over. cond. Noiseless Noisy (SNR = 70dB)

∆Qmean ∆Qmax ∆Qmean ∆Qmax

Equiangular 2660 108% 9 −318 dB −291 dB −82.1 dB −72.5 dB

Thinned equiangular 1588 27% 6 −319 dB −296 dB −81.1 dB −70.7 dB

Platonic (Dodecahedron) 1922 54% 15 −316 dB −295 dB −79.5 dB −70.0 dB

Platonic (Icosahedron) 1284 3% 173 −314 dB −290 dB −76.4 dB −55.8 dB

Spiral 1498 20% 35 −314 dB −293 dB −75.0 dB −65.8 dB

Random 1498 20% 160 −306 dB −294 dB −65.2 dB −54.8 dB

two orthogonal polarizations (case 2) or randomly chosen fixed polarizations (case 3, Figure 5) are
measured. For spiral scanning the matrix gets singular for case 2 if the oversampling ratio tends
towards zero. This linear dependencies are assumed to result from the fact that the number of
locations (θ, ϕ) is halved compared to the other cases in order to keep the total number of samples
constant. Further analysis showed that the condition number increases slightly with the number of
unknowns. In conclusion, the polarization measurement method is not a crucial parameter as long
as the condition number, which can be calculated in advance, is still acceptable. Therefore it can
be selected mainly according to system possibilities.

5. SIMULATION RESULTS

A simulated 64 element dipole array is used to investigate the effect on the spherical mode calcula-
tion. The electric near-field of the dipole array is simulated for the different sampling grids. Next,
the absolute linear differences in the mode spectrum are calculated for evaluation.

∆Q = |QFT −QiSampling | (9)

Although the matrix solution of the transmission formula does not differ significantly from the
Fourier transform (FT) based solution [6], the calculated modes are compared to the FT based
algorithm, because this is a well accepted method. The results are summarized in Table 2 and
show that in the noiseless and noisy case all sampling grids are suitable to achieve accurate results
compared to the Fourier transform algorithm. The differences for equiangular sampling are the
differences between the Fourier transform and least squares algorithm. Due to the higher condition
number, icosahedron and random sampling have larger errors.

6. MEASUREMENT RESULTS

Measurements in the spherical near-field measurement chamber of the Institute of High Frequency
Technology were performed with an double ridged horn SAS-571 from AH-System as test ob-
ject. The measurement results are summarized in Table 3. The relative measurement time trel
is improved by one third with thinned equiangular and spiral scanning compared to equiangular.
However platonic and random sampling takes more time, even when having less samples, because
of sub-optimal measurement trajectories. Optimization of these is a complex task and is out of the
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Table 3: Measurement mode differences compared to FT based results.

Sampling P trel tpoint cond. ∆Qmean ∆Qmax

Equiangular LS (same data as FT) 2400 100% 5.0 s 9 −103.9 dB −68.8 dB

Equiangular LS (rep. meas.) 2400 100% 5.0 s 9 −71.2 dB −38.3 dB

Thinned equiangular 1464 66% 5.5 s 6 −74.2 dB −42.0 dB

Platonic (Dodecahedron) 1922 228% 14.4 s 13 −68.0 dB −40.4 dB

Platonic (Icosahedron) 1284 142% 13.5 s 6 −70.9 dB −41.8 dB

Spiral 1380 63% 5.6 s 29 −66.3 dB −43.4 dB

Random 1380 136% 12.2 s 146 −59.4 dB −36.1 dB

scope of this paper. For equiangular sampling the difference between both algorithm (first row) and
two successive measurements (reproducibility, second row) are shown. According to these values
all measurement grids perform good and the mean difference for thinned equiangular is the small-
est. Higher condition numbers increase especially the maximum error and are a good uncertainty
parameter.

7. CONCLUSION

In this paper a set of sampling schemes for spherical near-field antenna measurements was inves-
tigated. The main advantage of non-equiangular sampling grids is the reduction of oversampling.
It was shown by simulation that the new sampling grids provide a well-conditioned linear equation
system which can be solved accurately. Furthermore measurements were performed to investigate
the realized accuracy and measurement speed. The main result is that the total measurement time
can be reduced, but depends on the positioning system. In addition, it has been found that the
transformation error is closely linked to the condition number and is thus well suited for uncertainty
estimation.
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A Dual V-band Push-push VCO Using the 0.18µm CMOS Process
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Abstract— In this paper, a dual-band push-push voltage-controlled oscillator implemented in
the 0.18-µm CMOS process for V-band applications is presented. By using a forth order resonance
network composed of symmetric inductors and varactors and a push-push topology, the oscillation
frequencies of the proposed circuit can be switched with only one control signal between two
bands. And the second order harmonic is extracted from the central taps of inductors to achieve
the frequencies of two V-band operations. The tuning ranges of the proposed voltage-controlled
oscillator are from 67.78 to 69.42GHz and from 52.2 to 54.7 GHz, respectively. The measured
phase noise at 1MHz frequency offset are −86.4 dBc/Hz and −90.5 dBc/Hz for 69.42GHz and
54.7GHz output frequencies, while the corresponding phase noises at 10MHz frequency offset
are −108.4 dBc/Hz and −112 dBc/Hz, respectively. The core circuit consumes a 12.96mW dc
power from a 1.8-V supply.

1. INTRODUCTION

Wireless communication systems operated in the millimeter-wave bands have been developed in
recent studies [1–7]. In the transceiver front end, the voltage-controlled oscillator (VCO) is an
essential building block of the frequency synthesizer which generates a local oscillator (LO) sig-
nal to perform modulation and demodulation functions Adopting the CMOS process technology
to implement VCO designs is popular due to its low cost and high integration. V-band VCOs
implemented by using the CMOS process technologies have also been proposed [1–4] successfully.
However, these previous works were only designed for single band and they were not suitable for
multiband applications [5]. Although the VCO proposed in [6] has two resonant modes by using
the fourth order LC tank, it was designed at lower frequencies and not for V-band applications.
Because of the limitation of the CMOS devices, it is a difficult task to design a dual-band VCO in
the 0.18-µm CMOS process technology for V-band applications.

The purpose of this paper is to present a dual band VCO with a fourth order LC tank with
the push-push topology that operates in the V band to overcome above limitation by utilizing the
TSMC 0.18-µm CMOS process technology. This paper is organized as follows. In Section 2, circuit
design of the proposed dual V-band push-push VCO is discussed. The measured results of the
fabricated chip are shown in Section 3. And a short conclusion is given in Section 4.

2. CIRCUIT DESIGN

Figure 1 shows a simplified diagram of the RF frond end for a dual V-band receiver. Signals from
the antennas are firstly fed in the band pass filters (BPFs) to filter out the out-of-band interferences.
The desired signals from the BPFs are selected by a switch and the received RF signals are amplified
by using a dual band low-noise amplifier (LNA). A wide band mixer named as 1st Mixer is used
to convert the RF signals to the IF band by mixing with the V-band local oscillation (LO) signals.
The dual V-band VCO is utilized to provide the required V-band LO signals in such a receiver.

Figure 1: Simplified diagram of the RF frond end with a dual V-band receiver.
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As indicated in the previous section, it is difficult to design a dual-band VCO for the V band
applications by adopting the 0.18-µm CMOS process. One possible method to extend the operation
frequency of a VCO is the push-push technique [3]. To generate the V-band LO signals for a dual
V-band operation, the proposed VCO utilizes a fourth order LC tank with only one controlled
voltage. Compared with using two VCOs for each band, the proposed circuit topology has the
advantage on design and cost. Figure 2 shows the schematic of the proposed dual V-band VCO in
which the tank formed by varactors CVAR1, CVAR2, inductors L1, L2, L3, and parasitic capacitance
(CP ; not shown explicitly in Figure 2) is for output frequency selections of the V band 1 and V
band 2 via the controlled voltage VC and a cross-coupled transistors pair (M1–M2) is used for
compensating the losses of the tank including other parasitic effects. The current source (IB)
provides the required dc bias current for the VCO core. We design the proposed dual V-band VCO
by deriving the impedance of the fourth order network. Due to the symmetry, the impedance of
the half circuit of the fourth order LC tank neglecting losses in the tank can be derived as

Z(s) =
s3LL′3CVAR + sL′3

s4LL′3CVARCP + s2(LCVAR + L′3CVAR + L′3CP ) + 1
, (1)

where L and CVAR represent the corresponding quantities with subscript 1 or 2, and L′3 indicates
the single-end inductance of L3 in the half circuit. The oscillation occurs if the denominator in (1)
becomes 0 with s = j2πfosc which leads to two possible solutions expressed as

fosc =
1
2π

(
B ±√B2 − 4A

2A

) 1
2

(2)

where A = LL′3CVARCP and B = LCVAR + L′3CVAR + L′3CP .
Output oscillation signal with a second order harmonic (2fosc) is extracted from the middle

terminal of the center-tap inductors (L2–L3) connected commonly and an open-drain output buffer
amplifier is adopted via buffer capacitance (CB) for the chip measurements.

Figure 2: Schematic of the proposed VCO. Figure 3: Micrograph of the proposed VCO.

3. MEASURED RESULTS

The proposed VCO is fabricated in the TSMC 0.18µm CMOS process technology. The micrograph
of the chip is as shown in Figure 3. And the chip area is 0.695 × 0.565 mm2. The core circuit
and the output buffer of the proposed VCO consume 12.96mW and 8.1 mW dc power, respectively
from a 1.8-V power supply. The cable loss was not calibrated in the following measured results.

Figures 4(a) and 4(b) show the measured output spectrums of the proposed VCO for V band
1 that is the lower band and V band 2 that is the upper band. Their output frequencies can
be seen are 54.7 GHz with a measured power of −41.84 dBm without calibrating the 10 dB line
loss and 69.42 GHz with a measured power of −47.22 dBm without calibrating 16 dB line loss,
respectively. Figure 5(a) shows the measured phase noises of the proposed VCO for V band 1
and it reads −90.5 dBc/Hz and −112 dBc/Hz at 1 MHz and 10 MHz frequency offsets, respectively,
under 54.7 GHz output frequency And Figure 5(b) shows the measured phase noises of the proposed
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VCO for V band 2 and it reads −86.4 and −108.4 dBc/Hz at 1 MHz and 10 MHz frequency offsets,
respectively under 69.42 GHz output frequency. Figures 6(a) and 6(b) show the measured tuning
ranges of the proposed VCO for V band 1 and V band 2, respectively, and the tuning range for
V band 1 is from 52.2 GHz to 54.7GHz with the controlled voltage VC swept from 1.1 V to 1.8 V
while the tuning range for V band 2 is from 67.78 GHz to 69.42 GHz with the controlled voltage
VC swept from 0V to 1 V.

(a) (b)

Figure 4: Measured output spectrums for (a) V band 1 and (b) V band 2.

(a) (b)

Figure 5: Measured phase noises for (a) V band 1 and (b) V band 2.

(a) (b)

Figure 6: Measured output tuning ranges for (a) V band 1 and (b) V band 2.
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4. CONCLUSIONS

In this paper, we have proposed a dual-band push-push VCO implemented in the TSMC 0.18-
µm CMOS process for V-band applications. The proposed VCO adopts a fourth order resonant
network to generate two oscillations for V band 1 and V band 2 switched by only one controlled
voltage. The measured phase noises at 1 MHz frequency offset are−86.4 dBc/Hz and −90.5 dBc/Hz,
respectively, around 68.5 and 53.3GHz of the output frequencies. And the measured tuning ranges
of the proposed VCO are 2.4% and 4.65% for the upper band and the lower band, respectively.
The core circuit of the proposed VCO consumes a 12.96 mW dc power under a 1.8-V supply.
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Abstract— This article describes the spatial power combining techniques dealing with the
state of the art of Spatial Power Combiners (SPC) considering recent developments. A brand-
new splitting scheme is proposed where different types of SPC are grouped according to the space
where power combining and splitting occur. This paper should provide compendium knowledge
for SPC design and selection of the opportune SPC basing on the target application.

1. INTRODUCTION

In airborne and space applications, characteristics like reliability, size, efficiency and weight of
the Power Amplifiers (PA) assume a very important role in the selection of the proper PA to be
employed. High RF power levels are demanded to vacuum tubes amplifiers like TWTA, Klystron
or Gyrotrons but those have the main disadvantage to use heated wires and bulky magnets or
electromagnets that give greater size and weight and reduce efficiency [1]. So, combined Solid State
PA (SSPA) would be greatly appreciated if they could give at least the same order of magnitude
in RF power levels, since in this case graceful degradation is increased. Spatial power combining
technique is an alternative one to combine many SSPA reducing to a minimum extent the combining
losses [2–4].

This article deals with the state of the art of Spatial Power Combiners (SPC) and their charac-
teristics [14]. In addition, it is proposed a new splitting scheme for the SPC family, grouped respect
to the ambient where combining and splitting take place, as shown in Figure 1. The fundamental
SPC Amplifier’s concept is to provide a large power value with minimum losses. In SPC the elec-
tromagnetic energy coming from input is divided as much as possible in the space, without using
transmission lines, and it is sent to many SSPA’s. After amplified energy is collected, it is sent to
output port with the lowest possible number of transmission lines.

SPC employees probes, antennas or transitions to take the spatial RF energy and send it to a
two wires transmission line: the use of connectors at the amplifiers ports exclude the combiner to
belong to the class of SPC. The system’s quality is usually determined from its efficiency. SPC
efficiency can be defined as how much power is sent to amplifiers respect to how much power is
provided to input port, such as it quantifies the capability of the combiner to intercept incoming
energy PI and distribute it to N energy dividing/combining internal ports, that is

η =
∑k=N

k=1 PO,k

PI

Figure 1: SPC’s family. Figure 2: Single waveguide SPC with fin lines.
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where PO,k is the input power at the k-th amplifier. Referring to scheme in Figure 1, the distinction
between different types of SPC is done considering the propagation modes in the medium. Thus,
there are TEM and Non TEM spatial combiners, cavity based, open space and 2D&Half ones.

2. NON TEM SPATIAL POWER COMBINERS

Non TEM SPC use waveguides to confine RF electromagnetic energy and it is composed by three
families: the single waveguide family, with longitudinal probes and transverse probes, the coupled
waveguides and the multimodal interference families.

RF probes can be directly realized on amplifier, usually a MMIC, or out of them. RF probes
can be realized in many ways, as monopoles, dipoles, patches or slots or combinations among them.
In many other cases Fin Line transition are realized, especially when wide band applications are
needed.

2.1. Single Waveguide
The Single Waveguide SPC (SW-SPC) is the most common amplifiers among all Non TEM SPC.
Single waveguides with longitudinal probes (SW-LP-SPC), uses transitions placed along the direc-
tion of energy propagation to couple energy with amplifying devices: the most used transitions are
the Fin Lines [5]. The general assembly of these kind of SPC’s is shown in Figure 2. There are
several Fin Lines tapers such as linear, exponential and sine-square taper (and many others one)
and they can be printed on single or double face of a substrate, called card. Furthermore to meet
the power requirements many stacked cards can be employed into a single waveguide. The cards
more distant by the waveguide’s center are less excited than closest ones. This effect is due to the
electric field distribution. An Electromagnetic Band Gap (EBG) [6] can be inserted in the waveg-
uide to improve the probes feeding. In this way electric field distribution (TE10) is made different
from half sine shape and the uniform probes exciting and the system balance is increased allowing
to utilize more cards. Due to the use of EBG, the operative band is considerably decreased.

Fin Lines are also distinguished by transition’s type, usually to micro-strip; thus, a slot line to
micro-strip transition and an antipodal one exist, where the electric field rotates from its initial
polarization to the orthogonal one. After quasi-TEM mode is allowed inside a two wire transmission
line, usually a microstrip, waveguide can be made wider to stack more amplifiers: This result in
a sort of oversized waveguide is used. Now, we show an example taken by our experience: a Ka
band SPC [3]. This SPC contains a Quad Fin transition type, but only two cards are inserted
inside the WR28 waveguide, due to small size of this waveguide; so this combiner would hold only 8
MMIC’s. To overcome this limit, we used Tee-Junctions at input and output so that our SPC can
now combine 16 MMICs. A sketch of the combiner and its performance are shown in the Figures 3
and 4 below.

Single waveguide with Transverse Probes (SW-TP-SPC), uses these last placed orthogonally to
the direction of energy propagation to catch and send the amplified energy.

The whole set of the amplifiers elements and probes are named Grid Amplifier [7]. The basic
concept in SPC Grid Amplifiers is to intercept the incoming signal with a defined polarization,
amplify it with the active device and then send the amplified signal using the orthogonal polarization
respect the incoming one. In Transmission Type Grid Amplifiers (TT-GA) two polarizers are
adopted to allow the electric field to pass through with a specified polarization and they are useful
to decouple somehow input and output waveguide ports reflections, thus increasing the stability of

Figure 3: Ka band SPC: sketch of the microwave
side.

Figure 4: Ka band SPC performance.
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Figure 5: Transmission type grid amplifier. Figure 6: Reflection type grid amplifier.

the amplifier from oscillations. In Reflection Type Grid Amplifiers (RT-GA) the same MMIC is
employed in reception and transmission so a short circuit can be placed back of it. MMIC amplifies
and rotates the electric field while an ortho-mode transducer, or a couple cross polarized horn
antennas, discriminates the polarizations. Examples of TT-GA and RT-GA are given in Figures 5
and 6. The reflection type has more heat removal capacities than the transmission type because
the second one spreads the heat through the metal of the waveguide while the first one has heat
sink placed just back the MMIC.

2.2. Multimodal Interference Combiners
A different type of SPC is the Multimodal Interference SPC (MMI-SPC), uses the interferences
among many propagating modes in an overmoded waveguide. The resulting effect is the same found
in optics, and first discovered by the English physicist William Henry Fox Talbot through experi-
ments in optics. He discovered that in an overmoded waveguide the exciting field at incoming port
replicates N times at given distance depending by operating frequency and waveguide dimensions.
A picture of this phenomenon in reported in Figure 7.

This multimodal interference effect is also named “Talbot’s effect” and it is selective in frequency
due to its nature. The field of SPC’s based on Talbot’s effect is actually under analysis [8], and the
effective utility as an amplifiers has to be still proved with some experiment.

2.3. Coupled Waveguides
The Coupled Waveguides SPC (CW-SPC) use two waveguides connected between them through
two wires transmission lines [9]. These SPC use amplifying devices that are outside the probing
and combining area, that is they fail the implicit concept of all SPC, but they are anyway “spatial”
when probing and combining energy.

Two examples of Distributed Probes Coupled Waveguide SPA are shown in Figures 8 and 9.
A common characteristic of all coupled waveguide SPC is that they use short circuits at one

extreme of the waveguides, so a stationary wave regime is generated. Two kinds of electromagnetic
coupling between the waveguides and the two transmission lines are used, which can be defined as
E-coupling, using E-probe, and H-coupling, using H-probe. This kind of amplifiers reduce a lot the

Figure 7: The concept of MMI in overmoded waveg-
uide.

Figure 8: Distributed probes H-coupled waveguide
SPA (DPHCW-SPA).
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Figure 9: Distributed probes E-coupled waveguide
SPA (DPECW-SPA).

Figure 10: Fixed probes E-coupled waveguide SPC,
with 8 E-probes.

risk of unwanted oscillations due to input-output coupling. Coupled Waveguides SPC are divided
in two subgroups, the distributed probes group and fixed probes group. In the first case, probes
are located along the waveguide, while in the second case probes are located just near the shorting
wall of the waveguide.

The operating bandwidth of this kind of SPC using distributed probes is usually around 10–
15%, evidently much smaller than the operating bandwidth of the used waveguide. This is due
to the fact that in addition to use short circuits at one extreme of the coupled waveguides, that
creates a regime of stationary waves inside the waveguides where positions of maxima and minima
are highly frequency dependent, the multiple reflections at the distributed probes interacts between
them causing an additional bandwidth reduction. Often, sliding shorts are used instead of fixed
position shorts, to allow some kind of tuning so that maximum energy transfer is reachable, and
consequently a maximum efficiency for this kind of amplifier is obtainable.

Fixed Probes Coupled Waveguides SPC (FPCW-SPC) has probes placed inside waveguide in a
way that there is not a distributed coupling. An example is shown in the Figure 10, for the case of
E-coupling. The operating bandwidth of Fixed Probes Coupled Waveguide SPC (FPCW-SPC) is
wider than Distributed ones. This is due to the fact that the monopoles used to capture the energy
inside the waveguide can be tuned to proper matching the frequency dependent reflections at the
waveguide short circuit and it is possible to cover the full TE10 mode operating bandwidth.

H-coupling probes, that are slots, are realized at the waveguide widest side, and microstrips
are used to connect the slots between the two waveguides. Slots are placed near the waveguide
narrowest side, at the top, where the electric field is at its minimum value, and the magnetic field
is used to couple energy to the top microstrip. The incoming energy, at the input waveguide, is
captured by microstrips probes placed on these slots and sent to other slots realized on the output
waveguide. To make an amplifier, SSPA’s are placed between the microstrips.

The E-coupled mechanism between the waveguide and microstrip is realized making an aperture
at the center of the waveguide widest side, and letting a microstrip to enter inside the aperture to
capture energy inside the waveguide. Since such apertures are made at the center of the waveguide,
here the electric field is at its maximum value and just this field is used to couple energy to the
microstrip. The incoming energy at the input waveguide is captured by such microstrips E-probes
placed inside the apertures and sent to other apertures realized on the output waveguide. To make
an amplifier, SSPA’s are placed between the microstrips. E-probes inside the waveguide are less
radiative than H-probes so they present a good combining efficiency, in addiction E-probes have a
5% useful bandwidth wider than H-ones thanks their non resonant aperture.

3. TEM SPATIAL POWER COMBINERS

TEM SPC use TEM transmission lines to confine RF electromagnetic energy [10]. The simplest and
well known TEM structure is the coaxial transmission line. In this section are going to illustrate
two versions, the classic circular and the square one. Another peculiarity of this kind of SPC is to
present an ultra-wide operating band, this is due to the fact that TEM transmission line allows the
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RF to propagate from DC to the first high order mode cutoff frequency (depends on its geometric
size). A linear relationship exists between frequency and wavelength so no dispersion arises and
pulsed signal can pass without distortion. To full cover the operating bandwidth a Fin Line is
employed to capture the incoming TEM. EM power density has a dependence along the radius r as
1/r2 and Fin lines have to be designed to compensate this effect, thus Fin Line nearest the external
radius need to have a wider aperture of the Fin Line nearest the inner one. Metallic carrier of the
circular coaxial SPC, where Fin Lines will be placed on, have a wedge profile to form all together
the cylindrical transmission line. This fact comply the making process because each carrier have
to perfectly overlap with closed ones. In addiction an ad-hoc heat sink is applied due to its no
standard shape.

To solve this problem a square coaxial (Squarax) SPC can be employed [2].
Due to its symmetric nature it has not mechanical problem and its performances are similar to

the circular coaxial SPC.

Figure 11: Circular and square coaxial TEM SPC’s. Figure 12: SQUARAX coaxial SPC performance.

In the whole cases a coaxial taper is employed to join the wider and the standard sized coaxial
transmission line together. The performance of the Squarax SPC is reported in the Figure 12. As
mentioned before, TEM SPC’s are the best choice when wide operating bandwidth is required,
greater than what can be reached for a waveguide.

4. CAVITY BASED, OPEN SPACE AND 2D&HALF SPATIAL POWER COMBINERS

Cavity Based SPC (CB-SPC) use a closed cavity excited by an input port, and the output ports
are realized inserting probes inside such cavity [11]. Two different groups exist in this family
and differ from how the input port couples with the cavity: if the coupling is made through a
conical transmission line the SPC is named in literature as Conical Transmission Line SPC or
Tapered Cavity SPC, otherwise it is named in many ways like Radial SPC, Coaxial SPC or Simple
Cavity SPC. In CB-SPC’s even if no probes, transitions and active devices are used the structure
cannot work an ordinary transmission line, since such CB-SPC’s use cavities to realize the SPC
function. Two different ways exist to couple the ports to the cavity: It is possible to couple the
cavity magnetically or electrically. Magnetic coupling are usually preferred in high power SPC’s,
to decrease somewhat the problem of electric field discharge when using electric coupling. This
combiner family has not been accepted in the great family of SPC due to the external place of the
amplifying devices that are joined with cavities through connectors. Tapered Cavity SPC, usually,
has a central coaxial connector and many peripheral ones where the external PA’s are connected.
The central connector excites the cavity after a proper impedance matching realized through a
conical transmission line. Different from previous SPC Cavity based, Simple Cavity SPC doesn’t
use tapering at the central connector. Their efficiency is very high due to the fact that they use
closed cavities and thus energy is well confined inside it.

Open Space SPC (OSS) use amplifiers connected to probes placed in an open space environ-
ment [12]. The type of the used probes are dependent to the frequency and operating bandwidth
of the system, but in general dipoles or wideband tapered antennas are the most employed ones,
respectively for narrowband and wideband applications. In addition, input probes are placed in
orthogonally polarization to the output ones to avoid the raise of unwanted oscillations due to
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coupling between input and output. The probes used in single waveguide SPC are also employed
in the open space family. Usually lenses are used to focus the beam to and from grid amplifier.
The lens is a Gaussian beam former and gives an excellent phase and amplitude distribution due
to the necessity to an uniform feed of the grid amplifier. Two horn antennas can be employed to
increase the field uniformity and to avoid to use bulky lens. This is shown in the Figure 14.

Figure 13: Tapered cavity SPC. Figure 14: Open space spatial power amplifiers with
horn antennas.

2D&Half SPC, that are two dimensions and half SPC, are named in that way due its little
vertical dimension respect the other [13]. Probing and summing energy is made the TE surface
wave. This family remembers SIW technology (Substrate Integrated Waveguide) or micro open
space SPC. In general, with 2D&Half SPC’s it is quite difficult to have good heat management for
the active devices, and eventual application to high power SPC must be well investigated. This is
because heat sink can disturb the surface wave propagation.

5. COMMON TECHNOLOGICAL AND OPERATIVE ASPECTS IN SPC DESIGN

SPC, grouped in any ways, as shown in Figure 1, share some problems related to the employment of
different technologies in the same device and the use of electromagnetic bounded space. Common
technological and operative aspects are discussed in this section.

A considerable problem regards the High Order Modes (HOM) excitation. Unless such excitation
is desired, as in MMI-SPC’s or SPC in oversized waveguides, in all the other cases it is an unwanted
situation. SW-LP-SPC’s should be carefully loaded by Fin Lines to reduce the risk of HOM. SW-
TP-SPC’s are less prone to excite HOM, at least when they are used as TT-GA; in RT-GA, the
design should be oriented with attention to avoid HOM excitation. Coax-SPC’s use wider dimension
of what strictly necessary, to allow the use of as many amplifiers as possible between the inner and
outer coaxial conductor, and this oversizing is cause of possible HOM excitation.

Another problem regards the uncollected power. It is the power that it is not captured by
the probes, but travels through the transmission line or/and is reflected back at the origin. This
uncollected power is cause of decrease in efficiency, since it is not used by probes and consequently
it is not combined at the output. Uncollected power is present in almost all SPC’s we have reported
in this document, with an exception: the CB-SPC’s. These last SPC’s use in fact cavities for power
dividing and combining process, and in a good design all of the cavity energy participates to this
process. It is for this reason that CB-SPC’s have the highest combining efficiency.

The available area for active devices represents a notable topic: Whenever a transmission line
based SPC is used, when the frequency increases there is a reduced available space for MMIC’s.
This is true for non-TEM SPC and particularly for TEM-SPC. For a Coax-SPC it is not so simple
to enlarge the area to place MMIC’s, since in this case it is also necessary to realize the necessary
place inside the coaxial internal conductor. In general, any type of SPC which employ oversized
waveguide resolve in some way the problem of limited space for MMIC’s.

Power Supply Routing (PSR) is an important aspect of SPC design: It is strongly dependent to
the technology used to realize the SPC. In general the PSR complexity increases with the number
of active elements inside in the SPC Amplifier, but it is less critical when amplifiers are placed
outside the SPC.

In design of SPC, particular attention needs to be given to the thermal management: SPC’s
using Fin Lines, regardless if they are purely passive or active, have a peculiar thermal problem:
The possible bending of the Fin Line vs. temperature. If a bending occurs, the Fin Lines does not
intercept the maximum possible field, but only a port of it. Substrate bending vs. temperature
can be reduced a lot if hard substrates are used, as Alumina or Aluminum Nitride. The drawback
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to use hard substrates for Fin Lines is that they load dielectrically the air inside the transmission
line. First of all, brazing the MMIC PA’s is necessary, rather than die attach with epoxy. For high
power SPC’s is the heat removal capacity that limits the reachable power from such amplifiers, and
a compromise between output power, available space for the SPC and thermal removal capacity
must be found.

Mechanical considerations during the design are mandatory when several technologies are com-
bined, as happens with SPC approach. SPC’s using probes with soft substrates should be carefully
mechanically designed to respects the system, requirements to vibration survivability. The tolerance
to vibration is dependent to the mechanical methods used to assembly the SPC. Sealing is another
issue. We have seen that the most used SPC Amplifiers employ cards to compose the structure.
In such cases, it is difficult to have a hermetic SPC so it is better to use hermetic packages for the
PA’s.

6. CONCLUSIONS

In this work we have described the spatial power combining techniques, dealing with the state of
the art of the spatial power combiners. An innovative SPC family tree has been introduced, based
on propagation media and type of probes, longitudinal or transversal. All the branches of this tree
have been analyzed and a comparison among them has been discussed. Finally, common problems
in every SPC have been analyzed: these are HOM excitation, Uncollected Power, available area for
active devices, power supply routing, thermal management and mechanical considerations.
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Abstract— This work presents an improved microwave multimode cavity for porcelain table-
ware sintering. It includes 6 magnetrons, each one with a nominal power of 1 kW at 2.45 GHz.
The distribution of the electromagnetic field inside the cavity is calculated using the COMSOL
Multiphysics software. The improved automated control system comprises the use of a pyrometer
that allows the analysis of the thermal delay between the temperature given by a thermocouple
and the real temperature in the porcelain material. Results exclude the existence of the so-called
non-thermal microwave effect, recognized in some literature. Physical properties, such as den-
sity, rupture energy and impact resistance, are compared with those of tableware obtained by
conventional methods. The improved microwave oven allows a better temperature measurement,
with a faster sintering with the same quality standards than the conventional sintered porcelain.

1. INTRODUCTION

Microwave processing of materials has been increasingly used in different areas such as ceramics
sintering [1–3], ceramics drying [4], metal powders heating [3], oil products [5], lime and concrete [6],
wood [7], pyrolysis [8], chemistry [11], etc..

To avoid overheating, uniform electromagnetic field inside the cavities is required [3, 10]. How-
ever, the local electromagnetic field can be used to join materials with better heating control than
with conventional convective heating methods [11]. The way how the radiation interacts with the
material depends on a high number of parameters such as the radiation frequency, position of the
microwave generators, geometric form of the load, dielectric properties, thermal conductivity, spe-
cific heat, density and electromagnetic and thermal behavior of the materials during the heating
process [12]. To overcome the inhomogeneous heating some techniques like the use of turntables,
mode stirrers, and others much more complex [1, 2] can be implemented. The absorbed power
density of the microwave radiation can be expressed by

P =
1
2

[(
σdc + ωε′′r

)
E2 + ωµ′′rH

2
]

(1)

where σdc is the dc electrical conductivity, ε′′r and µ′′r are the imaginary parts of the permittivity
and permeability, respectively and E and H are the electric and magnetic fields. The simplified
unsteady heat transfer equation is given by

ρ C
∂T

∂t
= k∇2T + P (2)

where ρ, C and k are the density, the specific heat and the thermal conductivity of the material,
respectively.

Our study aims the understanding of the heating process of ceramic materials by microwave
radiation in multimode ovens, its applications, limitations, as well as the optimization and oppor-
tunities of this heating method.

2. ELECTROMAGNETIC FIELD SIMULATIONS

Simulation studies are essential to understand the intrinsic heterogeneity of the electromagnetic field
that leads to inhomogeneous heating of the material to be sintered. Specific technical solutions such
as the orientation of the waveguides, and the locations where they are positioned, as well as the
samples position inside the oven, were studied.

The analysis of the electromagnetic field at a macroscopic level implies the modeling of the
Maxwell’s equations, subject to the boundary conditions. The COMSOL Multiphysics software
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Figure 1: Simulated electric filed, for different magnetron configurations.

   

 

Figure 2: Load schedules and simulation results for different numbers and positions of the porcelain cups
inside de cavity.

incorporates the differential equations that the finite element method can handle. The microwave
radiation is feed by rectangular ports, and its electric field vector is determined by,

~∇×
(
µ−1~∇× ~E

)
− k2

0

(
ε′ − iσ

ωε0

)
~E = 0 (3)

The losses in the conductive walls are sufficiently small to not significantly affect the distribution of
the electromagnetic field, and so the boundary conditions of the cavity are approximated as perfect
conductors, ~n × ~E = 0. The electromagnetic field simulations of the cavity loaded with porcelain
cups (ε∗ = 2.2− i5.10−4) and a SiC plate (ε∗ = 18.2− 1.78i), for a total power of 6 kW, are shown
in Figures 1 and 2. The measurement of the complex permittivity, at 2.45 GHz, was made using the
small perturbation theory [13, 14], with a cavity operating in the TE015 mode, using a HP 8753D
network analyser.

The uniformity characteristics are higher when the number of pieces inside the oven cavity is
increased; observed experimentally. Figure 2 shows three schemes for different porcelain positions
and number of cups.

3. MULTIMODE CAVITY DESIGN

For the monitoring and the temperature control inside the 6 magnetrons (6M) oven, and con-
sequently the energy applied to the sample, a LabView code was developed that uses a power-
time-indirect temperature control that comprises a set of combinations of a number of magnetrons
that are active (power) during a particular time interval (time) which will act in a range of a
predetermined temperature (temperature). This combination ensures a higher uniformity of the
electromagnetic field inside the cavity and so a quicker sintering of the porcelain, with lower power
consumption. To avoid electromagnetic interference in the readings of the thermocouple, and even
its damage, it is shielded with a platinum foil. Biscuit and glazed porcelain pieces were tested.

In the oven floor, a immediately above the thermal insulation, a silicon carbide (SiC) plate that
works as a base for the porcelain and as microwave susceptor was placed immediately above the
thermal insulation, absorbing part of the electromagnetic radiation and transferring heat to the
surroundings materials.

4. PHYSICAL CHARACTERIZATION

We do not present a results’ color analysis, but we can see by naked eye that the sintering of
tableware in a microwave oven is incomplete not due to its physical characteristics but because it
is not possible to obtain the white porcelain unless a reactive gas that bonds chemically to the iron



Progress In Electromagnetics Research Symposium Proceedings 941

oxides that exist in the porcelain raw material is introduced. We tested in a nitrogen atmosphere,
although the porcelain obtained under those conditions was whiter, it does not meet the industrial
standards.

Table 1 shows the physical characterization of samples MW1-7 (Biscuit) and MWG (Glazed).
CVG and CVB are the glazed and biscuit conventional sintered cups. MWx are the cups sintered
with microwave radiation. MW5, 6, 7 have a dwell time of 5, 10 and 20 min. 12 cups were sintered
in each set.

From Table 1 we observe that the glazed porcelain sintered with microwave radiation (MWG)
at 1358◦C shows physical characteristics very close to those of the glazed porcelain conventionally

(a) (b) (c)

Figure 3: Photographs of (a) the 6M oven, (b) of the SiC plate and the relative porcelain positions, and
(c) interior layout of the furnace.

Table 1: Physical properties of some sintered porcelains. TP and TT are the temperature measure by the
pyrometer and by the thermocouple, respectively.

Sample CVG CVB MW0 MW1 MW2 MW3

Impact

resistance

(J·cm−2)

0.89± 0.28 1.05± 0.21 0.90± 0.14 1.03± 0.25 1.00± 0.15 0.81± 0.15

Rupture

energy (J)
0.18± 0.03 0.17± 0.05 0.18± 0.03 0.19± 0.03 0.19± 0.03 0.17± 0.03

Apparent

density

(g·cm−3)

2.408± 0.005 2.443± 0.002 2.452± 0.013 2.439± 0.027 2.439± 0.029 2.398± 0.083

Open

porosity

(%)

0.30± 0.15 0.51± 0.29 2.34± 2.02 0.43± 0.15 0.41± 0.17 1.75± 2.05

TP (◦C) — 1315 1350 1365 1380

TT (◦C) 1380 1268 1313 1322 1349

Time

(mim)
200 64 70 68 70

Sample MW4 MW5 MW6 MW7 MWG

Impact resistance

(J·cm−2)
0.67± 0.15 1.05± 0.27 0.78± 0.13 0.89± 0.14 0.86± 0.26

Rupture energy

(J)
0.15± 0.02 0.20± 0.05 0.14± 0.03 0.16± 0.03 0.17± 0.05

Apparent density

(g·cm−3)
2.331± 0.047 2.438± 0.029 2.436± 0.047 2.428± 0.047 2.410± 0.027

Open porosity

(%)
3.70± 5.65 0.56± 0.027 0.36± 0.15 0.29± 0.07 0.31± 0.18

TP (◦C) 1400 ∼ 1365 1358

TT (◦C) 1372 ∼ 1325 1315

Time (mim) 70 70 + 5 70 + 10 70 + 20 66
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Figure 4: Sintering cycle for the MW1 sample.

Figure 5: Impact resistance and apparent density as function of the sintering temperature. (read with the
pyrometer).

sintered (CVG — 1380◦C). Figure 4 presents the sintering cycle for the samples MW1 and Figure 5
the average, minimum and maximum impact resistance and apparent density for some samples
as function of sintering temperature. References (conventionally sintered) of biscuit and glazed
porcelain cups are also presented.

From Figure 5 we conclude that the best sintering temperature for the biscuit samples is around
1350–1365◦C. Although in industrial conventional heating the maximum sintering temperature is
close to 1380◦C, this temperature is measured with thermocouples whose tips are measuring the air
temperature. Industrial practice gives that the effective porcelain temperature is lower, normally
between 1350◦C and 1360◦C. Comparing with the temperature (measured with the pyrometer)
of the samples sintered with microwave radiation, these temperatures are in accordance with the
temperatures of our best samples, MW1&2, for the biscuit and MWG for the Glazed sample.

The thermal delay between the temperature given by the thermocouple and the real temperature
in the porcelain material at the minute 35 it is about 160◦C. This difference decreases for values
close to 35◦C for higher temperatures. This difference is not very high, but it can be significant
enough to produce the bloating phenomenon (bubbles formation) [15, 16]. Nevertheless, it must be
taken into account that the measurements reported from compared measuring instruments were
obtained from different spots.

5. CONCLUSION

The number of samples and their positions are very important in the heat homogenization.
The relationship between the porcelain density and the sintering dwell time duration is not

conclusive, but results indicate that the dwell time can be eliminated. The tip of the thermocouple
lies fairly close to the material sample, approximately 1 cm from its surface, and for the maximum
temperature its reading is nearly 35◦C lower than the temperature measured by the pyrometer.
This difference is not very high, but it can be significant enough to produce the bloating phe-
nomenon. The best results are for the samples MW1 & MW2, with sintering temperatures close
to 1355◦C. With the adequate control of a few microwave generators, it is possible to create a
uniform electromagnetic field and therefore a more uniform heating, even at high heating rates. It
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is shown the viability of microwave radiation sintering of utilitarian porcelain. This technology is
a good alternative to the conventional heating, allowing shorter sintering times. It is also shown
the relevance of accurate temperature measurements. As consequence, we exclude the existence of
a non-thermal microwave effect in the microwave sintering of porcelain tableware.
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Abstract— A Volume Integral Equation (VIE) Method was developed to simulate optical
wave diffraction on metal-dielectric one and two dimensional diffraction gratings based on flat
multilayered structures with regular inhomogeneity in each layer. Exact solution of the equation is
obtained with the Galerkin method, taking into account complex dielectric permittivity of metals
and semiconductors in optical range. The Method is applicable for s and p polarized waves.
As objects to investigate we chose metal-dielectric photonic crystals and multilayer reflective
dielectric-semiconductor diffraction gratings. Dispersion characteristics with windows of opacity
are found out. The results are compared to the simulations done by commercial numerical
software.

1. INTRODUCTION

Mathematical and computational methods in electromagnetic theory have been attracting an in-
creasing attention of scientific community because of recent hi-tech progress. Implementation of
photonic and plasmonic nanostructures significantly expends horizons of signal processing. The
unique capabilities of plasmonic waveguides to manipulate light signals in volumes less than diffrac-
tion limit will allow us to increase device densities in integrated photonic circuits. Plasmonic based
sensors and detectors have already been used in biomedicine and optical communications [1]. High
power laser systems recently reached PetaWatt power [2], and their progress led to the develop-
ment of multilayer dielectric (MLD) diffraction gratings. Nowadays MLD gratings with impressive
performances and size have been designed and manufactured by several companies [3, 4]. Better un-
derstanding of light diffraction and propagation ensures effective design of nanolayered diffraction
gratings and photonic crystals. To proof a design accuracy, the same object needs to be simulated
by different methods.

The majority of mathematical methods for calculation of electromagnetic fields can be split in
two groups. The first group, the methods based on direct solution of wave equations with defined
boundary conditions, includes finite-difference time-domain, the finite element method, and the
finite integration technique. In the second group of methods the boundary problem is reduced
to the solution of integrals, the integra-differential, pairs of integrals, and pairs of sum equations.
The advantage of the first group of methods is their versatility. Their disadvantages are high
requirements for a computer processing power, long calculation time, the need to digitize not only
the scattering object, but also the space around the scatterer, and difficulties with simulations of
small-scale elements. In addition, there is a problem with satisfaction of boundary conditions for
radiation to open space. For the second group of methods these problems do not exist. The choice
of the integral equation (IE) type is defined by the structure of the object under investigation.
Therefore, the methods based on the IE solution are not as universal as the methods in the first
group, but computer programs based on them work several orders of magnitude faster.

The main goal of this paper is a development of new semi-analytical method to solve vec-
tor integral-differential equation, describing electromagnetic wave diffraction and propagation in
twodimensional periodic all-dielectric and metal-dielectric structures. As the subjects of investiga-
tion we chose plane wave propagation in photonics crystals and laser pulse diffraction on multilayer
dielectric diffraction gratings. Both objects are planar multilayer structures formatted of dielectric
or metallic layers (number of layers is Nl) in Ns layers there are insertions. The insertions are
periodical with period — d. Dielectric layers are parallel to the plane z = 0. The number of
layers in a structure is arbitrary, top and bottom layers are half infinite and the layer numeration
is from top to bottom. Plane electromagnetic wave of arbitrary polarization ~Ee(x, y, z) is incident
on the first layer. Horizontal cross-section of the insertion has an elliptical shape, and the size of
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(a)

(b) (c)

Figure 1: Structures under consideration.

the ellipse depends on the vertical coordinate z. The vertical cross-section is a trapezium. Because
the number of insertions and their locations are arbitrary, we can simulate structures of absolutely
arbitrary cross-section. Dielectric constants of the layers are complex, which gives us a possibility
to simulate metal layers in optical wavelength range. The grating is periodical in x direction, and
fields can be described by function exp (−ikxx) where (k1,x, k1,y, k1,z) are wave vector components
of incident wave.

2. VOLUME INTEGRAL METHOD

In Lerer’s paper [5] the problem of diffraction on a multilayer two-dimensional dielectric diffraction
grating was reduced to the solution of a volume integral-differential equation (VIDE). VIDEs have
several advantages: they are simpler than surface ones [6]; inhomogeneity and nonlinearity do not
make simulations more complicated as it happens in the case of surface equations and also the
method gives an electrical field inside of insertions as the equation solution.

One embodiment of this method was implemented in paper [7]. In this paper we propose
another implementation of the method for more complex DR and an arbitrary direction of external
electromagnetic wave propagation. Since the structure is periodic, the equation is solved only inside
of the volume of one insertion with cross section S:

Dr(y, z)
τ

=Ee
r (y, z)+

1
d

∞∑
q=−∞

3∑

s=1

∫

S
exp [iβqȳ] g̃rs

(
z,z′

)
Ds

(
z′

)
dy′dz′, r = 1, 2, 3, yz ∈ S (1)

where ȳ = y− y′, Dr (y, z) = Er (y, z) τ(yz), τ (y, z)=εb(yz)/ε2− εn(z), βq = 2qπ
d + k1,xk1,yk1,z, are

projections of incident wave vector, εn(z), εb(xyz) is dieletric permitivity of ambient layer at the
point of observation and of insertion. The expressions for the elements of tensor Green function g̃rs

for external field ~Ee(yz) were developed in [8]. ~Ee(yz) is the incident field plus the field scattered by
the multilayer structure without inhomogeneity. If the plane of incidence is y = 0 the Equation (1)
splits into two equations which describe either TE or TM waves.

The Equation (1) is bi-singular [5] and effective numerical simulation methods supposed to
take this fact into account. A method to simulate optical metallic nano-vibrators based on semi-
analytical IE solution was presented in papers [5] and [8]. The method is based on integral rep-
resentation of Green Function. The VIDE kernel singularity shows itself in slow convergence in
matrix elements of the set of linear algebraic equations obtained by the Galerkin Method. It is
simpler to improve the convergence than to make integral kernel singularity regularization. This
approach was used in this work. We seek a solution in the form

Dr

(
y′, z′

)
=

Ny−1∑

µ=0

Nz∑

v=1

Xr
µνVµν(y′, z′)

where Xr
µν are unknown coefficients, Vµν(y′z′) are basis functions, where Vµν (y, z) = Yµν (y) σ

(1)
ν (z),

Yµν (y)=CµνPµ(y−ȳv

lv
), where Pµ are Legendre polynomials, ȳv are coordinates of inhomogeneity

center, lv is the inhomogeneity half-width at z =zv, zv is a knot of spline function σ
(1)
ν (z) and

the constant Cµν is chosen so that the Fourier transformation of Yµν (y) can be represented as
Ỹµν (βq) = (−i)µ Jµ+1/2(βqlv)

(βqlv)1/2 exp (−iβqȳv). For one dimensional grating the asymptotic series is
summed analytically.
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3. SIMULATION RESULTS

In this work we investigated two types of photonic crystals (PC). The first one is sieve-looking,
made of several dielectric layers with round periodical halls in them. In particular, the structure
consists of three layers of dielectric, placed on a dielectric substrate, as shown in the Fig. 2.

Figure 2: Dispersion characteristics of waves propagating at different angles to the axis x in all-dielectric
PC [Fig. 1(b)]. Black solid curves correspond to ϕ = 0◦, green to ϕ = 10◦, red to ϕ = 12◦, and blue to
ϕ = 14◦. The dashed curves depict the result for ϕ = 0◦ obtained by Ansoft HFSS commercials oftware. All
dimensions are in nanometers.

Figure 3: Dispersion characteristics for PC made of silver cylinders placed on a two-layer dielectric structure
[Fig. 1(c)]. The dielectric layer thickness is b = 100 nm on the upper graph and b = 150 nm on the lower
graph. The red symbols refer to cylinders of 70 nm diameter, black to 90 nm. A wave propagates at the
angle ϕ = 0◦.

Two-dimensional grating is perforated in two upper layers. As can be seen from the Fig. 2,
the PC has a window of opacity. In the opacity window area the phase velocity of zero harmonic
with a normal dispersion (p = q = 0, p, q are the numbers of spatial harmonics on x and y axes,
respectively) and minus first harmonic with anomalous dispersion (p = −1, q = 0) become equal,
and dispersion curves for both harmonics merge and make one wedge-looking curve. From the
equality of phase speeds for these spatial harmonics it follows that wavelength in the middle of
opacity window satisfies the condition

dn

λ
cosϕ= 0.5, (2)

where d is PC period. At this wavelength, waves reflected from neighboring insertions interfere in
phase, and wave propagation in the PC becomes impossible. In the Fig. 2 we can see that opacity
window moves toward shorter wavelength when the angle of propagation changes from 0◦ to 14◦,
what is consistent with the Equation (2). Also, from our calculations, we found that waves with
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wavelength longer than 665 nm cannot propagate in the structure on Fig. 2, if we remove reflecting
heterogeneities in the form of air holes. This happens because the effective refractive index of such
layered structure without holes becomes smaller than refractive index of the substrate and so the
waves leak into the substrate. For comparison of VIE method with modern numerical methods, we
simulated this structure by HFSS code, and placed the result in the Fig. 2 as a dashed curve.

In the Fig. 3, a plasmon wave propagates on the boundary of perforated silver layer and dielectric
substrate. Losses at the edges of opacity window drastically increase, and in the framework of low-
loss model we cannot close curves. For λ ≤ 776 nm ERI is less than substrate refractive index,
wave leaks into the substrate.

Following the needs of chirped pulse amplification lasers we designed a multilayer diffraction
grating for pulse compression. The grating design is shown in the Fig. 4; a central wavelength
1053 nm, grating period of 1740 l/mm and the angle of incidence 72◦. The grating reflective mirror
consists of chirped stock of thirteen HfO2/SiO2 layers with all the structure planted on fused silica
substrate. The thickness of the bi-layers is linearly increasing from corrugated layer to substrate.
The grating has a wide reflective bandwidth: 98% of reflective efficiency into the −1st diffraction
order for bandwidth 1030–1070 nm, and can be used in ultrafast lasers based on neodymium glass.

For the lasers with central wavelength 910 nm we used more sophisticated design of diffraction

(a)

(b)

Figure 4: (a) MLD grating structure and the field reinforcement |E/E0| inside of the MLD structure, duty
cycle 43 (100*the distance between grooves at half depth/grating constant) and trapezoidal angle 5.7◦. All
distances are in nm. (b) Diffraction efficiency vs wavelength simulated with commercial package LightTrans
Virtual Lab by Fourier Modal Method and semi-analytical Volume Integral Method.

(a)

(b)

Figure 5: (a) MLD+semiconductor grating structure and the field reinforcement |E/E0| inside of the MLD
structure. The presented MLD grating has a period 700 nm, groove depth 550 nm, duty cycle 0.4 and
trapezoidal angle 7◦, which is the angle between the side of trapezoidal groove and z-axis. (b) Comparison
between semi-analytical Volume integral equation method (VEM) and Fourier Modal Method (FMM) in
LightTrans Virtual Lab.
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grating than for lasers with central length 1053 nm. Here we present Littrow-mounted semiconductor-
dielectric reflective diffraction grating with efficiency higher than 96% over 100 nm. The corrugated
layer is made of fused silica and two top bi-layers are made of hafnia/silica. At the bottom of the
multilayer stack we incorporate three silicon/fused silica bi-layers. The idea to use silicon/silica
bi-layers is based on low light absorption by silicon for wavelengths longer than 900 nm and on rel-
atively big difference in refraction coefficients of silicon and silica [11]. The grating design, electric
field distribution and diffraction efficiency are presented on Fig. 5.

4. CONCLUSION

A Volume Integral Equation (VIE) Method was developed to simulate optical wave diffraction on
metal-dielectric one and two dimensional diffraction gratings based on flat multilayered structures
with regular inhomogeneity in each layer. Exact solution of the equation is obtained with the
Galerkin method, taking into account the complex dielectric permittivity of metals and semicon-
ductors in optical range. As examples of photonic crystals we simulated sieve-looking diffraction
grating placed on multilayer dielectric substrate and metal forest-looking grating placed on multi-
layer dielectric substrate. The results are compared to the simulations done by commercial numer-
ical software Ansoft HFSS. Also, VIE Method was applied for a design of broad-band multilayer
reflective diffraction gratings for compression of high-energy ultra-short laser pulses. Electric field
distribution inside of the gratings is also numerically studied. The results were compared to the
simulations by numerical Fourier Modal Method in LightTrans Virtual Lab. The methods show
excellent agreement.
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Abstract— A movement of a microwave magnetic field near a dipole, which is excited by a
plane electromagnetic wave, is investigated theoretically. The total microwave magnetic field ~H
being a superposition of fields of incident and scattered waves is under consideration. A varactor-
loaded dipole is simulated by equivalent oscillator. It has been shown that projections of the field
~H of electromagnetic wave near the dipole satisfy the canonical ellipse equation (in the general
case). This ellipse’ orientation and magnitudes of half-axles depend on electric parameters of
the equivalent oscillator as well on the dipole length and distance from it The total magnetic
field ~H rotates in one direction at frequencies above the frequency ω0 of the dipole resonance
(DR) and in the counter direction below ω0. Viz, left-handed ~H-field takes place at frequencies
ω > ω0 while right-handed ~H-field corresponds to ω < ω0. When the dipole break is loaded
with a varactor one can change the capacity C of the equivalent oscillator by application of bias
voltage to the varactor. It results in tuning the DR. Electrically tunable DR can switch sense
of rotating of the magnetic field. This effect in aggregate with the phenomenon of ferromagnetic
resonance (FMR) in ferrite can provide electrically controlled nonreciprocity of transmission of
microwaves. It can be useful in information technologies (IT) for development of fast-switched
nonreciprocal devices.

1. INTRODUCTION

Dipoles are often used as elements of antennas and delay lines. At the last years there has been
increasing interest in studies of metastructures based on resonant dipoles or other conductive ele-
ments (e.g., see [1, 2]). Usually, polarization of the electric field of these structures was subjecting to
more detailed analysis. Now interesting effects have been observed in metastructures containing fer-
rite and chains or gratings of conducting elements [3–10]. These metastructures possess microwave
nonreciprocity and are of interest for development of microwave devices such as nonreciprocal iso-
lators and circulators. In these cases microwave nonreciprocity is due to different absorption of the
wave whose sense of rotation of magnetic field ~H coincides with sense of precession of the ferrite
spins, and of the wave possessing the opposite sense of magnetic field rotation [11]. That is why it
is important to study properties of microwave magnetic field on a neighborhood of dipoles. Such
searches were undertaken in papers [6–8, 10, 12].

Traditional experimental techniques can only provide data about the electric field. In [12]
method of measurements of properties of magnetic field of surface wave was proposed using the
resonance excited in a single planar double split ring. It has been shown experimentally that near
planar grating of parallel dipoles irradiated by a plane wave with electric field parallel to dipoles,
the microwave magnetic field lies in the plane orthogonal to dipoles and has both transverse and
longitudinal components.

apers [6–8, 10] are devoted to theoretical investigations of gratings of conducting resonant el-
ements (dipoles, double split rings, spirals, etc.) which were simulated by bianisotropic (in the
general case) layers. In accounts [7, 10] it was used effective parameters (effective permeability and
refractive index) of bianisotropic media [13–15]. It has been shown that near a bianisotropic layer
the microwave magnetic field is rotating, the rotation senses being opposite at the right and at the
left of the layer. The connection between microwave nonreciprocity and the magnetic field rotation
has been noted. It was also found that there is reversal sense of the wave magnetic field rotation
under transposition of the bianisotropic layer and ferrite as well under re-tuning between ranges of
forward and backward waves (if the metamaterial is “left-hande” in some frequency diapasons).

Recently, it has been found experimentally that using a single varactor-loaded dipole one can
control the nonreciprocity via voltage change [16–19]. Because the time constants of electrical
control devices is in orders less than the time of ferrites magnetization reversal which takes place
under traditional magnetic handling (e.g., see [20–22]), such metastructure can be a basis of fast-
switched nonreciprocal devices and therefore causes peculiar interest.
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In the paper under presentation it is theoretically researched behavior of a microwave magnetic
field near a single dipole which is excited by a plane electromagnetic wave.

Theoretical methods based o effective parameters are inapplicable to this case. Therefore we
carry out direct computations.

2. ELLIPTIC POLARIZATION OF TOTAL MICROWAVE MAGNETIC FIELD

The task configuration is depicted in Figure 1.

z, E0
inc

y, k

 x, H0
inc

      dipole 

Figure 1: Disposition of dipole with respect to incident wave. k, Einc
0 , Hinc

0 are wave, electric and magnetic
vectors of incident wave.

A plane electromagnetic wave

~Einc = ~ez
1
2

{
Einc

0z exp [i (ωt− ky)] + c.c.
}

, ~H inc = ~ex
1
2

{
H inc

0x exp [i (ωt− ky)] + c.c.
}

(1)

falls onto a dipole that is placed as it is pictured in Figure 1. Here ~ejare the coordinate orts, wave
number k = 2π/λ, the dipole length l << λ. The ratio of electric and magnetic amplitudes is equal
to the vacuum wave impedance Z0 = Einc

0z /H inc
0x .

The scattered wave is characterized by complex amplitudes of projections of its magnetic field
which in spherical coordinates are [23]

Hscat
ϕ =

Izl

4π
sin θ

(
exp (−ikr)

r2
+ ik

exp (−ikr)
r

)
, Hscat

θ = Hscat
r = 0. (2)

Here θ, ϕ are zenith and azimuth angles, r is radial coordinate. Iz is complex amplitude of z-
projection of the current that induced in dipole by electric field of the incident wave (1). To
determine it let us simulate the dipole by equivalent oscillator possessing a capacity C, an induc-
tance L and a resistance R. Introducing the oscillator impedance Z, current phase α and resonance
frequency ω0

Z =
√

R2 + (ωL− 1/ωC)2, α = tan−1
[(

1− ω2/ω2
0

)
/ωRC

]
, ω0 = (LC)−1/2, (3)

one can easily find that
Iz = H inc

x0 l (Z0/Z) exp (iα) . (4)

Complex amplitudes of nonzero Cartesian projections of the scattered wave magnetic field are

Hscat
x = −H inc

x0 g sin θ sinϕ exp (iβ)) , Hscat
y = H inc

x0 g sin θ cosϕ exp (iβ) . (5)

Here the notations are

g =
Z0l

2

4πZr2

√
1 + k2r2, β = α− kr + tan−1 kr. (6)

Figure 2 shows vectors of magnetic fields of incident and scattered waves and their projections.
Magnetic fields of both incident and scattered waves are plane-polarized. Let us consider their
superposition at points M0 (r, θ = π/2, ϕ =0) and Mπ (r, θ = π/2, ϕ = π) that are placed in the
entry plane (y = 0) symmetrically with respect to the dipole. Normalized total magnetic field in
this points is equal to ~h (t) = ~H/H inc

x0 = ~exhx(t)+~eyhy(t) = ~ex cosωt+~eyG cos (ωt + β). Magnitude
G = ±g, “+” and “−” refer correspondingly to points M0 and Mπ. Turning the coordinate system
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Figure 2: Magnetic fields of incident and scattered waves at an arbitrary point P.

around z-axis on the angle Φ = 0.5 tan−1
(
2G cosβ/(1−G2)

)
one can obtain that the magnetic

field projections on new axes x′, y′ satisfy the canonical ellipse equation

h2
x′b

−2
x′ + h2

y′b
−2
y′ = 1. (7)

It confirms and extends the derived for kr << 1 proposition of [19] about elliptical polarization of
microwave magnetic field near a dipole. Figure 3 shows rotating microwave magnetic field.

(a) (b)

Figure 3: Movement of normalized total microwave magnetic field h in points M0 (a) and Mπ (b) for various
values of g. Straight arrows depicts field h in instants of time t =0 (No. 1, red) and t = τ<π/2ω (color) for
g = 1. Bent arrows point sense of rotation of h. Brown lines (No. 2) correspond to ω0<ω, magenta lines
(No. 3) correspond to ω0>ω.

In (7) inverse squares of half-axles of the ellipse, along which the end of the vector ~h(t) moves,
are equal to

b−2
x′,y′ =

1 + g2

2g2 sin2 β


1∓ sign (cos 2Φ)

√
1−

(
2g sinβ

1 + g2

)2

 . (8)

Elliptical polarisation degrades into the plane one when g → 0 or sinβ → 0 as well under g →∞.
First condition takes place by sizeable moving from resonant frequency ω0, second one can be

fulfilled near exact resonance under small kr. Curves of Fig. 3 have been calculated under the last
condition for frequency detuning from the resonance on half-width of resonance curve for which
α = ±π/4.
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As follows from Fig. 3, re-tuning between these frequencies changes sense rotating of total
magnetic field. Obviously, the same effect can be gotten by re-tuning of resonance frequency ω0.
The last can be provided with varactor-loaded dipole by application of bias voltage to the varactor
that changes the capacity C of the equivalent oscillator.

3. CONCLUSION

It has been developed unique features of microwave magnetic field ~H near a dipole due to incident
and scattered fields’ superposition. Particularly, rotating of total microwave magnetic field nearby
a dipole and possibility of change of this rotating sense have been revealed. Thereby the way to
explanation of effect of the nonreciprocity electric control [17–19] has been found.
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Abstract— The authors report on an analysis of conditions on the boundary between layers
having varied electromagnetic properties. The research is performed using consistent theoretical
derivation of analytical formulas, and the underlying problem is considered also in view of multiple
boundaries, including the effect of the propagation of electromagnetic waves exhibiting different
instantaneous speed.
The paper includes a theoretical analysis and references to the generated algorithms. The main
algorithm was assembled to enable simple evaluation of all components of the electromagnetic
field in relation to the speed of the wave propagation in a heterogeneous environment. The
proposed algorithms are compared by means of different numerical methods for the modelling
of electromagnetic waves on the boundary between materials; moreover, electromagnetic field
components in common points of the model are also subject to comparison.
The article describes the obstacles in comparison of different principles based analyses. Thus,
analysis using numerical modelling performed via the wave equation in the ANSYS and the
applied methods in the Matlab program.
When in conjunction with tools facilitating the analysis of material response to the source of
a continuous signal, the algorithms constitute a supplementary instrument for the design of a
layered material. Such design enables the realization of, for example, recoilless plane, recoilless
transition between different types of environment, and filters for both optical and radio frequen-
cies. This phenomenon occurs in metamaterials.

1. INTRODUCTION

Inhomogeneities and regions with different parameters generally appear even in the cleanest mate-
rials. During the passage of an electromagnetic wave through a material, we can observe amplitude
decrease and wave phase shift. These phenomena are due to the concrete material characteristics,
such as conductivity, permittivity, or permeability [1]. If a wave impinges on an inhomogeneity,
there occurs a change in its propagation. The change manifests itself in two forms, namely in
reflection and refraction. In addition to this process, polarisation and interference may appear in
these waves [2].

In the Matlab program, algorithms were created that simulate reflection and refraction in a
lossy environment on the boundary between two dielectrics. The reflection and refraction are in
accordance with Snell’s law for electromagnetic waves, as shown in Fig. 1(a).

The interpretation of the propagation of electromagnetic waves on a layered heterogeneous
medium is expressed by the formula

Erl = EilρEl · e−jklunrl×rl , Etl = EilτEl · e−jkluntl×rl , (1)

where Erl a Etl are the reflection and refraction of the electromagnetic waves on the boundary
line (l = 1, . . . , max) according to Fig. 1(a), Eil is the amplitude electric field strength on the
boundary line l, ρEl and τEl are the reflection coefficient and transmission factor on the boundary
line l, kl is the wave number of the layer, rl is the electromagnetic wave positional vector on the
boundary line l, untl and unrl are the unit vectors of the propagation direction.

2. OBLIQUE INCIDENT WAVE ON A LAYERED MEDIUM

The Matlab-based analysis using Equation (1) was performed in the planar layers. Fig. 2 show
the response of the environment of 5 layers with the same thickness d = 20 mm. During the
transmission, the wave at the frequency of 1.5 GHz passes through a material 1 with parameters
εr1 = 1, µr1 = 1 and γ1 = 1 · 10−9 S/m, where the wave is reflected andrefracted. Furthermore,
the wave propagates through material2 with parameters εr2 = 81.6, µr2 = 0.999991, and γ2 =
4.405 · 10−9 S/m. The incidence of the wave on boundary 1 is at the angle of θ0. The described
configuration is according to Fig. 1(a). The selection of the material parameters is only of testing
character, and thus it does not have any special meaning.
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(a) (b)

Figure 1: The reflection and refraction of the electric component of an electromagnetic wave on a layered
medium: (a) layout, (b) Matlab for 2000 cycles.

Figure 2: The strength of the electric component of the TE wave on a layered medium at the angle θ0 = 30◦.

The results of the analysis shown in the images consist in the modules of the electric field
strength E along the boundary between the first layer and the external environment. The analysis
of the response to the incidence of an EMG wave on the surface of a multilayered environment
within the given time interval is presented in Fig. 2; here, the module of the electric field strength
E is introduced depending on the plane leading from the centre of the model towards its edge. The
distribution of the modules of the electric field strength E on the surface of the material is obvious
from the waveform of the EMG waves propagating through and reflecting from a multilayered
material, as shown in Fig. 1(b).

3. COMPARISON WITH FEM MODEL

In order to verify the properties of the analytical model, we used numerical approach utilised the
finite element method (FEM). As the mathematical expression, we applied the enhanced wave
equation for a lossy environment:

∇2u + f
∂u

∂t
+ g

∂2u

∂t2
− fc (x, y, z, t) = 0, ∀g (x, y, z) 6= 0, ∀f (x, y, z) 6= 0, in Ω (2)

where u is the searched functional, f a function of the electromagnetic wave damping, g a function
of the electromagnetic wave excitation, fc a function of the lossy environment, Ω the defining
domain of variables and functions.

Direct comparison of the different analysis results obtained via the applied methods can be
performed only with substantial difficulty. For this reason, we designed algorithms to evaluate
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the selected time intervals in the ray-tracing model. The evaluation of the module of the electric
field strength E on the surface of the material at these time intervals is indicated in Fig. 3. A
continuous electromagnetic wave was generated by the source. A suitably selected time interval
of the medium response expressed by the maximum values of the electromagnetic field strength
facilitates verification by the instantaneous values obtained via the applied finite element method.
Fig. 3 shows that the results acquired through both analyses are comparable.

Figure 3: The diagram of the distribution of the electric field strength E: for θ0 = 30◦, on the surface of the
material, and in the plane of incidence.

4. VARIOUS PARAMETERS OF THE INCIDENT WAVE ON A LAYERED MEDIUM

Figure 4 compare the distribution of module of the electric field strength E, which is sent from
the source in the form of one pulse and the continuous signal. Fig. 4(a) shows the distribution
of the wave, which is propagate from the pulsed source in the form of one pulse of one period.
Fig. 4(b) shows the distribution of the waves, which are propagate from the source during a time
t = 20 · T . The response of the material is represented by superposition of the reflected and
transmitted electromagnetic waves.

The thickness of the layers in this analysis is d = 100 · λ, where λ is the wavelength of the
wave emitted from the source with a frequency f = 700 THz. This response is independent on the
propagation time, as shown a comparison in Fig. 4. Results of the analysis are shown in this figures
are for incident at the angle θ0 = 30◦.

(a) (b)

Figure 4: The strength of the electric component of the TE wave on a layered medium for d = λ · 100 and
(a) t = T , (b) t = 20 · T (f = 700THz).

Following the interpretation of the analysis by changing the parameters of the model. Fig. 5
shows the same response as in the previous analysis, but with different material parameter εr2 = 4.
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Fig. 5(a) and Fig. 5(b) compare the change in the layer thickness a change in the angel of incidence.
From the analysis it can be determined that the response is different mainly due to the angle of
incidence. The thickness of the layers are not reflected in changes in the shape analysis of modules
and phases of the electric field strength.

(a) (b)

Figure 5: Oblique incidence on the layered medium for (a) d = λ and θ0 = 10; (b) d = λ/100 and θ0 = 70◦

(εr2 = 4, t = 20 · T , f = 700 THz).

5. CONCLUSION

The article presents a comparison of two approaches to the analysis of wave propagation in a layered
material structure. The first of these techniques is based on of the propagation of electromagnetic
waves as defined by analytical formulas (1) and was solved in the Matlab program. The second
approach exploits the FEM applied to the wave equation. The FEM-based solution was conducted
using the ANSYS system. The actual comparison of the results provided by both approaches cannot
be performed directly.

Numerical modelling carried out by means of the wave equation and ANSYS produces a con-
tinuous source of electromagnetic waves. Interference effects between the reflected and refracted
waves arise on the boundary between the layers. Moreover, the interference process is also entered
by the time-delayed waves from the source and by interface reflections [4].

The results of the ANSYS-based analysis of the propagation of electromagnetic waves in a
material in the time-domain corresponds to the resulting distribution of the superimposed field
intensities on individual boundaries of the analytical model. The analytical solution and its algo-
rithms process the time-varying phenomena of the pulsed source. The analytical solution includes
the effect of time-dependent propagation of electromagnetic waves in a heterogeneous medium, and
it results in the distribution of the electromagnetic field at the boundaries during certain moments
of time.

The EMAG module of ANSYS is not a convenient tool for the evaluation of either the pulse
process or the maximum values of an electromagnetic wave in a heterogeneous environment. This
solution, despite being very robust in the time domain, is not suitable for multiple layers due
to the method of the element mesh division. In FEM-based numerical models, the number of
divisions of the discretised mesh can be determined only with difficulty (considering the wavelength
of the propagating wave), and the solution of a large model by currently available means is almost
impossible. Importantly, this drawback can be eliminated via the proposed method. The analysis of
the pulsed source of the electromagnetic wave by means of an analytical model provides expectable
results in heterogeneous structures since the behavior of phase change is uniform. The analytical
solution allows us to analyse the response of the material in detail for the individual parts.
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200, 1986.
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2ELI Beamlines, Fyzikálńı ústav AV ČR, v.v.i. Na Slovance 2, 182 21 Praha 8, Czech Republic

Abstract— The features of soft X-ray fluorescence spectra of radiation propagating inside
micro-channel plates have been studied in the framework of wave approximation. X-ray and
fluorescence yield due to the grazing incidence reflection phenomenon have been investigated
with respect to the geometry of channel walls. We researched experimental spectra collected
at the exit of micro-capillaries under total X-ray reflection condition and supported them with
theoretical calculations taking into account a surface transition layer at waveguide surface. It
was shown that the wave penetrating through cladding material substantially modifies the wave
field near the waveguide surface. It results in a significant increase of total energy flux inside
guiding layer and leads to additional spatial modulation of the electromagnetic field. Diffraction
phenomena at the exit of a hollow X-ray waveguide (with real and imaginary parts of permittivity)
were investigated using the model of Fraunhofer diffraction of waves at far zone.

1. INTRODUCTION

Capillary optics is one of the fastest growing X-ray optical technologies [1] because of its superior
capacity of generating high flux density beam in the µm- and sub µm range. Properties and
peculiarities of X-ray beams formed by polycapillary optics have been intensively studied in the
past 25 years [2–6]. Investigations of X-ray waveguides and micro-capillary optics based on the
phenomenon of multiple total external reflections are devoted to ultra focusing properties and
partially coherent beams. Application of the wave optics methods allows the process of guided
transmission of X-ray radiation to be described in details. In microchannels the propagation features
are defined by the radiation interaction with a curved surface and characterized by the waves that
propagate close to the capillary walls. Basic point of the X-ray beam transportation in capillary
channel (as an X-ray waveguide) is the mode regime [2] associated in particular with a surface
channeling of X-ray radiation.

Propagation of X-rays through micro-capillaries is of great interest due to the high efficiency of
radiation transportation by holes of micro-capillaries, and, as a consequence, due to the possibility
for creation of new optical elements conditioning the X-ray beams. In addition to the high practical
importance, capillary optical systems represent a fine tool for studying fundamental features of
radiation dispersion by a surface. The continuing investment in, and development of, new sources
of intense and even coherent x-ray radiation as well as the refinement and extension of methods to
probe matter with these sources attests to the continuing importance of this field.

The micro-channel plate (MCP) systems can be applied to focus and collimate X-rays. The
optics can provide a highly effective low weight device and may be ideally suited for use in a lot
of applications. Grazing-incidence X-ray methods based on the analysis of the secondary radiation
(fluorescence) from a solid surface as a result of interaction with primary radiation have a great
scientific and applied interest. If the grazing angle is less than the Fresnel one, and incident photons
are capable to excite the atomic levels then both X-ray fluorescence and elastic scattering are ob-
served. In the previous manuscripts were published [7–11] experimental results on the spectroscopy
of X-ray fluorescence transportation through the MCP.

One of the goals of this work is to present the theoretical model on transmission of X-ray fluo-
rescence radiation emitted by walls of the silicon glass micro-channels through microcapillary struc-
tures. Inelastic scattering and propagation of fluorescence radiation have been studied in anomalous
dispersion region of the energy range near the SiL — absorption edge. Also, we have presented re-
sults on X-ray transmission through microcapillary structures, aimed at the Research&Development
of dedicated optics working in “water window” spectral region (energy 100–600 eV).



960 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

2. METHOD

2.1. Basic Steps of Our Theoretical Model

I Calculation of propagation constants and constants of attenuation (excitation) too for wave
modes of a single capillary;
I It was considered that wave parameters of the single capillary are correspond to the parameters
of micro-channel plate (MCP) polycapillary structures;
I Mode amplitudes at the input of the polycapillary structures have been calculated with the help
of Kirchhoff - Huygens method;
I Using attenuation (excitation) constants mode amplitudes was calculated at the output of the
capillaries;
I Angular distribution of X-ray radiation at the exit of MCP was calculated on the base of
Kirchhoff-Huygens method;
I Investigation of the X-ray diffraction (diffraction pattern) at a long distance from the MCP have
been performed using the model of Fraunhofer diffraction of waves.

2.2. Calculation of Parameters of Waveguide Modes in a Single Capillary

X-ray radiation propagates through silicon glass plates in a vacuum inside the holey cylindrical
waveguides (pores). According to our model transition layer was taken into account at the surface
of inner shell microchannels. In this approximation the permittivity (ε ≈ 1−δ−iβ) varies smoothly
between value of 1 to the value for substrate - dielectric constant of silicon glass (see Figure 1).

Figure 1: The model of transition layer for the waveguide channel surface.

In addition, we can taken into account an insignificant polarization of X-ray waves in the X-
ray waveguide (|ε| ∼= 1) and field was described with the help of scalar potential Ψ(r, ϕ, z) =
U(r) cos mϕ exp(−iγz), where γ — is a complex propagation constant. Function Ψ(r, ϕ, z) satisfies
to the Helmholtz equation

∆Ψ(r, ϕ, z) + k2ε (r)Ψ (r, ϕ, z) = 0

∆ — is the Laplace operator, k = 2π/λ, λ — is a radiation wavelength in vacuum.
In the frame of our approximation of transition layer the cylindrical transition layer (inner shell

of the micro-channel) was deviated into N sub-layers (rings in the cross section). The permittivity
of the each ring is a constant and it was determined by the dielectric constant corresponding to the
radius of the middle of this ring. The dispersion equation for the complex value of the propagation
constant γ can be solved numerically using the math method proposed in [12].

2.3. The Calculation of the Mode Amplitude at the Input of the Capillaries

We considered a propagation of plane waves and coordinates z = 0, z = −h corresponded to the
entrance and exit of waveguide ends respectively. The math expression below is present by a plane
waves at the input of the capillaries

Ψext (x, z) = exp [i (kxx + kzz)] , (1)
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where kx = k sinϕ, kz = k cosϕ, ϕ — grazing angle between the X-ray beam and wall of the
microchannel wall. In the plane of z = 0 we have

Ψext (x, 0) = exp (ikxx) = exp (ikxr cosϕ) = 2
∞∑

m=0

νmim Jm (kxr) cos mϕ

νn =





1
2
, n = 0,

1, n 6= 0.

(2)

At the entrance of the capillary the wave amplitude Amn(0) can be calculated with the help of
integral:

Amn (0) =

R∫

0

rdr

2π∫

0

Ψext (r cosϕ, 0)Ψmn (r, ϕ, 0) dϕ (3)

After substituting the Equations (1), (2) in the (3) was obtained the relations:

Amn = 2π imI (m,κmn, kx, R)

I (m, κmn, kx, R) =

R∫

0

rJm (kxr) Jm (κmnr) dr

= R
κmnJm−1 (κmnR) Jm (kxR)− kxJm (κmnR) Jm−1 (kxR)

(κmn)2 − k2
x

κmn — transverse wave mode number which has index mn.
The amplitude at the exit of the capillary is equal:

Amn (h) = Amn (0) exp
(−γ′′mnh

)
,

where γ′′mn = Imγmn is the attenuation coefficient in the case of γ′′mn > 0, and excitation coefficient
for γ′′mn < 0.

Summary field in the capillary was calculated in our model as:

UΣ (r, ϕ, z) =
∞∑

m=0

∞∑

n=1

AmnUmn (r, ϕ, z) =
∞∑

m=0

∞∑

n=1

AmnJm (κmnr) cosmϕ exp (iγmnz) (4)

2.4. Angular Distribution of the X-ray Radiation Intensity Calculation Collected at the Output
of the MCP
The radiation field at the output of the MCP was consider as a double row on spatial harmonics

V (x, y, z) =
∞∑

p=−∞

∞∑
q=−∞

Bpq exp [iχpq (x, y, z)] (5)

where Bpq — is the amplitudes of spatial harmonic and χpq(x, y, z) is the phases.
We have taken into account for X-ray condition of z À λ to perform calculations only for waves

k > ρpq.
The amplitudes of space harmonics can be estimated with the help of integral:

Bpq =

R∫

0

rdr

2π∫

0

V (x, y, h) UΣ (r, ϕ, h) dϕ (6)

After substituting the Equations (4), (5) in the (6) was obtained the relations below:

Bpq = 2π

∞∑

m=0

im
∞∑

n=1

AmnI (m,κmn, ρpq, R) (7)
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In the calculations in (7) in the sum over n considered only propagating waveguide modes, the
upper limit of summation in the sum over m was selected numerical experiment, it usually does
not exceed three. Each space harmonic — is a plane wave which projections of wave vector on the
axis “x, y” are equal to αp, βqp, respectively. The angles of the diffraction peaks (in the spherical
coordinates) are defined by

kx,pq = k cosϕpq sin θpq = αp, ky,pq = k sinϕpq sin θpq = βqp,

kz,pq = k cos θpq = γpq.

3. RESULT

In this work, we have studied the angular distribution of the X-ray field passed through microchan-
nels whose energy corresponds to the anomalous dispersion region of the SiL2,3 absorption edges.
The transition layer was considered as a waveguide, where the total reflection effect occurs only at
the interface with the material. Radiation leaves the transition layer at the interface with vacuum;
as a result, the wave rapidly damps. The damping of the wave in the waveguide can be compensated
in the presence of amplification owing to the excitation of X-ray SiL fluorescence inside this layer.

The experimental layout shown in Figure 2, describes the optical configuration available at the
Polarimeter end-station of the UE52 SGM at the BESSY II synchrotron radiation facility. We used
for the experiments ∼0.3mm thick MCPs with a hexagonal shape in the transverse cross-section,
made with a lead silicate (PbSiO3) composition, manufactured by the BASPIK [13]. Such compact
optical devices contain regular holey channels with a diameter of 3.4µm and with a pitch size of
4.2µm. As shown in Figure 2, the entrance surface of the MCP was illuminated by a primary
monochromatic radiation. The radiation propagating inside the micro-channels was collected by
a single photodiode placed on the other side of the polycapillary structure. In the transmission
geometry, the grazing angle θ between the incident primary beam and MCP microchannel walls
was set while rotating the device around the “θ” axis (see Figure 2).

The angular distribution of the radiation, i.e., the intensity vs. angle at the exit of a MCP, in
the total external reflection condition for different grazing angles of the incident beam has been
investigated. Performing the angular scan of the photodiode position sets at the exit of the MCP
(angles “φ” of the photodiode), we may identify the positions where the maximum intensity of
emitted radiation occurs. For any fixed value of the θ-angle between the incident monochromatic
radiation and MCP microchannel walls, the intensity distribution between two maxima φ = ±θ in
the angular range −φ ≤ φ ≤ θ has been measured. Finally, the spectra for different θ angles and
for different positions of the photodiode: φ1, φ2, φ3, . . ., φn, have been collected.

Figure 3 shows the angular distribution of the radiation intensity at the output of the micro-
channel plate experimentally obtained at the Polarimeter experimental station at the BESSY II
synchrotron center (1) and calculated distributions (2, 3) on the base of the theoretical model
presented here. The performed calculation shows that radiation intensity maxima at E = 120 eV
at the output of the micro-channel plate should be observed at the angles θ = ±5 deg. and

Figure 2: Experimental layout for transmission
mode radiation though MCP.

Figure 3: Angular distribution of the radiation in-
tensity at the output of the micro-channel plate.
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θ ≈ ±3 deg.. Two peaks marked by (2) in the figure are lines which have been calculated in the
case of excitation radiation inside the microchannels. We have found that angle of output X-ray
fluorescent radiation does not dependent on the angle of incidence radiation on the MCP.

Thus, the theoretical values are in good agreement with the experimentally observed values.
We attribute the revealed maxima at θ = ±5 deg. with reflection of primary radiation at the exit
and θ ≈ ±3 deg. in the distribution of the intensity of X-rays at the output of micro-capillaries to
the surface fluorescence waves propagating in the transition layer of microchannels. Experimental
spectrum shows the additional maximum at the angle about θ ≈ −2 deg. which nature may be con-
nected with X-ray fluorescence radiation according to the theoretical possibility yield fluorescence
at small angles too.

4. CONCLUSIONS

The x-ray fine structures and the angular distribution of X-ray radiation propagating inside mi-
crochannels of MCPs have been interpreted in the energy range of the anomalous dispersion of the
SiL2,3 absorption edges thanks to calculations performed within a model that takes into account a
surface transition layer at the sample surface. In this work was revealed that transition layer where
the total reflection of X-rays takes place acts as an effective waveguide. As a consequence, for a
device whose channels are much longer than the radiation wavelength, the radiation at the exit of
MCPs shows maxima at angles corresponding to theoretical calculations.

In the future it may be allowed to identify optimal transport conditions for the fluorescence
radiation excited inside of microcapillary structures. The fluorescence transport conditions op-
timization is very important for improvement of X-ray focusing properties and, in principle, for
delivery of high flux density on a sub-micrometer area of sample.
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Abstract— Diffraction inside and outside an arbitrary-angled lossless penetrable wedge is con-
sidered in this study. Closed form expressions are presented for the diffracted field in the inner
region of the wedge and the surrounding space in the case of E-polarized incident plane waves.
They are obtained by performing a uniform asymptotic evaluation of the radiation integrals
arising from the use of a physical optics approximation for the equivalent electric and magnetic
surface currents lying on the inner and outer wedge faces. Good accuracy in the evaluation of
the total field, ease of use and implementation in a computer code are the advantages of the
proposed solutions, which permit to compensate the geometrical optics discontinuities.

1. INTRODUCTION

Uniform Asymptotic Physical Optics (UAPO) solutions were proposed in explicit closed form by the
authors in [1] and [2] for evaluating the field diffracted by right- and obtuse-angled lossless dielec-
tric wedges in the inner and outer regions. In addition, the corresponding time domain diffraction
coefficients were derived in [3] and [4] via an inverse Laplace transform. Their knowledge allows
one to evaluate (via a convolution integral) the transient diffracted field originated by an arbitrary
function plane wave impinging on the wedge. The UAPO-based approach in the frequency domain
has been also applied to acute-angled wedges [5] considering a specific range of incidence directions.
The UAPO solutions were able to compensate the Geometrical Optics (GO) discontinuities, accu-
rate when compared with available numerical tools, and easy to handle since expressed in terms of
the GO response of the structure and the transition function of the Uniform Theory of Diffraction
(UTD) [6]. On the other hand, the use of a PO approximation implies inaccuracies in the case of
grazing incidence and in correspondence of the dielectric interfaces.

This research contribution is devoted to extend the analysis in [5] to all possible cases of plane
wave incidence and to provide generalized UAPO solutions, which can be applied to the diffraction
by a wedge with arbitrary apex angle. Such solutions include those proposed in [1, 2, 5] as particular
cases and are obtained accounting for the equivalent electric and magnetic PO current densities on
the internal and external faces of the wedge. Multiple internal reflections and external transmissions
are considered for their explicit evaluation by varying the direction of the incident plane wave.
Numerical tests confirm the effectiveness of the proposed UAPO solutions for the field diffracted
in the dielectric wedge-shaped region and the surrounding free-space.

2. UAPO DIFFRACTED FIELD

A lossless non-magnetic (µr = 1) wedge-shaped region is considered with relative permittivity εr

and propagation constant kd = k0
√

εr, k0 being the free-space wavenumber. Its surfaces are S0 and
Sn, and the internal apex angle α is assumed less than π/2 (see Fig. 1). The incidence direction is
perpendicular to the edge and defined by φ′, while the observation point is P (ρ, φ). The wedge is
illuminated by the incident electric field Ei = Ei

0e
−jk0·rẑ (E-polarization).

The approach for obtaining the UAPO diffracted field is the same used in [1, 2, 5], and neglects
the surface waves. Two separate diffraction problems are solved by formulating the corresponding
radiation integrals in terms of electric and magnetic equivalent PO surface currents on the internal
and external faces of the wedge.
2.1. 0 < φ′ < π/2
If θi = π/2−φ′ is the external incidence angle, the waves penetrate into the wedge through S0 with
the transmission angle θt

0L = sin−1(sin θi/
√

εr), and travel toward the apex undergoing N reflec-
tions/transmissions before moving away from it. A crucial interaction point is that corresponding
to the internal incidence angle θi

N+1 = (N + 1) α − θt
0L = θt

0R. Accordingly, the number of total
internal reflections is N + M + 1, where M = Int

[
(π/2− θt

0R)
/
α
]
. Transmitted waves through S0

and Sn exist until the total reflection occurs inside the wedge.
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Figure 1: Geometry of the problem.

2.1.1. Internal Region
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where T0 is the transmission coefficient at the free space/dielectric interaction, Γ (N) represents
the product of the internal reflection coefficients R, θi

n = θt
0L − n α, θi

m = θt
0R + mα. Moreover,

B
(
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0, θ
i
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=
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where

F (k, ρ, u,±v) =
Ft

(
2kρ cos2

(
u±v

2

))

cosu + cos v
(6)

and Ft(·) is the standard UTD transition function [6].

2.1.2. External Region
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where

C
(
L, θt

l , θ
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l , ρ, φ

)
=
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in which θt
l is the transmission angle at the dielectric / free space interactions and U (θ) = 1 if

θ > 0, 0 elsewhere.
2.2. π/2 < φ′ < π − α

The external incidence angle is now θi = φ′−π/2. The waves penetrate into the wedge through S0

with the transmission angle θt
0R = sin−1(sin θi

/√
εr).

2.2.1. Internal Region
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2.2.2. External Region
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2.3. π − α < φ′ < π

The waves penetrate into the wedge through S0 and Sn, and travel outwards from the apex under-
going reflections/transmissions. Accordingly, the solutions proposed for the case B can be used for
the waves penetrating each surface.

3. NUMERICAL RESULTS

Figure 2 shows the results concerning a wedge characterized by εr = 3 and α = 20◦ when illuminated
by a plane wave impinging at φ′ = 35◦. The field magnitude is collected on a circular path with
ρ = 4λ0, λ0 being the free-space wavelength. In addition to the boundaries related to the incident
and specular reflection directions, three GO boundaries exist in the external region (see Fig. 2(a))

(a) (b)

Figure 2: Electric field amplitude.
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since the total internal reflection occurs at the fourth interaction. As can be seen in Fig. 2b, the
total field is continuous, thus confirming that the UAPO diffracted field (see Fig. 2(a)) is able to
compensate the GO discontinuities. Note that the use of a PO approximation implies inaccuracies
at the dielectric interfaces.
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Abstract— In this paper, a LC voltage-controlled oscillator (LC-VCO) design optimization
methodology based on switchable capacitor array is presented. The study of the compromises
between phase noise and tuning range permits optimization of the design for given specifications.
According to analytical phase noise models and tuning range, it allow to get a design space map
where the design tradeoffs are easily identified. The proposed VCO is designed with the proposed
methodology and implemented in SMIC’s 0.18-µm RF CMOS technology and the chip area is
650 µm × 500 µm, including the test buffer circuit and the pads. Simulation results show that
its tuning range is 36.4%, from 4.5 to 6.5 GHz. The simulating phase noise is −112.8 dBc/Hz at
1MHz offset from the 6.5 GHz carrier. The maximum average power consumption of the core
part is 6.47 mW at 1.8V power supply.

1. INTRODUCTION

With the development of wireless communication technology, multi-standard portable terminals
become a research focus. the RF front-end should be compatible with various wireless communica-
tion standards covering the frequency range from several hundred kHz to several GHz. Thus, the
large tuning range and low phase noise wideband VCO becomes more and more important.

It is common that a CMOS VCO uses a varactor-tuned LC resonator and the ratio of the
maximum to minimum capacitance of a typical varactor in CMOS technology is around 4–6, which
in turn limits the frequency tuning range to a ratio of approximately 2–2.5 [1]. To extend the tuning
range, the LC-tank VCO may employ a switchable capacitor array [2–8] or inductor array [9, 10].
Moreover, inductor array needs larger areas than the capacitor array and isn’t suitable for the
oscillating frequency below 10GHz. Thus LC-VCO with a switchable capacitor array has been
applied more widely.

The tuning range and phase noise of the LC-VCO, with switchable capacitor array, have be
degraded by the switch parasitic capacitance and loss. In this paper, the relationship between
phase noise and tuning range can be analyzed based on switchable capacitor array. The tradeoffs
between phase noise and tuning range permits optimization of the design is discussed. A LC-VCO
is implemented in SMIC’s 0.18-µm RF CMOS technology. The theoretical analysis results have
been verified by the simulation results.

2. CIRCUITS DESIGN

2.1. Analysis of Tuning Range
The oscillating frequency of LC-VCO is determined by LC tank. The equivalent circuit of the
LC tank with a switchable capacitor array is shown in Fig. 1. Thus, the oscillation frequency of
LC-VCO is given by

fosc =
1

2π
√

L
(

Cv

2 + Carray + Cpara

) (1)

where Cv and Carray are the capacitance of the varactor and switchable capacitor array, respectively;
Cpara is the parasitic capacitance. The change range of the LC-VCO oscillating frequency is
controlled by the capacitance of the capacitor array and varactors. The capacitance of varactors,
controlled by the controlled voltage (VC), is so small that the change rate of the LC-VCO oscillating
frequency is not enough large. Thus, the large tuning range mainly depends on the capacitor array.
Under the general conditions, the cell of a switchable capacitor array consists of two switches and
two capacitors. The schematic of the cell is shown in Fig. 2. Assuming the switch is ideal, the
capacitance of the capacitor array is given by

Carray =
D0C

2
+ D1C + 2D2C + 4D3C + . . . + 2n−1DnC (2)

where, D0, D1, D2, D3, . . . and Dn are the controlled words of the switch with values of 1 or 0.
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VC
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Cv
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Figure 1: Equivalent circuit of the LC tank.

V+V-

switch
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Figure 2: Schematic of the cell of switchable capac-
itor array.

The capacitance of the varactors depends on the value of Vc. Thus, the gain of proposed V CO
is given:

KV CO =
∂fosc

∂ Vc
= − 1

4π
√

L
(

Cv

2 + Carray + Cpara

)1.5

∂Cv

∂ Vc
(3)

The tuning range (TR) of the proposed oscillation is given as:

TR = 2

√
Cv max

2 + Carray max + Cpara −
√

Cv min
2 + Cpara√

Cv max
2 + Carray max + Cpara +

√
Cv min

2 + Cpara

(4)

The tuning range is determined by the capacitance ratio of the MOS varactors and the parallel
switchable capacitor bank. In practice, the influence of the switch is important and shouldn’t be
neglected. The switch can be equivalent to a resistance Ron. The Equation (2) is changed and
the equivalent admittance of the capacitor array is written as:

Yarray =
(

D0

2
+ D1 + 2D2 + . . . + 2n−1Dn

)
·
(

jωoC1

1 + (ωoC1Ron)2
+

(ωoC1)
2 Ron

1 + (ωoC1Ron)2

)
(5)

Thus, the practical capacitance of the capacitor array is given by

CParray =
(

D0

2
+ D1 + 2D2 + . . . + 2n−1Dn

)
C1

1 + (ωoCRon)2
(6)

According to above, the conclusion could be drawn that the practical tuning range is smaller
than Equation (4). Furthermore, maximum oscillation frequency is determined by inductor and
varactors in LC tank and the extension of bandwidth is focus on the switchable capacitor array.
2.2. Analysis of Phase Noise
The phase noise of LC-tuned oscillator [11, 12] can be written as:

L (∆ω) = 10 log
[
kTReff (1 + A)

V 2
max/2

( ω0

∆ω

)2
]

(7)

Reff = RL + RC +
1

Rp (Cωo)
2 (8)

Based on Equations (7) and (8), the phase noise of the LC-VCO depends on the equivalent
resistance of LC tank and the amplitude of oscillation. The capacitor array of LC-VCO changes
RC and C. Thus, Equation (8) can be written as:

Reff = RL +
1(

Rp

∥∥∥RParray

∥∥∥1+(ωoCRC)2

(ωoC)2RC

) [(
ωoC

1+(ωoCRC)2
+ CParray

)
ωo

]2 (9)

RParray =
1 + (ωoCRon)2(

D0
2 + D1 + 2D2 + . . . + 2n−1Dn

)
(ωoC)2 Ron

(10)
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From the Equations (9) and (10), the conclusion can be drawn the capacitor array degrades the
phase noise of LC-VCO.

According to Abidi model [13], the 1/f2 phase noise can be written as:

L (∆ω) =
8FkTR

V 2
0

(
ω0

2Q∆ω

)2

(11)

F = 1 +
4RIγ

π V0
+

4
9
gmRγ (12)

And the structure of the LC-VCO, without tail current source, has better phase noise perfor-
mance.

On the other hand, substrate noise and power noise are important sources of phase noise. In
order to restrain substrate noise and power noise, LC filter network is inserted between a cross-
coupled transconductance circuit and power. The resonant frequency of two LC filter networks can
be written as

f ≈ 2fo (13)

where fo is the average of LC-VCO oscillation frequency.

2.3. Circuit Design

Based on the above analysis, the structure of the proposed wideband low phase noise LC-VCO
is a double cross-coupled transconductance structure without tail current source, which is usually
preferred in low-power and low phase noise applications. It consists of 4 parts, including a dou-
ble cross-coupled transconductance circuit, an LC tank, two LC filter networks, and two isolation
circuits for output nodes. The loss of the LC tank is canceled by the double cross-coupled transcon-
ductance circuit through generating a negative resistance. The LC tank consists of a spiral inductor,
two MOS varactors, and a parallel switchable capacitor array. The parallel switchable capacitor
array is a 4-bits coarse tuning element by changing the control codes and two MOS varactors are
fine-tuning elements by changing the control voltages. It is shown in Fig. 3. And the cell of the
parallel switchable capacitor array is shown in Fig. 2.

Parallel Switchable 

Capacitor Array

LC Filter Network

Vc

V+ V-
Vout+ Vout-

Vdd

LC Filter Network

Spiral Inductor

MOS Varactors

M1 M2

M3 M4

M5

M6

M7

M8

LC Tank

Figure 3: Schematic of the proposed VCO.



Progress In Electromagnetics Research Symposium Proceedings 971

3. SIMULATION RESULTS

The wideband low-phase-noise VCO has been implemented in a SMIC’s 0.18-µm RF CMOS tech-
nology. Fig. 4 shows the layout of the LC-VCO. The chip area is 650µm × 500µm, including the
test buffer circuit and the pads.

The f -V curve of the proposed VCO is simulated as a function of the control codes of the
parallel switchable capacitor bank. The simulated result is shown in Fig. 5. It decreases with the
control codes changing from “0000” to “1111”. This is consistent with Equations (1) and (6). And
the tuning range is from 4.5 to 6.5 GHz and the average power consumption is 6.47mW at 1.8 V
power supply when the oscillating frequency is 6.5 GHz.

Figure 4: Layout of the proposed VCO.
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Figure 5: The simulated f -V curve of the proposed
VCO.

To simulate the phase noise, the control voltage changes from 0 to 1.8 V with 0.1V step and
the control-code is from “0000” to “1111”. In order to analyze and compare the phase noise in
different controlled code and the different controlled voltage (Vc), the phase noise at 1 MHz offset
is shown in the Fig. 6. The phase noise at 1 MHz offset is shown in the Fig. 7, which the controlled
voltage (Vc) is 0 V. From the Figs. 6 and 7, it is seen that the different controlled code could lead
to different phase noise. It is accordance with the Equations (7), (9) and (10).

0 2 4 6 8 10 12 14 16

-120

-118

-116

-114

-112

-110

-108

     Vc
 0

 0.1 

 0.2 

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

P
h

a
s

e
 N

o
is

e
(d

B
c
/H

z
)

Controlled Code of the Parallel Switchable Capacitor Array 

Figure 6: Simulated phase noise of the proposed
VCO at 1 MHz offset.
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Figure 7: Simulated phase noise of the proposed
VCO at 1 MHz offset.

4. CONCLUSION

The influence of the capacitor array is analyzed on tuning range and phase noise in LC-VCO.
According to the analysis results, the wide band LC VCO with a low phase noise and low power
consumption is designed. The simulated results show the tuning range of the proposed VCO is
36.4%. The simulating phase noise is −112.8 dBc/Hz at 1 MHz offset from the 6.5 GHz carrier.
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The maximum average power consumption of the core part is 6.47 mW at 1.8V power supply. On
the other hand, the simulated results are in agreement with theories analysis.
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Abstract— In this paper, a novel technique is presented to enhance the performance analysis
of smart antennas systems with different geometries based on Hybrid Particle Swarm Optimiza-
tion with Gravitational Search Algorithm (Hybrid PSOGSA) algorithm. Complex excitations
(phases) of the array radiation pattern are optimized based on Hybrid PSOGSA algorithm using
N elements for a Uniform Circular Array (UCA) geometry. The results are compared with those
obtained using Uniform Linear Array (ULA) in the previous work. Simulation and discussion
results prove enhancement in performance when using the proposed adaptive strategy based UCA
smart antenna for different scenarios even for a big set of simultaneously incident signals in terms
of normalized array factor.

1. INTRODUCTION

Adaptive beam-forming capabilities for smart antenna arrays are nowadays used in different appli-
cations such as suppression and reduction of interference in wireless mobile communication, besides
its effects on the overall quality of service [1, 2]. There are different optimization techniques deal
with Adaptive beam-forming for smart antennas. Particle Swarm Optimization (PSO), Central
Force Optimization (CFO), and Bacterial Swarm Optimization (BSO) are well known Global op-
timization techniques that are based on a nature-inspired heuristic [3–5]. It was proven that CFO
requires higher computational complexity but on the other hand it has better performance than
PSO in [6].

Recently, Gravitational Search Algorithm (GSA) is considered as a new optimization tech-
nique [7]. Where a set of various standard benchmark functions, synthesis of thinned scanned
concentric ring array antenna, and a fully digital controlled reconfigurable concentric ring array
antenna problems were examined in [8, 9]. In most cases the GSA provided superior or at least
comparable results with PSO and CFO. The GSA was proposed in [10, 11] for calculating the di-
mensions of a rectangular patch antenna, and for Direction of Arrival (DOA) estimation using a
Uniform Circular Array (UCA) of 12 elements based on maximum likelihood (ML) criteria and
showed better performance results over PSO and multiple signal classification (MUSIC) in terms
of computational time for fitness function and RMSE. In [12], planar ultra-wide band (UWB) an-
tennas with irregular radiator shapes are designed using GSA and compared with those obtained
using CFO algorithm, it was found that, the GSA gives better performance than CFO. In [13],
GSA was implemented using Open-MP and its results outperform the PSO by 65.09% in terms
of normalized array factor. In [14], an algorithm is used for finding the best optimal excitation
weights, and optimal uniform inter-element spacing for hyper beam-forming of linear antenna ar-
rays. In [15], a new algorithm based on Hybrid Particle Swarm Optimization with Gravitational
Search Algorithm (Hybrid PSOGSA) technique was proposed and showed better performance than
standard PSO and GSA in terms of computational speed.

In this paper, a novel algorithm that is based on the hybrid PSOGSA technique is developed
for optimal beam-forming using ULA and UCA. The goal is to maximize the beam of the radia-
tion pattern towards the intended user or Signal of Interest (SOI) and minimize the beam of the
radiation pattern towards Signal Not of Interest (SNOI) based on controlling the complex weights
(phase) of ULA or UCA. The paper is organized as follows. In Section 2, the system model and
problem formulation for adaptive beam-forming is explained. However hybrid PSOGSA algorithm
is proposed in Section 3. Simulation results and discussions for beam-forming are discussed in
Section 4. Finally, Section 5 presents the conclusion.

2. PROBLEM FORMULATION

Smart antenna based on UCA topology by using N elements is showed in Figure 1. In this section,
12 elements in array structure are distributed uniformly along the circle of radius r, where θ is the
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azimuth angle, λ is the wavelength, the angle between adjacent elements is θ0, and d = 0.5λ is the
space between two adjacent elements. In the synthesis of beam-forming, the complex excitation
for each element must be optimized to minimize radiation power intensity at certain directions and
maximize the main-lobes to other directions. The following fitness function must be minimized to
maximize the total output power toward the desired signal at θi and minimize the total output
power in the direction of the interfering signals at θj .

fitness function = −
k∑

i=1

aiAF (θi) +
L∑

j=1

bjAF (θj) (1)

where the number of SOI users is represented in constant k, and L represents the number of SNOI
hackers. AF (θi) is the array factor that will be maximized or minimized in specific directions for
ULA and UCA using evolutionary algorithms.

AF (θi) =
N∑

n=1

ej[β∗r∗cos(θ−posn)−αn] for UCA (2)

AF (θi) =
N∑

n=1

ej[β∗(n−1)∗d∗cos(θ)−αn] for ULA (3)

where αn represents the complex excitation phase of the n-th element, posn is the angular position
of the n-th element, and β is the phase shift constant.

d

o

z

r#m #2

#1

#N

θ

θ

Figure 1: Geometry of the UCA with N elements.

In this paper, our model assumes user #2 as transmitter, desired user #1 as receiver at desired
angle SOI = θd from user #2, and hacker at angle SNOI = θh from user #2. In this work, smart
antennas array using linear and circular topology are obtained.

3. HYBRID PSOGSA ALGORITHM OPTIMIZATION TECHNIQUE

Several different hybridization methods for heuristic algorithms were presented in [16], when two
different algorithms can be hybridized in high-level or low-level with relay or co-evolutionary method
as homogeneous or heterogeneous. In this paper, PSO with GSA was hybridized using low-level
co-evolutionary heterogeneous hybrid. The basic idea of hybrid PSOGSA is to combine the ability
of social thinking (gbest) in PSO with the local search capability of GSA. In order to combine these
algorithms, updating velocity is proposed as follow:

vi(t + 1) = w ∗ vi(t) + C1 ∗ rand ∗ ai(t) + C2 ∗ rand ∗ (gbest− xi(t)) (4)

where vi(t) is the velocity of agent i at iteration t, w, rand, gbest, C1 and C2 are taken from PSO
algorithm in [4]. On the other hand, from GSA in [7], ai(t) is the acceleration of agent i at iteration
t can be calculated by,

ad
i (t) =

F d
i (t)

Mii(t)
(5)
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where, inertia mass, active gravitational mass and passive gravitational Mai = Mpi = Mii = Mi;
i = 1, 2, . . . , K, F d

i (t) is the total force acting on ith agent calculated as:

F d
i (t) =

∑

i=1, j 6=1

randjF
d
ij(t) (6)

where F d
ij(t) is the force acting on agent ‘i’ from agent ‘j’ at dth dimension and tth iteration is

computed as below:

F d
ij(t) = G(t)

Mpi(t)Maj(t)
Rij(t) + ε

(
xd

j (t)− xd
i (t)

)
(7)

where, Rij(t) is the Euclidian distance between two agents ‘i’ and ‘j’ at iteration t, G(t) is the
computed gravitational constant at the same iteration, and ε is a small constant.

G(t) = G0e
(αt/T ). (8)

In this problem G0 is set to 100, α is set to 20 and T is the total number of iterations. In each
iteration, the positions of particles are updated as follow:

xi(t + 1) = xi(t) + vi(t + 1) (9)

In hybrid PSOGSA [15], firstly, each agent is considered as a candidate solution. As can be seen
in Figure 2, after initialization, evaluate the fitness function based on Equation (1). Gravitational
force, gravitational constant, and resultant forces among agents are calculated using (6), (8) and (7)
respectively, After that, the accelerations of particles are defined as (5). In each iteration, the best
solution so far (gbest) must be updated. After calculating the accelerations and with updating the
best solution so far, the velocities and the positions of all agents can be updated using (4) and (9)
respectively. Finally, after agents are updated. The process of updating velocities and positions
will be stopped by meeting an end criterion.

Figure 2: Flow chart for steps in hybrid PSOGSA algorithm.

4. SIMULATION AND DISCUSSION RESULTS

In this section, the capability of hybrid PSOGSA technique for adaptive beam-forming with a UCA
and ULA is studied. In this section our model is discussed according to end of Section 2, the first
scenario is SOI 30◦ and SNOI −30◦ = −330◦(360◦ − SOI(θh) (broadside direction)). Figure 3 is
obtained for normalized array factor comparison using ULA and UCA by Hybrid PSOGSA at SOI
30◦ and SNOI −30◦ in polar and rectangular representation. It is found that, only UCA topology
has capability to direct the main beam toward user #1 (SOI) and null at hacker #1 (SNOI). It is
clear that the directed power toward the intended direction (30◦) using UCA is better than that
obtained by ULA more than 6 dB (approximately 55%). On the other hand, the directed null (zero
power) toward the intended direction (−30◦) using UCA is better than that obtained by ULA by
approximately 35 dB.

In the real applications user #2 in our model may not be located at certain 30◦, for this reason
the second scenario is proposed where SNOI changed around −30◦. Figure 4(a) shows SOI at 30◦
and a changed value −40◦ for SNOI. Accordingly the results showed an improvement of more than
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(a) (b)

Figure 3: Normalized array factor comparison using ULA and UCA by Hybrid PSOGSA at SOI 30◦ and
SNOI −30◦ = 330◦, (a) polar representation and (b) rectangular representation.

(a) (b)

Figure 4: Normalized array factor comparison using ULA and UCA by hybrid PSOGSA at (a) SOI 30◦ and
SNOI −40◦, (b) SOI 30◦ and SNOI −20◦.

Figure 5: Normalized array factor using hybrid PSOGSA for UCA smart antenna.

1.5 dB and approximately 14 dB for SOI and SNOI respectively. Figure 4(b) shows SOI at 30◦
and a changed value −20◦ for SNOI. Accordingly the results showed an improvement of more than
3.5 dB and approximately 5 dB for SOI and SNOI respectively.

Also, it can be noticed that an extra undesired main beam in the broadside direction is obtained
in the ULA geometry. Therefore, the first case is the worst case in ULA because SNOI = θh =
(−30◦(330◦)) = 360− SOI(θh) (broadside direction). In general, the results obtained by UCA are
better than those obtained from ULA which used in [14] for all directions in all scenarios. Finally,
Figure 5 proves hybrid PSOGSA has great ability for optimization in beam-forming even for a big
set of simultaneously incident signals (k in (1) = 11 desired angles where UCA has 12 elements).
Algorithm is employed with a population size of 30 and 150 iterations. The hybrid PSOGSA is used
to adjust the weights of phase shift of the excitation of each element of the UCA array for beam
synthesis to maximize the output power toward the desired signals at SOI θi = [−150◦, −120◦,
−90◦, −60◦, −30◦, 0◦, 30◦, 60◦, 90◦, 120◦, 150◦] where ai in (1) at section #2 = [1.4, 1.5, 1.4, 1.4,
1.4, 1, 1.4, 1.4, 1.4, 1.5, 1.4] for previous angle respectively.
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5. CONCLUSION

In this paper, a novel technique is proposed for smart antennas systems based on ULA and UCA
to enhance the performance of adaptive beam-forming in wireless communications applications. As
can be seen from our model that the directed power in terms of normalized array factor toward
the intended direction (SOI) using UCA is better than ULA more than 6 dB (approximately 55%),
more than 3.5 dB and more than 1.5 dB for different scenarios, on the other hand, directed null to
SNOI better than ULA by approximately 35 dB, 5 dB and 14 dB for several scenarios. In addition,
simulations of beam-forming showed ability on accurate results even for a big set of simultaneously
incident signals. It is found that hybrid PSOGSA is more attractive for beam-forming applications
based on our fitness function.
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Abstract— We introduce a new model of homogeneous temperature tunable THz metamaterial
with controllable frequency range of hyperbolic dispersion based on semiconductor superlattice
with doped quantum wells. We develop a theory of quantum homogenization which is based on
the Kubo formula for conductivity. The proposed approach takes into account the wave functions
of the carriers, their distribution function and energy spectrum. We show that the components of
the dielectric tensor of the semiconductor metamaterial can be efficiently manipulated by external
temperature.

1. INTRODUCTION

Hyperbolic metamaterials (HMMs) are one of the fastest developing branches of modern optics [1–3].
The dielectric function of HMMs is described by a tensor with two different components correspond-
ing to the directions along (ε‖) and across (ε⊥) the optical axis. Depending on the sign of these
components, the crystal represents a dielectric medium (ε⊥ > 0, ε‖ > 0), a metal (ε⊥ < 0, ε‖ < 0)
or a hyperbolic metamaterial (ε⊥ε‖ < 0). For HMMs the shape of equal-frequency surface in
k-space represents a one- or two-sheet hyperboloid depending on the signature of permittivity ten-
sor [3]. This results in a singularity of the photon density of states and explains the unique optical
properties of HMMs [4].

Here we propose a new concept of an ultra homogeneous temperature tunable metamaterial
based on a semiconductor superlattice for THz applications. Here, the term ultra homogeneous
implies that the superlattice consists of coupled quantum wells separated by thin (∼ 1 nm) tunnel-
transparent barriers. Superlattices with barriers of such a thickness are widely used, for example, in
quantum cascade lasers [5]. In this case, in contrast to a superlattice with thick barriers, quantum
effects are particularly relevant and, therefore, it is incorrect to describe the dielectric function of
each layer separately and then apply the homogenization procedure. Therefore, another approach,
which takes into account the wave functions of the carriers, their energy spectrum modified by the
superlattice potential and the carrier distribution function, should be used. We discuss the theory
of proper approximation (quantum homogenization) further in Section 2.

The paper is organized as follows. In Section 2 we develop a quantum homogenization theory
and derive the main equations for the effective permittivity tensor. In Sections 3 and 4, we analyze
the band structure and effective dielectric function of a Te-doped GaAs/Al0.3Ga0.7As superlattice
depending on the temperature and frequency of the electromagnetic field. Finally, in Section 5 we
summarize our major results.

2. MODEL

2.1. Quantum Homogenization
Within the effective medium approximation, a multilayered structure with layer permittivities εi

and layer thicknesses di can be considered as uniaxial optical crystal with permittivity tensor whose
principle components are determined as

1
ε‖

=
1
d

∑

i

di

εi
, ε⊥ =

1
d

∑

i

diεi, d =
∑

i

di. (1)

As we have mentioned in the introduction, these formulas are inapplicable when the thickness of
the layers is comparable with electron wavelength and, therefore, quantum mechanics laws become
relevant. We consider a more accurate approach based on the Kubo formula [6]. It takes into
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account the distribution function of the carriers, their wave functions and spectrum modified by
the superlattice potential:

εα(ω) = ε∞α

(
1− Ω2

α

ω(ω + iγ)

)
+

4πi

ω
σα(ω). (2)

Here and in what follows, the index α = ‖,⊥ corresponds to the directions along and across
the optical axis of the metamaterial. Parameter ε∞α is a permittivity of the lattice without free
carriers, γ is inverse momentum relaxation time of the carriers which is supposed to be isotropic
for simplicity.

The first term interprets classical Drude-Lorentz formula and the second term describes inter-
band transitions. One can see that implementation of a superlattice in a semiconductor makes
its plasma frequency anisotropic and we can distinguish plasma frequencies along (Ω‖) and across
(Ω⊥) the optical axis:

Ω2
α =

4πe2

ε∞
2

(2π~)3
∑

i

∫∫∫
f(E, µ, T )

∂2Ei

∂p2
α

d3p. (3)

Here Ei is the carrier energy in the i-th miniband which depends on the momentum p, f(E,µ, T )
is the Fermi-Dirac distribution function, µ is the chemical potential, T is the temperature. The
sum is over all the minibands. Here we neglect hole contribution into the plasma frequency because
we will consider n-doped semiconductor structures. Eq. (3) is similar to the classical definition of
plasma frequency:

Ω2 =
4πne2

ε∞m∗ . (4)

Indeed, the difference between Eq. (3) and Eq. (4) is that in Eq. (3) we just average the inverse
effective anisotropic mass 1/m∗ = ∂2E/∂p2 with distribution function f(E,µ, T ).

In order to calculate Ω⊥ and Ω‖ we need to determine the energy spectrum Ei(p) and the
chemical potential µ.

2.2. Energy Spectrum of Carriers

Let us consider a periodic semiconductor superlattice with period d consisting of a quantum well
with thickness d1 and a barrier with thickness d2 and height V [Fig. 1(a)]. Effective masses in the
well and barrier we put equal to m1 and m2, respectively.

Energy dispersion of electrons in i-th miniband can be found from the dispersion equation.

cos(p‖d/~) = cos(p1d1/~) cos(p2d2/~)− 1
2

sin(p1d1/~) sin(p2d2/~)
(

p1m2

p2m1
+

p2m1

p1m2

)
(5)

where p1 =
√

2m1E(p‖), p2 =
√

2m2(E(p‖)− V ). This dispersion equation can be obtained from
the Schrödinger equation using the Floquet’s theorem.

2.3. Chemical Potential

We consider the case of doped semiconductor structures on the example of a superlattice with
quantum wells uniformly doped with shallow donors.

In highly doped structures, wave functions of neighbour donors can overlap. This results in a
shift of donor levels and formation of a donor band. In the case of a considerable shift, the donor
band can overlap with the conduction band.

The chemical potential µ can be calculated from the electroneutrality condition [7]. It states
that free carrier concentration is equal to the concentration of ionized donors:

∑

i

∫
f(p, µ, T )

2d3p

(2π~)3
= nd

∫
g(E)dE

2e(µ−E)/(kT ) + 1
(6)

Here nd is the full donor concentration, g(E) is a donor distribution function which can be approx-
imated by a Gaussian with standard deviation ∆ and maximum at Ed.
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Figure 1: (a) Conduction band profile of n-doped superlattice. Blue shaded areas represent the energy of
the minibands. Green shaded area corresponds to the donor band. Thicknesses of the well and the barrier
are denoted as d1 and d2, respectively, V is the height of the barrier, g(E) is a donor distribution function
with standard deviation ∆ and a maximum at Ed. (b) Electron energy dispersion in GaAs/Al0.3Ga0.7As
superlattice with following parameters: d1 = 10mn, d2 = 1 mn, V = 0.26 eV.

3. BAND STRUCTURE OF THE SUPERLATTICE

The model described above is applicable for superlattices of various compounds and designs. As
an example, let us consider a superlattice that consists of GaAs quantum wells and Al0.3Ga0.7As
barriers. Thickness of the quantum well d1 and the barrier d2 we put equal to 10 and 1 nm,
respectively. We consider the high frequency permittivity in Eq. (2) to be isotropic (ε∞‖ = ε∞⊥ )
and put it equal to 11 [8]. The calculated band structure and electron dispersion are shown in
Fig. 1(b). We consider that quantum wells are uniformly doped with Te donors with concentration
nd = 1 × 1018 cm−3. The energies of Te donors in bulk GaAs and in the superlattice are slightly
different due to quantum confinement that arises from the superlattice potential. We neglect this
difference and put Ed = 0.03 eV as in a bulk material [7]. The standard deviation of the donor
distribution function ∆ for such a doping level is about several hundredths of an electron-volt. In
the structure under consideration we put ∆ = 0.03 eV, which is in accordance with Refs. [9].

4. EFFECTIVE DIELECTRIC FUNCTION OF THE SUPERLATTICE

We calculate the frequency and temperature dependencies of the permittivity tensor components
using the quantum homogenization approach [Eq. (3)]. The frequency dependence of ε⊥ and ε|| at
room temperature is shown in Fig. 2(a). The average energy between minibands and, therefore,
frequencies of interband transitions are about 0.05 eV [Fig. 1(a)], which corresponds to a frequency
of 10THz. So, the contribution of interband transition into the dielectric function [second term in
Eq. (2)] can be neglected at frequencies of 1 THz without any considerable precision losses. Thus,
quantum homogenization predicts that, beyond the interband transition, the tensor components of
a superlattice with thin layers can be described within the classical Drude-Lorentz formula with
plasma frequency described by Eq. (3).

This results qualitatively differ from effective parameters obtained within the classical homog-
enization procedure which predicts a resonance behaviour of ε‖ at a nonzero frequency. There
is no contradiction here. Classical homogenization implies that all layers are isolated from each
other and that the carriers do not move from one layer into a neighbouring one. Qualitatively it
is equivalent to the restoring force that obstructs the carrier transport. This force results in an
appearance of the resonance in ε‖. Quantum homogenization implies that the barriers are tunnel
transparent and charges can move freely throughout the whole volume of the sample. Therefore,
the dielectric function ε‖ is similar to that of a metal but takes into account interband transitions.

One can see from Fig. 2(a) that there are three frequency regions which correspond to dif-
ferent forms of the equal-frequency surfaces in k-space: (i) at frequencies ω/2π > 4.1THz the
material behaves like a dielectric; (ii) at frequencies 2.2THz < ω/2π < 4.1THz the form of the
equal-frequency surface is a hyperboloid and the material exhibits optical properties of HMM; (iii)
at ω/2π < 2.2 THz electromagnetic waves decay exponentially into the medium, similar to the
behaviour in a metal.
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Figure 2: (a) Frequency dependence of real part of dielectric function along (blue line) and across (black
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Figure 3: Temperature dependence of plasma frequency along the optical axis (blue line) and across the
optical axis (black line). Insets show the shape of equal-frequency surfaces in the dielectric and hyperbolic
regimes.

The temperature dependence of ε⊥ and ε|| at a frequency of 3 THz is shown in Fig. 2(b). One
can see that the material behaves as a dielectric, HMM or a metal depending on the temperature.
Dielectric dispersion can be realized at the temperature of liquid nitrogen, the hyperbolic regime
is achieved at room temperature.

Figure 3 represents a topological phase state diagram. Solid lines show the temperature depen-
dence of the longitudinal Ω‖ and transversal Ω⊥ plasma frequencies. These lines divide the plane
of the figure into three regions. It follows from Eq. (2) that every region corresponds to the one
of the possible regimes: dielectric, metal or hyperbolic. The shapes of equal-frequency surfaces
corresponding to each regimes are shown in the insets of Fig. 3.

5. CONCLUSION

In this work we proposed a new concept of an ultra homogeneous temperature-tunable metamaterial
based on a doped semiconductor superlattice. We have shown that the classical homogenization
procedure is inapplicable for the description of the metamaterial in terms of effective parameters
because of the tunnel transparency of the barriers separating the quantum wells and that quantum
homogenization should be used. We developed the theory of quantum homogenization applied to
semiconductor nanostructured metamaterials. It is based on the Kubo formula for conductivity and
takes into account wave functions of the carriers, their energy spectrum and distribution function.

We have shown that the components of the dielectric tensor the semiconductor metamaterial can
be efficiently manipulated by external temperature. Efficient temperature tunability is a distinctive
feature of semiconductors which is explained by the high sensitivity of free carrier concentration to
the temperature.

A significant advantage of semiconductor metamaterials is the possibility of their direct integra-
tion into optolectronic devices and optical integrated circuits. Moreover, semiconductor materials
combine two important features. On one hand, the energy spectrum of the carriers in semiconduc-
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tor nanostructures can be precisely tailored with quantum engineering technologies. On the other
hand, there are many methods of dynamic control of the electron distribution function in semicon-
ductors, which are well-developed and widely applied in nano- and optoelectronics. These are, for
example, electrical injection, optical pumping, thermal excitation, electron heating by electric field,
etc. The advantages mentioned earlier and the rich functionality of semiconductor metamaterials
allow to consider them as important element of future optoelectronics.
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Abstract— The authors discuss the application of a broadband noise signal in the research of
periodic structures and present the basic testing related to the described problem. Generally,
noise spectroscopy tests are carried out to verify the behaviour of the response of periodic struc-
tures, and the related objective consists in recording the properties of microscopic structures in
natural and artificial materials. The aim is to find a metrological method to investigate structures
and materials in the frequency range between 100MHz and 10 GHz; this paper therefore charac-
terizes the design of a suitable measuring technique based on noise spectroscopy and introduces
the first tests conducted on a periodic structure. In this context, the applied instrumentation is
also shown to complement the underlying theoretical analysis.

1. INTRODUCTION

In general terms, spectrometry can be defined as a discipline analyzing the properties and origi-
nation of the spectra of harmonic signals or electromagnetic waves. The related research methods
are based on the interaction between an electromagnetic wave and the measured sample of matter.
The dependence of irradiation intensity changes on the wavelength is examined within electromag-
netic spectroscopy; this discipline comprises, for example, Raman spectroscopy, which measures
the spectrum of electromagnetic irradiation scattered on the basis of the Raman effect (non-elastic
scattering). This effect causes the scattered irradiation to exhibit a wavelength slightly different
from the incident radiation, mainly due to a part of the energy being transferred at vibrational
junctions of a molecule. The discussed technique provides information on the structure and spatial
arrangement of the quantum mechanical model of a molecule, and it is applicable for different
materials, such as carbon [2, 3]. Another subregion of spectrometry consists in a method which
utilizes the Fourier transform and is based on a mathematical transformation of the interferogram
of the signal intensity dependence on the path difference of the beams; this difference is acquired
via detecting the signal out of the interferometer. The interfering beams travel through the bu-
rette containing the sample. Fourier type spectrometers [1] are applied in, for example, infrared
spectroscopy, UV/VIS spectroscopy, attenuated total reflection, atomic absorption spectroscopy,
X-ray fluorescence, and weight spectroscopy to measure the proportion of weight to the ion charge.
Weight spectrographs and spectrometers utilize the motion of a particle of the quantum mechanical
model of matter in the electric and magnetic fields. We have the formula

m =
p2

2 · Ekin
, (1)

where m is the weight, p are the dynamics of a moving particle, and Ekin is the kinetic energy of a
specific particle. The weight can be determined from a comparison of the dynamics and the kinetic
energy; this is performed via the passage of an ion having the charge Q through the “energy filter”
and the “dynamics filter”, both of which are materialized by means of an electric and a magnetic
field from the application of Faraday’s law of induction and Lorentz’s forces acting on the particles
of mass:

F = q (E + v ×B) , (2)

where F is the vector of the force acting on the particle with an electric charge q, E is the elec-
tric intensity vector, v is the vector of the instantaneous velocity of the motion of the electrically
charged particle, and B is the magnetic flux density vector. Other subareas comprise spectroscopy
utilizing nuclear magnetic resonance, which is applied to determine the distribution of atoms in the
vicinity of nuclei exhibiting non-zero nuclear spin (1H, 13C, 31P, . . .). In the given context, let us
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note that nuclear magnetic resonance spectroscopy [4–6] is a physical-chemical method exploiting
the interaction between atomic nuclei of the quantum mechanical model of matter and an external
magnetic field. The technique examines the distribution of nuclear spin energies in the magnetic
field and investigates the transition between individual spin states caused by radio frequency irradi-
ation. Current methods within NMR spectroscopy are nevertheless fully applicable also in defining
the spatial structure of smaller proteins, thus complementing the X-ray structural analysis. An-
other related technique utilizes electron paramagnetic resonance to measure particles containing
non-pair electrons; this is a method enabling us to solve the problems of magnetic resonance spec-
troscopy. Other procedures involve nuclear quadrupole resonance and muon resonance [7]. Noise
spectroscopy can be effectively practised via both harmonic analysis and statistics. To evaluate
signals in continuous time, we can suitably use the Fourier transform [8], which can be further
modified for other signal types. The evaluation of discrete signals is then feasible by means of the
discrete Fourier transform [9] and the fast Fourier transform algorithm [10]. However, the Fourier
transform is not applicable for the investigation of non-stationary signals; such signals can be ex-
amined more advantageously via wavelet transform and its modified algorithm, the discrete wavelet
transform [11, 12]. Noise spectroscopy also utilizes wideband signals, for which we can suitably use
the Burg algorithm method [13–15].

1.1. Ultrawideband Signals (Noise)
Noise can be generally characterized as a stochastic, random signal, whose description is deliverable
via several approaches. Of these, the most prominent one consists in the amplitude area, where the
signal is described by distributing the amplitudes, expressing the probability density, and specifying
the distribution function. Another description technique is materialized via the autocorrelation
function in the time region and by means of the power spectral density in the frequency area.
Noise can be classified with “colours” assigned according to the frequency range; we then distinguish
between white, grey, brown, red, pink, and other noise variants. These noise types are specific in
their properties and sources. White noise, for example, consists of random samples exhibiting
uniform and constant spectral power densities. Other properties of white noise include also infinity
of the frequency spectrum; this is, however, a mere theoretical assumption because if the frequency
spectrum were infinite, the total power of the signal would be infinite too. By extension, pink noise
— also known as 1/f noise or oscillating noise — is a signal or process having such frequency range
that the power frequency density is directly proportional to the reverse value of the frequency. This
condition occurs multiple times within the process and is therefore termed transition between white
and red noises. Red noise is similar to the pink one but exhibits a power frequency density lowered
by 6 dB per octave with increasing frequency [18].

1.2. Macroscopic Environment
The term macroscopic material generally denotes any material observable with the naked eye. The
denomination is related to longitudinal dimensions, although it is also used to denote the effects
and quantities connected with macroscopic objects. An isotropic environment constitutes a form
of matter whose physical properties are identical or approximately identical in all directions of the
coordinate system; an anisotropic environment is then one whose properties change in directions of
the coordinate system. Then, for example, the relationship between the electric flux density D(t)
and the electric intensity E(t) can be expressed by linear combination of the squared component
of the vector D(t):

(
Dx

Dy

Dz

)
=

(
ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

)
( Ex Ey Ez ) .

(
Bx

By

Bz

)

=

(
µ11 µ12 µ13

µ21 µ22 µ23

µ31 µ32 µ33

)
( Hx Hy Hz )

(
Jx

Jy

Jz

)
=

(
γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 γ33

)
( Ex Ey Ez ) . (3)

The coefficients εjk of this linear transformation (3) are components of the symmetrical tensor of
electric permittivities. A homogeneous environment is defined as one having constant properties
in the space of the monitored material. Similarly, (3), it is possible to write the magnetic field
properties, namely the magnetic permeability µjk with the magnetic field intensity vectors H(t),
the magnetic flux density B(t), and the current field with the specific conductance γjk (3) for
vectors of the electric field intensity E(t) and the current density J(t).



Progress In Electromagnetics Research Symposium Proceedings 985

1.3. Periodic Structures
From the perspective of description, a macroscopic material (MM) can be defined via a quantum
mechanical (QM) model. The MM is then examined based on the incidence/irradiation of an
electromagnetic wave, and from this interaction we then deduce the properties of the sample. The
QM model of the sample comprises a high number of repeated structures, and it is thus possible
to use the term periodic material structure. Depending on the result of the EMG wave interaction,
we can deduce the basic and complementary properties of the sample (conductor; semiconductor;
or insulator). Such utilization of similar effects is also typical of spectroscopy [2]. Research in the
given area was already performed by Yablonovitch, whose experiments focused on an EMG wave
in the spectrum of light [19]. The beginnings of research into the interaction between radiation
and a periodic structure can be traced to the first years of the 20th century, a period when Bragg
discovered by observation that, under certain conditions, atomic structure can behave like a mirror.
This holds true, for example, in X-rays if the conditions are satisfied of a wavelength λ and a distance
d between two neighbouring atoms at the angle of incidence Θ:

λ = 2d · sin(Θ± δ), (4)

where δ is the angle deviation. Reflections of the incident EMG wave will occur, Fig. 1.
It is nevertheless obvious that the material and its atoms in themselves do not exhibit this

property and that the periodicity of the structure must be ensured on the scale of wavelengths
of the incident EMG wave. In periodic structures, the above-described effect can be used to
determine the properties of the monitored sample of material. If an unknown sample of material,
conceived according to the QM model, is irradiated with an EMG wave exhibiting a sufficient
wavelength, we will find conditions that facilitate reflection of the selected EMG wave from the
applied electromagnetic wave spectrum. The wave selection depends on the actual periodicity of the
material. The ideal frequency range of the transmitted wave is infinite bandwidth; theoretically, this
condition can be satisfied by white noise. When the reflected part of the EMG wave is captured, it
is advantageous to have ready suitable evaluation tools, for example the Fourier transform, wavelet
transform, or other techniques introduced above.

1.4. Periodic Structure Analysis
In order to be able to investigate the actual spectroscopic method working with a white noise signal,
there has to be the possibility of mathematically describing periodic structures, and it is important
to know their mathematical characteristics. The structure can then be analyzed. If we assume a
periodic structure with finite dimensions, such analysis is performable with a finite method enabling
basis approximation of the geometry and the function. In periodic structures exhibiting a low level
of periodicity and large dimensions of the model, finite methods cannot be applied effectively, and
a different mathematical model must be chosen. Artificial periodic structures include, for example,
metamaterials [14] composed of elementary bound resonators.

Figure 1: X-ray reflection from the periodic struc-
ture of atoms.

Figure 2: The applied noise generator and power
amplifier. The image shows the tested noise genera-
tor, whose output power is 0 dBm in the frequency
range of between 100 kHz and 10 GHz.



986 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

1.5. Benefit of Noise Spectroscopy

The contribution of noise spectroscopy consists in the use of an ultrawideband signal, which will
enable us to acquire, within a single instant of time, a response to the entire spectrum of elec-
tromagnetic waves. However, the selective approach to signal sweep into the frequency spectrum
carries with it the problem of time delay, and this drawback can be eliminated only with difficulty.
Thus, the above-described effect of time-unshifted reflections from the periodic structures cannot
be attained. In comprehensive investigation of material structures for the micro-wave application
(tensor and composite), the properties of materials are studied by means of classic single-frequency
methods, which bring about certain difficulties in the research process [20]. In boundary changes
with a size close to the wave-length, wrong information concerning the examined objects can occur.
One of the possible ways of suppressing negative sources of signals consists in the use of wide-band
signals such as white noise, and this approach can be further reinforced by analyzing the problem of
absorption in the examined material. The indicated methods require a source of noise, a receiving
and a transmitting antenna, and A/D conversion featuring a large bandwidth; for our purposes,
the bandwidth ranged between 50 MHz and 10 GHz. Until recently, it had not been possible to
design an A/D converter of the described speed or materialize devices with the above-mentioned
bandwidth. Currently, high-end oscilloscopes are available with a sampling frequency of hundreds
of Gsa/s.

2. NOISE SOURCE

At present, the appropriate type of source is supplied by certain manufacturers in the given field.
Importantly, for the noise spectroscopy application, we require a comparatively large output power
of up to 0 dB/mW; the assumed bandwidth characteristics then range up to 10 GHz. At this point,
it is also necessary to mention the fundamental problem of finding active devices able to perform
signal amplification at such high frequencies. Our requirements are thus limited by the current
status of technology used in the production of commercially available devices; the highest-ranking
solution for the bandwidth of up to 10 GHz can be found only up to the maximum of 0 dB/mW. In
the noise spectroscopy experiments, we utilized a generator and an amplifier (NC1128A), Fig. 2.
In order to verify the applicability of the noise spectroscopy laboratory arrangement (Fig. 4), we
tested a metamaterial (periodic structure) designed for the frequency of 199.9 MHz (Fig. 3).

3. METHOD

Repeated transmission and sensing of both the signal provided by the noise generator and the
external signals were carried out at the initial stage of the research. The repetition was performed
for each sampled frequency, and the incident power spectrum was summed. Thus, we obtained
the frequency dependence of the transmitted signal energy distribution. Generally, if the transmit-
ter/receiver set is not located in a room with a defined spectral absorbance, we can expect uniform
energy distribution within the whole frequency range. The record is, at its end, transformed to the
frequency dependence of the specific power. In the described manner, we acquired the character-
istics of the spectrum measurement background. At this point, the examined sample was placed

Figure 3: The first tuned periodic structure tested
to verify the noise spectroscopy measurement.

Figure 4: The arrangement of the noise spectroscopy
station (free room).
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in a support case (Figs. 4, 5(a), 5(b)); the sample for such application can be layered or peri-
odic, and it is expected to provide the assumed frequency characteristic. Subsequently, repeated
measurement was performed observing the above-outlined procedure. In the case of a markedly
frequency-dependent background, the obtained characteristic can be corrected. Fig. 6 shows the
frequency dependencies of the measurement setup and the multi-layer material.

(a) (b) (c)

Figure 5: (a) The liquid and (b) solid samples arranged in a laboratory for the sensing and evaluation of the
spectrum (no shielded chamber; free room).
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Figure 6: The waveform and spectrum of the noise generator output for the measured sample; f = 50–
350MHz.

4. CONCLUSION

The research paper provides an elementary overview and description of instrumentation for noise
spectroscopy measurement and the related experiments. Noise spectroscopy operations within
the frequency band of between 10MHz and 10 GHz can be performed using currently available
technologies. The noise source comprised a generator (NC1108A) and an amplifier (NC1128A).
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Abstract— In this paper, we demonstrate the supercontinuum generation in a silicon nanowire
embedded photonic crystal fiber (SN-PCF) using fully-vectorial finite element method. The
variation of supercontinuum is investigated by changing the fiber length, pump peak power and
pump wavelength. The proposed fiber exhibits broad spectrum of more than 2200 nm within
2mm length of fiber for peak power of 500W of input pulse.

1. INTRODUCTION

The photonic crystal fiber (PCF) is a good platform for manipulating tunable dispersion with
high nonlinear properties by arranging the air-holes in the core-cladding geometry suitably. PCF
has been an intense topic of research for supercontinuum generation (SCG) ever since the work
by Ranka et al [1, 2]. Pumping near a zero dispersion wavelength (ZDW) with high nonlinearity
facilitates less power requirement. SCG finds wide applications in different fields such as wavelength
division multiplexing [3, 4], optical sensing [5], spectroscopy [6, 7], optical coherence tomography
(OCT), etc..

There have been many theoretical and experimental reports of SCG in various guided-wave
structures, such as single-mode fibers, PCF, silica nanowires, etc.. The previous results suggest
that it is possible to achieve SCG at low optical power and over short propagation distances provided
the guiding medium exhibits high nonlinear response and tunable dispersion properties. In a typical
PCF based supercontinuum source, the effective mode area of the PCF is roughly ∼ 1µm2 with
several metres of PCF. Further, by reducing the core down to nm size and by tapering the micro-
structured core, the effective optical nonlinearity can be increased [8]. Although these previous
studies have demonstrated efficient generation of supercontinuum in on-chip integration, those
sources demand a large propagation length for generating high spectral broadening.

A promising alternative solution is provided by silicon waveguide sources [9], which have the ad-
vantage of employing an emerging silicon-on-insulator (SOI) integrated-photonics platform. Silicon
has excellent transmission properties compared to silica and does not require high power density
to bring in nonlinearity owing to its huge nonlinear coefficient. Till date, many reports for SCG in
silicon nanowire are available [8, 10, 11]. Recently, the possibility of SCG of 500 nm bandwidth at
telecommunication wavelength has been demonstrated with various input peak powers for various
SOI waveguide lengths. Such a dielectric silicon waveguide with a nanocore diameter could provide
a remarkably strong field confinement, enhanced light-matter interactions and strong tunable dis-
persions when embedded into PCF. The resulting silicon photonic device known as silicon nanowire
embedded photonic crystal fiber (SN-PCF) has been proposed very recently [12]. In this paper,
we report the supercontinuum of bandwidth wider than 500 nm in SN-PCF with less input peak
power.

The paper is laid out as follows. In Section 2, we discuss the design of a SN-PCF using a fully-
vectorial finite element method. We study the optical properties of SN-PCF including group velocity
dispersion (GVD), third order dispersion (TOD) and nonlinearity by varying the core diameter in
Section 3. We investigate the evolution of supercontinuum by changing the fiber length, pump
peak power and pump wavelength for 480 nm core diameter in Section 4. Finally, we summarize
the findings in Section 5.

2. DESIGN OF THE PROPOSED SN-PCF

The schematic cross section and mode field distribution at 0.8µm wavelength for 480 nm core
diameter of the proposed SN-PCF as shown in Figs. 1(a) and (b). It is composed of circular air
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holes in the cladding arranged in a triangular pattern and a circular nanosize core. Here, the air-hole
diameter is 1120 nm. We analyze the optical properties by increasing the core diameter from 420 to
480 nm. We have already explored all the optical properties for the various core diameters ranging
from 1000 to 300 nm [12]. In this work, we choose to vary the core diameter from 420 to 480 nm
for analyzing the optical properties for a wavelength range from 0.8 to 1.7µm for supercontinuum
generation. The justification for this range of study is because of tight mode confinement within
the core and nearly zero dispersion with high nonlinearity. In order to determine the dispersion of
SN-PCF, it is necessary to compute the effective refractive index of the fundamental mode and the
same is done by finite element method.

3. OPTICAL PROPERTIES

In this section, we explore the various linear and nonlinear optical properties. We study the impact
of dispersions of fundamental mode for different core diameters. The variations of GVD and TOD
with respect to wavelength for various core diameters are shown in Fig. 2(a). As is seen in Fig. 2(a),
when the core diameter is reduced from 480 nm to 440 nm, the GVD decreases upon increasing the
wavelength due to the increase in field distribution towards the core-cladding boundary. However, at
420 nm core diameter, the GVD decreases up to 1.65µm wavelength beyond which, this dispersion
switches to normal regime. From the Fig. 2(a), it is clear that the 480 nm core diameter exhibits
a less anomalous GVD (−0.4909 ps2/m) at 0.8µm wavelength. Further, we report a less TOD
(0.6595 × 10−3 ps3/m) at 0.8µm wavelength for 480 nm core diameter and this is evident from
Fig. 2(a).

Due to the small core diameter and high nonlinear index coefficient of silicon (4×10−18 m2/W),
the SN-PCF exhibits tight mode confinement compared to conventional PCF. But a significant
fraction of the optical mode propagates in air as the evanescent field. Hence, an accurate estimation

(a) (b)

Figure 1: (a) Geometrical structure of the proposed fiber and (b) mode field distribution at 0.8µm wavelength
for 480 nm core diameter.

(a) (b)

Figure 2: (a) Variations of GVD and TOD and (b) variations of nonlinearity of the proposed SN-PCF for
different core diameters.
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of the nonlinear coefficient γV is needed for small core diameter. It is known that the mode
confinement determined by the effective mode area becomes much pronounced upon reducing the
core diameter of the proposed fiber. Fig. 2(b) depicts the variation of effective nonlinearity with
respect to wavelength for various core diameters. The results show a slowly decreasing nonlinearity
with the increase in wavelength. The proposed structure possesses a maximum effective nonlinearity
for lower wavelengths at 420 nm core diameter.

4. SIMULATION OF SUPERCONTINUUM GENERATION

We study the SCG using the generalized nonlinear Schrödinger equation with the effects of two
photon absorbtion and free-carrier absorbtion using the proposed SN-PCF as follows [10],

∂A

∂z
= −1

2
(α + αf )A− i

2
β2

∂2A

∂T 2
+

β3

6
∂3A

∂T 3
+ iγV [1 + ω/ω0] A

∫ ∞

−∞

[
R(T − τ)|A|2] dτ (1)

where, A(z,T), α, αf , β2, β3, γV and R(T − τ) represent the field envelope, linear loss, free-
carrier contribution term, GVD, TOD, effective nonlinearity and Raman response function. In
this simulation, we ignore the effects of free carrier absorption, two photon absorption and loss
owing to their insignificant role in the interaction. The nonlinear response function R(t) is defined
by [10] R(t) = γ(1− fR)δ(t) + fRhR(t), includes both instantaneous electronic and delayed Raman
contributions. The fractional Raman contribution is fR = 0.043 and delayed Raman response
hR(t) of silicon is expressed as: hR(t) = Ω2

Rτ1 exp(−T
τ2

) sin( T
τ1

), where the parameters τ1 (= 10 fs)
and τ2 (= 3 ps ) correspond to the Raman shift and the bandwidth of the Raman gain spectrum,

(a) (b)

(c)

Figure 3: Measured supercontinua in the SN-PCF with (a) the different fiber lengths at the pump wave-
length of 0.8 µm for the input peak power of 25 W and pulse duration of 50 fs, (b) the pump peak power
increasing from 0.5W to 500 W at the pump wavelength of 0.8µm of 2 mm of SN-PCF and (c) different
pump wavelengths from 0.850 µm to 1.650 µm for the input peak power of 25 W and width of the pulse is
50 fs.
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respectively. We investigate the pulse propagation in SN-PCF by symmetrized split-step Fourier
method [13]. We consider the input electric field with an input soliton order (N) is given by [14],
A(0, t) = N

√
P0sech[ t

T0
], where P0 is the peak power and T0 is the input soliton duration defined

as TFWHM /1.763, where TFWHM is the full width at half maximum (FWHM) of the input pulse.
The soliton order of the input pulse is determined by both pulse and fiber parameters through
N2 = LD

LNL
. Here, LD = T 2

0
|β2| and LNL = 1

γP0
are the characteristic dispersive and nonlinear length

scales, respectively.

5. RESULTS AND DISCUSSIONS

In this section, first, we investigate the evolution of supercontinuum by varying the length of the
fiber using hyperbolic secant input pulse with pulse width of 50 fs. When pumping the pulse in the
anomalous dispersion regime nearest to ZDW, the wider spectrum occurs due to the cumulative
effect of dispersive waves, soliton fission and Raman soliton self-frequency shift. The spectra of
supercontinuum in the SN-PCF with different length of fibers, i.e., L = 0.5, 1, 3, 5, 7, 9, and 11 mm
for a less input peak power of 25 W are shown in Fig. 3(a).

Second, we study the supercontinuum evolutions by increasing the pump peak power from 0.5
to 500 W at 0.8µm wavelength in an SN-PCF of 2mm length as shown in Fig. 3(a). We note that
LD is much larger than LNL when peak power is 0.5 W. At this juncture, SCG is initiated by the
self-phase modulation (SPM) and the same is shown in Fig. 3(b). When the pump peak power
further increases, the spectrum is broadened by the combined action of SPM, soliton fission and
Raman effect. As a result, we obtain a broad spectrum of 1530 nm for a range of wavelengths from
420 to 1950 nm as shown in Fig. 3(b). Thus, the proposed SN-PCF exhibits a narrow spectrum of
300 nm when peak power is relatively less (0.5 W). On the other hand, a wider spectrum of 2100 nm
is observed for a maximum peak power of 500W.

Finally, we investigate the variations of supercontinuum for an input peak power of 25W with
50 fs pulse width by varying the pump wavelengths from 0.850 to 1.650µm in a 2mm length of
SN-PCF as shown in Fig. 3(c). We obtain a broad spectrum at shorter wavelength of 0.850µm due
to the effects of low anomalous GVD with high nonlinearity. Further, upon increasing the pump
wavelength, we observe a narrow spectrum as order of the soliton is less.

6. CONCLUSION

We have demonstrated the supercontinuum using a silicon nanowire embedded photonic crystal
fiber. Further, we have investigated the supercontinuum by varying the length of the fiber, peak
power of the input pulse and operating wavelength. We have observed a wider bandwidth exceeding
1300 nm in a 11 mm length of SN-PCF. Further, we have obtained a broad spectrum of more
than 2200 nm for a large input peak power of 500W. Finally, we have obtained a broad spectrum
exceeding 1500 nm at a shorter wavelength of 0.850µm.
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Abstract— The electromagnetic waves propagation in a two-dimensional periodic array of zinc
oxide nanowaveguides covered with a thin metal film is solved by the separation of variables
method in cylindrical coordinates. The numerical results obtained by our method are in good
agreement with the ones computed by the commercial software COMSOL MultiphysicsTM over all
optical range and have minor deviations for the wavelength range close to the critical wavelength.
Resonances located at the amplitude-frequency characteristics of optical nanoantennas may be
interpreted as resonances of circular bilayer nanowaveguide segments with the ZnO core covered
with thin metal shell. The results may also be used to predict the resonant wavelength of two-
dimensional periodic arrays of ZnO nanorods coated with a thin metal layer and grown on a
dielectric substrate.

1. INTRODUCTION

The new design of optical antennas based on the ZnO nanorods coated with a thin metal film is
discussed in the paper [1]. The diffraction of electromagnetic waves by a single metal-dielectric
nanooscillator and array of ones placed at the interface between dielectric layers has been solved.
The dependencies of electrodynamic characteristics of optical antennas on the geometrical param-
eters were compared with the experimental data. Resonances located at the amplitude-frequency
characteristics of optical nanoantennas may be interpreted as resonances of circular bilayer nanowave
guide segments with the ZnO core covered with thin metal shell. In this regard it is of interest to
investigate the range of the optical characteristics of similar waveguides.

The calculated dispersion characteristics of single waveguide and two-dimensional periodic arrays
of ones are discussed in this paper. The dielectric constant dispersion of ZnO [2] and metal [3] were
took into account. The metals are known to have a finite complex dielectric constant in the optical
range.

2. STATEMENT OF THE PROBLEM

The Fig. 1 shows the geometry of optical waveguide composed of a core covered by a thin metal
shell. The core has a radius R1 and a dielectric constant ε1. The shell with a dielectric constant
ε2 has a radius R2. The thickness of the shell is d = R2 − R1. We assume that the dielectric
constant ε3 outside of the waveguide is equal to free space permittivity. The magnetic permeability

Figure 1: The electric field of the cylindrical nanowaveguide with λ = 450 nm, R1 = 100 nm, ε1 = 4.0397 +
0.002i (ZnO), R2 = 135 nm, ε2 = 6.0830 + 0.7462i (Ag), ε3 = 1, dx = dy = 400 nm.
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µ everywhere is equal to free-space permeability. The geometry shown in Fig. 1 of optical waveguide
is described by Cartesian rectangular coordinate system. The x- and y-axis are the longitudinal
coordinate. The z axis is directed along the waveguide being unlimited in this direction. The
parameters dx and dy are periods of the array along x and y axes, respectively.

The method of separation variables in cylindrical coordinate system (r, φ, z) is applied to
determine the frequency dependence of the complex propagation constant γ(ω) in the nanoantennas.

The electromagnetic field in the waveguide can be written by the longitudinal component of the
electric P e(r, φ) exp(−iγz) and magnetic Pµ(r, φ) exp(−iγz) Hertz vector.

The solution of Helmholtz equation for waveguide arrays is assumed in the form:

P e(r, φ) =
∞∑

m=1

P̂ e
m(r) sin mφ, Pµ(r, φ) =

∞∑

m=1

P̂µ
m(r) cosmφ (1)

where m is the azimuthal wave mode number. The summing symbol in (1) should be omitted in
case of a single waveguide. The function P̂ e,µ

m (r) may be written:

- in the core of the waveguide (r ≤ R1):

P̂ e,µ
m (r) = Ae,µ

m

Ĵm(r)
η2
1Ĵm (R1)

, (2)

- in the shell (R1 ≤ r ≤ R2):

P̂ e,µ
m (r) =

1

η2
2Φ

(2)
m (R1, R2)

[
Ae,µ

m Φ(2)
m (r,R2)− Ce,µ

m Φ(2)
m (r,R1)

]
, (3)

- in free space (r ≥ R2) in case of a single waveguide:

P̂ e,µ
m (r) = Ce,µ

m

K̂m(r)
η2
3K̂m (R2)

, (4)

- in free space (r ≥ R2) in case of a periodic waveguide array:

P̂ e,µ
m (r) =

1

η2
3Φ

(2)
m (R2, R3)

[
Ce,µ

m Φ(2)
m (r,R3)−Be,µ

m Φ(3)
m (r,R2)

]
, (5)

where R3 is an arbitrary radius, satisfying the condition R3 >
√

d2
x + d2

y/2. In Eqs. (2)–(5) we use

Ĵm(r) =
{

Jm (η1r) , η2
1 ≥ 0,

Im (η1r) , η2
1 < 0,

K̂m(r) =
{

Nm (η3r) , η2
3 ≥ 0,

Km (η3r) , η2
3 < 0,

Φ(j)
m (r, d) =

{
Jm (ηjr)Nm (ηjd)−Nm (ηjr) Jm (ηjd) , η2

j ≥ 0,

Im (ηjr)Km (ηjd)−Km (ηjr) Im (ηjd) , η2
j < 0,

Ae,µ
m =

{
Ez,m(R1)
Hz,m(R1)

}
, Ce,µ

m =
{

Ez,m(R2)
Hz,m(R2)

}
, Be,µ

m =
{

Ez,m(R3)
Hz,m(R3)

}
are an unknown coefficients,

Ez,m and Hz,m are longitudinal components of the electromagnetic field, η2
j = k2εj − γ2, k is a

wavenumber, Jm(z) is the Bessel function, Im(z) is the modified Bessel function, Nm(z) is the
Neumann function, Km(z) is the Macdonald function.

The solution is an ordinary in case of a single waveguide except the Hertz vector that can be
written in form (2)–(5) satisfying the continuity condition of the longitudinal component of the
electromagnetic field in boundaries r = R1,2. The components Eφ,m(r), Hφ,m(r) should be found
in each waveguide region considering boundary conditions. The solution may be written as system
of linear algebraic equations (SLAE) for the four unknown coefficients. The dispersion relation is
obtained by calculating the determinant of the SLAE being equated to zero.

In Eq. (5) we use an arbitrary radius R3 and additional unknown coefficients Be,µ
m in case of

two-dimensional periodic array of zinc oxide nanowaveguides. The unknown coefficients Ae,µ
m and
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Be,µ
m may be omitted by using the continuity condition of azimuthal components Eφ,m(r), Hφ,m(r)

on boundaries r = R1,2. Lets sum in (1) for m ≤ M , M À 1 values and require satisfaction the
boundary conditions of Hz(r, φ) = 0 in M values on the side of the cell x = dx/2 and Ez(r, φ) = 0
in M values on the top side of the cell y = dy/2. These conditions are valid for waves in the array
of waveguides excited by a normal incidence plane wave with polarization along the y-axis. The
dispersion relation is also obtained by finding the determinant of the SLAE being equated to zero
for unknown coefficients Ce,µ

m .
The propagation constant in waveguides with complex permittivity has a complex value. It is

very difficult to locate complex roots of a complex function at the complex plane. To solve this
issue we use the Cauchy’s argument principle [7].

Only waves with low losses has a wide range of practical applications. In this case we may
simplify the finding complex roots method [8, 9]. The propagation constant may be assumed as
γ(ε′ − iε′′). Lets expand it in a Taylor and take three terms of the series:

γ
(
ε′ − iε′′

) ≈ γ
(
ε′

)− iε′′γ′
(
ε′

)− (
ε′′

)2
γ′′

(
ε′

)
/2.

The derivatives don’t depend on the direction because the function γ(ε) is an analytic. Therefore,
we replace derivatives by finite differences:

ε′′γ′
(
ε′

) ≈ γ
(
ε′

)− γ
(
ε′ − ε′′

)
,

(
ε′′

)2
γ′′

(
ε′

) ≈ γ
(
ε′ + ε′′

)
+ γ

(
ε′ − ε′′

)− 2γ
(
ε′

)
.

Hence

γ
(
ε′ − iε′′

) ≈ γ
(
ε′

)− i
[
γ

(
ε′

)− γ
(
ε′ − ε′′

)]− [
γ

(
ε′ + ε′′

)
+ γ

(
ε′ − ε′′

)− 2γ
(
ε′

)]
. (6)

Using this approach, the three real propagation constants of waveguide with a real permittivity
should be found and applied the expression (6) to them to determine the complex propagation
constant. The detailed analysis and verification of the numerical method described in this paper
are shown in [8, 9]. The calculation error increases sharply when n′′/n′ > 0.1 where γ/k = n′− in′′.
So, if we use the silver as a coating film, the fairly large errors are in the wavelength range 400–
440 nm.

3. RESULTS AND DISCUSSIONS

The numerical results for EH11 mode of the waveguide with radius R1 = 100 nm covered by silver
thin film having different thicknesses close to 40 nm are presented in this paper. These geometrical
parameters are typical for ZnO nanorods [1, 4, 5].

The Fig. 2 shows the dispersion curves of the wave mode EH11 of a single waveguide with
the various shell thicknesses d. It also displays the refractive index ZnO nZnO (curve 5). The

Figure 2: Dispersion curves of the optical waveguide
with different shell thicknesses d: 1 — 45 nm, 2 —
35nm, 3 — 15nm, 4 — 0, 5 — ZnO, 6 — 35nm
(FEM), 7 — 15nm (FEM).

Figure 3: Dispersion curves of the waveguide with
fixed shell thickness d = 40 nm and different core
radiuses R1: 1 — 80 nm, 2 — 90 nm, 3 — 100 nm,
4 — 110 nm, 5 — 120 nm. The results obtained by
FEM in COMSOL MultiphysicsTM are marked by
symbols.
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Figure 4: Dispersion curves of the array of waveg-
uides with R1 = 100 nm, R2 = 140 nm and vari-
ous unit cell size: 1 — single waveguide, 2 — ar-
ray of waveguides with dx = dy = 350 nm, 3 —
325 nm, 4 — 300 nm. The results obtained by FEM
are marked by symbols.

Figure 5: Dispersion curves of the mode EH11 of
the waveguide calculated by FEM with gold shell
thickness d = 40nm and different core radiuses R1:
1 — 80 nm, 2 — 90nm, 3 — 100 nm, 4 — 110 nm,
5 — 120 nm.

surface plasmon-polaritons (E-waves) localized near the boundary of ZnO-Ag can be excited in
wavelength range where n > nZnO. When the refractive index n < nZnO, the volume wave localizes
in the waveguide and decreases exponentially outside it. The waveguide properties don’t depend
on thickness of the silver shell d, when the thickness d is greater than 30nm. The properties of
the metal in optical waveband will close to microwave waveband when the wavelength increases.
Therefore, the fundamental wave mode in the bilayered waveguide ZnO-Ag in contrast to a dielectric
waveguide has a limited critical wavelength.

The dispersion curves in Fig. 2 with a shell thickness d = 35 nm (curve 6) and 15 nm (curve 7)
are computed by COMSOL MultiphysicsTM platform of finite-element physics-based modeling and
simulation. As the advantages of using the finite element method (FEM) for the numerical cal-
culation of the optical layered structures properties [10], we may highlight the conservatism and
high stability of the numerical method, the ability to solve problems with a complicated geometry
and to reduce the mesh in those places where special care isn’t required. Comparing the data of
curves 2 and 3, 6 and 7, we can see that the results are in good agreement with the results of
simulation in COMSOL MultiphysicsTM. Dispersion characteristics are calculated by FEM have
minor differences in the waveband close to the critical wavelength.

If we increase waveguide radius as shown in Fig. 3, the wave retardation coefficient will increases
too and the losses will become considerably lower.

The wave mode EH11 has a strong field localization in the waveguide in optical wavelength
range, thus the dispersion properties of a periodic waveguide array as shown in Fig. 4 have a very
weak dependence on the distance between nanorods.

The Fig.5 shows the dispersion curves have significant differences compared with similar char-
acteristics at Fig. 3 for waveguides with a silver shell, because the complex dielectric constant of
gold and silver are essentially different.

4. CONCLUSION

For a quantitative estimate the resonant wavelengths of optical nanoantennas should be interpreted
them as resonances of double-layer nanowaveguide segments composed of the ZnO core and the
thin metal shell excited an integer number of half wavelengths of the waveguide.

The resonances of a periodic waveguide array with average distance between adjacent nanorods
700 nm were presented in paper [1] on wavelengths: 550 nm, 650 nm, 890 nm and 1340 nm. The
quantitative estimate calculated by the method described in this paper and by the COMSOL
MultiphysicsTM gives values of 500–550 nm, 600–670 nm, 780–800 nm and 1400–1420 nm.

The results discussed in this paper may be used to predict the resonant wavelengths of two-
dimensional periodic array of ZnO nanorods grown on a dielectric substrate.
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Abstract— We investigate the dynamical evolution of the spectrum of a homogeneously broad-
ened (semiconductor) laser switched from far below-threshold to above threshold. Four dynamical
regimes are identified with spectral features which remain hidden in a standard detection based
on the total laser output.

1. INTRODUCTION

Lasers have been studied for over fifty years and much work has been devoted to understanding
and characterizing their main features: their narrow linewidth and threshold properties, thus also
their efficiency. Although the first realization of a diode laser dates back to 1962 [1], semiconductor
lasers have taken a leading role in the 1980’s thanks to considerable technological advances and
to their potential for telecommunications. These efforts have been well-rewarded and nowadays
semiconductor lasers are ubiquitous both for their direct applications (e.g., telecommunications)
and for their support role (e.g., pump lasers). Curiously, some of the questions we address in this
paper do not seem to have received a large amount of attention, or have found only partial answers
which can be tracked to separate papers published over the years.

Here, we present an overview of the questions pertaining the average, macroscopic evolution of
the laser field intensity starting from below threshold until the equilibrium distribution of emission
is reached above threshold, where equilibrium is to be intended as dynamically stationary both
for the emitted power and for the spectral distribution. We achieve this goal by analyzing the
growth of an ensemble of modes for a multimode laser, described by a standard rate-equation
model [2], which are used to monitor at the same time the dynamics of the emitted power and
its spectral distribution. Indeed, the analysis is carried out by considering a very large number
of cavity modes, chosen to give a good sampling of the spontaneous linewidth (113 modes in the
numerical simulations), and following their temporal evolution (and extinction for most of them)
towards the above-threshold emission. In this paper, we present a physical discussion of the various
aspects of the dynamics, leaving the laborious technical aspects of the analysis to papers already
published or in progress.

2. FROM BELOW TO ABOVE THRESHOLD

We consider the transition from the average equilibrium distribution of radiation below threshold,
which reflects the average spontaneous emission seeded into the lasing modes, to the equilibrium,
above threshold emission — i.e., after all transients in the total emission and in the individual
mode emission (thus, in the spectral distribution) have died out. As already mentioned, we use
a dense and extended longitudinal cavity mode distribution to obtain a detailed picture of those
components which eventually disappear when stable lasing occurs.

The transition is obtained by applying a sudden change (Heaviside function) to the pump rate
in a standard rate-equation model [2]. Although some of the results we obtain may be somewhat
model-dependent, it is well-established that rate equations provide a very robust underlying dynam-
ical structure, thus reliable predictions. In the following, we will use interchangeably the concept
of modal or spectral dynamics, since the former represents a discrete sampling of the latter and
is the tool we use to efficiently follow the changes in the optical spectrum. However, here we will
focus on the spectral aspects, while in the more technical papers we use the modal approach to
quantitatively analyze the details of the dynamics.

To better place the problem into context, we are going to discuss the spectral evolution of the
laser emission (curve a in Fig. 1(a)) compared to the standard picture of the transient, as provided
by the output of a detector placed in front of the laser. Four different regimes of operation can be
identified, as summarized in Fig. 1(a):
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I. below transparency, the evolution of the spectrum (i.e., represented by the growth of the
individual modes) is characterized by a slight broadening, rather than narrowing, due to the
reduced amount of absorption in the wings (Fig. 1(b), curve a). Thus, the spectral line slightly
deforms given that the wing modes experience a somewhat larger differential growth (Fig. 6
in [3]).

II. The differential gain (Fig. 6 in [3]) now privileges the central modes and the actual mode
selection process begins to take place, however, in this region, the dynamics of the carrier
density (i.e., population inversion in a generic laser) are decoupled from those of the modal
intensity (i.e., the electromagnetic — e.m. — field emission) [4–8] and its evolution can be
studied independently. The spectral emission (curve b in Fig. 1(b)) is slightly narrower than
that of the spontaneous emission below threshold, but differs entirely from that of the true
lasing action. What may appear counterintuitive, but can be numerically and analytically [3]
proven to hold, is that this region extends to e.m. intensity values which are not negligible
(Fig. 1(a)) and may amount to up to 10–20% of the peak value.

III. This region is characterized by a very strong growth of the field intensity and by the inter-
dependent oscillations which take place between the total e.m. field emission and the carrier
density (relaxation oscillations, cf. curves a and b in Fig. 1(a)). What is hidden by the tra-
ditional outlook based on the description of the total intensity growth, is the fact that the
spectral width in this regime is still very large. Further, the intermodal dynamics, i.e., the
spectral features, display an unexpected behaviour [3].

IV. When looking at the total emitted power, e.g., the signal coming from a detector, one concludes
that the laser has reached steady state emission at the end of Region III and that this fourth
region, which occupies a very considerable fraction of the transient evolution from below to
above threshold (over 90% of the time interval) has no place in a dynamical description. This
mistaken impression comes from the observation of the total intensity, rather than the modal
intensities (or spectral features). Curve c in Fig. 1(a) shows the evolution of the central mode,
i.e., the one which eventually dominates the emission. During the relaxation oscillations this
mode carriers a fraction of the modal power which is well below its equilibrium contribution
(e.g., compare peak emission in Fig. 1(a), curves a and c or spectral contributions at line
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Figure 1: (a) Schematic representation of the four regimes which occur in the transition between the below-
threshold and the above-threshold stationary spectral distributions when switching on a laser. Total inten-
sity a, as measured by a detector placed in front of the laser, computed on the basis of a standard rate
equation model [2]. A pump step is applied at time t = 0 to bring the laser from below to above thresh-
old (parameters as in [9]). Curve b represents the carrier density (or population inversion), while curve c
displays the temporal evolution of the central lasing mode. Notice the use of a logarithmic scale for time
to better display the various regimes. For graphical purposes, both intensities a and c are divided by 105,
while the carrier number b is divided by 108. (b) Evolution of the spectral distribution of the laser emission
(representing the lineshape). Curve a is the initial, below threshold equilibrium distribution (lateral increase
due to reduced off-resonance absorption in the modeling choice [2]). Spectrum b corresponds to the crossing
of the stationary threshold (i.e., shortly before the end of Region II), while c is the spectrum at the intensity
peak (curve a in (a)). Spectrum d corresponds to the end of Region III, i.e., at the end of the relaxation
oscillations, while the stationary (narrow-line) spectrum e is attained only at the end of Region IV. For
details cf. [3, 9].
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center in Fig. 1(b), curves c and e). The evolution of the spectrum throughout Region IV is
very slow but leads to a substantial change in lineshape (cf. curves d and e in Fig. 1(b)). This
dynamical (apparent) peculiarity is thoroughly discussed in [9].

This description highlights the underlying complexity of the evolution which takes place between the
initial, below threshold, equilibrium spectral distribution and the corresponding equilibrium state
above threshold. The analysis is done using semiconductor laser parameters, but it qualitatively
holds for any other kind of device with homogeneous emission linewidth.

Below, we offer some details about the physics characterizing each region. For Region I it suffices
to realize that the, at first sight counterintuitive, broadening and deformation of the emission line
is due to the (standard) modeling choices which give a larger differential increase of photons in the
spectral wings of the intracavity laser field because of the reduced absorption below transparency.

3. REGION II

In the single-mode picture of any laser representation, one considers this region as the latency
regime [10] of a Class B laser [11] where the carriers (or population inversion) accumulate at their
own rate before attaining the threshold value. This simplified representation, although effective,
does not provide information about the line reshaping. Direct numerical simulations, well sup-
ported by an analytical solution of the carrier density growth [3], show that the linewidth at the
instant where the static threshold is crossed (i.e., when the carrier density dynamically crosses
its asymptotic value for the first time) is still approximately half the initial linewidth (curve b in
Fig. 1(b)). Thus, even though some linewidth reduction takes place due to the frequency-selective
growth in the presence of the cavity feedback, its effect is largely insufficient to ensure the final
spectral purity which is attained at steady state operation. This is not surprising, given that stim-
ulated emission has not yet really taken hold. As already mentioned, the decoupled regime, where
the stimulated emission follows the carrier density without appreaciably influencing it, extends to
e.m. field intensity values well in excess of what one would reasonably consider a negligible per-
turbation (cf. total intensity value a at the transition between Regions II and III, compared to its
asymptotic value in Region IV).

4. REGION III

From the point of view of a global description (i.e., the output measured by the detector) this is the
crucial region, since most of the field intensity growth and its relaxation to the asymptotic state
take place here. The quadrature oscillations between the total intensity (curve a, Fig. 1(a)) and
the carrier density b, damped within a few cycles are characteristic of the turn-on of any Class B
laser.

However, the spectral evolution shows a much more complicated picture. First, a nonnegligible
ensemble of cavity modes participates in the peak. This is a direct consequence of the residual
linewidth, but its existence is entirely hidden in the internal dynamics, which is not normally
visible. A hint of the complexity of the problem can be had by comparing the evolution of the total
intracavity field b to that of the central mode c. In the oscillatory regime, the central mode’s peak
does not even reach its asymptotic value (at t = 20 ns), while the total intensity has a peak which
is double as large. This implies that other modes play a dominant role in the dynamics, with peak
intensities which overcome their stationary values by more than a factor 2 (to compensate for the
central mode(s) for which we observe a power defect).

This is indeed the case, as shown in [3]. Lateral modes, symmetrically placed a few units
from line center (≈ 4 nm far away) carry the largest peaks (Fig. 11 in [3]). The dynamics are
therefore dominated by this set of modes which deform the transient spectral distribution of the
e.m. radiation. This larger differential gain for the side modes is accompanied by a larger relaxation
oscillation frequency and stronger damping (Fig. 12 in [3]).

Looking at the spectral distribution provides a complementary picture of the this discussion
since a substantial amount of line reshaping takes place in this region. Curves b–d (Fig. 1(b))
show three different spectral distributions, at the beginning b, at the e.m. intensity peak c and
at the end d of Region III, respectively. The emergence of the peak is clearly due to a differential
growth of the central modes, without a strong domination of the centre one. Indeed, in the very
short time interval between the start of Region III and the total intensity peak (a in Fig. 1(a)) the
spectrum evolves from b to c (Fig. 1(b)) showing a wideband evolution of the intensity distribution.
Interestingly, we notice that the spectral components located between 5 and 10 nm from linecenter



1002 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

(i.e., between 8 and 17 modes away from the central one) reach their steady state value already at the
total intensity peak occurrence! During the relaxation oscillation phase the group of modes closer
to line center (i.e., ±7 modes) substantially grow (a few order of magnitudes!), however without
any strong mode selection. The line shape which pops out of the “background” — bearing the
approximate features of a very wide gaussian — vaguely resembles a gaussian (in semilogarithmic
scale) with spectral width in the nanometer range. Notice that during the relaxation oscillations
the far wing-modes keep growing until they reach their steady state contribution.

5. REGION IV

The observation of the total laser output (curve a, Fig. 1(a)) states that the transition is completed
at the end of Region III and that the laser has reached its equilibrium above-threshold state.
Comparison with the computed dynamics of the carrier density (or population inversion, in a
generic laser) confirms this assertion b. Observation of the side modes [3, 9], instead, contradicts
this statement since the modal dynamics is not yet complete. Curve c in Fig. 1(a) clearly shows
that the central mode is steadily growing in Region IV (reaching its steady state at the end of
the figure). For quantitative comparison, the vertical scale in the figure has been chosen to be the
same for the two intensities and thus does not allow for a clear view of the central mode’s growth.
Notice also that, in order to better display the various regimes in a single figure, the time axis is
plotted in logarithmic scale. Thus, the temporal dynamics appears compressed in its latter parts,
while instead it occupies approximately 90% of the transient.

The deficit in power carried at line center, which amounts to saying that the line narrowing has
not yet been completed at the beginning of Region IV, implies that the energy distribution is still
far from its equilibrium value. Whence the existence of the residual dynamics which connects the
final spectral distribution at the end of Region III to the asymptotic, equilibrium one typical of
the laser lineshape. It is important to notice that, since the total intensity (curve a in Fig. 1(a))
shows a deficit, other modes must carry an excess of power at the beginning of the relaxation
period, Region IV. This is indeed the case [9]. Inspection shows a close connection between the
faster relaxation (cf. Figs. 11 and 12 of [3]), due to stronger growth and faster damping of selected
side modes, and the amount of energy they carry at the end of the relaxation oscillations for the
total intensity a. Thus, in Region IV. some modes decay away, while others (the central ones)
grow towards their asymptotic value. The spectral picture, Fig. 1(b), confirms this analysis since
it shows that strong line narrowing takes place in Region IV (compare curves d, at the beginning,
and e at the end of the time interval), characterized by a substantial growth of the central mode
and by a very strong decay of most of the modes which have contributed to the fast settling of the
relaxation oscillations.

The slow growth, compared to the rest of the very fast dynamics, may appear at first to be quite
puzzling, since it results from the laser response to the step-like increase of the pump rate to bring
the laser from below to above threshold. One wonders why the laser should at first react fast and
why the total e.m. energy settles to its equilibrium state in a time scale which is approximately one
order of magnitude faster than the corresponding spectral content. After all, one would intuitively
expect that, since the laser emission is dominated by one (or at most a few) mode(s), the temporal
response of the ensemble should not differ too drastically from that of the individual mode(s)
characterizing the laser performance above threshold.

An in-depth analysis shows that, within the framework of rate-equation models — giving in this
context a rather accurate picture of reality —, the actual modal relaxation/growth rates structurally
depend on the distance from line center through a combination of losses and gain (Section IV in [9]
and Section III in [3]). This can be easily recognized by looking at the (approximate) structure of
the dynamical equations for the modal intensities [3]:

dIj

dt
≈ [αjN (t)−Kj ] Ij + BjF(N (t)), (1)

Kj = αjN0 +
1
τp

; Bj = βjB; αj = Γgp

[
1− 2

(
λj − λp

∆λG

)2
]

, (2)

where Ij represents the intensity of the j-th mode, N the carrier density, αj is the modal gain, Kj is
the effective relaxation mode constant, Bj is the modal spontaneous emission coupling coefficient,
F(N (t)) the (average) spontaneous emission factor, Γ the cavity confinement, gp the gain, λj and λp

represent the modal and peak wavelengths, respectively, ∆λG the linewidth, τp the cavity lifetime
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and βj the fraction of spontaneous emission coupled into the j-th mode. Since spontaneous emission
is added to each mode but varies only very slowly, the equilibrium condition — corresponding to
dIj

dt = 0 — implies that the bracket for the central mode (always a negative number) is the least
negative (Table I in [9]) — i.e., the smallest number if absolute value —. Thus the corresponding
time scale is the slowest. Since the slowest mode dominates the evolution and acts as a Master
Mode [12], the slow convergence of the spectrum is thus explained.

6. CONCLUSION

In conclusion, with the help of a detailed numerical analysis we have shown that the transient
from the initial to the final equilibrium states in a laser is characterized by several regimes with
a dynamics far more complex than the one monitored by the simple output power. Surprising
spectral features are identified in the various transient regimes.
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Abstract— In this paper, using finite element method, we design a novel photonic crystal
fiber which acts as a terahertz (THz) silicon waveguide. We study the important transmission
properties, namely, group velocity dispersion (GVD), absorption coefficient, effective mode area
and effective nonlinearity by varying the core diameter and distance between two consecutive air-
holes for a wide range of frequency from 0.5 to 10 THz. The proposed THz silicon PCF exhibits
three zero dispersions at 1.75, 4.8 and 7.8 THz frequencies. Further, we report a low absorption
coefficient of 10−4 cm−1 in a broad frequency region (2.5 to 10 THz). We obtain a large mode
area of 325 mm2 at 0.5 THz frequency for the core diameter of 0.9 mm and the pitch of 3 mm.
These results show that the proposed THz silicon PCF (THz-SPCF) would turn out to be a good
candidate for THz waveguide compared to other plastic THz waveguides.

1. INTRODUCTION

THz radiation lies between electronic and optical region in the electromagnetic spectrum with fre-
quencies ranging from 300 GHz to 10 THz. In recent years, THz regime has gained impetus as it
finds applications in various important fields such as imaging, astronomy, communications, pharma-
ceutical quality control, etc. [1–3]. For the successful implementation of THz systems, low loss and
commercially viable waveguides are essential. To date, most of the THz systems rely on free space
propagation due to the virtual absence of low-loss waveguides at THz frequencies. In general, plas-
tic, metallic ribbon waveguides and polymer PCFs have demonstrated THz guidance and they are
fabricated using the drill and draw, stack and fuse technology [4–8]. Very recently, there have been
reports of using plastic PCFs as THz waveguides [9, 10]. PCFs consisting of a waveguiding core and
a cladding layer with spatially periodic air holes are currently another subject of intensive research,
because a number of unusual properties, such as endlessly single mode, tailorable dispersion, and
controllable mode area, have been demonstrated with such fibers [11–13]. The reported PCFs for
THz frequencies were based on high-density polyethylene or polytetrafluorethylene (Teflon) both
of which have low loss in the THz regime [6, 9, 10]. Thus, reasonably long and low-loss terahertz
photonic crystal fibers (TPCFs) have been realized. In view of the rapid progress in both theTHz
and the PCF fields, TPCFs with better-controlled properties can be envisaged.

In this paper, we analyze the transmission properties using a new kind of silicon triangular
PCF with low loss teflon. Compared to the conventional optical fibers, our newly designed silicon
triangular PCF has many advantages, namely, less absorption loss, larger nonlinear refractive index
than that of silica and stronger light confinement. The paper is laid out as follows. In Section 2,
we discuss the design of a THz-SPCF using a fully-vectorial finite element method. We study
the transmission properties of THz-SPCF including GVD, absorption loss, effective mode area and
nonlinearity by varying the core diameter and lattice constant between the two consecutive air-holes
for a wide range of frequencies in Section 3. Finally, we summarize the findings in Section 4.

2. DESIGN OF THE PROPOSEDTHZ-SPCF

Figure 1(a) shows the geometrical cross-section of the proposed THz-SPCF. The PCF is an index
guided one wherein the core material is of silicon with air holes distributed in the cladding. The
core region can have a higher effective index than the cladding region, and by a modified total
internal reflection principle, THz waves can be effectively confined in the core region as guiding
modes. In this structure, the cladding of the PCF consists of five rings of air holes distributed in a
triangular pattern around the core region. In general, the number of air hole rings in the cladding
decides the confinement loss and in this work, we optimize the number of rings to five for ensuring
better light confinement. In this design, as the air-filling fraction (d/Λ) is kept as 0.3. Here, we
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(a) (b)

Figure 1: (a) Geometrical structure of the proposed fiber and (b) mode field distribution at 3 THz frequency
for dc = 0.6 mm and Λ = 3 mm.

(a) (b)

Figure 2: (a) Variations of effective refractive index and (b) GVD of the proposed THz-SPCF for different
core diameters and air-hole distances.

study the transmission properties for the various air-hole diameters (0.6, 0.75 and 0.9mm) with
various pitch (2, 2.5 and 3 mm) for a wide range of frequency from 0.5 to 10THz. A full-wave finite
element method is used to systematically analyze the transmission properties of the THz-SPCF.
In the calculation, perfectly matched layers are used as the absorbing boundary. The refractive
indices of the dielectric material, core material and the air holes are 1.5, 3.5 and 1, respectively.
To simplify the analysis, material dispersion is neglected. Figure 1(b) illustrates the mode field
distribution in contour view at 3 THz frequency when the core diameter is 0.6µm. In order to
determine the dispersion of THz-SPCF, it is necessary to compute the effective refractive index of
the fundamental mode.

In Figure 2(a), we plot the effective index as a function of frequency for various core diameters
and pitch. The effective index is calculated for a range of frequencies from 0.5 to 10 THz. From
the Figure 2(a), as the frequency increases, the effective index of the fundamental mode increases
slowly up to 3 THz due to small amount of light spreading towards the silicon core boundary. It
may be noted here that the effective index of the fundamental mode is less than the silicon effective
index. Further, with the increment in frequency, the effective index of the fundamental mode is
almost equal to silicon refractive index due to tight confinement of light within the core. However,
as the frequency is increased further, the modal field is tightly bounded within the center of the
silicon core. So, the effective index becomes constant for a broad range of frequencies from 3 to
10THz.

3. TRANSMISSION PROPERTIES OF THZ-SPCF

In general, the dispersion is the main reason for pulse broadening which restricts the transmission
speed in communication systems. As mentioned above, the material used here has a negligible ma-
terial dispersion, so a near-zero waveguide dispersion becomes essential. The waveguide dispersion
depends on the geometry of the fiber, specifically the air hole pitch, Λ and the diameter of the core,
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dc. The GVD, β2 (ps/THz.cm), is determined from the second derivative of the effective mode
index as a function of the frequency. We use the following equation for determining the GVD [14],

β2 =
1
c

[
2
dneff

dω
+ ω

d2neff

dω2

]
, (1)

where ω = 2πf and neff = Re(β)c/ω denotes the real part of the effective refractive index of
the mode and c is the velocity of light in vacuum. Figure 2(b) shows the variations of dispersion
parameter β2 with frequency for different values of pitch, Λ by keeping dc and the filling factor,
d/Λ as constant. The proposed fiber exhibits three zero dispersion frequencies (ZDFs) and they
are 1.75, 4.8 and 7.8 THz for different values of Λ. The loss is an important parameter due to
the large size (mm) of the THz-SPCF. Since the propagation loss is the main reason for the power
dissipation of the guided THz waves due to the material absorption. The confinement loss is very low
compared to the material absorption. So, we ignore the confinement loss in this paper. According to
perturbation theory, relative absorption loss for the fundamental modes of the proposed THz-SPCF
can be expressed by [15],

Labs =
αmod

αmat
=

√
ε0
µ0

∫
background nb|E|2dA∣∣∫

all SzdA
∣∣ , (2)

where nb is the refractive index of the background dielectric material, αmod is the absorption coeffi-
cient for the fundamental polarization modes, and αmat is the bulk material absorption coefficient

Figure 3: Variations of absorption loss of the proposed THz-SPCF for different core diameters and air-hole
distances.

(a) (b)

Figure 4: (a) Variations of effective mode area and (b) variations of effective nonlinearity for various core
diameters and air-hole distances.
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of the dielectric material. Although αmat is related to the frequency dependent on the dielectric
material, the relative absorption loss αmod/αmat is dependent on the parameters of the fiber only.
The variation of absorption loss for various fiber parameters is shown in Figure 3. The absorption
loss is very high for lower frequency due to the fundamental mode residing mostly in the solid
silicon core. The absorption loss is almost constant for various fiber diameters for a wider range of
frequencies from 2 to 10 THz which is evident in Figure 3.

The nonlinear coefficient of a THz-SPCF can be calculated as follows:

γ =
ωn2

cAeff
(3)

where n2 is the nonlinear index coefficient and the value of n2 is 4× 10−18 m2/W, c is the speed of
light in vacuum, and Aeff is the effective mode area of the proposed fiber. As the air-hole diameter
becomes larger, although more energy of the THz-wave could be confined in the core areas of this
PCF, Aeff is larger, which leads to a low nonlinearity as shown in Figures 4(a) and (b).

4. CONCLUSION

In this paper, we have proposed a novel air-clad silicon photonic crystal fiber and studied the
transmission properties for different core diameters using fully-vectorial finite element method. We
have been able to achieve three zero dispersions at 1.75, 4.8 and 7.8THz frequencies and also report
a low absorption coefficient of 10−4 cm−1 in a broad frequency region (2.5 to 10 THz). We expect
that these desired optical properties that have been investigated would be useful in photonic device
applications.
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Collapse of Nonlinear Terahertz Pulses in n-InSb
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Abstract— There are investigated nonlinear electrodynamic phenomena in volume narrow-gap
semiconductors n-InSb, n-InAs at frequencies 1–5 THz. The nonlinearity of the electron gas due
to the Kane dispersion law is dominating there. The equation for the amplitude, which is slowly
varying with respect to time only, has been derived. The saturation of nonlinearity is taken
into account. Under a propagation of THz transverse limited electromagnetic pulses through
the structure intrinsic InSb-n-InSb-intrinsic InSb both the longitudinal and transverse focusing
occurs. This leads to the wave collapse, or the concentration of the wave energy near one point.
The optimum conditions for realizing wave collapse are obtained. A comparison is given with the
structures that include the graphene sheets.

1. INTRODUCTION

The radiation of the terahertz (THz) range f = 100 GHz–30 THz is used in spectroscopy, medicine,
scanning, and environmental science [1]. Nonlinear materials for THz range are: graphene and
semimetals, paraelectrics, superlattices, and narrow gap semiconductors. The narrow-gap semicon-
ductors like InSb, InAs, CdxHg1−xTe possess high dynamic nonlinearity in THz range under the
temperatures T ≥ 77K due to the nonparabolicity of the electron dispersion law [2, 3].

In this report the nonlinear electrodynamic phenomena in i-InSb-n-InSb-i-InSb structures are
investigated, where the nonlinearity of the electric current due to the nonparabolicity of the dis-
persion law of conduction electrons is dominating. Generally this nonlinearity is not cubic and the
general expression for the current density is used. Under a propagation of electromagnetic (EM)
pulses through n-InSb both the longitudinal and transverse focusing occurs. This phenomenon re-
sults in the strong compression of the input pulses that leads to the wave collapse and concentration
of the EM energy near one point.

2. BASIC EQUATIONS

Nonlinear propagation of transversely limited EM pulses in simple structures i-InSb-n-InSb-i-InSb
is considered. The possibility of wave collapse of input pulses is of great interest. The structures
have interfaces parallel to XY plane, while EM wave propagates in OZ direction. The almost
linearly polarized EM wave E = Ex is considered.

The n-InSb layer has the equilibrium electron concentration n0 ∼ 1015–1016 cm−3 under the
temperatures T ≥ 77K. The electrodynamic nonlinearity is due to the electron nonlinearity of
the Kane dispersion law [2, 3]. The hydrodynamic equation of motion of the electron gas can be
presented as [3]:

d

dt

(
m∗v

(1− (v/vn)2)1/2

)
= eE, where vn =

(
Eg

2m∗

)1/2

; (1)

This equation of motion is analogous to the relativistic equation of motion of the particle, when
the velocity of light c is replaced by the characteristic velocity vn ≈ 1.2 · 108 cm/s. Here v is the
electron velocity, m∗ ≈ 0.014 ·me is the electron effective mass, Eg ≈ 0.23 eV is the forbidden gap
for InSb [4, 5]. From Eq. (1) it is possible to get the following expression for the density of the
electron current:

j ≡ en0v =
e2n0

m∗
A

(1 + (eA/m∗vn)2)1/2
; where E ≡ ∂A

∂t
(2)

Generally the electron nonlinearity is of the saturating type. For the electric field the wave equation
is used:

c2∆E − ∂2D

∂t2
− 4π

∂j

∂t
= 0 (3)
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Here D is the linear electric induction that includes the polarization of the crystalline lattice. The
frequency-dependent linear dielectric permittivity of the semiconductor crystal is [4]:

ε(ω) = ε(∞)− ω2
T (ε(0)− ε(∞))

ω(ω − iγ)− ω2
T

; (4)

Here ε(0), ε(∝) are low- and high-frequency dielectric permittivities, ωT is the frequency of trans-
verse optical phonons, γ is the lattice dissipation [4].

The solution of Eq. (3) can be searched in the following form [6–9]:

E =
1
2
C(z, ρ, t) exp(iωt) + c.c. (5)

The amplitude C is slowly varying in time t, but the dependencies on z and the radial coordinate
ρ are arbitrary. This is important for the nonlinear focusing of EM wave considered below.

From Eq. (5) it is possible to obtain the following expression for D [6, 9]:

D ≈ 1
2

(
εC − i

dε

dω

∂C

∂t
− 1

2
d2ε

dω2

∂2C

∂t2

)
exp(iωt) + c.c. (6)

After substitution of Eqs. (6) and (2) into Eq. (3), the following nonlinear equation for the wave
amplitude C has been derived:

∂C

∂t
+

ic2

2ωε(1)

(
∂2C

∂z2
+ ∆⊥C

)
+

iωε

2ε(1)

(
1− ω2

p

ω2ε
(1 +

iν

ω
)

)
C

+
iω2

pω

2ω2ε(1)

[
1−Q−1/2

(
1− e2|C|2

8(m∗vnω)2
Q−1

)]
C = 0; where Q = 1 +

e2|C|2
2(m∗vnω)2

. (7)

Here ε(1) = ε + (ω/2)(dε/dω) is the correction of the permittivity due to the frequency dispersion,
ωp = (4πe2n0/m∗)1/2 is the electron plasma frequency. The collision frequency ν of electrons is
taken into account here. It is of about ν = 2×1011−1012 s−1 for InSb in the temperature T = 77 K–
300K. It follows from Eq. (7) that the nonlinearity in n-InSb is focusing both in the longitudinal
direction z and in transverse one ρ. The volume nonlinearity of n-InSb results in the wave collapse
of the pulses, as our simulations are demonstrated.

Equation (7) is added by boundary conditions that are obtained from the continuity of the
tangential components Ex and Hy at the boundaries i-InSb-n-InSb. At z < 0 both the incident
and reflected waves are present, at z > Lz only the transmitted wave exists. In the parabolic
approximation the boundary conditions are:

∂C

∂z
− ikC = −2ikEi(ρ, t), z = 0;

∂C

∂z
+ ikC = 0, z = Lz; where k =

ω

c
ε1/2 (8)

Here Ei(ρ, t) is the amplitude of the incident wave in the input.

3. RESULTS OF SIMULATIONS

The incident pulse is:

Ei(ρ, t) = Ei0 exp

(
−

(
t− t1

t0

)6
)

exp

(
−

(
ρ

ρ0

)6
)

(9)

The shape of the input pulse is almost rectangular both for time t and for the transverse radial
coordinate ρ.

It is investigated a simple structure that includes n-InSb layer of the thickness Lz = 0.12 cm.
At z < 0 and z > Lz there is i-InSb. In n-InSb the equilibrium electron concentration is n0 =
1016 cm−3, the electron collision frequency is ν = 6 · 1011–1012 s−1 (T ≥ 77K), the low- and high-
frequency permittivities are ε(0) = 17.1, ε(∝) = 15.15; the frequency of transverse optical phonons
is ωT = 3.376 · 1013 s−1, the lattice dissipation is γ = 0.01ωT , see Eq. (4) [4, 5]. The THz pulses
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with the carrier frequency ω = 2 ·1013 s−1 < ωT are considered. The half-widths of the input pulses
vary within the limits ρ0 = 0.01–0.03 cm. The wave reflection at the input is small.

The results of simulations for n-InSb are presented in Figs. 1–3. The electric field is normalized
to En = 14.4 kV/cm there. For all cases the parameter t1 is t1 = 12 ps, see Eq. (9). The wave
collapse occurs when the maximum amplitude of the input pulse exceeds some threshold that
depends on the dissipation. Also the duration of the input pulse and the transverse width should
be optimized, to produce the maximum compression.

(a) (b) (c)

Figure 1: The collapse of the THz pulse in n-InSb with the maximum input amplitude Ei0 = 18.7 kV/cm.
The transverse width of the input pulse is 2ρ0 = 0.031 cm, the duration is 2t0 = 11ps. The part (a) is
distribution of |C(z, ρ)|2 at t = t1 =12ps, the parts (b) and (c) are |C|2 for the maximum compression t =
21.5 ps, general and detailed views. The electron dissipation is ν = 6 · 1011 s−1.

(a) (b)

Figure 2: Spatial distribution |C|2 of the pulse. The input amplitude is Ei0 = 28.8 kV/cm. The transverse
width of the input pulse is 2ρ0 = 0.028 cm, the duration is 2t0 = 5.6 ps. Part (a) is for the time moment
t = t1 = 12 ps, (b) is for t = 23 ps. A higher dissipation ν = 1012 s−1.

(a) (b)

Figure 3: Spatial distribution |C|2 of the pulse within the structure. The input amplitude is Ei0 =
18.7 kV/cm. The transverse width of the input pulse is 2ρ0 = 0.031 cm, the duration is 2t0 = 14 ps (a
longer pulse, compared with Fig. 1). Part (a) is for the time moment t = t1 = 12ps, (b) is for t = 22 ps.

When there is some deviation from the optimum input parameters, EM concentrates near several
points, as seen in Fig. 3(b). The input pulse is longer, when compared with Fig. 1.

The wave collapse also can be realized in the narrow-gap semiconductor n-InAs, where the
structures i-InAs-n-InAs-i-InAs are simulated. The electron concentration is n0 = 1016 cm−3, the
effective mass is m∗ ≈ 0.023 ·me, the forbidden gap is Eg ≈ 0.31 eV [4, 5], vn ≈ 1.1 · 108 cm/s; the
low- and high-frequency permittivities are ε(0) = 15.15, ε(∝) = 12.3; the frequency of transverse
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(a) (b)

Figure 4: The wave collapse in n-InAs. The maximum input amplitude is Ei0 = 25 kV/cm. The transverse
width of the input pulse is 2ρ0 = 0.03 cm, the duration is 2t0 = 9.6 ps. Part (a) is for the time moment
t = 12ps, (b) is for t = t1 = 23.5 ps. The electron dissipation is ν = 6 · 1011 s−1.

(a) (b)

Figure 5: The wave collapse in n-InAs. The maximum input amplitude is Ei0 = 33.4 kV/cm. The transverse
width of the input pulse is 2ρ0 = 0.025 cm, the duration is 2t0 = 6 ps. Part (a) is for the time moment
t = t1 =12ps, (b) is for t = 22 ps. The higher dissipation ν = 1012 s−1.

optical phonons is ωT = 4.046 · 1013 s−1, the lattice dissipation is γ = 0.01ωT [4, 5]. The results of
simulations are given in Figs. 4, 5. Here the electric field is normalized to En = 16.7 kV/cm. The
wave collapse occurs at higher input amplitudes of the pulses.

Therefore, the wave collapse of input THz pulses of the durations 5–20 ps and the transverse
widths 0.02–0.04 cm in the structures that include n-InSb or n-InAs semiconductors can be used
for the concentration of the electromagnetic energy near some point within the crystal. Because
the electron dissipation is quite high ν > 5 · 1011 s−1, the realization of stable temporal or spatial
solitons in THz range is doubtful, whereas the wave collapse can take place.

4. CONCLUSIONS

The principal effect reported in this paper is the nonlinear spatiotemporal focusing of THz pulses
that leads to the wave collapse, or the concentration of EM energy near some point within the
narrow-gap semiconductors n-InSb or n-InAs. The carrier frequency should be chosen below the
frequency of transverse optical phonons. The shape of the input pulse should be optimized, to
obtain the single nonlinear focus. The optimization should be realized for the input amplitudes of
the pulses and on their durations and transverse widths.

In a distinction to the structures with n-InSb or n-InAs, in the structures with graphene lay-
ers [10] the wave collapse is absent [7, 8]. Other phenomena, like the transition to the transmis-
sion regime of short incident pulses due to nonlinearity and change of the transverse widths of the
pulses [7, 8], can be realized both in the structures with the graphene layers and with the narrow-gap
semiconductors. In THz range the nonlinearity manifests at similar levels of the input amplitudes
both for the structures with graphene layers and with the n-InSb ones.
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Abstract— Utilization of the equivalent circuit model has shown more time-effective for design-
ing RF circuits and antennas rather than Electromagnetic fields analysis. This study investigates
equivalent circuit perspective on designing the resonant antenna. An equivalent π-network circuit
is firstly proposed to approach the electromagnetic fields coupling of a closely coupled two-element
diversity antenna. Thus, the improvement on the isolation between antennae can be straightfor-
ward achieved by employing resonant method. Numerical and experimental study are presented
herein.

1. INTRODUCTION

Antenna diversity provides superior spectrum efficiency in a narrow-band cellular reuse system to
increase data rates by reducing the fading that occurs in mobile communications [1–3]. However,
designing two or more antennas on a small mobile terminal with a higher isolation between the an-
tennas remains a challenge to fulfill the improved aesthetic design, regarding the stringent volume
requirement. Many studies have been conducted to improve the isolation between two antennas
through the use of various approaches, including designs that incorporate reflectors [4, 5]; an addi-
tional ground plane [6]; band-notched slots [7, 8]; and electromagnetic band-gap structures on the
ground plane [9].

In this study, an equivalent circuit model (Figure 1) is firstly proposed to simulate the frequency
response of the electromagnetic fields coupling mechanism of a two-element inverted-L antenna
array (Figure 1) such that the diversity antenna with very high isolation can be achieved by sim-
ply using a decoupling capacitor between two antennas. Numerical study is conducted by using
ADS2009 and EM simulator to validate the proposed equivalent circuit model. AND a two-element
inverted antenna array printed on a FR4 substrate with height of 0.8 mm is built for experimental
validation, showing excellent performance in the measured results in the desired operating bands
to prove the effectiveness of the proposed design method.

2. DESIGN AND RESULTS

Figure 1(a) shows the proposed layout and photos of diversity antenna configuration integrated by
two inverted-L antennas in which the dimensions of the antennas are optimized using a general-
purpose EM solver (GEMS) to obtain desirable antenna performance. Concerning the optimization
antenna topology and position (Figure 1(a)), the design parameters are optimized using GEMS.
The structure parameters of the experimental diversity antenna are as follows [Figure 1]: L1 = L2 =
26.25mm, d = 6 mm, and w = 1.17mm. However, as shown in Figure 1(b), the electromagnetic
fields coupling through either radiated or conducted path will result in poor isolation (∼8 dB)
between antennas to degrade the system performance.

Although two inverted-L antennas are placed perpendicularly, the electromagnetic fields of two
antennas are not totally orthogonal based on the simulated results using EM simulator. Meanwhile,
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Figure 1: (a) Proposed layout/photos of diversity antenna; (b) simulated S-parameters using GEMS.
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the proximate magnetic flux interaction caused by common-ground return signals of the nearby
antenna feeds also yields the coupling power through conductive path. Consequently, it is very
difficult to design a compact diversity antenna with high isolation by using EM simulation based
on microscopic point of view.

To overcome this difficulty, in this study, the equivalent circuit model is firstly applied to ap-
proach the electromagnetic field coupling mechanism of two coupled printed inverted-L antennas.
Since the use of the equivalent circuit approach can show physical-based perspective, the improve-
ment on isolation performance of the coupled diversity antenna can be solved directly from macro-
scopic point of view. In this design example, two inverted-L antennas are present by two series RLC
resonant circuits, respectively. As the well known fact that inductive impedance can be used to rep-
resent the frequency behavior of the magnetic flux interaction caused by the common-mode ground
return signal and electric radiated current source. The parasitic capacitance is generally used to
model the electric field coupling between ground metal and printed antenna. Thus, a π network
(Figure 2(a)) is employed to simulate the mutual coupling of two antennas. The circuit parameters
of the equivalent model can be obtained by applying the simulated two port S-parameter using
GEMS to the ADS2009 optimization test bench of the ADS2009 and then a de-coupling capacitor
(Cd = 0.65 pf in Figure 2(a)) can be simply calculated to form a parallel resonant circuit at the
desired frequency band to trap the coupling signals between two antennas. Thus, diversity antenna
with high isolation performance is achieved simply. Figure 2(b) shows the proposed layout/photos
to implement decoupling capacitor.

Then, substituting computed decoupling capacitor, Cd, in to GEMS EM simulator for full-wave
validation, we find the optimal Cd is about 0.27 pf to consider additional parasitic capacitance
due to separation of ground. Final, the experimental diversity antenna is tested to compare with
simulated results, showing theisolation can be improved from −8 dB to betterr that −20 dB at the
frequencies of interest. The slight degradation can be attributed to the loading effect of addition
de-coupling capacitor.

Cd
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Figure 2: (a) Proposed equivalent circuit model and corresponding circuit parameters; (b) layout/photos of
diversity antenna to implement decoupling capacitor (Cd) by using 31 pf in series.
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3. CONCLUSION

Simulated results indicate that the use of the proposed method is useful to eliminate the loop
ground surface current for isolation improvement. Experimental study of the proposed diversity
antenna configuration shows that excellent isolation between two antennae is achievable in a highly
compact size for terminal devices applications.
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Abstract— In this work a flexible wearable PIFA antenna has been designed in order to operate
according to the Bluetooth v4 standard (2400–2483.5 MHz) in healthcare applications designed
for wireless sensor networks. The substrate design includes the textile and human skin effects as
well as the antenna flexible substrate (Pyralux). The return losses results show a strong detuning
(36.8%) of the operation frequency of the antenna due to the outfit and human skin presence,
instead of air, and therefore a redesign of the antenna dimensions has been done (42.2% of
miniaturization of the antenna layer). Some antenna performance changes are observed in terms
of the radiation pattern and gain reduction due to the body proximity.

1. INTRODUCTION

Narrowband flexible printed circuit board (F-PCB) antennas play an important role in the design
of wearable electronics for applications such as body area networks (BAN), wireless personal area
networks (WPANs) and medical sensor networks [1, 2]. Microstrip technology is typically used due
to its low cost, planar conformability, small factor and ease manufacture. Concurrently, in recent
years, the Wireless Sensor Networks (WSNs) [3] have emerged as a communication technology to
address applications such as health care monitoring, environmental sensing, industrial monitoring,
etc.. The WSNs consist of small communication nodes containing a sensing part, a microcontroller,
communication components and a battery. Wearable WSN healthcare applications require compact
size and optimized radiation patterns [4] and, therefore, the antenna design play a fundamental role
in customized designs. The planar inverted-F antenna (PIFA) is a common antenna for portable
devices because of its excellent balance between low-profile, low-cost and performance [5]. Obvi-
ously, since the human body is composed of a large variety of tissues types (with different dielectric
properties) the substrate design of the wearable antennas must include their effects, specifically to
take into account the overall dielectric constant of the device and losses.

In this work an optimized F-PCB PIFA including the textile and human skin effects has been
designed and simulated for wearable WSN healthcare applications operating under the Bluetooth
v4 standard. The return loss impact, radiation pattern and antenna gain have been analysed and
compared. Section 2 addresses the PIFA design and final geometry, whereas Section 3 is focused
on the antenna performance. Finally in Section 4, the main conclusions are summarized.

2. F-PCB PIFA DESIGN AND GEOMETRY

The proposed PIFA has been designed by means of the commercial Keysight Advanced Design
Systems and Momentum software. Figure 1 shows the proposed substrate based on the implemen-
tation of the flexible PIFA in the commercial Pyralux (dielectric constant εrP = 4.6, thickness
hP = 50µm). A textile layer (εrT = 2, hT = 1 mm) has also been considered to emulate the outfit
impact on the antenna. Finally, the human skin has been included as the lowest layer in the sub-
strate (εrS = 39, hS = 1.5mm) [6]. The antenna has been designed to operate under the Bluetooth
v4 standard (2400–2483.5MHz). The original F-PCB meandered antenna has been designed in a
single Pyralux dielectric and it is illustrated in Figure 2(a). A rectangular inset fed at 2.45GHz with
50Ω input impedance has been considered for matching condition. The final geometry corresponds
to the following parameters: Original Antenna: WA = 0.6 mm; LA1 = 16.6mm; SA1 = 1.4 mm;
Ground plane: WG = 20.6mm ; LG = 14.6mm; Via: Φ = 0.3mm. The total dimensions of the
PIFA correspond to 20.6× 26.0mm2. Since the impact of the textile and skin effect increases the
effective dielectric constant of the substrate, a reduction in the original antenna frequency operation
is expected. Therefore, a redesign of the F-PCB is required in order to guarantee the specifications.
The optimized PIFA including textile and human skin impact is depicted in Figure 2(b), where
most dimensions remain constant, except: LA2 = 9.6mm; SA2 = 0.4mm, which implies a PIFA
area reduction of 42.2%.
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Figure 1: Substrate definition including F-PCB, tex-
tile and skin effects.

WG 

LG 

LA1 LA2 
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(a) (b)

Figure 2: Geometry of the (a) original and (b) re-
designed meandered PIFA antenna.

Figure 3: Return loss of the original and redesigned PIFA antennas.

(a) (b)

Figure 4: Normalized radiation pattern for the maximum radiation level case at 2.45 GHz for the (a) original
(φ = 141◦) and (b) redesigned meandered PIFA antenna (φ = 177◦).

3. F-PCB PIFA PERFORMANCE

The antenna return losses (S11) for several steps with regard to the optimization design process
are depicted in Figure 3. An original PIFA meandered antenna has been designed at the operation
frequency in Pyralux substrate. A S11 = −14.2 dB is obtained with a fractional bandwidth of
BW = 3.5% (at S11 = −10 dB). The impact of the textile reduces the operation frequency of the
original PIFA a 8.5%, with S11 = −13.5 dB and the fractional bandwidth remains almost constant
(BW = 3.3%). Finally, the combination of textile and skin effect implies a frequency detuning of
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Figure 5: Antenna gain for the (a) original and (b) redesigned meandered PIFA antenna.

36.8%, with S11 = −22.7 dB and BW = 6.8%. Obviously, the introduction of the textile and skin
layers increases the overall dielectric constant and, therefore, a reduction in the radiation frequency
is expected. The redesigned antenna (substrate described in Figure 1) performance correspond to
300MHz bandwidth (BW = 12.5%) and a maximum return losses of S11 = −18 dB. The original
antenna designed with Pyralux and air substrate shows an excellent radiation pattern, as depicted
in Figure 4(a). The redesigned antenna shows a radiation pattern reduced (2 dB in the maximum
radiation direction), as expected due to the body proximity impact and attenuation. It is also
observed that the angle of maximum radiation is also modified from φ = 141◦ to φ = 177◦.
Moreover, the directivity of the wearable antenna is increased, whereas the gain is reduced from
1.5 dBi (original antenna) to −7 dBi.

4. CONCLUSIONS

A flexible wearable PIFA antenna developed for wireless sensor networks has been healthcare appli-
cations has been designed under Bluetooth v4 standard. Analytical results from method of moments
simulation have been presented and discussed. The textile and human skin effects have been stud-
ied in terms of the antenna operation frequency, radiation pattern and gain. The human body
proximity provokes certain degradation in the antenna performance (reduction of the efficiency and
gain), as expected. Research is in progress in order to confirm experimentally the previous results,
and to extend the analysis to other kind of F-PCB microstrip and coplanar antennas.
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Abstract— A compact dual-band printed antenna is presented and discussed for wireless local
area networks (WLAN) applications in this paper. The proposed antenna is printed on a FR4
substrate with a dielectric constant of 4.3 and an overall size of 40× 40× 1.6mm3. The antenna
consists of two mendering strips which locate at the top and bottom sides of the substrate,
respectively. The top strip aims to generate a resonance frequency operating at 5.8 GHz WLAN
band, while the bottom strip can provide another resonance for 2.4 GHz WLAN applications.
Simulated results show that the proposed antenna can provide two resonance frequencies and good
omnidirectional radiation patterns, making it suitable for lower and upper WLAN applications.

1. INTRODUCTION

Nowadays, wireless communication systems have attracted much more attention in home and
abroad. Since WLAN communication can work in both 2.4GHz and 5.8GHz bands, an antenna
is required to operate in dual frequency bands simultaneously. However, it is a great challenge
to design dual-band or multi-band antennas integrated into the inside of modem compact wireless
devices.

Consequently, a great number of methods have been proposed to implement dual-band or multi-
band antennas. Fractal geometries such as Koch snowflake, Minkowski-like pre-fractal patch and
Peano fractal curve have been presented and investigated in detail [1–4]. However, these antennas
are complex in structures. Several dual-band or multi-band antennas have been designed by using
multi-branches [5–10]. Among these well designed antennas, each branch can produce a resonance
frequency for multi-band applications. However, they are large in size, which limits their applica-
tions in practical engineering. Another effective method to design multi-band antenna is realized
by using various slots such as U-shaped slot [11–13], which can control the current path and, hence,
control the resonance frequency.

In this paper, a dual-band antenna with small size and simple structure is presented for lower
and upper WLAN applications. The proposed antenna has two strips located at the top and
bottom sides of a FR4 substrate whose dielectric constant is 4.3. The antenna with a small size of
40×40×1.6mm3 can operate in both 2.4 GHz and 5.8 GHz bands. Also, the proposed antenna can
provide an omnidirectional radiation patterns, rendering it promising for portable WLAN terminals.

2. ANTENNA DESIGN

The configuration of the proposed dual-band antenna is shown in Fig. 1. The proposed antenna
consists of a FR4 substrate with the dielectric constant of 4.3, a ground plane, two meandering strips
which are printed on the top and bottom sides of the substrate, respectively. The top meandering
strip is connected with a 50-Ohm coaxial line, while the bottom meandering strip is set under the
top one. By using this structure, the impedance matching can be highly improved. The detailed
configuration of the antenna is depicts in Figs. 1(b) and 1(c). The proposed antenna is optimized
by using CST and the optimal parameters are listed in Table 1.

Table 1: Optimal parameters of the proposed antenna.

Parameters H1 H2 H3 H4 L L1 L2
Unit (mm) 16 5 14 12 40 16 7
Parameters L3 L4 L5 L6 W1 W2 W3
Unit (mm) 8.7 11 10 2.7 3.5 2 1
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(a) Total view

(b) Top view (c) Bottom view

Figure 1: The configuration of the proposed antenna.

3. RESULTS AND DISCUSSION

In order to better understand the performance of the proposed antenna, the effects of the key
parameters L3 and L6 are investigated and illustrated in Fig. 2 and Fig. 3. Fig. 2 shows the return
loss of the proposed antenna with varying L3. It can be seen that the center frequency of the
upper band shifts from 6 GHz to 5.6 GHz with an increase of L3 ranging from 8.3mm to 9.1 mm,
while the center frequency of the lower band moves from 2.5GHz to 2.3GHz with an increase of
L6 ranging from 1.7 mm to 3.7 mm. The simulated result with varying L6 is given in Fig. 3. Thus,
the upper and lower bands can be tuned by adjusting the dimensions of the top and bottom strips,
respectively. The proposed antenna has been optimized by the use of CST and the optimal return
loss of the antenna is demonstrated in Fig. 4. It can be seen that the antenna covers the bandwidths
of WLAN 2.4 GHz (2.4–2.484 GHz) and WLAN 5.8 GHz (5.725–5.825GHz) with respect to S11 less
than −10 dB.

Figure 2: The return loss of the proposed antenna
with varying L3.

Figure 3: The return loss of the proposed antenna
with varying L6.
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Figure 4: Optimal return loss of the proposed antenna.

The 3-D radiation patterns of the proposed antenna at 2.4GHz and 5.8 GHz are displayed in
Fig. 5. It is found that the proposed antenna has nearly omnidirectional radiation characteristics
in the operating bands.

(a) 2.4 GHz (b) 5.8 GHz

Figure 5: The 3-D radiation patterns of the proposed antenna at 2.4 GHz and 5.8 GHz.

4. CONCLUSION

A dual-band antenna has been proposed and well investigated for WLAN applications, which is
small in size. By using an overlapping strip structure, the proposed antenna can achieve a good
impedance bandwidth within the dual operating bands. Also, the proposed antenna has a tunable
dual-band function at both 2.4 GHz and 5.8GHz bands, and can provide nearly omnidirectional
radiation patterns, which make it suitable for miniaturized WLAN devices.
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Abstract— This paper presents a high dividing ratio unequal power divider with improved
isolation using a series RC circuit. To improve isolation, we used an isolation component com-
posed of a series resistor and capacitor circuit. This circuit is placed at an arbitrary position
in the quarter-wave transmission line to achieve power division. In addition, to achieve a high
dividing ratio, the low impedance line is composed of a capacitive loaded transmission line with
slow-wave characteristics. To validate the performance of the proposed unequal power divider,
we simulated and fabricated the unequal power divider for an operating frequency of 1 GHz. The
experimental results are in good agreement with the simulated results.

1. INTRODUCTION

A power divider is a fundamental component in RF and microwave systems, such as in feeding
networks for array antenna systems [1], power amplifiers [2], and six-port reflectometers [3]. Con-
ventional unequal power dividers have poor isolation and output port matching conditions because
the quarter-wave transmission lines used for power division are nearby. To improve performance,
many papers have examined design methods, such as using multi-stage, dual band, and parallel
RLC isolation networks [4], 0◦ phase shifting isolation stages [5], multi-section transmission line and
multi-layer techniques [6], isolation networks [7], exponentially tapered lines [8], and multi-layer
slotlines with BPF responses [9].

To improve the isolation performance of a conventional power divider, most design methods
employ multilayer or multi-section configurations to reduce the interference between dividing trans-
mission lines. These methods have the drawbacks of large size and complex structure. Because
the quarter-wave transmission lines for power dividing must be nearby to allow the connection of
the isolation component, the isolation performance degrades between output ports. In addition,
because the end point of the small-size isolation component is connected to the output port, it is
difficult to add connections between output ports and other circuits.

In this paper, we present an unequal power divider with improved isolation based on a series
RC circuit. The series RC isolation component is placed at an arbitrary position in the quarter-
wave transmission line [10]. In addition, to design an unequal power divider with a high dividing
ratio, the used low impedance line is a transmission line with a shunt open stub to achieve slow-
wave characteristics [11]. The proposed unequal power divider is theoretically analyzed to derive
equations for output port matching and isolation. For the validation of the proposed 10 : 1 unequal
power divider, we simulated and fabricated the device for an operating frequency of 1 GHz.

Figure 1: Configuration of the proposed unequal
power divider.

Figure 2: Equivalent circuit for matching and isola-
tion.
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(a) (b)

Figure 3: Transmission line with shunt open stub. (a) Equivalent circuit of unit-cell structure. (b) Cascade
connection of unit-cells.

2. THEORY AND DESIGN

The configuration of the proposed unequal power divider is shown in Figure 1.
The power-dividing ratio of the divider is k2(= P3/P2). The isolation components are placed at

an arbitrary position in the quarter-wave transmission line. When the matching condition at port 1
is satisfied, the characteristic impedances are Z01 =

√
(1 + k2)/kZo and, Z02 =

√
(1 + k2)/k5Zo.

To find the optimum position θ of the isolation component to determine the matching and isolation
conditions between output ports, the source is excited at port 3 in Figure 2. If the perfect isolation
condition between output ports is satisfied, the voltage and current at port 2 are zero. Therefore,
point Y is essentially shorted. In this condition, the impedances ZA∼ZD in Figure 2 are given by

ZA = jZo1 tan (90◦ − θ) , ZB =
ZA · Zo

ZA + Zo
(1)

ZC = Zo2
ZB + jZ02 tan(90◦ − θ)
Z02 + jZB tan(90◦ − θ)

, ZD = Z02
Zo/k3 + jZ02 tan θ

Z02 + j (Zo/k3) tan θ
(2)

To match the output port at position X, the following condition must be satisfied
1

ZC
+

1
Ziso com

=
1

Z∗D
(3)

From Equations (1)∼(3), the isolation component Ziso com can be defined as

Ziso com = Riso com + jXiso com (4)

where Riso com and Xiso com are the resistance and reactance of the isolation component, respec-
tively.

According to Equation (4), the isolation component Ziso com can be implemented using a series
resistor and capacitor circuit.

To design the 10 : 1 unequal power divider, the impedance values of the transmission line are
found. Z01 = 93.25Ω and Z02 = 9.33 Ω. In addition, the transformer impedance value of the
P3 output port is 8.89Ω. Because these impedance values are very low, corresponding structures
are difficult to fabricate on a microstrip line because of their large widths. We designed the
equivalent circuit of a unit-cell to overcome these problems, specifically, by using a short length
transmission line with a shunt open stub, as shown in Figure 3. Because the unit-cell has slow-wave
characteristics, the cascade connection transmission line of the unit-cell can be used to reduce the
physical length of the transmission line and to create low impedance lines. To design a capacitive
loaded transmission line (CLTL) with N unit-cells and electrical length θCLTL, we can calculate
the transmission line length duc and capacitance Cp for a given transmission line (Zo-TL and vo-TL)
and given values (Zo-CLTL and vo-CLTL) of the CLTL as follows:

duc =
Zo-CLTL · θCLTL · vo-TL

2π · fo ·N · Zo-TL
, Cp =

θCLTL ·
(
Z2

o-TL − Z2
o−CLTL

)

2π · fo ·N · Z2
o-TL · Zo-CLTL

(5)

The capacitance Cp can be implemented using shunt open stubs

2π · fo · Cp =
1

ZOP-ST
· tan

(
2πfo

vOP-ST
· lOP-ST

)
(6)

where ZOP-ST and vOP-ST are the characteristic impedance and phase velocity of the open stub
transmission lines, respectively, and lOP-ST is the open stub length.
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3. SIMULATED AND MEASURED RESULTS

In this section, the simulated and experimental results regarding the proposed unequal power
divider are described. We designed an unequal power divider with a power ratio of k2 = 10, an
isolation component placed at the center position θ = 45◦, and an operating frequency of 1GHz.
The isolation component is a series circuit composed of a 15-Ω resistor and 1.8-pF capacitor.
The Teflon substrate for the proposed unequal power divider had a dielectric constant of 2.2, a
thickness of 0.787 mm, and a conductor thickness of 0.035 mm. The simulation was carried out
using Microwave Office, which is a software developed by National Instruments.

Figure 4 shows the variation of isolation S-parameters as the isolation component position θ
changes. In addition, Figure 5 shows the variation in resistor and capacitor values as θ changes.
Figure 6 shows a photograph of the fabricated 10 : 1 unequal power divider. To implement the low
impedance lines, we used Equations (5), and (6) The transmission line width, length (Wo-TL, duc)
and open stub width, length (WOP-ST , lOP-ST ) of the CLTL are listed in Table 1. Figure 7 shows
the S-parameter results for the proposed divider. The 50-MHz center frequency shift is caused by
the fabrication inaccuracy of the microstrip line. The insertion loss of |S21| is 11.1 dB and |S31| is
1.3 dB. The return loss of |S11| is 17 dB, |S22| is 15 dB, and |S33| is 17 dB. In addition, the isolation
of |S23| is 25 dB.

Table 1: CLTL microstrip line — element dimensions for low characteristic impedances.

Wo-TL (mm) duc (mm) WOP-ST (mm) lOP-ST (mm) N

Zo-CLTL = 9.33 Ω (Z02) 5.2 2.9 1.0 39 3
Zo-CLTL = 8.89Ω (transformer) 5.2 3.2 1.0 43 5

Figure 4: Simulation results for the isolation S-
parameter variation of a 10 : 1 power divider ver-
sus θ.

Figure 5: Variation of resistor and capacitor values
versus θ.

Figure 6: Photograph of fabricated 10 : 1 unequal power divider.
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(a) (b)

Figure 7: S-parameter results of proposed 10 : 1 unequal power divider, (a) |S11|, |S21|, |S31| and (b) |S22|,
|S23|, |S33|.

4. CONCLUSION

This paper presented a 10 : 1 unequal power divider with improved isolation. The series RC circuit
of the isolation component is placed at the θ = 45◦ position in the quarter-wave transmission line.
Using a capacitive loaded transmission line of a small transmission line and a shunt open stub, the
low impedance line of the 10 : 1 unequal power divider was realized. The proposed divider has
good performance such as good port matching, low insertion loss and high isolation.
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Abstract— A design approach to amplifier bias circuits using a discrete GaN on SiC HEMT
is presented is presented. Incorporating matching circuits to bias circuits, various simulations
are carried out to minimize the effect of bias circuits on the overall behavior of the amplifier.
Simulation results show good matching with S11 = −12.2 dB, S22 = −14 dB and a gain value
at 15.4 dB. The resulting S parameter values correspond to K = 1.3 and D < 1, demonstrating
stability of the circuit. Using this approach, a single stage X-band amplifier design with only
one MMIC amplifier is presented, exhibiting an excellent performance at 10 GHz, which can be
utilized in Solid State T/R module for advanced Phased Array Radar Systems.

1. INTRODUCTION

Distributed architectures employing solid state power amplifiers (SSPA) using gallium nitride (GaN)
device technology promise to play an important role in the next generation of military, civilian,
and commercial radar transmitters These devices can support systems with higher sensitivity,
increased detection range and improved reliability with lower cost and weight [1]. Use of GaN
Monolithic Microwave Integrated Circuit (MMIC) in Transmit/Receive (T/R) modules enables
improved resolution and DC power distribution efficiency [2, 3]. For solutions of this type, an
important is fitting all the components in a package comprising a suitable amplifier.

The purpose of this paper is the analysis, the study and design of a single stage amplifier, with
an operating frequency in X-band, band (or, with another terminology, in the I and the lower
portion of J band); to demonstrate the proposed approach a typical design frequency is adopted
at 10 GHz, around which a significant spectrum segment is usually allocated for radiolocation (on
a primary or/and secondary basis). The final goal of the design is a reliable amplifier suitable for
use in phase controlled arrays. A GaN transistor is selected to take advantage of several useful
features [4], such as reduced heat sensitivity due to the high value of thermal conductivity [5], and
hence elimination of cooling systems, reducing the weight and required board space of the overall
circuit. Moreover, due to high impedance presented by GaN, fewer matching components are used,
resulting in further cost and weight reduction.

2. ADVANCES OF GAN MICROWAVE AMPLIFIER TECHNOLOGY

The inherent power limitations of SSPA devices (as compared with traditional microwave tubes)
may be circumvented, to some extent, by parallel module architectures based on parallel in-phase
combination of several SSPA modules to achieve the desired output power level. High gain levels
are achievable with this type of design (of the order of 70 dB or even higher). The parallel module
concept may also be extended to the power supply, resulting in elimination of single points of failure
in any active component within the SSPA; if one module fails, the SSPA can continue operation
at reduced output power. This, of course, is made practical thanks to the low operating voltage
required by SSPAs, as contrasted to extremely demanding voltage supply requirements of microwave
tubes. In any case, higher power transistor designs enabling increased output power capability of
an SSPA are highly desirable.

Recently, a range of high power wide band GaN amplifiers seem to gradually find their way
into commercial availability. As the reliability of the devices improves, suppliers (see, e.g., [3, 8])
plan to push the advantages of GaN technology up in frequency to satisfy the need for improved
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efficiency in the X, Ku & K-Band communications market. The high energy gap (3.4 eV) of the GaN
compared with GaAs, as well as the high critical electric field (3.5MV/cm), are the main properties
that can support high voltage applications such as a high power amplifier. What is more, GaN is
suitable for high current density applications because it has high charge density (1013/cm2) and
high thermal conductivity (1.5 W/cm/K). High saturation velocity (2.7 × 107 cm/s) and medium
mobility (1500 cm2/V/s) are properties that allow the use of GaN in high frequencies applications.

3. PHASED ARRAY RADARS

There are two types of phased arrays: Passive and Active (Figure 1). Passive phased arrays have
a central transmitter and receiver, with phase shifters located at each radiating element or sub-
array. The passive array is the least expensive phased array because of its low number and cost
of components. Active arrays use T/R modules mounted directly on the antenna to provide the
last stage of amplification for transmitted signals, the first stage of amplification for receive signals,
and provide both amplitude and phase control at each radiating element. Use of T/R modules
in active arrays provides advantages of amplitude control, low loss, and graceful degradation over
passive arrays. Notwithstanding these advantages, high cost and low efficiency of the modules
poses an obstacle to development of active phased array antennas. A typical T/R module [2, 7] for
pulsed radar applications (Figure 2) comprises an electronically controlled attenuator and phase

Figure 1: Block diagrams of active and passive phased arrays.

Figure 2: Typical T/R module components for both GaAs and GaN technologies.
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shifter (used in both transmit and receive mode by means of appropriate switching), along with
the high power amplifier (HPA) at the output branch and the low noise amplifier (LNA) at the
input branch. A switch (probably combined with a circulator) acts as a duplexer for transmit and
receive. A limiter is sometimes added before the LNA to reduces very strong incoming signals from
jammers or unusually large targets too close to the radar. All components are assembled in one
single T/R module.

4. MMIC DESIGN

The approach to design amplifier bias circuits is presented in this work. A discrete GaN on SiC
HEMT was used [8]. Figure 3 depicts the simulation results for the bias circuit and Figure 4 the
ones for the matching circuits of the amplifier. Incorporating matching circuits to bias circuits
(Figure 5, Figure 6), various simulations are extracted to find what bias circuits do not affect the
overall behavior of the amplifier [9].

Figure 3: Simulation results — tuning circuit.

Figure 4: Simulation results — matching circuits.

Figure 5: Final circuit.
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Figure 6: Simulation results — final circuit.

5. CONCLUSIONS

In this paper, a single stage X-band amplifier design which using only one MMIC amplifier has
been shown to exhibit an excellent performance at 10GHz for possible utilization in Solid State
T/R modules for advanced Phased Array Radar Systems [9–11]. From simulation results we have
a good matching, S11 = −12.2 dB, S22 = −14 dB and a gain value at 15,4 dB, almost the maximum
supported. With the corresponding S parameter values S resulting from the design, we found
K = 1.3 and D < 1 implying circuit stability. So in conclusion, we note two parameters. In
view of the important need for lightweight and small sized amplifiers (one or two transistors) as
an important factor in the structure of T/R modules, we may conclude that selection of the GaN
technology as demonstrated above, positively contributes to amplifiers with low weight, size and
cost, and with very good performance adjustment, gain, and bandwidth, presenting noteworthy
application potential.
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Abstract— We report on the observation and studies of the THz electroluminescence from
4H-SiC, 6H-SiC and 8H-SiC n+-n−-n+ structures with natural superlattice under electrical field
applied along the natural superlattice axis (along the C-crystal axis). It is shown that there are
two channels of the terahertz electroluminescence, which are responsible for the narrow emis-
sion lines at 5.3–12.7meV and wider lines at 13 meV. The first emission channel can be well
explained by the optical intraladder transitions in the Bloch oscillations regime. Presumably,
the second emission channel is caused by optical interladder transitions between the states in
different Wannier-Stark ladders.

1. INTRODUCTION

When electric field F is applied to an electron in periodic potential with period d, its translation
motion can be transformed into oscillatory motion [1] with frequency ω given by

ω = eFd/~. (1)

where e is an electron charge.
For one-dimensional periodic potential the dependence of the electron energy E on its wave

vector k is also periodic. When electron, experiencing acceleration under applied electric field
reaches the edge of Brillouin zone it group velocity changes the sign and electron starts to move
back. Such oscillatory motion, named as Bloch oscillation (BO), and that defines the threshold
values of electric field Ft [1]

W = eFtl, (2)

where W is a width of conduction band and l is the mean free path of electron.
Some evidence of BO and corresponding THz radiation were obtained by optical techniques in

biased artificial superlattices under band-to-band excitation by femtosecond laser pulses [2]. In
these experiments THz emission in the form of few cycles of rapidly damping THz electromagnetic
oscillation has been observed. There is an alternative explanation of such emission as a quantum
beating of the states in Wannier Stark ladders [3]. The damping of such oscillation takes place in
2–3 order faster than BO.

2. EXPERIMENT

The novel idea of the present work is that BO regime can be realized in the natural superlattice
(NSL) of silicon carbide (SiC) polytypes with strong bias electric field. It should be note that there
is no heterointerfaces in the SiC NSLs. The superperiodical SiC polytypes is self-organized along
the C-axis and this is absolutely stable phenomenon with precise crystalline parameters [4]. The
period of SiC NSL, d, is equal to c/2 [5], where c is the size of unit cell along C-axis, and for
4H-, 6H-, 8H-polytypes the periods are 5, 7.5 and 10Å, respectively. Experimental data testifying
about minizone spectrum in SiC polytypes have been obtained previously [6]. The existence of
minizone spectrum in SiC polytypes was supported theoretically in Refs. [7, 8] In the Ref. [6] it was
reported about the negative differential conductivity (NDC) caused by BO regime and Wannier-
Stark localization. The Ref. [9] reported about the first experimental observation of the intense
THz electroluminescence caused by BO regime in SiC NSL.

The current paper is aimed to study of the THz emission associated with the BO in NSL in
different hexagonal polytypes of silicon carbide 4H-SiC, 8H-SiC and in 6H-SiC at largest field .
The main goal of the current paper is to present the certain proof of the existence of BO using the
comparative analysis of the THz EL in three NSLs.

It can be seen that, at low temperature concentration of free electron in SiC is negligible and for
observation of BO electrons should be injected into active area from adjacent highly doped emitter.
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Figure 1: The schema of the measurement setup for investigation of THz electroluminescence spectra from
SiC NSLs. 1 — the generator of electrical pulses; 2 — helium optical cryostat, which was optimized for
the THz spectral domain, with sample; 3 — Michelson interferometer; 4 — parabolic mirrors; 5 — silicon
bolometer, 6 — lock-in amplifier.

The detailed description of the studied unipolar n++-n−-n+ diode mesa-structures can be found
in Ref. [9]. The setup for spectral measurements is shown on Fig. 1.

The structures fabricated on the n+ substrate was attached to the insulating heat-conducting
p-SiC plate by the thin silver layer using a thermo compression. It allowed us to improve the
thermal contact and to increase the applied electric power by 40% without any noticeable Joule
heating of the active region of the n++-n−-n+ and bipolar n++-π-n+ structures comparing with
results of Ref. [9].

Impact ionization of nitrogen in n++-n−-n+ 4H-SiC structures [10 ] occurs at electric fields
up to 50 times smaller than threshold electric fields of Bloch oscillations obtained from (Eq. (2)).
Therefore bipolar n++-π-n+ structure analogical to reported earlier [6] was used for observation of
the THz BO emission from 4H-SiC.

As it was pointed out in Ref. [9] the sizable broadening of the THz emission line takes place at
applied voltage 255 V as compared with that at 240 V. It was explained hypothetically by the lattice
heating, but the occurrence of the weak high energy emission line with the maximum at 13.0 meV
remains unexplained. For that reason we have not increased the current and voltage applied until
the heat sink improvement mentioned above.

3. DISCUSSION

Figure 2(a) shows luminescence spectra of n++-n−-n+ mesa structures for different applied voltage.
These spectra consist of the single, symmetrical emission lines L1 with the maximum at 5.18–
7.5meV and the spectral width of 3.0-meV.

(a) (b)

Figure 2: (a) Spectra of the THz emission from a n++-n−-n+8H-SiC NSL at different bias voltages and
at T ∼ 7 K. The figure insert shows a typical I-V characteristic of the n++-n−-n+8H-SiC NSL. Points are
experimental data. The solid curve is the result of approximation of the data by a power law (I = const ∝
V 2.5). (b) The result of decomposition of the experimental spectra by two Gaussian lines for different bias
voltages. The solid line is a linear fit of the L1-line peak position versus the bias voltage.

The peak energy of 5.2 meV corresponds to electric field magnitude of 5.2× 104 V/cm (Eq. (1)).
The value of the electric field F shows also that only a part (about 35%) of the bias voltage drops
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on the active region of the structure. It is worth to note also that the spectrally integrated THz
emission peak power was about 3.5µW and 10µW at 9.1W of peak pumping power for 8H-and
6H-SiC NSLs, respectively. Such a ratio of the emission powers in reasonable agreement with the
theory of THz BO radiation from SiC NSLs [9].

It is worth to note that the electric field of the THz BO emission appearance of the order of
5.2 × 104 V/cm is 1.6 times less than that for 6H-SiC NSL. This difference in electric fields is
caused by the difference in the width of the first minibands in 6H-SiC and 8H-SiC 260 and 140meV
respectively [6] and it is in accordance to (Eq. (2)).

The electric field F required for appearance of THz EL correlates with the threshold field Ft

of NDC [6] taking into account the temperature difference of the BO threshold field. The width
of the THz emission lines remains practically unchanged in the voltage range from 43.5 to 58.8 V
(Fig. 2(b)). This indicates that the electric field is practically homogeneous in the active region of
the structures. Increase of the voltage till 54.5 V (corresponding to electric field 6.2 × 104 V/cm
Eq. (1)) leads to a shift of the emission lines L1 to higher energy (Fig. 2(b)) and to an appearance
of the second emission line L2 centered at energy 12.9 meV. Further increase of the voltage, till the
value 58.8 V is accompanied by sharp rise of electrical current and intensity of second line, which
became dominant in the spectrum. The width of the second line at 58.8 V is about 7.0meV and
energy maximum lies near the 12.5 meV.

It was found that the THz EL from side face of the mesa structure is linearly polarized along
the C-crystal axis (along the electric field) and the polarization degree is about 56%.

The current through the structure is proportional to voltage in the 5/2 power in accordance
with the theoretical result for the I-V characteristics in BO regime [9]. The dependence of the
intensity of EL on the current is almost linear.

The low energy shift of the spectral peaks in the 8H-SiC NSL THz emission comparing with that
for 6H-SiC NSL is the consequence of the quantitative differences in miniband widths of 8H-SiC
and 6H-SiC. This is convincing proof of the realization of the BO regime in these NSLs

As a surprise in this study the strong electroluminescence line comes at 12.5 ± 0.1meV. The
intensity of this line superlinearly increases with current as P ∼ I2.5.

As mentioned above, the relatively week line at 13.0 ± 0.1meV have been observed in 6H-SiC
THz EL spectra too [9]. Fig. 3 demonstrates two spectra of the THz emission of 6H-SiC at 255 V
(shown before in Ref. [9]) and the spectrum at 295 V obtained in the current work. It is clearly
seen that the L2 lines with the maximum near 13.0 meV grows drastically with the pump power
increase as P ∼ I7.

Figure 3: Spectra of the THz emission from the
NSL 6H-SiC n++-n−-n+ structures.

Figure 4: The THz emission for a 4H-SiC bipolar
n++-π-n+ structure at the bias voltage of 30V and
the current of 1150mA. T ∼ 7 K.

The full spectrum width increase at 295 V can be substantially explained by the superposition
of two lines: at 9.5 meV (extrapolated transition energy of the L1 at 295 V) and 13.0meV L2 rather
than the line broadening due to the heating and field increase. Although it should be mentioned
that L2 is 1.7 times wider than L1. It should be emphasized that the detection of L2 in the THz
EL spectra of 6H-SiC NSL becomes possible after currying out the investigations of 8H-SiC NSL,
which has the well-resolved THz EL in the 7.5–12.9meV range (Fig. 2(a)) and it has allowed us to



1036 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

make a statement (see Fig. 2(b)) that the L2 line is not directly related to the THz BO emission.
However, it can occur at the conditions of electron Wannier Stark localization in a degenerated
states system of neighboring conduction band minimum in K point [8].

The total emission power of the THz emission at 295 V is about P = 4 × 10−5 W. It is in five
orders more than the estimation of the black body emission power with the maximum at 13.0 meV
(T = 30 K).

So, both in 6H-SiC and 8H-SiC NSLs we have revealed the strong emission lines, marked by L2
in this paper, which are very similar in their behavior.

Figure 4 shows the spectrum of THz emission from 4H-SiC bipolar n++-π-n+ structure. There
is a single broad peak centered at 12.8±0.5meV (F = 250 kV/cm) with width 11 meV. The voltage
applied between two n+ — areas was 30 V, and the current reaches 1150 mA. The sample based on
4H-SiC has the highest threshold electric field required for observation of THz emission, and the
highest current. Due to high level of current the sample demonstrated rapid degradation. For that
reason only one spectrum has been obtained and the same analysis as for 6H-SiC and 8H-SiC was
not possible. However, as is seen the spectrum shows a broad emission line centered at 12.8meV
with spectral width of 11 meV. It is quite possible that such a broad line is associated with the
superposition of two lines having the same nature as it was mentioned above, which, however, for
4H-SiC are arranged substantially closer to each other than in 6H- and 8H-SiC.

It was experimentally established that the peak energy of EL in the 8H-SiC n++-π-n+ structures
is 1.5 times greater than for n++-n−-n+ structures. According to these arguments the spectrum
peak in n++-n−-n+ 4H-SiC structures will probably be near the 8.4 meV energy that would corre-
spond to the F = 168 kV/cm electric field inside the NSL(see Eq. (1)).

Figure 5: The dependence of the threshold field for the negative differential conductivity (1), obtained before
at 300 K [6] and the minimal electric field required for the observation of the THz BO emission (2) at 7K
(Ref. [9] and present work) on the first miniband width in the 8H-, 6H- and 4H-SiC NSLs. The dashed lines
are linear fits of the experimental data.

The threshold fields for the NDC and the THz emission correlate well for 4H-, 6H- and 8H-SiC
NSLs. Fig. 5 shows the dependence of the threshold electric field for the observation of the NDC
at 300 (Fig. 5, (1)) and electric field required, for the observation of THz emission at 7 K (Fig. 5,
(2)) on the first minizone width in the 4H-, 6H- and 8H-SiC NSLs. The both dependencies are
linear that is yet another proof of BO nature of these effects as far as it corresponds to Eq. (2) at
practically the same mean free paths for electrons in 4H-, 6H- and 8H-SiC NSL. The experimental
results indicate that for l = 170Å and 310Å for 300 and 7 K, respectively.

4. SUMMARY

Thus, the BO regime was realized in the natural superlattices 4H, 6H and 8H-SiC on the U-line
(M-L) parallel to the C-axis of the hexagonal Brillouin zone. It is established that intense THz
emission can be attributed to the intraladder transitions between the Wannier-Stark states and has
all characters of the BO effect.

As a result we can state that NSL SiC is a source of the electrically tunable terahertz emission
in the 1.6–2.3 THz and in the 3.2 THz ranges.

Authors are thankful to Dr. A. M. Monakhov for fruitful discussion.
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Abstract— In this paper the electromagnetic emission of sub-wavelength EMI filter based on
SRR and CSRR resonator has been analysed by means of near E and H fields simulation with
the FDTD SEMCAD® software. The target bands are 900 MHz (RFID UHF), 1.8 GHz (GSM)
and 2.4GHz (ISM, Instrumentation, Scientific and Medical). A 3-stages/5-stages rejection band
filter was designed and fabricated in a PCB. The preliminary simulation results show that the
more significant emissions take place at higher frequencies, the 1.8 GHz GSM band and ISM band
(2.4GHz), and are located at the resonators’ surface.

1. INTRODUCTION

The increasing of the electromagnetic emissions in the last years requires the design of electronic
systems which are immune to electromagnetic interferences (EMI). These new electronic systems
must also fulfill the international regulations requirements for radiated emissions, in order to ensure
the compatibility with other electronic devices. Since low cost and highly-integrated circuits and
systems are required, new filtering techniques are necessary to reduce cost and dimensions of stan-
dard EMI filters. In this direction, new solutions have been developed based on Electromagnetic
Band Gaps [1, 2], a type of metamaterials. Metamaterials are artificial fabricated materials based
on periodic o quasi-periodic structures with electromagnetic controllable properties. Among them,
we can find the sub-wavelength resonators named split-ring resonator (SRR) [3] and the comple-
mentary split-ring resonator (CSRR) [4, 5], which are used to reduce the EMI in printed circuit
boards (PCB).

In this paper, the electromagnetic emissions of a multiband microstrip filter based on SRRs
and CSRRs have been analyzed. The filter has been designed for the target frequency bands of
RFID UHF, GSM and the 2.4 GHz industrial, scientific and medical (ISM) band. The electromag-
netic radiated emissions have been evaluated by means of the commercial SEMCAD software [6].
Moreover, the insertion losses (S21) and return losses (S11) have been experimentally measured.

The paper is organized as follows: Section 2 is about the circuit design, Section 3 shows the
experimental and simulated results and Section 4 summarizes the conclusions.

2. EMI FILTER DESIGN

A complete discussion for the design and preliminary results can be found at [5] and [7]. The starting
point consists of a conventional microstrip line which can be potentially affected by RFI in the range
of RFID UHF (fo1 ∼ 900MHz), GSM frequency uplink and downlink bands (fo2 ∼ 1.8GHz) and
ISM (fo3 ∼ 2.45GHz).

The sub-wavelength particles considered in this work correspond to the original SRR and the
dual counterpart of the SR, the CSR. Fig. 1 shows the implemented layout of the EMI filter. The
design strategy is based on the implementation of the SRRs in order to develop the stop-band filter
at the higher frequency band (ISM). These particles have been etched in the top side of the PCB,
close to the host microstrip line. Specifically, a 5-stage SRR has been implemented (Fig. 2(a))
for the ISM band. Concerning the lower frequency bands (i.e., the corresponding with the higher
dimensions required resonators), two arrays of 3-stage CSRs have been used in order to develop
the stop-band responses at RFID UHF and GSM. They can be etched in the metal ground plane
of the PCB and, therefore, no extra area is required (Fig. 2(d)).

The EMI filter was fabricated by using a Rogers RO3010 substrate (dielectric permittivity,
εr = 10.2 and thickness, h = 1.27mm). A 50 Ω microstrip line, with 1.18 mm width and 47 mm
length was inserted. A square topology has been chosen for all the resonators in order to enhance
the coupling to the host line. Since the distance of the SRRs to the host line is a key point, they
have been placed as close as possible to the microstrip line (200µm). Concerning CSRs, they
have been etched underneath the microstrip line in order to maximize the electrical coupling to
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it. Because the number of resonators stages determines the level of rejection of each stop-band
filter response, a higher rejection level is expected in case of SRRs. The reduction in the number
of stages of CSRs is due to the requirement to include two rejection bands. Finally, the distance
between adjacent SRRs and CSRs has a direct impact in the rejection bandwidth. Therefore, it
has been also considered as a significant parameter for the final implementation (200µm).

Figure 1: Topology of the designed multiband mi-
crostrip EMI filter. (a) Top layer with microstrip
line and the SRRs designed at 2.45 GHz. (b) Bot-
tom layer with CSRs etched in the ground metal
tuned at 900 MHz and 1.8GHz, respectively. Met-
allization zones are depicted in grey.

(a)

(b)

(c) (d)

(e)

Figure 2: Sub-wavelength particles dimensions:
a = b = 0.2mm for all the particles. ISM:
c = 5 mm, d = 5.5–5.8mm. GSM: c = 3.7mm,
d = 4 mm. RFID: c = 5.5–5.9mm, d = 7.5mm.

3. RESULTS

3.1. Measured S11 and S21 Parameters
Figure 3 shows the measured results of insertion losses (S21) and return losses (S11) [7]. Concerning
the rejection level, a higher level is achieved at the ISM band by means of the SRRs, due to the
larger number of implemented stages. This fact also implies a wider bandwidth in the stop-band
frequency response. The losses of the allowed bands present an average value of 1.5 dB and are
basically due to the presence of connectors and ohmic losses. Measured return losses show a low
level at the allowed frequency bands (less than 10 dB).
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Figure 3: Experimentally measured frequency responses of the insertion losses (S21) and return losses (S11).

3.2. Simulated Radiation Pattern
The electromagnetic emissions simulation have been performed by using the Finite-Difference Time
Domain (FDTD) SEMCAD software. To determine the most relevant radiation frequencies, an
analysisof the previous results should be done. These frequencies correspond to those that have a
higher value of the totalpower losses, obtained by means of the expression (1):

Ploss = 1− |S11|2 − |S21|2 (1)
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In these cases, an important part of the incident power is neither transmitted nor absorbed; therefore
it must be radiated [8]. Table 1 shows these frequencies and the corresponding value of expression
(1).

Table 1: List of frequencies with higher values of poser loss.

Freq. (GHz) 0.75 1.66 2.22 2.40 2.63
Ploss 0.48 0.62 0.45 0.35 0.37

As can be seen, these frequencies correspond to the stop-bands of the filter, except for 2.22 GHz.
This one (2.22 GHz) appears due to the fact that the return losses (S11) are very low, while insertion
losses have a significant value. That happens because this frequency corresponds to the resonance
frequency of a CSSR’s subset, as we will see below.

The following figures show the simulated RMS values of the electric (E) near-field, dB normalized
to the maximum, and the radiated electric field, Emax, calculated by taking into account the
maximum electric field components in both φ and θ coordinates, Eφ and Eθ, according to expresion
(2).

Emax =
√

(Eφ,max)
2 + (Eθ,max)

2 (2)

The radiation pattern has been studied at the yz plane (φ = 90◦), which allows to visualize the
radiation impact.

As can be seen in Figs. 4–8, the emission takes place mainly at the corresponding resonators,
except for the 2.22 GHz, which corresponds to the resonance frequency of a subset of the SRRs
resonators and, for this reason, the S11 parameter is very low at this frequency, while the S21

Figure 4: Simulated RMS values for E near-field and normalized radiation pattern at 0.90 GHz.

Figure 5: Simulated RMS values for E near-field and normalized radiation pattern at 1.79 GHz.

Figure 6: Simulated RMS values for E near-field and normalized radiation pattern at 2.10 GHz.
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Figure 7: Simulated RMS values for E near-field and normalized radiation pattern at 2.43 GHz.

Figure 8: Simulated RMS values for E near-field and normalized radiation pattern at 2.90 GHz.

indicates that there are not significant insertion losses. In this case, the emission is directed only
to z-positive (perpendicular to the top board layer) values.

It is also remarkable, that the main emissions occur at the base frequency 0.90 GHz and its
harmonic: 1.79 GHz (≈ 2 · 0.90) and 2.90 GHz (≈ 3 · 0.90).

4. CONCLUSIONS

A multiband filter, designed by SRR’s and CSR’s, was tested and simulated. The experimental
data show a good response, with rejections levels up to 20 dB/40 dB. The simulations of both near
and far-field were done and the results are shown, further measurements shall be done to assure
that the device can satisfy the conventional electromagnetic normative.
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Garćıa-Garćıa, I. Gil, M. F. Portillo, and M. Sorolla, “Equivalent-circuit models for SRRs and
CSRRs coupled to planar transmision lines,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 53, 1451–1461, April 2005.
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Overhead and Cable Transmission Lines Magnetic Fields:
Standardization, Estimation, and Design

N. B. Rubtsova and A. Yu. Tokarskiy
FSBSI “Research Institute of Occupational Health”, Moscow, Russian Federation

Abstract— Overhead and cable power transmission lines magnetic field strength estimation al-
gorithm is presented. Example of 500 kV overhead transmission line power frequency MF strength
distribution is presented in comparison with 500 kV cable transmission line MF distributions. Ac-
cording with the problem of general public electromagnetic safety maintenance is suggested the
optimal circuits’ arrangement with changed order of the phases that allow reducing the 50 Hz
MF values to maximal permissible levels (hygienic standards of general public exposure).

It is shown that multiphase sources create the field of elliptic polarization, which most root-
mean square strength value is on the ellipse major axis, whereas result values calculation by
components with Pythagorean Theorem use lead to errors with the increase of real value to
41%. By the example of 500 kV lines is shown the differences between results of the applied
calculation methods. For 500 kV cable lines the ways of MF value decrease to permissible levels
under different kinds of it lying are examined.

There is shown that socket joint use with cables and its locations in the corners of equilateral
triangle under correctly changed order of the phases as well as slight increase of cable depth gives
the possibility to avoid the ferromagnetic screens arrangement, and to cut costs.

1. INTRODUCTION

Power frequency (PF) electromagnetic field (EMF) general public electromagnetic safety ensuring
is a significant problem, especially in terms of magnetic field (MF) exposure, in connection with
increased risk of health loss. The main sources of PF EMF are the current facilities involved in
power generation, transmission and utilization. The most important are overhead and cable power
transmission lines (OTL and CL).

PF EMF human health hazard effects safety system three principle includes: safety by time,
safety by distance, and safety by protective means.

Safety by time is realized in Russian occupational and general public PF EMF hygienic stan-
dards, that are partially different from international and some national standards. Russian PF
electric (EF) and magnetic field maximal permissible levels are one of the strictest in the world. In
addition, in order to general public protect from PF EF on both sides of the OTL: from 20m for
330 kV OTL to 55 m for 1150 kV OTL. Sanitary protection zone are established according to PF
EF permissible value 1 kV/m, and not take into account PF MF hygienic standard (8A/m).

For CL sanitary protection zone is not defined, and 1 m security zone is only. This problem
is of particular relevance due to the fact that CLs are the source of PF MF mainly, that were
classified by International Agency for research on cancer (IARC) in 2002 as potential carcinogens
(2b′′) on leukemia for children, which led to WHO recommendations for “precautionary principle”
introduction in general public hygienic regulation.

Urgent necessity not only overhead transmission line, but cable line (110–500 kV) electromag-
netic safety problem adequate solutions, design stage including it follows.

2. OTL AND CL MF STRENGTH CALCULATION METHOD

OTL single phase has current İ, with wire at h distance from the earth (for underground CL h has
negative value) on the Y axis and at Y distance from the origin along the X axis creates MF in
point D of surrounding space, the intensity of which is determined by Ampere’s circuital law:

Ḣ = İ
/

(2πr), where r2 = (a− x)2 + (y − h)2 .

MF strength components along the X and Y axes are determined by the expressions:

HX = H (y − h) /r and HY = H (a− x) /r.
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If the line consists not one but i wires having İi currents, created by every wire i MF intensity
vector components module ḢXi and ḢY i are determined by formula:

ḢXi =
İi

2π

y − h i

(ai−?)2 + (y − h i)
2 , ḢY i =

İi

2π

ai−?
(ai−?)2 + (y − hi)

2 .

MF intensity components full values in D point are determined by the addition of similar
components:

ḢXD =
N∑

i=1

ḢXi; ḢYD =
N∑

i=1

ḢY i.

If all of İi currents have the same argument (initial phase angle), MF intensity polarization
will be linear, and ḢD full vector module is determined by expression of Pythagorean Theorem
HD =

√
H2

XD + H2
YD . In case of İi currents arguments are not equally, MF polarization is elliptical.

MF strength components effective values changes in time for D arbitrary point are described by
equation:

HXD (t) = HXD sin (ωt + ϕXD) HYD (t) = HYD in (ω t + ϕYD) .

Under ϕXD − ϕYD = ±nπ/2, where n — even integer, or 0, MF polarization is linear, under
ϕXD 6= ϕYD — is elliptical, and under HXD = HYD , and ϕXD −ϕYD = ±nπ/2, where n — integer
is an odd number, — is circular. Under elliptical polarization [1, 2] HD(t) resulting vector rotates
in the space by ellipse (Figure 1) with variable angular velocity ω0:

ω0 =
HXDHYD sin (ϕYD − ϕXD)

H2
XD sin2 (ω t + ϕXD) + H2

YD sin2 (ω t + ϕYD)
.

Passing HD(t) vector of extrema, i.e., Hmax and Hmin positions occurs at time point tex:

tex =
1
2ω

arctg
[
(−1)

H2
XD sin (2ϕXD) + H2

YD sin (2ϕYD)
H2

XD cos (2ϕXD) + H2
YD cos (2ϕYD)

]
,

At that between Hmax under tmax
ex and Hmin under tmin

ex for f = 50 Hz frequency and ω = 2πf
time distance is 0,005 c. MF polarization elliptical form factor Ke = Hmin/Hmax.

If, neglecting the changes in time, to determine MF strength current value by Pythagorean
Theorem expression H =

√
H2

XD + H2
YD , we will get H value that will always be greater than

Hmax (Figure 1).

Figure 1: MF elliptical polarization in point D. Figure 2: Distribution of MF strength created by
500 kV OTL currents at 1.8 m high for hΓ = 8m
conductors distance to the ground.
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Hmax and Hmin values can be determined by expression [2]:

Hmax
min

=

√
1
2

(
H2

XD + H2
YD

)± 1
2

√(
H2

XD + H2
YD

)2 − 4H2
XDH2

YD sin2 (ϕYD − ϕXD), (1)

???, ?? [2]??? [3].

3. OVERHEAD TRANSMISSION LINES MAGNETIC FIELDS

Overhead transmission line MF are reviewed by 500 kV OTL posted on intermediate tower with
horizontal phases disposition example. OTL phase are made three wires AC-400/51 brand with
d = 0.4m bundle conductors step (RP = 0.231m bundle conductors radius). Distance between
middle and extreme phases centers −b = 11.5 m. Minimal distance to the ground is hΓ = 8m.
Phase current values are: İA = 1kA, İB = 1e−j120◦ kA, and İC = 1e−j120◦ kA.

Figure 2 show MF Hmax, Hmin and H values distribution, created by the same 500 kV TL the
same currents at 1.8 m above the ground. On the OTL axis under x = 0m Hmax = 18.9A/m,
Hmin = 18.3A/m, Ke = 0.97 and H = 26.4A/m. H more Hmax on 7.5 A/m or on 39.7%. Maximal
value Hmax = 24.2 A/m is achieved under x = ±8.5 m. At the border of sanitary protection zone
under x = ±41.7 m Hmax = 1.9A/m.

Maximal excess of MF strength real value ?????? in computing by expression of Pythagorean
Theorem is in case of field circular polarization, when Hmax = Hmin and Ke = 1.0. In this case
H =

√
2Hmax excess H above Hmax is 41.4%.

4. POWER CABLE LINE MAGNETIC FIELDS

CL cables due to the presence of the current carrying conductor insulation can be located in close
proximity to each other. Underground CL cables are located either in the horizontal or vertical
plane, or a triangle. At the intersection of communications and roadways each cable is placed in a
plastic tube (PT). Each phase cables are connected along CL by means of socket joint. As a rule
cables and socket joint in places of cable connections are located horizontal. CL depth of lying is
1.5–2.5m. CL are places in security zone, where hygienic standard is 16 A/m. Outside the border of
security zone (at 1 m distance from extreme cable), MF value should not be more 8 A/m (hygienic
standard for territory of housing estate). Examine MF values at 2 m distance from extreme cable
too.

CL MF are reviewed by 500 kV CL two parallel circuit connected to the same busline as at its
beginning and end example. It means that currents in the same named phases of even circuit are
equal (same values). 500 kV CL made by Suedkabel cable 2XS(FL)2Y 1× 2500RMS/300 290/500 kV
make-up with 150 mm outside diameter, in places of socket joint are used Suedkabel electrically-
operated clutch SEHDVCB 362/420/550 make-up with c 510mm outside diameter. When crossing
with communications 500 kV CL each cable is laid inside PT 280 mm diameter with 20.6mm wall
thickness. 500 kV CL phase current module is 1 kA for each circuit. CL load is symmetric.

Review 500 kV CL part laid in tube, placed in a triangle at 2.0 m depth with 1.0m distance
between the centers of circuits. Figure 3(a) shows MF Hmax calculative values distribution; Fig-
ure 3(b) shows MF H calculative values distribution at 0m, 0.5 m, 1.5 m and 1.8 m above the
ground.

Hmax value at the earth surface is over than 16 A/m above the CL and over than 8A/m at the
border of security zone (1m) (Figure 3(a), 0 m line), but in 2m distance from CL extreme cable
PF level is lower than hygienic standard. At 0.5m above the ground Hmax is lower 16A/m inside
the security zone and 8 A/m in 2 m distance from CL, but is above 8 A/m in 1 m distance. At 1.5m
and 1.8 m above the ground PF MF levels not exceed hygienic standards.

MF calculation by H expression shows exceeding of permissible values in 1 m and 2 m distance
from CL at ground and 0.5 m above the ground level, and standard compliance at 1.5 m and 1.8 m
above the ground only (Figure 3(b)). H values are much more Hmax strength.

MF Hmax value decrease above 500 kV CL two circuits is possible by deepening of line laying as
well as by increase the distance between b circuits centers.

To achieve 16 A/m and 8 A/m permissible levels compliance without increase b = 1.0 m and
h = 2.0m distances for 500 kV CL two circuits is possible by one of circuit cable order of the
phase change. Still considered a symmetric version of the alternation of 500 kV CL two circuits

cables phases: A1

C1 B1
of left circuit and A2

C2 B2
of right circuit. If you leave CL left circuit order
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(a) (b)

Figure 3: Distribution of (a) Hmax and (b) H, created by 500 kV CL, laid triangle.

Figure 4: Distribution of created by 500 kV CL MF
Hmax values at ground surface under laying in tubes
with b = 1.0m and h = 2.0m, and right circuit
cables order of the phase A2

C2 B2

, B2
A2 C2

and C2
B2 A2

.

Figure 5: Distribution of MF value Hmax, created at
ground surface by socket joint with horizontal cables
(“horiz.” line) and triangle with changed C2

B2 A2

order

of phase socket joint of 500 kV double-circuit CL.

of the phase without change, and right circuit order of the phase change to C2

B2 A2
, MF strength

sharply reduced. Figure 4 shows created at ground surface by 500 kV CL currents MF Hmax value

distribution, under left circuit order of the phase A1

C1 B1
, and right circuit order of the phase A2

C2 B2
,

B2

A2 C2
, and C2

B2A2
.

Under right circuit cables order of the phase C2

B2 A2
MF strength at ground surface is lower than

Hmax = 5.6 A/m inside and outside of security zone. However, the design can not prevent the error

in order of the phase because under and right phase cables order of the phase B2

A2 C2
the effect of

MF compensation is practically absent.
The maximal MF values are observed places of cable with horizontal cables and couplings

socket joint. To socket joint place cables are suitable triangle in the ground or in the tubes, and
connections are transferred to the horizontal position. Cable and socket axis are located in the
ground at hs = 1.925m depth. The distance between same circuits nearby cables is 1.32 m, and
between first and second circuits nearby cables is 2.4m.
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Figure 5 shows the distribution of MF level, created at ground surface by socket joint with
horizontal cables and couplings (“horiz.” line). MF value inside of 1 m security zone is very high
(61.3A/m), and at its border MF value is 27.6 A/m (substantial higher permissible levels 16 A/m,
and 8 A/mm). Traditionally MF level decrease is achieved by socket joint covering by means of
expensive ferromagnetic screen.

Under cables and sockets arrangement at equilateral triangles vertexes with 0.6 m side, and left

circuit cables order of the phase A1

C1 B1
, and right circuit cables order of the phase C2

B2 A2
, and under

arrangement of cable (socket) axis of top triangle vertex at 1.905m depth, and lower vertexes —
at 2.425 m depth MF value at ground surface will reduce to 9.8 A/m inside of 1 m zone and — to

7.8A/m at its border (Figure 5, C2

B2 A2
line). Deepening of socket joint only 0.5 m more horizontal

leads to significant reduce of MF levels up to accepted standards without expansive ferromagnetic
screen placing.

5. CONCLUSION

Some optimal ways of occupational and environmental OTL and CL electromagnetic safety main-
tenance are presented. Adequate methods of PF MF values calculation let even at the design stage
to solve this problem. The particular importance is played by light of MF elliptical polarization
when the calculation without regard to its temporal parameters leads to errors upwards from true
MF value to 41.4%.

Presented data substantiate the necessity of 110–500 kV CL sanitary protection zone organiza-
tion. To ensure PF MF permissible levels for residential construction compliance (8 A/m in Russia)
at 1 m distance is possible only at CL laying considerable depth, which is expensive, laborious and
adversely affects CL operation and maintenance. This determines the size of sanitary protection
zone must be not less than 2 m from CL.

Socket joints with cable and coupling arrangement at equilateral triangles vertexes with properly
modified phase sequence under slight increase of their laying depth application allows to PF MF
hygienic standards maintenance without ferromagnetic screen installation.
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Electromagnetic Compatibility of Contactless Power Transfer
Modeled in FEM Analysis Software
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Abstract— This paper deals with basic parameters of contactless power transfer (CPT) and
modelling of CPT in FEM analysis software. There are described basic equations for comput-
ing parameters of CPT components. The main part of this paper refers about creating CPT
transformer model in multiphysics software Maxwell Ansys to determine basic CPT parameters
such as induction and impedance of CPT transformer, its electromagnetic field and its effect on
surroundings. CPT operates at high frequencies so its electromagnetic compatibility with other
electric devices is very important because it may cause serious risks of fail of devices such as
pacemakers or communication devices.

1. INTRODUCTION OF CONTACLESS POWER TRANSFER (CPT)

Contacless power transfer is action when electric energy is transferred between two physically
unconnected electric devices. Electromagnetic induction is used to transfer energy between gal-
vanically isolated electric devices. This solution of energy transfer is very useful in environment of
applications where conventional electricity wire transfer would be impractical or even dangerous.
CPT is used in many applications such as toothbrushes, mobile phones and public transportation
for charging electric devices.

Figure 1 shows basic CPT component blocks which are used for contactless power transfer.

2. CPT ANALYSIS

As shown in Figure 1. CPT consists of many functional blocks. The main part is CPT transformer
which is formed by two large gap air coils. To achieve high efficiency of energy transfer CPT trans-
former has to operate at high frequencies. But high operational frequencies cause high impedance
of CPT transformer and increase reactive power transferred by CPT. There the primary and sec-
ondary capacity compensations are used on both sides of CPT transformer to reduce reactive power
values.

Figure 1: Scheme of basic CPT components.
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Figure 2: CPT transformer equivalent scheme. Figure 3: Spiral plate coil parameters.

2.1. CPT Transformer Parameters
CPT transformer consists of two air coils with large gap. Magnetic flux in CPT is transferred in
air and doesn’t need magnetic core thus CPT transformer is lighter and has nearly no-load losses
(magnetization losses are just in wires). Figure 2 shows the CPT transformer equivalent scheme.

Basic CPT transformer parameters are primary R1 [Ω] and secondary R2 [Ω] resistances, primary
L1 [H] and secondary L2 [H] self inductances and mutual inductance M [H].

This article deals with CPT transformer created by two spiral plate coils which are used for
induction heating. The spiral plate coil parameters are shown in Figure 3.

The spiral coil self inductance L is given by Equation (1):

L =
(aN)2

8a + 11b
∗ 10−6 [H] (1)

where N is turns of coil, a [cm] is coil mean diameter and b [cm] is layer thickness.
The spiral coil mutual inductance M is given by Equation (2):

M = kV

√
L1L2 [H] (2)

where kV [-] is mutual bond factor.
CPT transformer resistance is given by Equation (3):

R =
ρNa

πb2
[Ω] (3)

where ρ [Ω/m] is resistivity of coil wire.
Active power transferred by CPT is given by Equation (4):

P2 =
ω0M

2QS

L2
I2 [W] (4)

where ω0 is resonant operational frequency (angle velocity).
Impedance Z of CPT transformer is given by Equation (5):

Z =
(ωM)2 + (R1 + jωL1)(RL + R2 + jωL2)

RL + R2 + jωL2
[Ω] (5)

CPT efficiency η is given by Equation (6):

η =
RL

(RL + R2)
(
1 + R1(RL+R2)

(ωM)2

)
+ R1

(
L2
M

)2
[-] (6)

If condition given by Equation (7) is fulfilled the maximal efficiency ηmax is given by Equation (8).

R1(RL + R2)
(ωM)2

⇒ 0 (7)

ηmax =
RL

RL + R2 + R1

(
L2
M

)2 [-] (8)
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2.2. CPT Capacity Compensation Parameters
From Equation (4) is evident that transferred active power depends not only on CPT transformer
parameters but also on operational frequency and transformer quality QS . Reactive power has
to be compensated to increase transferred active power value. There are four basic connection
scheme of compensation used in CPT. They differ in capacitors connections. Most used capacity
compensation is series-series (SS) shown in Figure 4. It can operate as a current source (first stage
of battery charging) and a voltage source (second stage of battery charging).

The secondary capacity compensation value for compensated reactive power is given by Equa-
tion (9):

C2 =
1

ω2
0L2

[F] (9)

The primary capacity compensation is given by Equation (10):

C1 =
C2

L1L2
[F] (10)

3. CPT MODEL IN MAXWELL ANSYS

Equations mentioned in previous text are very simplistic and they don’t conclude many factors
that affect CPT operational parameters. These factors are for example electric vehicle construction
parts, transformer coils misalignment and others.

CPT components arrangement in an electric vehicle is shown in Figure 5, which are 1 — Power
supply, 2 and 5 — capacity compensation, 3 and 4 — CPT transformer air coils, 6 — DC Buck, 7
— Batteries, 8 — Driver, 9 — Electric motor.

All vehicle components have to be included in computing to achieve correct CPT operational
parameters.

Maxwell Ansys is FEM analysis software that is able to compute electromagnetic field dis-
tribution in electric devices and display it. It is also able to compute basic electromagnetic and

Figure 4: Scheme of SS capacity compensation. Figure 5: CPT components arrangement in an elec-
tromobile.

Figure 6: Two air coils CPT transformer magnetic
field.

Figure 7: Shielded CPT transformer magnetic field.
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mechanical parameters of electric devices. Some simulations of contactless power transfer was made
in this software and obtained basic CPT parameters.

Figure 6 displays magnetic field in CPT transformer formed by two large gap air coils. This
model is cylindrical around Z axis and current density value in wires is 2 A/mm2.

Magnetic field of shielded CPT transformer is shown in Figure 7.
These simulations and their results can be used for computing real CPT transformer parameters

and its operational behavior.

4. COMPARISON OF CPT PARAMETERS OBTAIN FROM ANALYTIC EQUATIONS
AND MODEL SIMULATIONS

Table 1 shows differences between CPT parameters computed by analytic equations described in
first part of this paper and CPT parameters obtained by FEM analysis software Maxwell Ansys.
It’s calculated for two spiral coils with same physical parameters with air gap 20 cm. The CPT
transformer operates at frequency 100 kHz.

Table 1: Calculated CPT parameters.

Parameter Analytical computed Maxwell Ansys
L1 [µH] 246.6 147.1
L2 [µH] 246.6 147.1
R1 [Ω] 0.017 0.023
R2 [Ω] 0.017 0.023
M [µH] 49.32 29.42

Spiral coils parameters are — number of turns 10, mean coil radius 20 cm, layer thickness 0.2 cm,
air gap 20 cm and material copper and mutual bond factor kV = 0.2.

5. CONCLUSIONS

In the previous paragraphs are described basic CPT operational parameters and how they can
be computed by FEM analysis software. Data of CPT model simulations in this software are very
useful for creating real CPT device for electric vehicle battery charging. It’s possible to obtain basic
CPT parameters such as inductances, impedances, operational frequency, capacitance of capacity
compensation, magnetic field layout and others. Parameters obtained from basic analytic circuit
equations don’t include other construction parts in CPT environment. But CPT model simulations
in FEM analysis software are able to obtain precious data. Maxwell Ansys is multiphysics software
and is able to compute CPT electromagnetic compatibility and how it can affect its surroundings.
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Parallel Imaging Based on Multicore DSP for FMCW SAR

Chengfei Gu, Wenge Chang, and Xiangyang Li
College of Electronic Science and Engineering

National University of Defense Technology, Changsha, Hunan 410073, China

Abstract— A Ku-band FMCW SAR system is demonstrated which has the capability of real-
time processing with the application of single high-performance multi-core DSP. The navigational
data of platform movement, which particularly used for high precision motion compensation, is
accurately measured by GPS and accelerometer. Furthermore, to realize the real-time processing,
the parallel processing approach based on multicore DSP is presented in detail, also the time
consumptions of key steps are minutely listed. To verify the capability of real-time processing,
several automobile experiments are campaigned with the FMCW SAR sensor on the top of the
car. The obtained results of real-time processing and post-processing are presented and compared,
processed with 35 cm and 25 cm resolution, respectively.

1. INTRODUCTION

The combination of frequency modulated continuous wave (FMCW) and synthetic aperture radar
(SAR) leads to a compact and high-resolution imaging sensor, and this makes FMCW SAR be a hot
spot in recent SAR research [1, 2]. FMCW SAR not only has the characteristics of day-or-night and
adverse-weather operation, but also holds the advantages of lightweight and low power consumption.
Predictably, FMCW SAR will have enormous potential application in remote sensing and mapping.
However the main challenge of this compact and high-resolution sensor is the realization of real-time
imaging.

Because of the finite board load and rigid time requirement, the real-time processing of FMCW
SAR has been a bottleneck. In this paper, only a highly integrated multicore digital signal processor
(DSP) is chosen as the processing kernel [3]. It is known that the automobile based SAR experiment
is flexible and essential for FMCW SAR system debug before the airborne based experiment [4, 5].
In order to validate the performance of real-time SAR imaging, several automobile experiments have
been successfully performed. At the end of this paper, the real-time processing and post-processing
imageries are showned and compared, processed with 35 cm and 25 cm resolution, respectively.

The remainder of this paper is briefly organized as follows. In Section 2, the imaging algorithm
for FMCW SAR is reviewed. Section 3 depicts the parallel processing flow of real-time imaging,
also the time consumptions are minutely listed. In Section 4, the results of real-time processing
and post processing are presented and compared, also the qualities of corner reflects are analyzed
in detail. Finally, Section 5 gives the conclusion of this paper.

2. IMAGING ALGORITHM FOR FMCW SAR

It is known that, for SAR imaging algorithms, the time-domain algorithm is not suitable for the
real-time processing. The frequency-domain algorithm includes Range-Doppler Algorithm (RDA),
Range Migration Algorithm (RMA), Chirp-Scaling Algorithm (CSA), Frequency-Scaling Algorithm
(FSA), etc. [1, 2]. However RMA is not suitable for real-time processing because of its time-
consuming interpolation. CSA can’t process the deramped signal of FMCW SAR. RDA can only
deal with the narrow swath width and low resolution SAR imaging. Hence, in this paper, the
extended FSA [1, 2] is chosen as the real-time processing algorithm. The imaging geometry of
automobile experiment is shown in Fig. 1.

The expression of the transmitted FMCW signal is [1, 2]
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Figure 1: Automobile based imaging geometry.

where the variable R′ and RB are the instantaneous range and the zero-doppler slant range from
sensor to point Pn. tm is the slow time, fdis the doppler frequency in azimuth. c and λ stand for
the light velocity and the wavelength, respectively. The first exponential term and the second one
represent the doppler modulation in azimuth and the signal in range. The third exponential term
is the range migration introduced by the platform movement within a sweep. The last one is the
residual video phase (RVP), and the frequency scaling algorithm is based on the RVP term [1, 2].

3. REAL-TIME PROCESSING FLOW

3.1. Signal Processing Flow
The data flow of real-time processing is shown in Fig. 2.

Figure 2: Data flow of real-time processing.

As shown in Fig. 2, the received signal is digitally recorded after the ADC. And FPGA buffers
the raw data into DDR3 SDRAM through the SRIO channel 1. The motion error of Ping or Pong
data matrix is accurately measured based the GPS and accelerometer data. After the motion
error calculation, the data matrix is under parallel processing by multicore DSP [6]. The parallel
processing contains basic FS processing, two-order motion compensation and COAA autofocus.
The output of the parallel processing is the complex float data with a size of 128MB. The following
process is data compression and selection. After the compression and selection of processed data,
the focused imaging data is stored into CF card using the SRIO channel 2.

3.2. Automobile Experiment and the Time-consuming
The proposed parallel imaging flow has been validated on a compact FMCW SAR sensor, which
carries an eight-core DSP. The compact FMCW SAR sensor is mounted on the top of a sport
utility vehicle (SUV), and the recorded raw data undergo real-time processing onboard. The signal
bandwidth is 600MHz, and the velocity of SUV is about 16.2m/s. The swath width and the center
slant range are 800m and 1 km, respectively. The time consumptions of real-time processing are
listed in Table 1.

As listed in Table 1, the motion error calculation of data matrix is about 0.0168 s. The parallel
processing time of FS algorithm is 1.405 s and the COAA autofocus costs 0.7739 s. Considering
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Table 1: Summarizes of real-time processing time-consuming.

Operations Value (s)
Motion Error Calculation 0.0168

Parallel FS Processing 1.4050
Parallel COAA Autofocus 0.7739

Data Compression 0.0684
Overlapped Data Transmission 0.0119

Focused Data Storage 0.3030
Total Processing Time 2.579

the throughput of CF card, the storage time of focused data is about 0.303 s. The total time
consumption of the parallel processing flow is about 2.579 s, which satisfies 3.072 s real-time limit.

4. RESULTS AND QUALITY ANALYSIS

4.1. Images of Real-time and Post Processing
After times of automobile experiments, some beneficial real-time processing results are gained.
Fig. 3 shows one of these real-time processed images.

In Fig. 3, the imagery covers areas of 350 m × 400m (azimuth × range) island and the central
slant range is about 1 km. Target 2 is a stone arch bridge and the target 1 is a waterside terrace
close to the Xiangjiang River. The optical photographs in Fig. 3 are two targets on the island.
Comparing the imaging result with the optical photograph, we can say that the real-time processing
result gains well geologic matching. Moreover, the characteristic targets, such as the waterside
terrace and the stone arch bridge, are well focused. The real-time processing and post-processing
results of the same scene are shown in Fig. 4.

Figure 3: The automobile real-time imaging result.

(a) (b)

Figure 4: Comparison of (a) real-time processed and (b) post-processed images.
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In Fig. 4, the sub-image (a) is the real-time processed result, and the sub-image (b) is the
result of post processing. Comparing Fig. 4(a) with Fig. 4(b), the overall effect of two images are
close to each other, and the result verifies the efficiency of the real-time processing flow. Besides
the two-order motion compensation and COAA autofocus, the post-processing has also implied the
PGA processing. Hence, the focused result of post-processing is better than the real-time one. The
analysis result shows that the resolution of post-processed image is about 25 cm.

Table 2: Point targets analysis.

Parameters T1 T2 T3 T4

Range
IRW(m) 0.364 0.334 0.322 0.388

PSLR(dB) −25.19 −26.72 −31.38 −25.58
ISLR(dB) −16.13 −15.55 −16.21 −14.74

Azimuth
IRW(m) 0.341 0.361 0.352 0.364

PSLR(dB) −29.31 −36.17 −31.34 −25.73
ISLR(dB) −16.06 −18.67 −15.44 −13.39

Figure 5: Real-time processing result with corner reflectors.

(a) (b)

Figure 6: Profiles of T1 in (a) range and (b) azimuth.

4.2. Quality Analysis
To assess the quality of real-time processed image, four corner reflectors are specifically scattered
on the test field. The real-time imagery with corner reflectors is shown in Fig. 5.

As shown in Fig. 5, the imaging scene is an island with size of 800m × 350m (azimuth ×
range) in the Xiangjiang River with about 1 km central slant range. Targets 1 to 4 in Fig. 5 are
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four corner reflectors to be analyzed. Two dimensional impulse response width (IRW), peak-to-side
lobe ratios (PSLR) of four corner reflectors are listed in Table 2.

The azimuth and range profiles of T1 in Fig. 5 are shown in Fig. 6(a) and Fig. 6(b), respectively.
With the application of hamming window, the obtained mean range resolution is about 0.35 cm.

Also the average result in azimuth shows a good resolution of 0.35 cm. The PSLR and ISLR results
are both good. In a word, the analysis results demonstrate a high focusing quality. The efficiency
of proposed real-time processing flow is also validated.

5. CONCLUSION

A compact real-time processing SAR sensor is presented in this paper. On the foundation of this
compact SAR system, the FSA which also contains two-order motion compensation and time-
consuming COAA autofocus processing is efficiently realized in parallel with a single eight-core
DSP. Furthermore, both the real-time processing result and the post-processing result of automobile
experiment are presented and compared, also the quality of SAR images are analyzed in detail.
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Monitoring of Buoyancy Effects to Structures by Tsunami Water
after Heavy Seismic Shocks

Shigehisa Nakamura
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Abstract— This work concerns on monitoring of structures under heavy seismic shocks. The
author concentrates his interest to introduce some typical problems of structures. Specific ref-
erences are found in the coastal zones at the event of the 2011 Earthquake in the northwestern
Pacific. It is discussed what could be the key in order to realizing the hazardous damages of the
structures especially in the coastal zones.

1. INTRODUCTION

This work concerns on monitoring of structures under heavy seismic shocks. The author concen-
trates his interest to introduce some typical problems of structures. Specific references are found in
the coastal zones at the event of the 2011 Earthquake in the northwestern Pacific. It is discussed
what could be the key in order to realizing the hazardous damages of the structures especially in
the coastal zones.

2. A BASIC NOTE

It must be well understood that structure engineering is noted on the bases of the elastic properties
of the members as a parts which forming a structure.

As for a structural construction, there should be considered a systematic combination for the
purpose to complete the aim of construction for purpose.

In any case to note about a structural construction, it should be considered to take into account
of physical and dynamical parameters at considering to construct a structure to be complete at any
conditions of external forcing.

As far as we concern about a structural construction, it should be essential to take the structural
construction as a structure systematically constructed by the members of elastic materials.

Then, the structure should be a system structure which could be also an elastic body so that it
is necessary to consider a formulation for an equivalent elastic material.

As for any elastic body, dynamics of a structural construction, a formulation should be in need
for forcing to the elastic body by using several physical and dynamical parameters.

Essentially, strain-stress relation should be considered (not only pressure). In this case, it should
be considered a tensor for elastic body, for example, in a Cartesian coordinate, i.e.,

F =

∣∣∣∣∣
Fxx Fxy Fxz

Fyx Fyy Fyz

Fzx Fzy Fzz

∣∣∣∣∣ , (1)

or, in a simple form as follows;
F = |Fijk| , (2)

where the notations “i, j ,k” are notifying the x, y, z components.
In this work, the author notes some typical cases of tsunami tragedies in relation to a buoyancy

effect of tsunami waters after a destructive earthquake.
Some of the typical cases were found at the 2011 earthquake in the northwest Pacific.
The interested cases can be seen to be possible when buoyancy effect of tsunami water after the

seismic shock at the earthquake, for example, at 2011 earthquake.

3. BUCKLNG OF BUILDINGS AFTER TWISTING AND SWINGING

One of the seismic effect is an impulsive impact to the tall buildings.
Since the 1995 Kobe earthquake, the earthquake engineers have had to concentrate their interests

to the vertical forcing of seismic action to the public structure.
Nevertheless, the 201l Tohoku earthquake in the northwest Pacific were a specific case for demon-

strating what effects could be appeared to the tall buildings in the urban areas.
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In the case of the 201l earthquake, it was found that a typical buckling pattern above the first
floor but the ground floor of the tall buildings.

There must be a guideline for construction of tall building, then, it was trusted that all of the
buildings are stiff to any external impacts even in nature nevertheless buckling pattern was found
even a building ready to any seismic shock.

An example of the buckling patterns at the corner-footing of the tall buildings above the first
floor but at the ground floor. This fact tells the burden-loading, and forcing to the steel members
for the interested structure.

The author unfortunately would not to describe to the details about this buckling.
It must be taken to be in fact that the seismic action was beyond the critical condition in the

guideline for tall building construction.
Adding to the above, the author has his question about the buckling pattern found even in the

case of tall building arranged a anti-seismic device in order to protect the structure of the building.
It is in need to see whether critical criteria in the guideline are properly set for the purpose of
safety.

Anti-seismic devise has been introduced after the 1995 earthquake hit the urban area in Kobe,
which was noticed by an leading advisor in earthquake engineering.

The anti-seismic devise had a chance for having the first actual test at 201l earthquake.

4. BUOYANCY EFFECT OF TSUNAMI WATERS

It can be considered simply that the buoyancy effect of tsunami waters can be related to a balance
of power between the gravity and buoyancy.

Then, what is important to consider is the vertical component of the forcing in F noted above.
This means that it is enough to consider only Fzz and the other components can be taken to be
zero.

5. BUILDING LIFT UP

After the seismic shock of an interested earthquake, tsunami waters hit the structures on the coastal
zones.

Strong seismic shock affects as an impulsive force to the arranged piles supporting the building
to be suffered.

Seismic waves force to make arranged and loosed piles which fail support any building against
the vertical forcing of the gravity.

Then, tsunami waters easily make the building in a floating state because the weight of the
building is less than the water mass removal corresponding to the buoyancy effect of the tsunami
water to float the building in the tsunami water.

When the tsunami water depth beyond the height of the building, the piles never work as
supporting function for the building. Then, the building must be easily lifted up to float in the
tsunami waters.

When the sea level becomes higher after increasing the tsunami water than the height of the
building, then, the tsunami forcing to the building horizontally to pull down on the ground surface
after filling up the water into the vacant space of the building, or to force drifting in the tsunami
waters.

Now, action of the drifting building should be a problem of a water wave motion in the afield of
hydrodynamics. Nevertheless, the author, here, has to be in wondering whether the designed the
building never considering with any possibility of up-lift of the structure. In addition, the author is
anxious in mind considering the building was constructed under some consideration about strain-
stress relation in the building with the piles arranged for an effective support to the structure in
safe.

It is pity that the author has to leave his mind leaving to ask some complete procedure must be
required at starting to design and to construct the structure.

6. TOPPING BOAT ON A BUILDING

An unexpected tsunami high water shed out almost all of the wooden houses to destroy one block
of the residents.

The tsunami high water brings a drifting boats and tankers on the water surface though the
tsunami waters kindly put a drifting boat on a roofing flat of building submerged building. Oc-
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casionally, a traffic system must be blocked by a tsunami water sitting of a big tanker crossing a
route of the life line.

The tanker on the sea had left on land at the top of the building suffered by the flood of the
tsunamis generated by the earthquake on 11 March 2011 in the coastal zone in the northwest
Pacific.

This happening should be considered as a result caused by a buoyancy effect of tsunami water
accompanied by the earthquake on that day.

7. CONTAINER DRIFT IN COASTAL ZONE

In the coastal zones and harbors, there are located many of the tanks and containers for fossil fuel
tanks. Those should be called as a base location where the fuel containers were put on the ground
surface of the coastal zone at the head of the bay facing the ocean. There are various kinds of
containers in size and in shape for fitting to the surrounding coastal configurations.

Some of them are cylindrical shape with a circular bottom in an isolated state from the ground
surface and with a circular top cover for roofing of every one of the containers.

Then, the containers can be easily to lift up by the buoyant effect of the tsunami water flow
raising the water level beyond the designed tsunami protection level around the coast at a hazardous
earthquake under sea. The containers surely start to flow on the water surface after the effect of
the tsunami water in a horizontal motion out of the ocean across the bay mouth to hit the land
area facing the sea waters on the coastal zone.

The containers’ design is under an assumed condition only for put on the land surface, so that
the floating containers on the tsunami water are in drifting and rolling under on the way to the
land area of the coastal zones. Some one of the drifting containers get a crack at the top or bottom,
then, the contained materials of fossil fuel flow out of the container to the water surface to spread
on. During the containers drifting, their cracks appeared to break the containers’ structure, and,
some shocks of metallic collapses must be act easily as trigger for firing and burning of the fossil
fuel. Then, the burning fuel and containers float and hit the coastal area where some communities
and industries are located for active social services. It is unfortunate that landing of the fired
containers make to fire most of the functions in service for the colonies and industries.

Adding to the above, the buildings for the buoyant local governments are forced to burn and to
be suffered by the tsunami water up-lift as well as that of the containers.

These are in drift after the buoyant effect at a horizontal flow of the tsunami water motion
rather than that caused by the seismic effects at the earthquake under sea.

In fact, what noted above was seen in the coastal zones at 2011 earthquake in the north-west
Pacific.

8. CONCLUSION

This work concerns on buoyant effects of the tsunamis generated by the offshore earthquake to
the structures and hazardous damages in the coastal zones. There are the other patterns of the
destructive processes at the actions of the tsunamis induced by the strong earthquakes undersea.
Then, the author has to close his notices in a restricted dynamic processes in the costal zones. As
for the other related problems, the author might be able to describe in the other chance.

This work was accepted just after the Nepal eathquake on 25 April 2015.
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Monitoring of Orographic Patterns in Relation to Tsunami
Earthquake

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This work is a note to problems on monitoring of orographic processes. In relation
to tsunami earthquake found on the planet earth, orographic patterns are selected as references.
In a scope of any electromagnetics scope, it has been hard to consider any application can be
effective for orographic process found on the earth in the past. Now, the author has to notice
about application.

1. INTRODUCTION

The author introduces his note to problems on monitoring of orographic processes in relation to
tsunami earthquake found on the planet earth. In a scope of any electromagnetics scope, it has
been taken to be hard to consider any application can be effective for orographic process found on
the earth in the past.

For the purpose, the author has intended to apply some techniques using electromagnetic func-
tions though there had been various kinds of barriers not only in the scope of electromagnetics but
the other related field.

Especially, the orographic process under the sea surface is hard to find even using any functions
of electromagnetics.

Recently, advanced technologies help us to introduce them to produce a more convenient tool
for the purpose of monitoring the orographic process.

2. GEOLOGICAL SURVEYS

In his work, the author tends to refer to the geological data, even though there is left to be solved
about some problems about accuracy and definitions of the related factors.

In this work, the unit defined and used as the universal unit is taken as reference. Then, any
problem can be described well to be seen well.

A glimpse of the orographic processes can be seen above the sea surface. Then, it is more
possible to see the orographic processes in a global scale.

Figure 1: Patterns of ocean floors and orographic belts (70 million years ago).
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3. OCEANFLOORS AND OROGENIC BELTS

In the geological time scale, it has been taken to be more realistic to consider the scientific survey
in a global scale, for example, as is shown in Figure 1.

In this Figure 1, it is shown that the ocean floors and orographic belts 70 million years ago. The
author had ever seen many local maps for the local orographic patterns.

This figure must be the first time to introduced the oceanfloors and orographic belts in a global
scale.

In this Figure 1, it can be seen a glance of the orographic belt younger than 70 million years
and of the oceanfloors younger than 70 million years.

4. TSUNAMI EARTHQUAKES

In 11 March 2011, one of the tsunami earthquakes hit the coast to destroy the human activities.
The geodetic survey has shown that the crust displacement pattern was a pattern indicating as if
the epicenter of seismic normal fault was the point of convergent of the horizontal displacement.

It was said that a similar pattern must be seen if the monitored data was obtained when the
2004 Banda Ace tsunami earthquake.

These seismic events were evaluated as very severe hazardous events.

5. YOUNGER OCEAN FLOOR

As a local problem, the author would give his notice to the scientists in seismology.
The 2011 earthquake in the northwestern Pacific had given to an impact to their vision of the

tsunami earthquake.
The scientists in local seismic prediction must have had some mistaken at defining a set of so

called “seismic parameters”. This parameters has had been introduced to specify the past significant
earthquakes in the land area on the bases of the directly measured indices closely related to the
interested seismic event. They have never had any equivalent indices directly measured for the
tsunami earthquakes generated undersea even now in 2015. If so, several discrete data must be exist
to fail some missing at their seismic prediction. They had extensively assumed that the seismic
parameters for specifying the tsunami earthquake without any understanding of its dynamical
meaning. In addition, the data for that purpose was not enough to actively support any one of the
past tsunami earthquakes. There has had to refer to a convenient set derived on the bases of the
historical documentations.

Now, some of the scientists must be anxious to consider the tsunami earthquake hitting the
south Japan. Nevertheless, the author has to point out that the coasts of the south Japan is just
neighbor the Philippine Plate which includes a younger ocean floor younger than 70 million years.
This means that the expected tsunami earthquake to hit the coast of the south Japan must be
completely different from the tsunami to hit the coast of the east Japan where the Fukushima
Nuclear Power Station was located.

It is necessary to take into consideration on what is known on orographic process on the earth.

6. OROGRAPHIC PROCESS

Each of the two hazardous tsunami earthquakes was located at a point just neighbor the cost. The
location of each seismic events is understood to generated by the interaction of the two tectonic
plates where the two plates are convergent to form an interface each other.

It is said that the widely discussed to the details by the seismologists though the author knows
that they were extended their model on the bases of no dynamics.

Then, they have to start for their model renewal.
However, the author has to note that the orographic pattern between Himaraya and Sumatra

in Asian area is quite similar to the pattern between the mountain range in the south island and
the volcanic range in the north island in New Zealand of the southern Pacific.

It is unfortunate that the data is limited so that the author has to note with his bold assumption.
In the southern hemisphere, the number of the data must be small so that it is hard to consider

an orographic process in any geological scale.
Now, the author reminds to the satellite monitoring of the earth surface, and, he is expecting

to hear about a more advanced research must be appeared.
Unfortunately, the author has only limited number of the data in orology, though it can be

noted the data shown as (referring to the description on the published geographic map).
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The peak height of Manasulu was 8156 m in 1980 though it is 8163m in 2012, and, the peak of
Annapurna was 8071 m in 1980 though it is 8091 in 2012.

The above two peaks are located in the west of Himarayan mountain range at the west of the
peak of Everest though the 2004 Indonesian tsunami earthquake left a lowered land areas along the
coastal zones.

The above fact is showing a twist of the crustal front between the Indian crust and the Eurasian
crust in the Southeast area. A quite similar twist case must be seen on minor front passing the
South Island and the North Island formed between the Australian plate and the Pacific plate.

7. SATELLITE MONITORING

As the scientists already aware of that, the satellite monitoring was contributive to inform three
dimensional pattern of the land surface undulations time to time at the tsunami earthquake occurred
on 11 March 2011. The monitored data was processed and distributed soon by the Geographic
Research Institute, located just neighbor the epicenter of the tsunami earthquake.

At a sudden happening, a quick response is effective. Nevertheless, we have had seen many cases
of severe hazards to destroy a quiet life and to wash out on the coastal land surface.

Now, we have to live with nature.

8. CONCLUSIONS

The author noted about orographic process in relation to tsunami earthquake with his bold as-
sumption. For a more advanced research, satellite monitoring would be effective.

This work was accepted just after the Nepal destructive earthquake on 25 April 2015.
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Abstract— As electric vehicles and energy storage systems continue to develop and popularize,
how to maximize the working time of batteries has become a major concern. For the sake of
facilitating battery management, individual batteries are generally grouped to form battery packs
by serial and parallel connections and a complete power supply system consists of those packs
either in series or in parallel. However, the inconsistency of performances between different
battery packs will seriously aggravates in the usage of batteries, resulting in a sharp reduction on
the working time of batteries. In this paper, we propose a novel scheme of redistributing battery
packs and design an appropriate system of managing the charging and discharging process of
batteries, so that the lifetime of batteries can be greatly extended.

1. INTRODUCTION

The smart power management devices have wide applications in electric vehicles (EV) and energy
storage systems. For the sake of facilitating battery management, individual batteries are generally
grouped to form battery packs by serial and parallel connections and a complete power supply
system consists of the battery packs in serial and parallel connections. Initially, the performance
of each individual battery which constitutes battery packs is different and the difference between
individual batteries will be gradually enlarged during the use of batteries, resulting in a significant
degradation of the battery packs’ performance [1, 2]. Because the released maximum power by a
power supply system is determined by the minimum-power battery pack and the minimum-power
battery pack will be seriously harmed if it continuously discharges and we must stop its discharging
process. Similarly, if the maximum-power battery pack has a full charge, we must stop its further
charge to prevent it from being harmed. When the difference of performance between battery packs
is magnified, the working hours of power supply system will sharply reduce and the age of batteries
will also be shortened greatly.

In this paper, we fully investigate a set of lithium-iron-phosphate batteries and propose an
efficient approach for lengthening the working hours and age of the batteries by redistributing
battery packs. The approach analyzes the data about the state of charge (SOC) and voltage
of battery packs and then quantifies the level of their inconsistency between battery packs. The
redistribution of battery packs will be automatically managed according to the level of inconsistency
and we have designed a smart electronic device for controlling the process. The experimental tests
show that the approach can significantly lengthen the working hours and age of batteries and we
will show the details of design and testing results.

2. FACTORS IMPACTING THE REDISTRIBUTION OF BATTERY PACKS

Because of the advantages of high energy density, low cost, and safety, LiFePO4 battery has become
the first choice of mobile battery. From the point of usage, the performance parameters of LiFePO4

battery include the capacity, battery voltage, internal resistance, charge-discharge scale, depth of
discharge, and circular working life [3], etc.. The battery capacity includes the theoretical capacity,
actual capacity, and SOC. The theoretical capacity is the capacity that allows all active substances
in the interior of battery to take part in a chemical reaction and the total energy is calculated using
Faraday’s law. The battery capacity represents the maximum value of theoretical capacity and the
battery discharge capacity is only a part of theoretical capacity. The actual capacity is defined
as the electricity that allows the battery to be fully charged or reach the maximum capacity that
can be given. The SOC is defined as the used battery’s discharge in the rate of C/30 and in the
temperature of 25 degree before the cut-off voltage can get the battery capacity.

The battery voltage includes the open-circuit voltage and operating voltage. The open-circuit
voltage (OCV) of a battery is defined as the potential difference between two balanced electrodes
of thermodynamics when the circuit is in an open-circuit state. The OCV is affected mainly by its
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material properties such as polarity and electrolyte materials [4]. The operating voltage (OV) is
defined as the potential difference between two electrodes of the battery in a working state, which
is also called terminal voltage. When the battery is in charging, the OV is bigger than the OCV.
When the battery is in discharge, the OV is inferior to the OCV [5]. Because the internal resistance
is difficult to measure, the cut-off voltage and SOC of charging and discharging in the battery packs
are used as reference variables so that the redistribution of battery pack model can be simplified.

3. EXPERIMENTS AND RESULTS

3.1. Method of Redistributing Battery Packs
The redistribution of battery packs is determined according to the cut-off voltage and cut-off SOC
of charge and discharge in a battery pack. The battery pack is formed by serial and parallel
connections of individual batteries and its internal structure is shown in Figure 1.

If the cutoff voltage of charge in a batter pack is higher or closer to the voltage limit, then it means
that individual batteries in a battery pack have a better performance and have a better consistency
between different individual batteries because the individual battery has a higher voltage when
its performance is better. However, as the usage of individual batteries increases and their aging
aggravates, their performance will drop significantly and the voltage drop on the internal resistance
of the batteries also increases. If the cut-off voltage of discharge in a battery is lower or it gets
closer to the limit of discharge voltage, it simply reflects that the consistency of individual batteries
in the battery pack is better. The SOC of battery packs is determined by the individual battery
which has the least SOC.

We define the maximum cut-off voltage of charging as Vi and the maximum cut-off SOC of
charging as SOCj in a battery pack. We take an energy system which is shown in Figure 2 as an
example. The system consists of four series-connect battery packs and three parallel-connection
battery packs.

Figure 1: The internal structure of a battery pack. Figure 2: No redistribution of battery packs.

A low-voltage battery is charged by a high-voltage battery when they are connected in parallel
and it will cause an energy assumption by the internal resistance of the battery. We define VL1,
VL2 and VL3 as follows.

VL1 = V1 + V2 + V3 + V4 (1)
VL2 = V5 + V6 + V7 + V8 (2)
VL3 = V9 + V10 + V11 + V12 (3)

In order to ensure that the battery pack will not charge each other, resulting in a waste of energy,
we must ensure that Vs1, Vs2 and Vs3 are similar or equal to each other. Additionally, in order to
ensure a maximum efficiency for the battery, we need to have a similar or equal maximum SOC in
the battery pack of each row by the method of time-sharing work. The meaning of time-sharing
work denotes that the battery pack of one row which has a large capacity will be charged by a
switch when the EV needs a less power so that the battery pack’s capacity in each row can be
approached. All battery packs work when the EV needs an adequate power. So, the conditions of
redistributing battery packs can be listed as follows.

1) VL1, VL2, and VL3 are similar or equal to each other;

2) SOC1, SOC2, SOC3, and SOC4 are similar or equal to each other;

3) SOC5, SOC6, SOC7, and SOC8 are similar or equal to each other;

4) SOC9, SOC10, SOC11, and SOC12 are similar or equal to each other;
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In order to decide the time of redistributing battery packs, we need to define the level of
inconsistency in the battery packs and redistributing battery packs will happen when the level is
exceeded. Table 1 shows the parameters of battery packs used for simulations.

Table 1: Parameters of battery packs.

Battery pack SOC Voltage Battery pack SOC Voltage
Battery pack 1 82% 30V Battery pack 7 79% 24V
Battery pack 2 74% 22V Battery pack 8 78% 22V
Battery pack 3 77% 22V Battery pack 9 78% 25V
Battery pack 4 77% 23V Battery pack 10 79% 29V
Battery pack 5 80% 28V Battery pack 11 75% 23V
Battery pack 6 74% 24V Battery pack 12 79% 22V

3.2. Simulation Test and Analysis of Results

In order to complete the experiment and verify the method, we should first build a simulation
test platform. The platform is set up through the object-oriented language — C sharp and it
can simulate the discharge characteristics of the battery pack. Discharge rate is C/5 when the
battery pack is discharging and the battery’s working time is 11.15 h when the battery pack is
not in a redistribution. The results are shown in Figure 3. According to the condition about the
redistribution of battery packs, the battery’s working time is 11.45 h when the battery pack is of
redistribution. The results are shown in Figure 4.

Figure 3: No redistribution of battery packs.

Figure 4: Redistribution of battery packs.

According to the results in Table 2, we can see that the prolonged working time of battery
changes with different discharge rates when the battery pack status is the same and the prolonged
working time is longer when the discharge rate is smaller. Therefore, the battery’s working time is
lengthened when the redistribution of battery packs happens.
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Table 2: The simulation results.

Discharge Rate No Redistribution (unit: hour) Redistribution (unit: hour)
C/15 33.45 h 34.35 h
C/5 11.15 h 11.45 h
C/3 6.69 h 6.87 h

4. CONCLUSION

In this paper, a redistribution scheme for battery packs has been presented based on the relationship
between the battery pack voltage and SOC. The scheme is verified through a simulation test bench.
Also, the experimental results show that the proposed scheme is effective and feasible.
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Abstract— Lithium-ion batteries have been widely used as a power source for electric vehicles
and the lack of accurate estimation for the state of health (SOH) has seriously affected the
practical applications of lithium-ion battery packs, so it is very imperative to find a good solution.
In this paper, we propose an accurate estimation method for the SOH by using a fuzzy logic
system. We first perform charging and discharging experiments for the lithium-ion batteries to
obtain the residual capacitance and equivalent DC resistance under different SOHs. Then a fuzzy
logic system is figured out according to the relationship between the equivalent DC resistance and
the SOH. The SOH of the batteries is estimated online through inputting the calculated equivalent
DC resistance into the fuzzy logic system. Experimental results show that this method is very
effective to calculate the SOH of lithium-ion batteries.

1. INTRODUCTION

Recently, energy crisis and environmental pollution has become increasingly serious and the de-
velopment of lithium-ion batteries as a power source has been very essential. One of the most
important applications of the lithium-ion batteries is to be the power source of electric vehicles
and whether electric vehicles will be widely used or not mainly depends on the performance of the
batteries. Thus we must properly monitor and evaluate the state of health (SOH) of batteries to
ensure that electric vehicles can operate safely and reliably [1].

The SOH and state of charge (SOC) are the two important indexes reflecting the state of
batteries. In recent years, many attentions have been paid to the estimation methods of SOC
such as Coulomb counting or Ah counting, adaptive Kalman filtering, extended Kalman filter [2],
artificial intelligent methods and impedance spectroscopy. In contrast, the study on the SOH has
not received a sufficient attention [3]. The SOH estimation belongs to a nonlinear problem which
requires a highly accurate solution and the traditional linear estimation methods cannot meet the
estimation requirements. As there has not been a mature estimation method for the SOH so far,
it is imperative to find a solution for the lithium-ion batteries.

The SOH is a figure of merit for the condition of a battery (or a battery pack) compared to
its ideal conditions. Typically, a battery’s SOH will be greater than or equal to 100% at the time
of manufacturing and then will decrease over time and use. IEEE standard 1188-2005 specifies
that when the battery’s capacitance decreases to 80%, the battery should be replaced. In fact, the
degradation of lithium-ion batteries can be attributed to its change of internal chemical composi-
tion [4]. During the charging and discharging process, the lithium-ion batteries will also produce
some irreversible side effects in addition to have a specific oxidation and reduction reaction. The
side effects often generate lithium salt which adheres to the electrode and increase the equivalent
DC resistance of the battery [5]. The lithium in the lithium salts will no longer take part in the
charge and discharge reaction in the form of li-ion. That is to say, the maximum capacitance of
a battery is reduced from a macroscopic view. In addition, in the initial stage of charging and
discharging process, the battery’s materials will react with electrolytes on the interface between a
solid and liquid phase and form a passivation layer, called solid electrolyte interface (SEI), covering
the surface of the electrode’s materials. Li-ion will encounter some obstacles when getting through
the SEI. These obstacles are the so-called internal resistance of the battery. The thicker the SEI
film is, the bigger the equivalent DC resistance of the battery is. Thus the maximum capacitance
of the battery is relatively reduced and its SOH can be obtained by measuring the equivalent DC
resistance in its different life stages.

In this paper, we propose an appropriate method to accurately estimate the SOH for lithium-
ion batteries. The charging and discharging experiments are performed first and the corresponding
fuzzy rule table can then be defined according to the relationship between the equivalent DC
resistance and the SOH. Also, the static estimation and dynamic estimation are combined together
so that the system reliability and the estimation accuracy can be improved. The simulated results



Progress In Electromagnetics Research Symposium Proceedings 1069

show that the method can remarkably enhance the estimation accuracy for the SOH of lithium-ion
batteries and it could be very useful in electric vehicles.

2. CALCULATION OF EQUIVALENT DC RESISTANCE

Lithium-ion batteries usually adopt a constant current at the beginning and then take a constant
voltage to charge. When the terminal voltage of the battery does not reach 3.65 V, the constant-
current charging method is adopted. When the terminal voltage reaches 3.65 V, the constant-voltage
charging method with 3.65 V is used. During the constant-current charging process, the equivalent
DC resistance can be obtained by periodically shutting off the charging current in a short time (less
than 1%). The equivalent DC resistance can be calculated by

rn =
Ucn − Uocvcn

Ic
(1)

where rn is the equivalent DC resistance of the nth (n = 1, 2, 3, . . .) sample point, Ucn is the last
charging voltage before cutting off the current of the nth charging cycle, Uocvcn is the last terminal
voltage during the process of cutting off the current in the nth charging cycle, and Ic is the charging
current. The advantage of this method is that during the constant-current charging process, the
equivalent DC resistance can be obtained simply by measuring the battery’s terminal voltage at
different times. Figure 1 shows the changes of the equivalent DC resistance at different SOHs
during the constant-current charging process.

Figure 1: Equivalent DC resistance at different SOHs during the constant-current stage.

3. RELATIONSHIP BETWEEN EQUIVALENT RESISTANCE AND SOH

The battery used in this paper is a lithium-iron-phosphate power battery with 3.2V and 100Ah.
The discharge cut-off voltage of the battery is 2.5 V, the charge cut-off voltage is 3.65 V, the charging
current is 0.2C, and the discharge current is 0.5C. The charging and discharging experiment is
conducted under different SOHs. In the constant-current charging stage, the current is shut off
for 5 seconds every 15 minutes, and the Ucn and Uocvcn are then recorded, respectively. The
equivalent DC resistance of each sample point can be calculated and the average value of all points
is regarded as the equivalent DC resistance of the battery. Figure 2 shows the relationship between
the equivalent DC resistance of a lithium battery and its SOH.
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Figure 2: Relationship between the equivalent DC resistance and SOH of a lithium battery.

4. SOH ESTIMATION

The fuzzy logic method is an effective way to estimate the SOH of a lithium battery by using
the equivalent DC resistance [6]. The parameters about the equivalent DC resistance and SOH
of lithium-ion batteries mentioned in Figure 1 can be used as the samples of establishing the
fuzzy system and the fuzzy system can serve to online estimate the batteries under other health
conditions. The input to the fuzzy logic system is the average value of equivalent DC resistances
during the constant-current charging phase and the output is the estimated SOH. The fuzzy rules,
which are defined based on the data given in Figure 2, are shown in Table 1. The output of the fuzzy
logic system is in the range of [0, 1.2] and the fuzzy membership functions in shown in Figure 3.
The fuzzy logic system is constructed by using the singleton fuzzifier, the centroid defuzzifier, and
the Mamdani product inference engine [7]. All the aforementioned procedures for constructing the
proposed SOH estimator are performed offline.

Table 1: Fuzzy rules for estimating the SOH.

FUZZY RULES
1 IF equivalent DC resistance is very small, THEN SOH is very healthy
2 IF equivalent DC resistance is small, THEN SOH is healthy
3 IF equivalent DC resistance is medium, THEN SOH is acceptable
4 IF equivalent DC resistance is large, THEN SOH is weak
5 IF equivalent DC resistance is very large, THEN SOH is bad

Figure 3: Fuzzy membership functions for the input and output variables of the fuzzy logic system.
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(a) (b)

Figure 4: A comparison of the estimated SOH with the actual SOH and the prediction error.

5. EXPERIMENTAL RESULTS

In the above section, we have introduced the method of using the fuzzy logic to estimate the
SOH of a lithium-ion battery. However, all these steps are achieved offline. In this section, we
propose an online estimation method by using the previously-established systems. During the
constant-current charging stage, the current is shut off for 5 seconds every 15 minutes, and Ucn

and Uocvcn are recorded respectively. Then the equivalent DC resistance of each sample point and
the average value of all points can be calculated. The SOH of a battery can be obtained online
through inputting the calculated average value of equivalent DC resistance into the fuzzy inference
engine. The experiment results and prediction error are shown in Figure 4. It can be seen from
Figure 4(b) that the estimation error of this method is less than 5%, meaning that it is a good
method to accurately estimate the SOH of a battery.

6. CONCLUSION

In this paper, a new method for estimating the SOH of lithium-ion batteries has been investigated.
By taking the calculated equivalent DC resistance of lithium-ion batteries during the charging
process as the input of the pre-established fuzzy logic system, the estimation of SOHs will be
online. The experimental results show that the error of using this method to estimate the SOH is
not more than 5%, which can well satisfy the requirement of electric vehicles. Moreover, we can
effectively extend the service life of a battery pack by replacing the individual battery cell whose
health condition declines to its critical value. This method can greatly reduce the cost and show
a high economic value. Meanwhile, it can also provide the necessary reference for estimating the
SOC of lithium-ion batteries, equalizing and fault diagnosis of electric vehicles.
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Abstract— State of charge (SOC) is an important parameter of battery management system
(BMS) which reflects the reliability, safety, and lifetime of batteries. However, SOC cannot
be measured directly and we have to estimate it via analyzing some other parameters such as
voltage, current, and temperature. An accurate estimation strategy of SOC is necessary for the
BMS and we propose a novel model based on particle swarm optimization (PSO) in this paper.
The PSO is an optimization method which originated from artificial intelligence and evolutionary
computation. It is a simple, effective, and universal theory which solves problems by seeking their
individually best and globally best solutions. We apply this theory to optimally estimate the SOC
parameters for LiFeO4 Batteries and the simulated and experimental results have demonstrated
its effectiveness.

1. INTRODUCTION

Power batteries are very important components in electric vehicles and they have a significant
impact on the performance and security of a whole vehicle. To ensure the safe and reliable operation
of batteries, designing an optimal battery management system (BMS) is very essential. The BMS
manages the batteries based on their states and instructions from a vehicle management system
(VMS). The voltage, current, and temperature of batteries can be measured directly by sensors
while other parameters such as the state of charge (SOC) has to be estimated indirectly by certain
algorithms which usually rely on the battery model and its parameters. The battery model and
parameters are essential because they form the basis of loop simulations for hardware and SOC
estimation, and also provide a reference for the control of BMS.

In this paper, we propose a unified form of equivalent circuit model for LiFeO4 batteries based on
the analysis of similarity between the internal mechanism and external characteristic of a chemical
power source. A two-order equivalent circuit [1] of LiFeO4 batteries is built and their resistance
and capacity are estimated with a least square method (LSM) [2] and particle swarm optimization
(PSO) [3]. By comparing the results from different estimation methods, we find that the relationship
between the SOC and the electric motive force (EMF) or EMF-SOC can be significantly affected by
the temperature. We also build a backward-propagation (BP) neural network [4] in which the EMF
and temperature are taken as inputs while the SOC works as an output and the results are used
to estimate the SOC. The simulated and experimental results show that the proposed estimation
method can accurately estimate the SOC for LiFeO4 batteries.

2. PARTICLE SWARM OPTIMIZATION (PSO)

The PSO was first proposed by Kennedy and Eberhart in 1995 [5]. It is an optimized computa-
tional method based on a swarm intelligence and simulates the internal action between individuals,
group, and environment. Nowadays, the PSO is widely used in process optimization, parame-
ter estimation, and system control. In the PSO theory, the position of a particle represents a
solution of optimization problem. Each particle has a position and velocity that decide its di-
rection and speed. The state of particles depends on adaptive values that are determined by
objective function. Suppose in a D-dimension objective search space, a group is formed by m
particles which are randomly initialized. Then the position and flying velocity of the ith particle
can be represented by Xi = (xi1, xi2, . . . , xiD)T and Vi = (vi1, vi2, . . . , viD)T , respectively. Particles
will track two extremum values in a solution space. On each iteration, the individual extremum
Pbi = (pbi1, pbi2, . . . , pbiD)T represents the best position of the particle while the global extremum
Gb = (gb1, gb2, . . . , gbD)T represents the best position of the group. The velocity and position are
updated each time according to the following formulas:

vk+1
id = vk

id + c1r
k
1

(
pk

id − xk
id

)
+ c2r

k
2

(
gbk

d − xk
id

)
(1)
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id = xk

id + vk+1
id (2)
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where vk
id represents the velocity of the ith particle in the Dth dimension in the kth iteration and

xk
id represents its current position. Also, c1 and c2 are the acceleration factors or learning factors

which adjust the maximum step size of the fight to the globally best particle and individually best
particle. The adaptive values of c1 and c2 can accelerate the convergence and help the particles to
avoid falling into a local optimum. In addition, r1 and r2 are the random numbers in the range
[0, 1], pid represents the position or coordinate of the individual extremum point of the ith particle
in the Dth dimension, and gd represents the position of the global extremum point in the Dth
dimension [6].

3. PSO PARAMETER IDENTIFICATION BASED ON SECOND-ORDER RC
EQUIVALENT

3.1. LSM
Mathematical model of a battery should reflect and take into account its self-discharge phenomenon,
capacity, and resistance over potential and environmental temperature. In this paper, a second-
order RC equivalent circuit model is used to simulate the battery. In this model, E represents the
battery’s voltage which is affected by the SOC and R0 refers to its ohmic internal resistance. Also,
R1 and C1 denote its electrochemical polarization resistance and capacitance, respectively, and they
constitute a RC parallel circuit, while R2 and C2 indicate its consistent polarization resistance and
capacitance, respectively, and they constitute another RC parallel circuit. The test data of a study
on a 60AH-LiFePO4 battery by means of a constant discharge is shown in Figure 2. The battery
starts a discharge after 100 s, and stops the discharge when reaching the point B. The RC network
is in a zero input response from the point A to point B and the voltage rebounds rapidly as soon
as the circuit is broken. In the circuit, the loop current is zero and the ohmic internal resistance
drop is also zero.

R0 =
UD − UB

I
(3)

At the same time, the RC network is in a zero input response. The voltage from the point B to
point C is

UB(t) = EC(t)− I ×R1 × e−
t

R1×C1 − I ×R2 × e−
t

R2×C2 (4)
where EC(t) refers to the voltage at the point C. We utilize the test data and LSM [7] to figure out
the parameters including R1, R2, C1, and C2. The result is shown in Figure 3.
3.2. Battery’s Parameter Identification Based on the PSO
We initialize 10 particles and each particle’s position is Xi = (R1i, R2i,

1
C1i

, 1
C2i

)T while its velocity
is Vi = (vi1, vi2, vi3, vi4)T . All initial values are randomly chosen in the range of [0, 1]. On each
iteration, the parameter

Y1(t) = EC(t)− I ×R1 × e−
t

R1×C1 − I ×R2 × e−
t

R2×C2 (5)

is calculated while Y2(t) is its counterpart obtained by an experiment. The fitness function is

f =
∑

t

|Y2(t)− Y1(t)|
Y2(t)

(6)

Figure 1: A model for an FeLiPO4 battery. Figure 2: Discharge curve of an FeLiPO4 battery.
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Figure 3: Parameters figured out by a LSM. Figure 4: EMF-SOC relationship in different tem-
peratures.

and the iteration is performed by the following steps:

Step 1: When g = 1, the position X1
i and velocity V 1

i of the searched points are initialized with
the random numbers in the range of [0, 1], and P 1

i = X1
i . Then we calculate the individual ex-

tremum values and the global extremum value is the best one among the individual extremum
points. Record the index of the best particle and set G as the position of that particle.

Step 2: Update the new position X2
i and velocity V 2

i for each particle by Equations (1) and (2)
and calculate the particle’s new fitness value. If the new value is better than the previous
value, then let Pi = X2

i . If there is an individual value that is better than the current global
value, the position of that particle will be set as G and the index of that particle will be
recorded. The global extremum value is then updated correspondingly.

Step 3: If the number of iterations reaches the maximum value that is set in advance, then the
iteration will stop and the best solution will be output. Otherwise, go back to Step 2.

3.3. EMF-SOC Model of LiFePO4 Battery Based on BP Neural Network

The initial capacitance should have been known before an ampere-hour method is used to calculate
the residual capacitance of a battery. Currently, the relation of SOC = f(SOC) is mostly used to
get the initial SOC. If the battery has rested for a long time, its terminal voltage can be regarded
as the EMF. For different temperatures, the same EMF corresponds to different SOCs as shown
in Figure 4. The BP network is a one-way-communication and multilayer-feed-forward neural
network and the BP means the backward propagation of errors whose main idea is the gradient
descent. Using the gradient search techniques can make the actual output value of network have
an expected error of square minimum value. The initial capacitance is affected by terminal voltage
and temperature. The EMF-SOC BP neural network can be obtained by setting the EMF and
temperature of the battery as an input while setting the SOC as an output.

3.4. Construction of State Space for Battery

We can get the state space for a battery according to the following equations
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In the equations, SOCk is the value of the SOC at the kth moment, U0
k is the terminal voltage

of ohmic internal resistance, U1
k and U2

k are the terminal voltages of polarization resistance, ∆t is
the sampling time, η is the coulomb coefficient, Q is the nominal capacitance of the battery, i is
the current, and Uk−1 is the voltage of the battery. The random signal wk−1 and vk−1) refer to an
incentive noise and observation noise, respectively. We assume that they are white noises which
are independent of each other and follow a normal distribution.

4. SIMULATION RESULTS

We present the simulation results for the battery parameter identification based on the PSO method.
Assuming that c1 = c2 = 2 and r1 and r2 are the random numbers in the range of [0, 1]. The
dimensional speed vd is clamped between [vd min, vd max] to prevent particles from moving away
from the search space. The number of iterations is selected as 10 and the identification results with
corresponding errors are shown in Figure 5. On the other hand, if the number of hidden layers
of the neural is selected as 5, the output of hidden layers of the neuron is selected as a “tansig”
function, the transfer function of the output is a “purelin”function, and the training function is a
“trainlm” function, then the EMF-SOC BP neural network can be established by setting the EMF
and temperature of the battery as an input while setting the SOC as an output. The result is
shown in Figure 6.

Figure 5: Result of the PSO. Figure 6: Result of the EMF-SOC based on the BP
network.

5. CONCLUSION

We use the LSM to identify the parameters of battery model. We also establish a second-order
RC network model for the LiFePO4 battery and figure out the values of some parameters such as
capacitances and resistances by the LSM and the PSO. Comparing these two algorithms, we find
that the PSO can reach the same accuracy as the LSM. The structure of EMF-SOC neural network
based on the BP neural network can be obtained via setting the EMF and temperature as an input
and the SOC as an output. The accuracy of calculating the SOC can be enhanced by considering
the influence of temperature. We present some simulated and experimental data to demonstrate
the estimation method and good results have been observed.
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Abstract— Since the actual distribution of the received signals in multi-hop amplify-and-
forward (AF) relaying transmission is no longer Gaussian, which is caused by the multiplication
of fading gains and noise, a new fitted distribution named as logistic distribution is used to derive
a novel noncoherent detector based on the maximum likelihood (ML) method. In order to get
better performance of the receiver, one or more multi-hop AF links are added to form a multi-
branch cooperative diversity system. Therefore, at the destination, combining method is applied
to combine several signals together to obtain better diversity gains. Numerical results show that
the new detector based on the logistic distribution outperforms the conventional energy detector.
Also, it is shown that the performance of receiver is significantly improved when combining
method is applied in the multi-branch cooperative diversity system especially when the number
of branches increases.

1. INTRODUCTION

Since the demand of wireless applications, such as mobile phones, wireless sensing networks, smart
home applications, is growing broadly, the research of mobile communications technology develops
rapidly. In wireless communications, one of the main problems that impact signal performances is
fading [1]. In order to overcome this problem, many different technologies have been developed.
Cooperative diversity [2] with multi-hop relaying is a good candidate which stands out of them.

Space Diversity technology is a receiver technique that can improve the signal performance by
adding wireless link at a low cost [1]. At the receiver, more than one transmission paths are received.
If one path undergoes a deep fade, another path may have a robust signal. Therefore, selecting
the robust paths or combining different paths with different weight factors can improve the signal
to noise ratio (SNR) of the receiver, thus the signal quality is improved. In cooperative wireless
communications, signals can be transmitted from a source to its destination through different
cooperative links and combined in the receiver. In general, there are three combining methods
which are selection combining (SC), equal-gain combining (EGC) and maximum-ratio combining
(MRC). Only focusing on the performance point of view, MRC is the best, EGC is at the middle
and SC is the worst. But SC is the easiest one for implement. In this work, MRC and SC are
investigated for comparison.

Each cooperative link may consist of several relays in order to reduce the signal dispersion loss
and the performance degradation [3]. There are two main relaying techniques that can be used
in the multi-hop relaying transmission. One is the amplify-and-forward (AF) technique and the
other is the decode-and-forward (DF) technique [4–6]. In this work, we consider using AF in each
multi-hop relaying link due to its simplicity [7, 8]. Without any further processing, the AF relay
amplifies its received signal and retransmits the amplified signal to the next relaying node until
the signal arrives at the destination. Where fixed relaying is assumed due to its simplicity and no
requirement of acknowledge in network layer [9]. Thus, each relay amplifies the noise at the same
time when it amplifies the retransmitting signal.

In a multi-hop and multi-branch cooperative diversity system, estimating the fading gains which
is required in coherent detection causes a huge amount of overhead. Thus, noncoherent detection is
preferred for simplicity in the applications with limited system resources [10]. Energy detection is a
widely used noncoherent detection technique [11, 12]. In energy detection, the energy of the received
signal is calculated and compared with a threshold, which is based on the Gaussian assumption of
the received sample [13]. However, in multi-hop AF relaying systems, due to the multiplication of
fading gains and noise the overall noise in the received signal is no longer Gaussian after several
relays, such that the received sample is not Gaussian either. Thus, new distribution should be
proposed, and the performance of the conventional energy detector for noncoherent detection can
be further improved by using the new distribution of the received signal.
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In this work, the actual distribution of the received signal is first introduced based on the distri-
bution fitting techniques. The derivation is based on the assumption of independent and identically
distributed Rayleigh fading and Rician fading hops. Based on these distributions, the maximum
likelihood (ML) method is used to generate the new noncoherent detector. Then the performance
of the new detector is investigated and compared with the conventional energy detector. The
performance of two combining methods with different number of branches are compared with the
original performance in single hop Rayleigh channel. Numerical results show that the new detector
based on the proposed distribution outperforms the energy detector and that the performance gain
increases when the number of branches increases and the number of hops decreases.

2. SYSTEM MODEL

Cooperative diversity is composed of multi-hop diversity and multi-branch diversity. Multi-hop
diversity allows a long distance signal transmission and multi-branch diversity combines multiple
received signals together to get better received performance. A multi-branch multi-hop cooperative
diversity system [2] is shown in Fig. 1. An information source S transmits signal x through M
independent branches to its destination D. Each branch is a link that includes N − 1 relays Rji

(j = 1, 2, . . . , M ; i = 1, 2, . . . , N) with N hops over the fading channel. Where x is considered as an
on-off keying (0-1) signal. For simplicity, the on-off keying signal is suitable for noncoherent energy
detection. Each relay node incurs an additive white Gaussian noise nji. The fading coefficients for
each hop of fading channel is hji. Thus, the received signal of the jth-branch is given by

yjN = hj1hj2 . . . hjNx + hj2hj3 . . . hjNnj1 + hj3hj4 . . . hjNnj2 + . . . + hjNnjN−1 + njN , (1)

when x = 1, the received signal of the j-th branch at the destination is

y1
jN = Psj + Pnj , (2)

where the signal part Psj =
∏N

i=1 hji, and the noise part Pnj =
∑N

i=1 (
∏N

k=i+1 hjk)nji. When x = 0,
the received signal of the j-th branch at the destination becomes

y0
jN = Pnj . (3)

In conventional researches, the noise part Pnj is assumed to follow Gaussian distribution [14]. But
for the noncoherent detection in this work, since hji is unknown, Pnj is not Gaussian anymore.
In particular, the number of terms in Pnj increases when the number of hops increases and Pnj

becomes less Gaussian. Finding the exact distribution for the noise part is an entry point of this
work.

Due to the variable number of hops, it is difficult to derive the theoretical distribution of y0
jN

and y1
jN , if not impossible. Therefore, the distribution fitting is performed. Tests show that the

logistic distribution has the smallest fitting errors when SNR is large enough for the AF relaying

Figure 1: System model.
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multi-hop transmission. The probability density function (PDF) of the logistic distribution is given
by

f(x) =
e−

x−µ

σ

σ
(
1 + e−

x−µ

σ

)2 , (4)

where µ is the mean and σ is the standard deviation. These two parameters can be calculated in
the fitting. Based on the numerical calculation results for each branch, the relationships between
these distribution parameters and the values of SNR and NHops can be derived. Since the mean µ
can be approximated as 0. Using curve fitting, one has

σ0j = 0.02497− 0.01882 · sin (0.6969 · π ·NHops · SNRj) + 0.428 · e−(0.1103·SNRj)
2

, (5)

where j = 1, 2, . . . , M ,

σ1j = 0.001402 ·N2
Hops − 0.04206 ·NHops + 0.4462. (6)

Then the PDFs of the received signal can be approximated as: when x = 0,

f (yjN |x = 0) =
e
− yjN

σ0j

σ0j

(
1 + e

− yjN

σ0j

)2 , (7)

when x = 1,

f (yjN |x = 1) =
e
− yjN

σ1j

σ1j

(
1 + e

− yjN

σ1j

)2 . (8)

3. RECEIVER FOR SINGLE BRANCH

Using the derived PDFs in the previous section, new noncoherent detectors can be proposed. Based
on the ML principle [13], assume that the probabilities for the source transmitting “0” and “1” are
the same, or P (x = 0) = P (x = 1), the detector can be derived as

1
D(yN ) =

∏M
j=1

f(yjN |x=1)
f(yjN |x=0) ≷ P (x=0)

P (x=1) = 1.

0
(9)

Substitute (7) and (8) into (9), one has

1

D(yN ) =
∏M

j=1
σ0j

σ1j
e

σ1j−σ0j

σ0jσ1j
yjN

(
1+e

−
yjN
σ0j

1+e
−

yjN
σ1j

)2

≷ 1.

0

(10)

4. COMBINING METHODS

In this paper, MRC and SC combining methods are considered. For SC, as shown in the system
model Fig. 1, the destination D receives M copies of the transmitted source signal. The signal of the
branch with the highest instantaneous SNR is chosen by the combiner and used for demodulation.
The choice of the instantaneous SNR γc can be obtained by

γc,SC = max(γ1, γ2, . . . , γM ), (11)

where γ1, γ2, . . . , γM represent the instantaneous SNRs of the received signals at the first, the
second, . . ., and the M -th branches. Since each branch is independent, assume that there is a SNR
threshold γ below which the received signal of the corresponding branch should be eliminated.

Since a SNR which is always guaranteed to be above the threshold is selected in SC, the diversity
improves signal performance and reduces outage probability without additional transmit power.
But it is not the best diversity technique due to its not using all of the branches.
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For MRC, the combiner weights all the received signals according to their own qualities. Thus
the instantaneous SNR at the output of the combiner is

γc,MRC =
M∑

i=1

γi, i = 1, 2, . . . ,M. (12)

Intuitively, MRC can be applied to any diversity application and provide a great performance
improvement at the expense of high implementation complexity and high cost of time and money.

5. NUMERICAL RESULTS

This section presents numerical results to evaluate the BER of the new detector for single branch
and multi branches with combining methods when different hop numbers are implemented. A
number of 105 data symbols are used in the simulation. Fig. 2 shows the BER vs. SNR for
different numbers of hops using the new detector based on the logistic distribution compared with
the conventional energy detector in Rician fading channel, where the parameter K of Rician fading
channel is assumed to be 1. One find that the energy detector based on the three hops numbers all
have BER floors. Notably, the BER of energy detector decreases when the hops number increases
if the SNR is larger than 20 dB. The reason may be that the Gaussian distribution parameters
estimated by the distribution fitting tool is not so accurate when the fading channel is Rician. The
new detector makes significant performance improvement. Obviously, when the number of hops
increases the BER increases.

To check the effect when assumption does not match reality, Fig. 3 shows the effect when
Rayleigh fading channel is used to do distribution fitting but the actual channel is Rician and the
received signals are Rician signals. One sees that the BER curves of the non-matched new detector
based on Rayleigh channel parameters but using Ricain samples are higher than the matched new
detector. The non-matched BER performance will degradate even worse when the number of hops
and SNR increase. One should also note that, compared with Fig. 2, the novel detector still have
better performance than energy detector even when the channel condition is non-matched.

Figure 4 shows the comparison of the BER using different combining methods with different
number of hops and the original BER of single branch and single hop. One sees that, to achieve the
same performance of the original BER more than two branches with two hops should be combined
when SC combining method is implemented, while more than one branch is needed when MRC is
implemented. Based on the same transmission condition, the MRC method outperforms the SC
method. And the more the number of branches is combined, the better the BER performance
will be. This indicates the advantage of the implementation of diversity combining methods in the
multi-hop multi-branch cooperative systems.

Figure 5 compares the conventional energy detection on single branch with the new detector
based on logistic distribution using MRC methods with different branches when the source signal
is transmitted by 5 AF relaying hops. One sees that, all the MRC combining curves based on the
new detector outperforms the conventional energy detector. And the BER of the new detector can
further decrease when the branche number increases and the MRC method is applied.
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Figure 6 shows the different results from Fig. 5 when the number of hops is changed into 10.
Comparing with Fig. 5 one sees that, the performance of new detector combining different numbers
of branches all degradates when the number of hops increases, while the performance of energy
detection almost does not change. Notably, as the number of hops increases the new detector
with single branch does not outperform the energy detector. This indicates the importance of
the diversity combining in multi-branch systems. One observes that more branches can provide
higher performance. However, the increasing number of branches is at the expense of the increasing
complexity and cost. Thus, there is a trade off between performance and the cost of complexity
and money.

6. CONCLUSIONS

In multi-hop AF relaying channel, the actual distribution of the received signals is not Gaussian
any more, while the Gaussian distribution is always assumed to be the distribution in conventional
researches. In this paper, novel detector using ML principle for the multi-hop AF multi-branch
cooperative diversity system has been proposed based on the new fitted logistic distribution of
received signals. Numerical results have shown that the new detector outperforms the conventional
energy detector when the number of hops is low especially when use combining methods to combine
multi branches. To investigate the case when the channel assumption does not match reality, the
effect when Rayleigh fading channel is used to do distribution fitting but the actual channel is
Rician and the received signals are Rician signals has been shown to indicate that the new detector
can even outperform the conventional energy detector. The performance gain increases when the
SNR increases or when the branch number increases and the hop number decreases.
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Abstract— The conventional direct digital frequency synthesizer (DDS) adopts a binary al-
gorithm which limits the output frequency resolution in some applications and cannot switch
frequency and phase quickly. To solve the problem, high-speed decimal DDS was proposed
to improve the conventional DDS algorithm by using decimal and binary mixed algorithm and
pipelined segments accumulator to realize the phase accumulation. In addition, the look-up-table
(LUT) method is also adopted to achieve fast waveform output and it has shown high-speed and
high-resolution performances. The new DDS is designed with VHDL language and its timing
simulation results is also presented.

1. INTRODUCTION

Direct digital synthesizer (DDS) has been widely used in wireless communications due to its con-
venience and high frequency resolution. Although the resolution of the current design has been
high, the binary operation phase accumulation restricts the minimum resolution of the DDS which
is only 2−M , where M is the number of accumulator bits, and this cannot meet a special output
frequency requirement. In some applications, for example, in the terminal of very long baseline
interferometry (VLBI) technology, more precise frequency signal is needed to adjust the received
microwave signal. To satisfy this demand, the mixture of decimal and binary operation is used to
enhance the DDS minimum frequency resolution to 2−M ×10−N , where M is the number of binary
bits and N is the number of decimal bits.

The conventional DDS adopts a binary algorithm which limits the output frequency resolution
in some cases and cannot switch the frequency and phase quickly. To solve this problem, the
high-speed decimal DDS was proposed to replace the conventional DDS algorithm by using the
mixture of decimal and binary algorithms and pipelined segment accumulator to realize the phase
accumulation. It also uses a look-up table (LUT) to achieve a fast waveform output so that a
high-speed and high-resolution performance can be achieved. We implement the new DDS design
with VHDL language and its good performance has been demonstrated by simulations.

2. MAIN STRUCTURE OF DDS

. THE OVERALL STRUCTURE OF DDS

The basic block diagram of the DDS is shown in Figure 1. It consists of phase accumulator,
waveform memory, D/A converter (DAC), and low pass filter (LPF). Here, the first three parts
constitute a NC frequency synthesizer. Phase accumulator is the core part of DDS, and it begins
to accumulate based on the phase offset and uses the frequency control word as a step. Once the
output of accumulator overflows, it completes a cycle. Here the frequency control word and phase
offset are set as the DDS input. The accumulator output in one cycle represents the phase of
sinusoidal signal. Firstly, we divide the sinusoidal signal into M parts and store them in a ROM
after quantification. Secondly, we use the look-up-table (LUT) method for the phase accumulator
output data to output a corresponding amplitude data, and then obtain the corresponding step
waveform through D/A converter. Finally, we use a low-pass filter to smoothen the step waveform
and output a continuous sine wave.

The expression of sinusoidal signal is given by the following equation:

Sout = A sin(w · t) = A sin (2π · fout · t) (1)

When expressing this Equation in digital logic, we have to transform it into a discrete time of one
CLK cycle and ∆θ represents the increased angle value.

∆θ = 2π · fout · TCLK =
2π · fout

FCLK
(2)
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Figure 1: The basic block diagram of DDS.

To quantify the value of ∆θ, we divide 2π into 2M×10N parts and then express the phase increment
in each CLK cycle in terms of β∆θ:

β∆θ =
∆θ

2π
× 2M × 10N (3)

Hence, the equation of sinusoidal signal in digital will be shown in the following equation in which
θK−1 represents the previous phase value:

Sout = A sin (θK−1 + ∆θ) = A sin
[

1
2π × 2M × 10N

(
βθK−1 + β∆θ

)]
(4)

Finally, we can get a conclusion based on Equation (1) to Equation (4), i.e., the phase increment
β∆θ (it is also called FCW) determines the signal output frequency. According to Equation (2) and
Equation (3), the output frequency can be written as [1]:

fout =
K

2M × 10N
· FCLK (5)

. THE MIXED PHASE ACCUMULATOR

In DDS circuit, phase accumulator is a crucial part to determine the performance of DDS. Con-
sidering the internal structure of FPGA, we design a phase accumulator which not only meets the
requirement of frequency resolution but also improves the system speed. Its structure is showed in

Figure 2: The structure of pipelined segment accumulator.
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Figure 2. Here we design a 34-bits accumulator in which 10 bits are used for binary accumulation
and 24 bits are used for decimal accumulation. The 24 bits are divided into 6 parts, and each part
has 4 bits for transforming BCD-code operation. A pipelined-segments-accumulation algorithm is
applied because if we use a very wide bits adder to constitute the accumulator directly. The adder
delay will limit the accumulator’s operating speed greatly [2]. Segment accumulator makes each
part add their relevant bits in one stage, and then transmit the carry bit to next stage for further
accumulation. Since each part operates in one stage and at the same time, the total delay just
exists between the stages, the system speed will be improved greatly [3].

. PHASE TO AMPLITUDE CONVERSION

Phase-to-amplitude conversion is another important part of DDS circuit. In this system, we use
the ROM look-up table to achieve the conversion. We divide the 2π section into several parts and
quantify them by using phase accumulator outputs as addresses to look up their corresponding
amplitude and finally output the amplitude. Due to the symmetry of sine wave, it is oddly sym-
metric in the sections of [0 : π] and [π : 2π] while it is evenly symmetric in the sections of [0 : 0.5π],
[0.5π : π], [π : 1.5π], and [1.5π : 2π]. Therefore, we can use one-fourth cycle of sine wave to get the
whole cycle amplitude. We take the highest bit of phase accumulator outputs (MSB) to judge the
positive or negative signal and use the second highest bit (MSB-1) to judge whether its address is
reversed or not. The remaining bits are initial addresses which we use the phase to represent.

As shown in Figure 3, when MSB-1 is 0, meaning that the point is in two or four, the effective
address is equal to phase. However, when MSB-1 is 1, which means that the point is in one or three,
the effective address is 2MSB-1-phase. When MSB is 0, it means that the amplitude is positive and
the other is negative.

Figure 3: Phase-to-amplitude conversion.

3. DESIGN EXAMPLE AND SIMULATION RESULTS

We design a DDS whose system clock (FCLK) is 512 MHz and output value is 14 bits. We use 34-
bits phase accumulator to ensure that the frequency resolution is sufficient and phase accumulator
is of a 7-stage pipeline structure. The first part uses 10 bits to accumulate and the remaining 6
parts use 4 bits for each (BCD code) to accumulate. The phase-to-amplitude conversion is 14 bits
and the last 20 bits of phase accumulator output are cut down. We set the input data pinc =
“0000110000′′&X“000000′′ and poff = “0011000000′′&X“111111′′, then its ISim simulation result
is shown in Figure 4. Here, pinc is the frequency control word (FCW) and poff means the phase
offset.

The output sine waveform in time domain is shown in Figure 5(a) and Figure 5(b) illustrates
the output phase continuity. Figure 6(a) and Figure 6(b) depict the simulation output in frequency
domain after an FFT transformation and the abscissa of the pulse in Figure 6(a) is the desired
design frequency. We enlarge the figure in Figure 6(b) to have a clear view and it can be seen
that the output value is 24MHz. To verify the correctness of the simulation, we set pinc =
“0000110000′′&X“000000′′, which is 48× 106 in decimal system based on Equation (5).

fout =
48× 106

210 × 106
× 512MHz = 24 MHz (6)

This result is mapped with Figure 6(b), demonstrating that this design is successful.
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Figure 4: ISim simulation result.

(a) (b)

Figure 5: Output sine waveform and phase spectrum.

(a) (b)

Figure 6: Output sine frequency spectrum.

4. CONCLUSION

This paper introduces a mixed phase accumulator algorithm to meet frequency resolution and a
pipelined-segments accumulation algorithm to improve the system’s operating speed. Also, the
simulation result is given to verify the realization of the idea. In the practical design, more details
will be modified but the essential part will keep the same as in this paper.
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Abstract— Nowadays UTRAN is a key data carrier in mobile communications. Serving a
majority of customers and processing an enormous traffic quantity it must ensure a sufficient
quality of service (QoS) level. QoS reflects how satisfied the users are with the received services.
The goal of this research is to ascertain a benefit of QoS for differently profiled UEs. This study
investigates HSPA service dependence on uneven radio network conditions for separate users.
Users belong to background traffic class and use a data service as other conventional network
users. To draw an impact of radio conditions variation, radio signal strength was decreased
gradually for a user with a higher priority. The research is performed on heavy loaded commercial
network WCDMA cells. The performance of the user experience is analyzed by the metrics —
data rate and channel quality, which are provided graphically and reflect the user received gain
based on radio environment changes. Customers’ prioritization drawbacks in cellular networks
are introduced in study also.

1. INTRODUCTION

With rapid development of mobile networks, operators need to continuously ensure the high quality
services. Quality of service is a comprehensive reflection of the service capability of a WCDMA
system [1, 2]. The goal of study is to discover an impact for user received data services with
individual QoS based on uneven network conditions. Therefore study investigates three differently
profiled customers which belong to background 3G traffic class [3]. Main focus is paid for evaluation
of customers achieved uplink and downlink throughput regarding to variable signal strength. Data
rate measurements are carried out in a commercial mobile network. On this study user profile QoS
management over core and UTRAN networks has been applied only. It means that QoS profiling
over Iub/Iur links was not involved into consideration. Further investigation process consists of
analysis of related works on Section 2. Section 3 provides a determination of user profiles and NodeB
selection. The rest part of research presents the obtained results and conclusions on Sections 4, 5
and 6.

2. RELATED WORKS

To ensure the end-to-end QoS for each class a bearer service with explicit attributes must be set up.
Only when the appropriate core, UTRAN and transport network QoS parameters are determined,
a reasonable quality of services can be ensured respectively. Main characteristics of expected QoS
are jitter, delay, throughput and signal strength [5]. Usually mean throughput demonstrates an
influence for prioritized service of separate traffic class. Many of researches are conducted about non
real time services quality assurance in mobile networks. The achievements of better performance
and user’s satisfaction are obtained by improving resource sharing and utilization [6]. Different
QoS management algorithms are implemented in networks for priority based service efficiency
improvement [4]. Proposed models comprise sophisticated quality management techniques related
to packet scheduling, power allocation and network coordination [7]. Latter management strategy
covers multi-domain QoS control between UMTS and WLAN networks. This becomes a relevant
topic for majority of Telco, because an increasing data flow force them to introduce small cells and
hotspots to carry user plane data with an appropriate QoS [8]. Certainly the investigation of QoS
dependence on dynamic radio conditions is relevant.

3. USER PROFILE AND NODEB SELECTION

The QoS is defined during subscription and when a user sends a service request, the CN negotiates
with the 3G network in order to provide proper QoS. For ensuring required QoS allocation/retention
priority (ARP) and scheduling priority indicator (SPI) parameters are used. Combining the values
of these two parameters and setting up other required information users can be classified into three
different categories: gold, silver and copper. The priorities of these user categories are organized
as follows: gold user has higher priority than silver user twice and the silver is also twice better
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than copper. This study examines differently profiled customers which use FTP UL/DL services
belonging to background traffic class. This class is not very sensitive for delay, but high values of
data rate are preferred. The scenario of data collection involves only heavy loaded cells. Analyzed
priority users camp on the same cell as other conventional network users and use the services at
the same time. Daily load statistics of a typical NodeB which was used in the research are shown
in the graphs.

Figure 1 shows the number of served UEs per day. It is observed that the NodeB serve the
number of users between 4000–5000 each day. The dotted line indicates the average number of UEs
camped on base station for each 15 minutes period over twenty-four hours. Accordingly Figure 2
demonstrates transferred traffic volume of uplink and downlink data which is close to 40GB for
DL and 8 GB for UL. Such a WCDMA base station is held as a heavy loaded and this requires of
resources to be scheduled differently for camped UEs. In many cases NodeB’s operate with several
or more carriers per cell in order to be able to handle the incoming traffic.

Figure 1: Number of active packet switch UEs per
NodeB.

Figure 2: Daily traffic volume of uplink and down-
link in heavy loaded NodeB.

4. HSDPA USERS PROFILING

The basic results obtained over the research are provided in this section. First we will discuss the
data related with HSDPA QoS profiling. Results presented below cover differently profiled users
experience based on received data rate when radio signal is uneven. To draw an impact of radio
conditions variation, a radio signal strength changes for a user with a higher priority gradually.

In Figure 3(a) it is seen that UE with higher priority achieves better DL rate when radio signal
is more less equal. Scheduled transmission time is frequent compared with copper user. The
difference amongst attained throughput is close to double. However when a channel quality begins
to deteriorate and the signal strength starts to fade the NodeB scheduling algorithm reassess the
scheduling of resources for next TTI. In this way a resources are reallocated to UEs that are able
to take advantage of them. This means that channel quality evaluation is an important part of
ensuring best QoS. Figure 3(b) shows the user obtained throughput rate when CQI decreases.
Despite the superior priority of gold user the received service quality is getting worse depending
on RSCP. The same trend is observed when gold versus silver or silver versus copper users are
investigated.

What can be highlighted is that the gap of throughput between the G vs S or S vs C users is
lower compared to G vs C. This is due to combination of ARP and SPI parameters which weight
is significant when radio signal fluctuates approximately at the same level. Otherwise the data
rate is mostly dependent on CQI value and reallocation of scheduling. This is also confirmed
by the fact that data rate of UE with a poor radio signal remains low even when other UE stops
downloading. Consequently a higher priority against the other consumers does not guarantee better
quality services in any case.

5. HSUPA USERS PROFILING

In the uplink a pure time division scheduling does not provide a comparable benefit as in downlink.
It is limited by the power of UE which means that full uplink channel capacity can’t be utilized
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(a) (b)

Figure 3: (a) Gold versus Copper user HSDPA throughput related to radio signal changes. (b) CQI corre-
sponding throughput distribution.

(a) (b)

Figure 4: (a) Gold versus Silver user HSDPA throughput related to radio signal changes. (b) CQI corre-
sponding throughput distribution.

(a) (b)

Figure 5: (a) Silver versus Copper user HSDPA throughput related to radio signal changes. (b) CQI
corresponding throughput distribution.

efficiently by single transmitting UE. The obtained results of HSUPA performance over this research
confirmed a limited availability to serve prioritized services on uplink channel. It can be seen from
the graphs below.

Charts named as (a) contain the results of data throughput related to signal strength for uplink
transmitting UE. Practically it does not matter which pair of profiled UE’s would be compared.
Because as it can be seen data rate is more less equal mutually and a given profile is irrelevant.
Nevertheless when the RSCP decreases to the bound of−90 dBm of one the UE, data rate diminishes
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(a) (b)

Figure 6: (a) Gold versus Copper user HSUPA throughput related to radio signal changes. (b) CQI corre-
sponding throughput distribution.

(a) (b)

Figure 7: (a) Gold versus Silver user HSUPA throughput related to radio signal changes. (b) CQI corre-
sponding throughput distribution.

(a) (b)

Figure 8: (a) Silver versus Copper user HSUPA throughput related to radio signal changes. (b) CQI
corresponding throughput distribution.

suddenly. This is mainly dependent on the change of the channel coding and its quality. Very low
data rate measurements can be noted in the CQI charts.

The fact of minor importance of higher priority in uplink transfer was also verified under the
identical radio conditions for both UE’s. Collected results are provided below in the graphs.

Provided charts represent S vs C UE’s data rates distributions when radio environment is same
for both handsets. As it can be seen from the results no gain for a highly prioritized UE is
determined. This trend is common for both poor and good radio environments. Also it does not
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(a) (b)

Figure 9: (a) Silver versus Copper user HSUPA throughput at good radio signal for both. (b) Silver versus
Copper user HSUPA throughput at poor radio signal for both.

matter which pair would be under investigation.

6. CONCLUSIONS

The basis of UTRAN QoS management allows to ensure the QoS for each user and to provide
DiffServ for different users, thereby meeting the requirements of more users. Prioritization grants a
higher user quality of experience and gives the ability to control data users in WCDMA networks.
This research revealed the benefit gained from a given priority. HSDPA gold user can enjoy a better
data rate instead of silver or copper users, but this is valid until the radio signal strength is mutually
equal and strong. Otherwise the results showed that the decreasing pilot signal strength affects
data rate and it becomes mostly dependent on channel quality. In this case the given priority loses
a sense and the available channel resources are allocated to the UE which is able to use them. On
uplink channel data transfer prioritization is not very efficient way, because of limited UE power.
Obtained results demonstrate that the users sending data to the base station are more or less
equal despite their priority. Only when RSCP decreases to weak level HSUPA throughput becomes
very low. Consequently QoS management is an efficient way to provide superior level services, but
certainly it will not be possible for all cases.
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Abstract— Transient electromagnetic (EM) scattering by conducting objects is formulated by
time-domain magnetic field integral equation (TDMFIE). Traditionally, the TDMFIE is solved
by combining the method of moments (MoM) in spatial domain and a march-on in time (MOT)
scheme in temporal domain. We propose a different scheme in which the Nyström method is
used in spatial domain while the MoM with Laguerre function as basis and testing functions is
employed in temporal domain. The Nyström method is simple in implementation and does not
require a basis or testing function and conforming meshes. The time-domain MoM can naturally
enforce the causality and fully eliminate the numerical instability. A numerical example for EM
scattering by a conducting cylinder is presented to demonstrate the approach and its merits can
be observed.

1. INTRODUCTION

Transient electromagnetic (EM) problems can be formulated by a time-domain integral equation
approach. For conducting or homogeneously penetrable objects, the time-domain surface integral
equations (TDSIEs) including the time-domain electric field integral equation (TDEFIE), time-
domain magnetic field integral equation (TDMFIE), or their combination can be applied. Tradi-
tionally, the TDSIEs are solved by combining the method of moments (MoM) in spatial domain and
a march-on in time (MOT) scheme in temporal domain [1]. The MoM requires a well-designed basis
function like the Rao-Wilton-Glisson (RWG) basis function [2] which needs conforming triangular
meshes in geometric discretization and double surface integrations in evaluating matrix elements.
The MOT scheme, on the other hand, suffers from a late-time instability problem although some
improved versions have been proposed in recent years [3]. The instability and accuracy are still
dependent upon the choice of time step [4].

In this work, we propose a different scheme to solve the TDMFIE for transient scattering prob-
lems by conducting objects. Compared with the TDEFIE, the TDMFIE is thought of little more
difficult to solve due to the nature of its integral kernel. We use the Nyström method [5] to dis-
cretize the spatial domain while employ the MoM with Laguerre basis and testing functions to
discretize the temporal domain for the TDMFIE [6]. The merits of Nyström method in spatial
domain includes the simple mechanism of implementation, removal of basis and testing functions,
and allowance of using nonconforming meshes. The Nyström method requires an efficient treatment
for singular integrals, but we have developed a robust technique to handle them [7] and it can be
applied to the TDSIEs by a minor revision. The time-domain MoM (TDMoM) with Laguerre basis
and testing functions may be superior to the MOT because the Laguerre function can naturally
enforce the causality and also the Galerkin’s testing scheme can fully eliminate the numerical in-
stability with a march-on-in-degree (MOD) procedure [8]. A numerical example for EM scattering
by a conducting cylinder is presented to illustrate the scheme and its robustness has been verified.

2. TIME-DOMAIN MAGNETIC FIELD INTEGRAL EQUATION (TDMFIE)

Consider the scattering of transient EM wave by a conducting object with a surface S in free space.
The problem can be formulated by the TDMFIE, i.e.,

n̂× [
Hinc(r, t) + Hsca(r, t)

]
= J(r, t), r ∈ S (1)

where Hinc(r, t) and Hsca(r, t) are the incident magnetic field and scattered magnetic field, respec-
tively, n̂ is the unit normal vector at an observation point r, and J(r, t) is the induced electric
current density on the object. The scattered magnetic field is related to the vector potential A(r, t)
by

Hsca(r, t) =
1
µ0
∇×A(r, t) (2)
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and the tangential component of the magnetic field can be written as

n̂×Hsca(r, t) =
1
4π
∇×

∫

S

J(r′, τ)
R

dS′ =
1
2
J(r, t) + n̂× 1

4π
−
∫

S
∇× J(r′, τ)

R
dS′ (3)

where the integral with a dash indicates that it is a Cauchy-principal-value (CPV) integral. With
the above derivation, the MFIE can be formulated as follows

1
2
J(r, t)− n̂× 1

4π
−
∫

S
∇× J(r′, τ)

R
dS′ = n̂×Hinc(r, t) (4)

from which the unknown current density can be solved.

3. NYSTRÖM-BASED APPROACH FOR SOLVING THE TDMFIE

We mesh a conductor surface into N small triangular patches and ∆Sn is the area of the nth patch.
We introduce the unknown source vector e(r′, t) which is related to the unknown current density
by

J(r′, t) =
∂

∂t
e(r′, t) (5)

and it can be expanded as

e(r′, t) =
N∑

n=1

en(t)Jn(r′). (6)

The unknown current density can then be expanded as

J(r′, t) =
N∑

n=1

Jn(r′)
∂

∂t
en(t). (7)

If we apply the Nyström method in spatial domain, i.e., the integration over a small triangular
patch is replaced with a summation under a quadrature rule provided that the integrand is regular,
then we have

1
2

∂

∂t
em(t)t̂(l)mp · Jmp − 1

4π
t̂(l)mp · n̂mp ×

N∑

n=1

Q∑

q=1

wq

[
1
c

∂2en(τmpnq)
∂t2

Jnq × R̂mpnq

Rmpnq

+
∂en(τmpnq)

∂t
Jnq × R̂mpnq

R2
mpnq

]
= V (l)

mp(t), m = 1, 2, . . . , N ; p = 1, 2, . . . , Q (8)

where Jnq = J(r′nq) = Ju
nqû + Jv

nqv̂ is the value of spatial component of unknown current density at
the source point r′nq or the qth quadrature point in the nth patch and it only has two independent
components Ju

nq and Jv
nq in a local coordinate system {u, v, w} established over the patch plane

because it is a surface current density. Also, Jmp = J(rmp) = Ju
mpû + Jv

mpv̂ has an analogous
meaning but for the observation point rmp located at the pth quadrature point in the mth patch.
These spatial components of current densities should be transformed into the components in the
global coordinate system {x, y, z} in the implementation. We have chosen two orthogonal unit
tangential vectors t̂

(l)
mp = t̂(l)(rmp) = t

x(l)
mp x̂ + t

y(l)
mp ŷ + t

z(l)
mp ẑ at the observation point (l = 1, 2) to

test the above equation so that the TDMFIE can be transformed into a matrix equation in space
domain. The right-hand side of the equation is given by

V (l)
mp(t) = t̂(l)mp · n̂mp ×Hinc(rmp, t) (9)

and n̂mp is the unit normal vector at the observation point. The above procedure can only be used
for a far interaction between the observation point and a source patch or m 6= n which allows the
direct application of a quadrature rule. If the observation point is inside the source patch or m = n,
we have a singularity problem and we have to employ a singularity treatment technique to handle
it [7].
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In the temporal domain, we use the Laguerre function φj(t) = e−t/2Lj(t) as a basis function to
expand en(t) [6], i.e.,

en(t) =
∞∑

j=0

enjφj(st) (10)

where s is the scaling factor to control the support of expansion. Substituting this representation
to Eq. (8) and using φi(st) as a testing function to test Eq. (8), we can obtain

t̂(l)mp ·
s

2

i∑

j=0

(
1
2
emj +

j−1∑

k=0

emk

)
−

N∑

n=1

Q∑

q=1





s2

c
I

(l)
1nq

i∑

j=0

[
1
4
enj +

j−1∑

k=0

(j − k)enk

]
Iij(sRmpnq/c)

+sI
(l)
2nq

i∑

j=0

(
1
2
enj +

j−1∑

k=0

enk

)
Iij(sRmpnq/c)



 = V

(l)
mpi, i = 0, 1, . . . ,∞ (11)

where

I
(l)
1nq =

wq

4π
t̂(l)mp · n̂mp × Jnq × R̂mpnq

Rmpnq
(12)

I
(l)
2nq =

I
(l)
1nq

Rmpnq
(13)

Iij(sRmpnq/c) =
∫ ∞

0
φi(st)φj(st− sRmpnq/c) d(st) (14)

V
(l)
mpi =

∫ ∞

0
φi(st)V (l)

mp(t) d(st) (15)

and Iij(sRmpnq/c) and V
(l)
mpi can be calculated according to the formulations in the appendix in [6].

Note that there are two spatial-domain coefficients in I
(l)
1nq and I

(l)
2nq which are the two independent

components Ju
nq and Jv

nq of Jnq and they should be combined with the time-domain coefficient enj

together to form two new unknown coefficients which can be determined by two groups of Eq. (11)
when l = 1, 2.

4. NUMERICAL EXAMPLE

We consider the transient EM scattering by a conducting cylinder to demonstrate the approach.
The cylinder is centered at the origin of a rectangular coordinate system and it has a cross-section
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Figure 1: Solution of z-directed current density at
z = 0 on a cylinder surface for transient scattering
by a conducting cylinder.

5 10 15 20
 40

 30

 20

 10

0

10

20

ct-r (lm)

q
 C

o
m

p
o
n
e
n
t 
o
f 
N

o
rm

a
li
z
e
d
 F

a
r 

S
c
a
tt
e
re

d
 E

le
c
tr

ic
 F

ie
ld

 (
m

V
)

 

 

IDFT

Nystrom

Figure 2: Solution of θ-component of normalized far-
zone scattered electric field for transient scattering
by a conducting cylinder.
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radius a = 0.5m and a height h = 1.0m. The surface of the cylinder is discretized into 826
triangular patches. A Gaussian plane wave is illuminating the scatterer along the −z direction and
the electric field and magnetic field are defined by

Einc(r, t) = x̂
4e−γ2

√
πT

, Hinc(r, t) = −1
η
ẑ ×Einc(r′, t) (16)

where γ = 4(ct−ct0+r · ẑ)/T , T is the width of Gaussian impulse, and t0 is the time delay denoting
the time when the pulse peaks at the origin. We choose a Gaussian pulse with T = 8.0 lm (light
meter) and ct0 = 12.0 lm as an incident wave. Figure 1 shows the solution of z-directed current
density at z = 0 on the cylinder surface while Figure 2 plots the solution of the θ-component of
normalized far-zone scattered electric field observed along the backward direction. The results agree
well with the solutions obtained from the inverse discrete Fourier transform (IDFT) of frequency-
domain solutions.

5. CONCLUSION

In this work, the transient EM scattering by conducting objects is formulated through the TDM-
FIE. We develop a different scheme to solve the TDMFIE by combining the Nyström method in
spatial domain and the MoM with the Laguerre basis and testing functions in temporal domain.
The benefits of the new scheme include the simple mechanism of implementation with a use of non-
conforming and low-quality meshes in spatial domain and the natural satisfaction of causality with
a full elimination of instability in temporal domain. A numerical example for EM scattering by a
conducting cylinder is presented to demonstrate the scheme and good results have been observed.
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Abstract— Transient electromagnetic (EM) scattering by conducting objects is formulated by
time-domain electric field integral equation (TDEFIE). Conventionally, the TDSIE is solved by
combining the method of moments (MoM) in spatial domain and a march-on in time (MOT)
scheme in temporal domain. We propose a hybrid scheme in which the Nyström method is
used in spatial domain while the MoM with Laguerre function as basis and testing functions is
employed in temporal domain. A numerical example for EM scattering by a conducting cube is
presented to demonstrate the approach and its merits can be observed.

1. INTRODUCTION

Solving transient electromagnetic (EM) problems is essential in many applications such as the
design of radar cross section of aircrafts and design of some antennas or microwave circuits. The
problems are usually of broadband, nonlinear, and time-varying characteristics and can only be
described by time-domain governing equations. Although time-domain differential equations can
be used to solve the problems, the time-domain integral equations (TDIEs) may be preferred in
many situations due to their unique merits [1]. The TDIEs could be in different forms and they
are electric field integral equation (EFIE), magnetic field integral equation (MFIE), and combined
field integral equation (CFIE), in a time-domain form, if objects are conducting or homogeneously
penetrable.

Those TDIEs are usually solved by combining the method of moments (MoM) in spatial domain
and a march-on-in-time (MoT) scheme in temporal domain. The MoM requires a well-designed
basis function like the divergence-conforming Rao-Wilton-Glisson (RWG) basis function [2] or curl-
conforming edge basis function [3], resulting in an inconvenient implementation. On the other
hand, the MoT scheme is conventionally inefficient and inherently unstable due to the low- and
high-frequency modes of creeping into the solution [4]. The late-time instability of MoT has not
been fully solved albeit many improved versions have been developed in recent years [5].

We propose a novel hybrid scheme to efficiently solve the time-domain EFIE for transient EM
problems with conductors. The Nyström method instead of the traditional MoM is used in spatial
domain while the MoM instead of the conventional MoT is employed in temporal domain. The
benefits of Nyström method in spatial domain include the simple mechanism of implementation,
removal of basis and testing functions, and allowance of using nonconforming and low-quality
meshes [6]. In time domain, we use the MoM with Laguerre basis and testing functions which was
proposed by Jung et al. [7] and it is superior to the MoT scheme because the Laguerre function
can naturally enforce the causality. Using a Galerkin’s testing, we can eliminate the numerical
instability through a march-on-in-degree (MoD) procedure. We present a numerical example to
demonstrate the hybrid scheme and its robustness has been observed.

2. FORMULATIONS

Consider the scattering of transient EM wave by a conducting object with a surface S in free space.
The problem can be formulated by the TDEFIE, or the tangential component of total electric field
vanishes on the object surface. The scattered electric field Esca(r, t) is related to the magnetic
vector potential A(r, t) and electric scalar potential Φ(r, t) by

Esca(r, t) = − ∂

∂t
A(r, t)−∇Φ(r, t) = −µ0

4π

∫

S

1
R

∂

∂t
J(r′, τ) dS′ − 1

4πε0
∇

∫

S

1
R

q(r′, τ). (1)

In the above, ε0 and µ0 are the permittivity and permeability of free space, respectively, J(r, t) and
q(r′, t) is the current density and charge density induced on the conductor surface, respectively,
R = |r−r′| is the distance between an observation point r and a source point r′, and τ = t−R/c is
the retarded time with c being the speed of light in free space. By using the continuity equation and
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introducing a new source vector e(r, t) which is related to the charge density by q(r, t) = −∇·e(r, t),
we can write the TDEFIE as

[
µ0

∫

S

1
R

∂2e(r′, τ)
∂t2

dS′ − 1
ε0
∇

∫

S

1
R
∇′ · e(r′, τ) dS′

]

tan

= 4πEinc(r, t)
∣∣
tan

, r ∈ S (2)

or
[
µ0

∫

S

1
R

∂2e(r′, τ)
∂t2

dS′ +
1
ε0

∫

S
∇∇

(
1
R

)
· e(r′, τ) dS′

]

tan

= 4πEinc(r, t)
∣∣
tan

, r ∈ S. (3)

3. HYBRID SCHEME OF SOLVING THE TDEFIE

We mesh a conductor surface into N small triangular patches and ∆Sn is the area of the nth patch.
The unknown source vector e(r′, t) can then be expanded as

e
(
r′, t

)
=

N∑

n=1

en(t)en(r′). (4)

If we apply the Nyström method in spatial domain, i.e., the integration over a small triangular
patch is replaced with a summation under a quadrature rule provided that the integrand is regular,
then we have


µ0

N∑

n=1

Q∑

q=1

wq

R

∂2en(τ)
∂t2

e(r′nq) +
1
ε0

N∑

n=1

Q∑

q=1

wq∇∇
(

1
R

)
· e(r′nq)en(τ)




tan

= 4πEinc(r, t)
∣∣
tan

(5)

where e(r′nq) = enq = eu
nqû+ev

nqv̂ is the value of unknown source vector at the qth quadrature point
in the nth patch and it has two independent components eu

nq and ev
nq in a local coordinate system

{u, v, w} established over the patch plane. If we choose two orthogonal unit tangential vectors
t(l)(rmp) = t(l)

mp = t
(l)
umpû+ t

(l)
vmpv̂ + t

(l)
wmpŵ at the pth quadrature point in the mth observation patch

(l = 1, 2) to test the above equation, then we have

N∑

n=1

Q∑

q=1

[
µ0

4π

∂2en(τ)
∂t2

a(l)
mpnq +

en(τ)
4πε0

b(l)
mpnq

]
= t(l)

mp ·Einc(r, t) (6)

where

a(l)
mpnq =

wnqµ0

Rmpnq
t(l)
mp · enq, b(l)

mpnq =
wnq

ε0
t(l)
mp · ∇∇

(
1
R

)
· enq. (7)

The above procedure could have a singularity problem which occurs when m = n but we have
developed a robust treatment technique [8].

In the temporal domain, we use the Laguerre function φj(t) = e−t/2Lj(t) as a basis function to
expand en(t) [7], i.e.,

en(t) =
∞∑

j=0

en,jφj(st) (8)

where s is the scaling factor to control the support of expansion. Substituting this representation
to Eq. (6) and using the revelent formulations in the appendix in [7], we can obtain

N∑

n=1

Q∑

q=1

[(
0.25s2a(l)

mpnq + b(l)
mpnq

)
enjIii(sRmpnq/c)

= Vmpi −
N∑

n=1

Q∑

q=1

i−1∑

j=0

(
0.25s2a(l)

mpnq + b(l)
mpnq

)
enjIij(sRmpnq/c)

−
N∑

n=1

Q∑

q=1

i∑

j=0

s2a(l)
mpnq

j−1∑

k=0

(j − k)enkIij(sRmpnq/c) (9)
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Figure 1: Solution of z-directed current density at
z = 0 on a cube surface for transient scattering by
a conducting cube.
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Figure 2: Solution of θ-component of normalized far-
zone scattered electric field for transient scattering
by a conducting cube.

where Iij(sRmpnq/c) and Vmpi can be calculated according to the formulations in the appendix
in [7]. Note that there are two spatial-domain coefficients in a

(l)
mpnq and a

(l)
mpnq which are the two

independent components eu
nq and ev

nq of enq and they should be combined with the time-domain
coefficient eni together to form two new unknown coefficients which can be determined by two
groups of Eq. (9) when l = 1, 2.

4. NUMERICAL EXAMPLE

We consider the transient EM scattering by a conducting cube to demonstrate the approach. The
cube is centered at the origin of a rectangular coordinate system and has a side length s = 1.0 m
whose surface is discretized into 826 triangular patches. A Gaussian plane wave is illuminating the
scatterer along the −z direction and the electric field and magnetic field are defined by

Einc(r, t) = x̂
4e−γ2

√
πT

, Hinc(r, t) = −1
η
ẑ ×Einc(r′, t) (10)

where γ = 4(ct − ct0 + r · ẑ)/T , T is the width of Gaussian impulse, and t0 is the time delay
denoting the time when the pulse peaks at the origin. We choose a Gaussian pulse with T = 8.0 lm
(light meter) and ct0 = 12.0 lm as an incident wave. Figure 1 shows the solution of z-directed
current density at z = 0 on the cube surface while Figure 2 plots the solution of the θ-component of
normalized far-zone scattered electric field observed along the backward direction. The results agree
well with the solutions obtained from the inverse discrete Fourier transform (IDFT) of frequency-
domain solutions.

5. CONCLUSION

In this work, the transient EM scattering by conducting objects is solved by the TDEFIE. We
develop a hybrid scheme by combining the Nyström method in spatial domain and the MoM with
the Laguerre basis and testing functions in temporal domain. The benefits of the new scheme
include the simple mechanism of implementation with a use of nonconforming meshes in spatial
domain and the natural satisfaction of casuality with a full elimination of instability in temporal
domain. A numerical example for EM scattering by a conducting cube is presented to demonstrate
the scheme and good results have been observed.
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Abstract— The paper presents a study of extremely low frequency (ELF) electric field (EF)
measurements in a climate room when the electric field meters were in a high-humidity envi-
ronment before the measurements. We employed two methods: (1) the sensor was placed on a
tripod; and (2) the sensor was fixed using a plastic clamp and was suspended by three fishing
lines. We evaluated only two sensor types. However, we noted that a high-humidity environment
before the measurement period influenced the results. In the future, it is important to take
pre-measurement humidity into account.

1. INTRODUCTION

An earlier study [3, 4] indicated that humidity can influence electric field measurement results;
thus, it is important to take into account when these results will be compared to the values given in
different exposure safety guidelines (e.g., the International Commission on Non-Ionizing Radiation
Protection (ICNIRP) [2] or Directive 2013/35/EU of the European Parliament and of the Council
on the minimum health and safety requirements regarding the exposure of workers to the risks
arising from physical agents (electromagnetic fields) [1].

The aim of the study was to investigate extremely low frequency (ELF) electric field measure-
ments in a climate room when the electric field meters were in a high-humidity environment before
the measurements.

2. MATERIALS AND METHODS

We used the commercial three-axis meters EFA-3 and EFA-300, which contained a bandwidth
ranging from 5 Hz to 2 kHz. We employed two methods: (1) the sensor was placed on a tripod
(Fig. 1.); and (2) the sensor was fixed using a plastic clamp and was suspended by three fishing
lines (Fig. 2).

Figure 1: Method 1 — the sensor placed on tripod. Figure 2: Method 2 — sensor fixed using plastic
clamp and three fishing lines.

With Method 1 (with both meters), the first experiment period included 7 measurements, when
the relative humidity was 75%, the temperature was 15◦C and the electric fields varied from 1 kV/m
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to 25 kV/m. Then, the meter measurements took over 3 hours, exposing them to humidity varying
from 79% to 95%. Then, the second measurement period began. With Method 2, the protocol was
similar; however, the meters endured high humidity for over 5 hours and temperature varied.

3. RESULTS AND DISCUSSION

Tables 1–8 show the measured results with Methods 1 and 2 using two meters EFA-3 and EFA-300.

Table 1: Measured results with Method 1 (first period) using meter EFA-3 (planed relative humidity 75%
and planed temperature 15◦C).

Measured
temperature◦C

Relative
humidity, %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/,m

Error
(Em − E)/E%

15.3 75.1 0.78 1.04 1.06 1.6
15.4 74.8 3.81 5.08 5.24 3
15.4 74.7 5.25 7 7.23 3.3
15.4 74.6 7.58 10.11 10.41 3
15.5 74.6 11.22 14.96 15.36 2.7
15.5 74.4 15.05 20.07 20.63 2.8
15.5 74.3 18.73 24.97 25.69 2.9

Table 2: Measured results with Method 1 (second period) using meter EFA-3 (planed relative humidity 75%
and planed temperature 15–25◦C).

Measured
temperature◦C

Relative
humidity, %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/,m

Error
(Em − E)/E %

25 74.9 0.76 1.013 1.08 6.8
25 75.4 3.66 4.88 5.4 10.6
25 75.4 5.21 6.95 7.69 10.7

24.9 75.5 7.45 9.93 11.2 12.8
24.8 75.8 11.33 15.11 17.12 13.3
24.8 76.1 15.06 20.08 22.93 14.2
24.7 76.2 18.76 25.01 28.65 14.5
19.4 79.7 0.77 1.03 1.06 3.6
19.5 79.4 3.77 5.03 5.44 8.3
19.6 79.1 5.22 6.96 7.62 9.4
19.6 78.9 7.54 10.05 10.95 8.9
19.6 78.7 11.26 15.01 16.45 9.6
19.6 78.6 15.09 20.12 22.23 10.5
19.7 78.6 18.83 25.11 27.81 10.8
19.8 74 0.77 1.03 1.02 −1.1
19.7 74.6 3.72 4.96 5.05 1.8
19.7 74.7 5.22 6.96 7.11 2.2
19.7 74.7 7.47 9.96 10.29 3.4
19.7 74.4 11.27 15.03 15.57 3.6
19.7 74.2 15.01 20.01 20.77 3.8
19.7 74.3 18.77 25.03 26.05 4.1
14.7 75.7 0.77 1.03 1.02 −1
14.6 76 3.74 4.99 5.01 0.4
14.6 76.2 5.25 7 7.1 1.5
14.6 76 7.49 9.99 10.22 2.3
14.7 75.8 11.31 15.08 15.35 1.8
14.8 75.6 14.89 19.85 20.29 2.2

In the first periods of Method 1, the maximum percentage error was 5.6%, and in Method 2,
it was 11.9%. In the second period, the maximum percentage errors were 14.5% (Method 1) and
24.4% (Method 2).
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Table 3: Measured results with Method 2 (first period) using meter EFA-3 (planed relative humidity 75%
and planed temperature 15◦C).

Measured
temperature◦C

Relative
humidity, %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/,m

Error
(Em − E)/E %

15 75.2 0.78 1.04 1.16 11.9
14.9 75.4 3.78 5.04 5.6 11.2
14.9 75.3 5.24 6.99 7.78 11.3
15 75.3 7.43 9.91 11.01 11.1
15 75.2 11.33 15.11 16.67 10.4

15.1 74.9 14.96 19.95 21.8 9.3
15.1 74.9 18.8 25.07 27.2 8.5

Table 4: Measured results with Method 2 (second period) using meter EFA-3 (planed relative humidity 75%
and planed temperature 25◦C).

Measured
temperature◦C

Relative
humidity, %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/,m

Error
(Em − E)/E %

25 74.7 0.78 1.04 1.27 22.5
25.1 74.8 3.65 4.87 6.05 24.4
25 75 5.21 6.95 8.59 23.7
25 75 7.45 9.93 12.27 23.5

24.9 74.9 11.25 15 18.38 22.5
24.8 75.4 14.97 19.96 24.43 22.4
24.8 75.4 18.71 24.95 30.5 22.2

Table 5: Measured results with Method 1 (first period) using meter EFA-300 (planed relative humidity 75%
and planed temperature 15◦C).

Measured
temperature◦C

Relative
humidity, %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/,m

Error
(Em − E)/E %

14.7 74.5 0.76 1.01 1.07 5.6
14.7 74.2 3.73 4.97 5.18 4.2
14.8 74.1 5.24 6.99 7.32 4.8
14.8 74.1 7.49 9.99 10.46 4.7
14.8 74 11.22 14.96 15.69 4.9
14.9 74.1 15.02 20.03 21 4.9
14.9 74.1 18.74 24.99 26.18 4.8

Table 6: Measured results with Method 1 (second period) using meter EFA-300 (planed relative humidity
75% and planed temperature 25◦C).

Measured
temperature◦C

Relative
humidity %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/m

Error
(Em − E)/E %

25 74.9 9.76 1.01 0.98 −2.9
24.9 75.1 3.77 5.03 5.06 0.7
24.9 74.9 5.22 6.96 7.1 2.1
24.9 75.4 7.54 10.05 10.18 1.3
24.9 75.3 11.25 15 15.26 1.7
24.9 75.5 14.99 19.99 20.38 2
24.8 75.1 18.75 25 25.55 2.2

The error was always positive in our tests (0–25%), and this means that when the meters give
higher values than calculated values, then the relative humidity is high. There are inaccuracies in
our tests, but it is also interesting to note that the accuracy of the meters is reported to be±3–±5%.
When the relative humidity is high, it can influence measurement results such that scores fall below
the reported accuracy range of the meters. In practice, it is also good to calculate the electric field
exposure, when possible, and compare the measurement results to the calculation results.
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Table 7: Measured results with Method 2 (first period) using meter EFA-300 (planed relative humidity 75%
and planed temperature 15◦C).

Measured
temperature◦C

Relative
humidity %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/m

Error
(Em − E)/E %

15 75.4 0.76 1.01 1.1 8.1

15.1 75.6 3.75 5 5.43 8.7

15.1 75.6 5.26 7.01 7.67 9.4

15.1 75.7 7.49 9.99 10.93 9.4

15.1 75.6 11.23 14.97 16.33 9.1

15.1 75.6 14.97 19.96 21.76 9

15.2 75.5 18.75 25 27.2 8.8

Table 8: Measured results with Method 2 (second period) using meter EFA-300 (planed relative humidity
75% and planed temperature 25◦C).

Measured
temperature◦C

Relative
humidity %

Voltage,
kV

Calculated
EF, kV/m

Measured
EF, kV/m

Error
(Em − E)/E %

25 75 0.75 1 1.05 5

25 75 3.77 5.03 5.25 4.5

25 75 5.22 6.96 7.37 5.8

25 75 7.54 10.05 10.87 8.1

25 75 11.26 15.01 15.99 6.5

25 75.1 14.98 19.97 21.3 6.6

25 75.1 18.78 25.04 26.8 7

4. CONCLUSION

We evaluated only two sensor types because there are a limited number of commercial sensors
available for electric field measurements. Therefore, our material is quite limited. In conclusion,
it can be stated that in the future, it is important to also take humidity into account in the
pre-measurement period and not only during electric field measurements.
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Abstract— The paper presents how the measured extremely low frequency (ELF) electric fields
(EFs) fluctuate in the same measurement place when the humidity varies. EF measurements were
performed at three places near 400 kV power lines. In Place A (nine measurements), the EFs
varied from 6.8 to 12.5 kV/m when relative humidity was from 70.5% to 86%. In Place B (five
measurements), the EFs were 5.1–8.2 kV/m when relative humidity ranged from 67% to 76%,
and in Place C (two measurements), the EFs were 0.90–0.92 kV/m when humidity was 68–76%.
The measured EFs varied significantly.

1. INTRODUCTION

The physiological effects and public exposures of electromagnetic fields have been studied at Tam-
pere University of Technology (TUT). Parts of the earlier projects have also measured the electric
fields in the same place under 400 kV power lines [4, 5].

Humidity is not expected to significantly influence the electric field (EF). However, laboratory
tests have demonstrated that it can influence EF measurement systems when humidity is sufficient
to cause condensation on the sensor and on the supporting structure (tripod) [1]. It has been found
during these laboratory tests that EFs measured in high humidity conditions are always higher than
the correct values. According to the previous considerations, accurate EF measurements cannot be
performed under rainy conditions [1].

The aim of the work was to investigate how the measured ELF electric fields fluctuate in the
same measurement place when humidity varied. When we compare the measured values to the
recommendations (e.g., guidelines of the International Commission on Non-Ionizing Radiation Pro-
tection (ICNIRP) [3] or Directive 2013/35/EU [2]), it is important to know how humidity influences
the measured results.

2. MATERIALS AND METHODS

During three days, the EF measurements were performed at three places near 400 kV power lines
in Finland. Figures 1–3 show the measurement places.

Figure 1: Measurement Place A, near 400 kV power line.
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Figure 2: Measurement Place B, near 400 kV power
line.

Figure 3: Measurement Place C, near 400 kV power
line.

Table 1: Electric field measurement results at different places.

Date and time Meter Measurement place Electric field strength
Relative humidity

(Measurement time)

12.08 08:39 EFA-300 A 12.5 kV/m 86.0% (08:42)

12.08 08:58 EFA-3 A 10.5 kV/m and 10.9 kV/m 79.0% (09:00)

12.08 20:20 EFA-300 A 7.5 kV/m 70.5% (20:21)

12.08 20:24 EFA-3 A 6.8 kV/m and 7.2 kV/m 70.5% (20:21)

27.08 13:05 EFA-300 B 5.05 kV/m 67.0% (12:59)

27.08 13:13 EFA-300 C 0.92 kV/m 68.0% (13:20)

28.08 10:32 EFA-300 C 0.9 kV/m 76.0% (10:31)

28.08 11:01 EFA-300 B 7.3 kV/m and 7.8 kV/m 76.0% (11:04)

28.08 11:05 EFA-300 A 10.2 kV/m 76.0% (11:04)

28.08 11:09 EFA-3 A 10.8 kV/m and 11.0 kV/m 76.0% (11:04)

28.08 11:12 EFA-3 B 8.0 kV/m and 8.2 kV/m 76.0% (11:04)

Details of the measurement places have been published earlier [3, 4]. The EF strength was
measured with two 3-axis commercial electric meters: EFA-3 meter (accuracy ±5%, RMS) and
EFA-300 meter (accuracy ±3%, RMS).

In Place A, nine electric field measurements were performed, in Place B, five measurements, and
in Place C, two measurements.

3. RESULTS AND DISCUSSION

Table 1 shows the EF measurement results at Places A, B, and C.
In Place A, the EFs varied from 6.8 to 12.5 kV/m when relative humidity was from 70.5% to

86%. In Place B, the EFs were 5.1–8.2 kV/m when relative humidity ranged from 67% to 76%, and
in Place C, the EFs ranged from 0.90–0.92 kV/m when humidity was 68–76%.

In Place A, the EFs varied from 6.8 to 12.5 kV/m when relative humidity was from 70.5% to
86%. In Place B, the EFs were 5.1–8.2 kV/m when relative humidity ranged from 67% to 76%,
and in Place C, the EFs were 0.90–0.92 kV/m when humidity spanned 68–76%. The measured EFs
varied significantly. For example, in Place A, the lowest EF (6.8 kV/m, relative humidity 70.5%)
was only 54% of the maximum value (12.5 kV/m, relative humidity 86.0%). In the example, the
difference in relative humidity was 15.5%. In Finland the voltage is always same on 400 kV power
lines. Therefore, the changes of the voltage cannot explain our results.

4. CONCLUSION

The measurement material is quite limited; however, it is possible to find examples where the
measured EFs were quite different when the humidity also varied. In the future, humidity is
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important to take account in EF measurements.
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Abstract— The aim of the study is to consider the effect of additional shielding objects (with
and without voltage) to reduce the electric field intensity under high voltage power lines. Re-
sults from electric field calculations generated by a 400 kV power line with a horizontal phase
arrangement, additional shielding wires, and a row of trees are presented. It is concluded that
plantings near the power lines can be used as a means of limiting exposure to electric fields on
active implantable medical devices in the human body.

1. INTRODUCTION

According to earlier studies [1, 2], the electric fields (EFs) under a 400 kV power line (PL) in
some conditions may disturb active implantable medical devices (cardiac pacemakers, implantable
cardioverter defibrillator, and others) in the human body and affect their functioning. Therefore,
it is reasonable to consider possible ways to limit the impact of EFs, generated by PLs, on medical
devices.

One of the known methods of limiting EF intensity under PLs without changing the design of
lines is to plant trees and shrubs under the power lines. The second simplest method of limiting
the field intensity of PLs is to install grounded wires (shields) under lines’ wires. It is economi-
cally feasible to connect shields under the line wires to a voltage source and thus ensure effective
utilization of the cross section. In all these cases, the induced charges on grounded wires partially
compensate for the EF produced by line wires and restrain the field intensity.

The aim of the study is to examine the shielding effect of additional objects (with and with-
out voltage) to reduce the EF intensity under high voltage PLs as well as estimate the shielding
effectiveness and the possibility of its application.

2. MATERIALS AND METHODS

The field intensity under power lines at the height h above the ground level in cases with shield
wires (Figure 1) can be calculated utilizing a two-dimension formula similar to [3], but taking into
account the presence of shields. The charges on shield and line conductors are determined by
solving the system of Maxwell’s potential equations, where voltages on grounded shields (passive

Figure 1: Scheme of PL wires and shield locations (Hw is the suspension height of the wires; Hs is the
suspension height of the shields; dw is the distance between the wires; ds is the distance between the shields;
req is the equivalent radius of the wires; and x is the distance from the observation point).
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shielding) are equaled to 0 or have the opposite sign to the voltages on the corresponding line wires
(active shielding).

In cases with tree and shrub plantings, EFs can be calculated using the method above, assuming
a row of trees or shrubs to be conductive cylinders with zero voltage. The geometrical parameters
of these cylinders (the radius r and the height of the center of the cylinder above the ground surface
Htr) are approximately defined from equality of perimeters for the cross-section of the crown and
cylinder.

3. RESULTS AND DISCUSSION

To consider the shielding effect of additional objects, a 400 kV PL with horizontal phase wires was
chosen. The phase parameters were a = 45 cm, n = 3, r0 = 0.0165m, and req = 0.149m. The
distance between the wires was 9 m. The distance from the wires to the ground was equal to 10 m.
The height of the observation point above the ground surface was 1.8 m.

Table 1 presents the results of the EF calculations, generated by a PL of 400 kV, under grounded
shield wires of different suspension heights.

It is seen from Figure 1 and Table 1 that the charges on grounded wires are induced, and the
sign of these charges has the opposite sign to the charge on the corresponding wire. Therefore, the
field intensity under the PL is reduced. Under an increase of suspension height of the shield wires,
located under the PL, maximum values of the EFs in proximity to the PL decrease, but at the
same time, the field values far from the system of wires remain almost unchanged in magnitude.

Table 2 shows the results of the EF calculations generated by a PL of 400 kV and shield wires
with different voltage values Us based on the phase voltage of the PL UPL.

In the case of active shielding, as with the grounded wires, the charge on the lower wire has the
opposite sign to the charge on the corresponding wire. However, the presence of potential on the
lower shield wire increases the charge and, consequently, the shielding effect.

As it is seen from Table 2, when we increase voltages on shield wires, maximum EF intensity
in proximity to the PL is decreased until it reaches a critical value. This value for the considered
PL with horizontal phase wires is 0.25UPL. After this value, EF intensity begins to increase. It is

Table 1: EF intensity distribution under 400 kV PL and three passive shields with different Hs and ds =
9m.

Parameters of shields
Maximum EF

intensity
EF intensity at distance
20m from middle wire

EF intensity at distance
30m from middle wire

without shields 7.51 3.31 1.16
Hs = 2.5m 6.12 3.19 1.13
Hs = 3m 5.91 3.16 1.13
Hs = 4m 5.64 3.09 1.11
Hs = 5m 5.48 3.02 1.09
Hs = 6m 5.42 2.94 1.07

Table 2: EF intensity distribution under 400 kV PL and three active shields with Hs = 4m, ds = 9 m under
different voltage Us.

Parameters of shields
Maximum EF

intensity

EF intensity at distance

20m from middle wire

EF intensity at distance

30m from middle wire

without shields 7.51 3.31 1.16

Us = 0 5.64 3.09 1.11

Us = 0.1 UPL 4.87 2.95 1.08

Us = 0.15 UPL 4.55 2.88 1.06

Us = 0.2 UPL 4.26 2.80 1.05

Us = 0.25 UPL 4.00 2.73 1.03

Us = 0.3 UPL 4.46 2.66 1.01

Us = 0.35 UPL 5.61 2.59 1.00

Us = 0.4 UPL 6.78 2.51 0.98
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most likely caused by prevalence of the field produced by the shields over the field generated by
the PL wires. The behavior of the field values far from the PL are the same for all voltages, i.e.,
under an increase of shield voltages, the EF intensity decreases.

Furthermore, calculations show that the most shielding effect for the investigated PL is obtained
under 25% from UPL (i.e., under 38 kV of phase-to-earth or 66 kV of phase-to-phase voltages). The
shielding efficiency for this voltage is 47%, significantly more than 25%, which is obtained in the
case of the grounded shields.

Since the maximum field intensity values for the PL with horizontal phase wires are observed
directly under the outside wires and EF under the middle conductor field is much smaller than
under the outside wires (Figure 2), it is possible to achieve a more rational construction with using
one or two grounded shields, placing them under the outside wires, instead of three.

Therefore, the results of the EF calculations, produced by a PL of 400 kV and one or two shield
wires, are presented in Tables 3 and 4, respectively.

From Tables 3–4, the calculated EF values generated by the PL with one or two passive shields
are almost the same as in Table 1 for the case of three shield wires. Further, a shield wire decreases
EF intensity in its vicinity, but EF far from it is quite similar. Therefore, if it is necessary to reduce
EF under PLs as well as near an object to be protected, an additional shield can be arranged near
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Figure 2: EF distribution under 400 kV PL without additional shielding objects.

Table 3: EF intensity distribution under 400 kV PL and one passive shield, located under an outside wire,
with different Hs and ds.

Parameters of shield
Maximum EF intensity

(from shield’s side)

EF intensity at distance

20m from middle wire

EF intensity at distance

30m from middle wire

without shields 7.51 3.31 1.16

Hs = 4 m; ds = 9 m 5.70 3.10 1.11

Hs = 4 m; ds = 12m 6.06 2.88 1.07

Hs = 4 m; ds = 18m 7.30 2.02 1.02

Hs = 4 m; ds = 30m 7.50 3.26 0.59

Table 4: EF intensity distribution under 400 kV PL and two passive shields, located under the outside wires,
with different Hs and ds.

Parameters of shields
Maximum EF

intensity
EF intensity at distance
30m from middle wire

EF intensity at distance
30m from middle wire

without shields 7.51 3.31 1.16
Hs = 4 m; ds = 9 m 5.65 3.09 1.11
Hs = 4 m; ds = 12 m 6.04 2.87 1.07
Hs = 4 m; ds = 18 m 7.30 2.00 1.02
Hs = 4 m; ds = 30 m 7.50 3.26 0.58
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Table 5: EF intensity distribution under 400 kV PL and one row of trees located under an outside wire, with
Htr = 4m, rtr = 1m and different dtr.

Parameters of cylinder,

representing a row of trees

Maximum EF

intensity

EF intensity at distance

20m from middle wire

EF intensity at distance

30m from middle wire

without shields 7.51 3.31 1.16

dtr = 9 m 5.61 2.64 1.00

dtr = 12m 5.58 1.97 0.89

dtr = 18m 6.91 1.08 0.74

dtr = 30m 7.51 3.31 0.64

this object.
In general, the presence of additional wires leads to an appreciable increase in the cost of a

PL. Maintenance of double-circuit PL with different systems of voltages facilitates operational
difficulties caused by the mutual electromagnetic influence between the circuits and a significant
change in the parameters of both circuits in comparison with a single-circuit PL, especially for the
lower circuit. Therefore, limiting EF intensity under PLs without changing the design of lines can
be achieved by using trees and shrubs, which have a height of 4–5 m and relatively high conductivity
during the whole year [4].

Table 5 shows the results of the EF calculations generated by a PL of 400 kV with a row of trees
planted under an outside wire.

It is gathered from Table 5 that a row of trees, similar to the grounded wire, reduces EF intensity
under the PL. EF distribution has more complex behavior than the case with the single grounded
shield due to a larger radius and induced charge. For example, EF intensity close to a place where
a row of trees is located jumps in magnitude. Moreover, it is obtained that the shielding effect at
a distance from this place (at distances 20 and 30m for dtr = 9, 12 and 18m) is greater than that
achieved by the grounded shield.

4. CONCLUSION

Based on the received results, it can concluded that installing additional grounded or energized
wires and planting trees and shrubs generally reduce EF intensity under PLs significantly by using
a number of objects or rows. On the contrary, the possibility of a practical application of the
considered additional wires is not always economically feasible because it leads to an increase in
cost or maintenance problems. Therefore, it is better to use trees and shrubs for the purpose of
limiting EFs. In the presence of planting areas with a height of 4–5 m under PLs, the electromag-
netic environment, including the safety of people with active implantable medical devices, can be
improved.

In the future, to obtain more realistic results, it is necessary to conduct experimental studies and
develop a detailed model of tree and shrubs plantings (with seasonal changes) based on numerical
methods as a means of limiting EFs in proximity to PLs.
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Abstract— With the rapid development of ultra-dense large capacity coherent WDM optical
communication networks, the monitoring of in-band optical signal-to-noise ratio (OSNR) plays
an essential role to ensure signal qualities. Different from the classic polarization-nulling method,
we proposed and experimentally demonstrated a novel fiber-based programmable in-band OSNR
monitoring method for flexgrid coherent transmission system, the OSNR monitor is based on
linearly chirped fiber Bragg grating (LCFBG) and commercial thermal print head (TPH). For
the coherent communication system, when the output power of the pre-amplifier at the receiving
terminal is constant, degraded OSNR leads to decreased signal power and elevated ASE noise.
Therefore, if the central spectrum (signal and in-band noise) is filtered by an ultra-narrow band-
width optical filter, the output optical power is in proportional to the OSNR value, the influence
of the filtered in-band ASE noise will be negligible with relatively high OSNR and the ultra-
narrow bandpass filter is the key element for this technique. Based on the thermo-optic effect of
the LCFBG, we used the in-house developed driver circuits and a LabVIEW based software to
implement a programmable ultra-narrow passband optical filter for OSNR monitoring. Linear
monitoring range of 9–27 dB OSNR values with wavelength ranging from 1530.6 to 1538 nm is
achieved. The OSNR monitor has advantages of low cost, low insertion loss, large wavelength
tunability and compatible with current optical fiber communication system.

1. INTRODUCTION

With the rapid development of ultra-dense large capacity coherent WDM optical communication
networks, the monitoring of in-band optical signal-to-noise ratio (OSNR) plays an essential role to
ensure signal qualities [1]. Except the classic polarization-nulling method [2], a novel method based
on the integrated silicon microring/microdisk resonator based narrow passband optical filter was
proposed [3] to monitor the OSNR recently [1, 4]. However, this method suffers from pretty large
insertion loss due to the coupling difficulty between chips and fibers, and the operating wavelength
range is limited.

In this work, we proposed and experimentally demonstrated an OSNR monitoring technology
based on an all-fiber structured programmable ultra-narrow bandpass optical filter [5]. When the
output power of the pre-amplifier at the receiving terminal is constant, degraded OSNR leads to
decreased signal power and elevated ASE noise. Therefore, if the central spectrum (signal and
in-band noise) is filtered by an ultra-narrow bandwidth optical filter, the output optical power is in
proportional to the OSNR value, the influence of the filtered in-band ASE noise will be negligible
with relatively high OSNR and the ultra-narrow bandpass filter is the key element for this technique.

2. SYSTEM CONFIGURATION AND EXPERIMENTAL RESULTS

The experimental setup is shown as Figure 1. A tunable laser is set as the optical source, the
16QAM OFDM signal was generated from an offline DSP and fed into the I/Q modulator through
the AWG (Arbitrary Waveform Generator, 10 GSam/s) to generate 16 QAM-OFDM optical signal
with 20Gb/s bit rate. A variable optical attenuator (VOA1) is used to adjust the optical signal
power and an ASE noise after 1nm bandwidth tunable optical filter (TOF) is coupled with the
signal by a 50 : 50 coupler for accurately setting the OSNR level. After transmission through
100 km single mode fibers (SMFs), the optical signal with ASE noise are amplified by an EDFA
operating under constant power mode thus the received optical power (ROP) is constant. After the
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Figure 1: Experimental setup, driver circuits and computer software of the OSNR monitor.

EDFA, the VOA2 adjusts the ROP fed into the coherent optical OFDM receiver. A digital signal
oscilloscope (DSO) with 50 GS/s sampling rate is used for data acquisition and the received signals
are processed offline for data recovering. Meanwhile, 50% of the signal is coupled into our OSNR
monitor. An Optical Spectrum Analyzer (OSA) is used for OSNR calibration.

The heart of our OSNR monitoring system is the all-fiber structured wavelength-variable optical
filter based on a linearly chirped fiber Bragg grating (LCFBG) and a thermal print head (TPH),
as shown in the right corner of Figure 1. TPH consists of 586 independent thermal pixels with
spacing of 125µm and is fixed tightly with CFBG1. We can control the on/off status and heating
temperature of each pixel respectively by computer software through in-house developed driver
circuits. Utilizing the thermo-optic effect, we can introduce a temporary phase shift into the stop-
band of the LCFBG’s transmission spectrum, thus an ultra-narrow transmission peak will appear
at the stopband, as shows in the red box in Figure 2(a). The 3 dB bandwidth is less than 0.02 nm
(limited by the OSA). Since the passband of the optical filter is much less than the transmission
signal, a linear relationship between filtered optical power and OSNR is anticipated. In order to
eliminate the unwanted ASE light beyond the stopband, CFBG2 is used together with the circula-
tor to ensure that only the filtered optical power can reach the powermeter (PM). An advantage of
our programmable optical filter is that the central wavelength can be easily reconfigured to meet
the OSNR monitoring requirements for coherent communication systems at arbitrary wavelength.
Figure 2(b) shows the superimposed transmission spectrum when we heat different position of the
TPH. The filter’s center wavelength can be accurately adjusted across the stopband of the LCFBG
transmission spectrum. Therefore our technique will be ideal for the OSNR monitoring of flex-
grid transmission system with the wavelength ranging from 1530.6 nm to 1538 nm. The operating
wavelength range can be further increased by using optimized LCFBG and TPH.

We fixed the monitor’s operation wavelength at 1535.82 nm (one of the DWDM channel cen-
ter wavelength according to the standard of the ITU-T G.692), and adjusting the attenuation of
the VOA1, we can alter the received OSNR value. The ROP after VOA2 is adjusted to several
values and the relationship between monitor optical power after optical filter and the OSNR is
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Figure 2: (a) Transmission spectrum of CFBG1 after heated specific pixels, the red box is the ultra-narrow
optical filter introduced by thermal phase shift. (b) The transmission spectrum of the monitor with wave-
length tunable range from 1530.6 to 1538 nm.
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demonstrated in Figure 3(a) at different ROPs. It can be clearly found that at all ROP values, the
filtered output optical power shows a linear function of OSNR and the linear fitting curve matches
the data very well. The inset diagrams in Figure 3(a) present the constellation of the 16 QAM
OFDM signal at the best and worst OSNR situation when the ROP is 0 dBm after offline DSP
processing. By comparing the filtered optical power and the ROP, the normalized power difference
after the programmable optical ultra-narrow filter versus OSNR is plotted in Figure 3(b). It can
be observed that, although the ROP is different, the normalized power difference data converges at
the corresponding OSNR level and it can be regarded as a transfer function of OSNR monitoring.
The error bars are calculated and are shown in the same figure. It can be seen that the linear
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working range with negligible error (standard deviation < 0.5 dB) can be achieved when the OSNR
varies from 9 to 27 dB, respectively.

3. CONCLUSION

We demonstrated an in-band OSNR monitoring with programmable ultra-narrow passband optical
fiber filter for coherent transmission system. Linear monitoring range of 9–27 dB OSNR with
wavelength ranging from 1530.6 to 1538 nm is achieved. The programmable ultra-narrow optical
filter is based on linearly chirped fiber Bragg grating (LCFBG) and thermal print head (TPH),
and we experimentally demonstrated the OSNR monitor for 16 QAM-OFDM transmission system.
The scheme can be extended to monitor signal with other modulation formats and this technique
is promising for practical deployment because it is fully compatible with the fiber transmission
system.
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Abstract— The paper deals with research activities about technical aspects of dual source
railway vehicles on the Czech railway traffic system. The thought vehicle uses for powered
traction equipment the catenary and traction battery system. The battery system design is
based on the traction and vehicular simulations.

1. INTRODUCTION

The multisource railway vehicles are solving at Department of Electrical and Electronic Engineering
and Signaling in Transport. Research activities are focused on the traction and propulsion computer
simulations and on the real measurement of the experimental vehicle. The paper discusses a design
of dual source railway vehicle (DSRV) with the trolley collector and the battery. It is expected that
this vehicle will be operating in the Czech district.

The designed vehicle has a lot of advantages unlike conventional one. Among these advantages
we might include operation in a short section without an electric line, elimination of combustion
engine, using a principle of regenerative braking and recharging battery under catenary. Recharging
in a station is not necessary. This realities lead to more effective vehicle using [5–7].

2. CONCEPTION OF DSRV

This research goes by way of the battery position analyses in the vehicle powered by catenary. In
this case it is talking about DSRV, because there are the collector and the battery. This vehicle
can be operating in short sections without catenary that are ordinary in the Czech Republic.

The electric equipment described by Fig. 1 was designed on base of a metropolitan railway
vehicle. For this vehicle is 750 V a typical value of voltage in DC link. This is very advantageous
because there is the battery inside DC link. The battery has to be connected to the DC link by
converter and the isolating transformer when the voltage will be higher than 1000 V. Furthermore,
the electric equipment must be constructed for a high voltage. This solution is more expensive and
more complicated in comparison with the 750 V DC link technologies. If the battery would get high

Figure 1: Two power supplies railway vehicle.
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voltage on the ports she will be destroyed. It would be very dangerous situation for the passengers
and staff. Furthermore, the conception that is in Fig. 1 has higher efficiency. The vehicle that
is described above is powered from the catenary with 25 kV 50 Hz and 3 kV DC. The value of an
alternate voltage is changed by a transformer and rectified by a rectifier. The DC voltage is led
to the transformer through an inverter that creates an alternate voltage. The accumulator can
be charged in the same time when traction inverters are consuming an electric energy from the
DC link in case of intelligent control. The energy from regenerative braking can be saving to the
accumulator or returning to the trolley wire. Energy storing to the battery is naturally preferable
because the vehicle works with a higher efficiency [8, 9].

3. DESIGN AND DIMENSIONING OF THE BATTERY SYSTEM

The most restrictive equipment of DSRV is the accumulator of energy — the battery. This element
determines the main parameters of non-electrified track — DSRV output power and range. It is
necessary to design a battery for this track which will comply with these parameters: energy, power,
safety and life time.

It seems that the best way for DSRV is to use electrochemical battery based on lithium (Li-
ion). Li-ion batteries are the most modern one, because they have a lot of benefits in comparison
with other batteries (Lead acid, NiMH, etc.). The main benefits are for mobile applications higher
volumetric and mass energy density. Another benefit is relatively high nominal voltage around
3.2V/cell because of the big potential difference between negative carbon electrode and positive
lithium electrode. The disadvantages of Li-ion batteries are higher price and necessity of super-
visor management system (BMS — battery management system). The Li-ion technology based
on LiFePO4 was selected for the proposal of traction calculations. This is the most used and safe
technology nowadays [4, 9].

3.1. Ideological Proposal Design of Battery System
The battery system design is based on the knowledge of required energy for non-electrified section,
required circumference wheel power and required converter DC link voltage. To achieve the needed
voltage it is necessary to calculate the number of cells connected in series:

ncells = Udclink nom/Ua nom[-, V, V ] (1)

where ncells is the number of cells in battery, Udclink nom is the voltage of converter DC link and
Ua nom is the nominal cell voltage. The next step is to determine the battery capacity in connection
with track energy intensity and required power.

The traction drive chain consists of: traction converter, traction motors, transmissions and
wheels. The battery contains internal resistance and the supply of electro motoric voltage. If
the required circumference wheel power is known, the power from the battery (battery ports) is
calculated as:

Pbp = Pwheel/ηdrive[W,W,%] (2)

where Pab is the required power on the battery ports, Pwheel is the required circumference wheel
power and ηdrive is the total drive efficiency. Next step is to calculate the current from the battery
ports:

Ibp = Pbp/Udclink nom[A,W, V ] (3)

where Ibp is the current from the battery ports. Every traction battery contains internal parasite
resistance which becomes energy loss. The energy loss depends on value of charging and discharging
current. The efficiency of charging and discharging is reduced. During research activities it was
determined on battery TS-LFP40AHA 40 Ah that internal resistance of LiFePO4 technology is not
dependent on depth of discharge (DOD) and also the value of charging/discharging current. The
nominal battery capacity should be measured by standard CSN EN 62660-1 at discharging current
of magnitude 0.3 C (current corresponding to 0.3 multiple of battery capacity). It means that if
the battery is discharging by the current 0.3 C, the measured capacity of this current is equal to
the catalog capacity. It is not possible to declare the compliance of this standard nowadays. For
this reason it is necessary to determine the methodology which would make energetic safe solution.
The model of DSRV uses for the simulation the capacity from catalogue which is used as internal
capacity. It means that the energy from the battery is used for energy losses on internal battery
resistance and traction work.Dependence of charging and discharging on current from battery with
capacity 1000 Ah (WB-LYP1000AHA) was described in [16]. The defining is based on available
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parameters from manufacturer. After approximations is possible to express equation for efficiency
as:

ηchar dischar = −0.0094 · Ibp + 100[%, A] (4)

where ηchar dischar is the efficiency of charging and discharging. For the required battery capacity is
possible to use this equation:

Cacu nom = Awheel/ (Udclink nom · ηdrive · ηchar dischar) [Ah,Wh, V,%,%] (5)

where Cacu nom is the required battery capacity and Awheel is the required circumference wheel
energy. For the increasing of energy and power reserve is necessary to increase energy capacity by
at least 25%.

Cacu real = Cacu nom/0.8 = Cacu nom · 1.25[Ah,Ah] (6)

where Aacu real is the total battery capacity. Battery capacity meets energy requirements now.
Now it is necessary to check if it is possible to give the battery a full traction load. In general this
condition must be met:

Ibp ≤ 3C[A,Ah] (7)

where 3C is triple capacity — it is the current maximal allowed for LiFePO4 technology. If the
condition is not met, the capacity has to be increased.
3.2. Design Validation in the Context of DSRV
The design of vehicle battery system needs the detailed knowledge of driving cycle — energy claims
and work part of traction characteristics. The next premise for sophisticated battery system design
is represented by the comprehensive set of technical parameters about exact type of battery. If is
not possible to find out or measure the required parameters, the calculations must be done with a
big reserve of energy and power.

4. SIMULATION OF DSRV AND OPERATING

The primary problem of DSRV design is a calculation necessary battery capacity. The valid capacity
value is obtained if the numeric simulation for the required tracks is used. All simulations were
done by Matlab.

The ground of simulation model was calculated the train motion equation. All the tractions
calculations are solved with 20 ms period that was verified during testing of simulation model. At
first the model loads parameters of the track and rail vehicle. The main parameters of the track
are locations of gradient changes, speed changes and stations. The vehicle is characterized by the
traction characteristic and the braking characteristic. In the next step model needs dates about
a propulsion system for solving energetics calculations. The valid information about propulsion
system is obtained after analyses of energy flows inside a propulsion chain. For the valid value of the
accumulator capacity and the power dimensioning simulation model needs dates about auxiliary
consumption. The air-conditioning and the heating are the significant components of the total
auxiliary consumption.

After loading important parameters the program will calculate the traction force. In the next
step the program compares the traction force Ft [N] with speed of the train v [kph] and computes the
actual power (Pwheel act = v · FT ) on circumferences of wheels. The consumed energy E [kWh] can
be determined by integration of infinitesimal elements of the power. The mathematical operation
of the integration is transformed to the summation in the simulation model. The energy increments
are calculated by multiplication an actual power Pwheel act with a period of the simulation T [ms].
The mentioned principle describes the Equation (12).

En = En−1 + Pwheel act · T (8)

The results are graphically presented as progresses after the simulation. The graphs describe
the changing values during the vehicular ride. The energy in the battery is calculated from the
traction energy and the efficiency of the propulsion system. Fig. 2 and Fig. 3 demonstrate the
interpretations which come up from the simulation algorithms.

For a better transparency, simulation results were given to the average of 15 tracks that were
passed by eight axels DSRV vehicle. The vehicle weight was 110 t with included 115 passengers.
The capacity of the battery was specified to the value 750 kWh. Than weight of lithium cells is
8 t. With this battery the vehicle should be able to pass 50 to 80 km ride. Note that the battery is
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Figure 2: Examples of input quantities. Figure 3: Examples of output quantities.

designed with 50% DOD. Note that the length of the ride depends mainly on the gradient. These
same simulations were repeated for the dieselelectric railway vehicle, the clearly electric railway
vehicle, the battery railway vehicle and the dieselelectric railway vehicle with a catenary collector.

It was followed that the vehicle of the DSRV type is more effective for an operation than other
vehicles designed for the nonelectric section operation. Furthermore, the DSRV might be suitable
for a clearly electricity operation after an irreversible death of the battery.

5. CONCLUSION

During the research activities it has noticed many contributions of the collector/battery DSRV
against the conventional collector/combustion engine vehicle. In the comparison of the cost of
electric energy and the fuel wins the electric energy. Therefore, the clearly electric operating
vehicle is cheapest. On the second hand the operation of a vehicle powered by the combustion
engine is the most expensive. The average way is to use DSRV with a battery. Therefore, the
maintaining vehicle with the battery is cheaper than the maintaining vehicle with the combustion
engine. Furthermore the energy from braking can be partly returned to the battery. Next an
advantage is covered in more effective traffic flows. DSRV goes on the track with and without
catenary. Consequently the people cannot change the train. The electric buses get more and more
popularity around the world. The railway has to respond fast on this trend for keeping customers.
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Abstract— This paper deals with the design construction and evaluation of the slot planar
applicator of the square type. In fact composition of four applicators of this type is used for
heating a large area under treatment. Matrix composition of applicators has total dimensions of
106mm× 106mm and operates at 434 MHz. From the measurement of impedance matching and
final evaluation on agarose phantom using thermo-camera we can say that applicator is suitable
for use in clinical practice.

1. MICROWAVE HYPERTHERMIA IN GENERAL

Term “microwave hyperthermia” [1] is used for artificial heating of biological tissue with microwave
energy. The increase of temperature is caused by dissipation of electromagnetic energy in tissue,
which behaves as a dielectric. The electromagnetic field causes polarization of the molecules and
changes their rotation in the direction of electric vector of intensity field E. So if we let alternate
current power to take effect on the molecule its field would lead to the alternating polarization
from one direction to another. With increasing frequency, the molecule loses its ability to track
the rapid changes, the effective dielectric constant decreases, loss angle increases and the energy
field is converted to heat. Designated frequencies ISM (industrial, scientific, medical) for microwave
applications are 435 MHz, 915 MHz and 2450MHz. There is no practical use for frequencies above
or under the higher resp. lower limit. As higher frequencies have very limited penetration and lower
frequencies despite their deep penetration are very difficult to focus their power. Penetration is usu-
ally determined by equivalent penetration depth that is depth in which intensity of electromagnetic
field decreases to cca 37% as of surface value.

What is the main purpose of heating biological tissue? One reason for doing this is to accelerate
body’s natural healing processes or to augment conventional cancer therapy. It was observed already
by ancient physicians, that increased temperature in tissue induces and speed up healing process,
as we can read on prescriptions by Hippocrates of Cos. It’s known, that increased temperature
induces better blood perfusion in heated tissue which causes better oxygenation and flushes waste
products of metabolism out of the heated tissue. If we intentionally heat healthy tissue, we just
increase its cellular metabolism to point, when even tremendously increased blood flow can’t cool
down cells, and temperature in tissue reaches point, where cellular proteins are damaged. Without
proteins and enzymes cell dies. We profit from this in cancer thermotherapy, when thanks to cancer
poor and chaotic blood supply stream can’t cool down effectively cancer cells, while surrounding
healthy tissue is easily cooled and remains undamaged. Sole hyperthermia is used rarely, as tissue
cells by time develop certain resistance to heat. So the main potential is in combination with
conventional cancer therapy to reach better results in treatment [2].

Limit for this form of therapy is water content in target tissue, as microwave is especially
absorbed in water molecules. So primarily high-water content tissue like muscles are heated at
most and we can poorly heat another structures like tendons or bones. This is both limitation but
also advantage, as we can target quite precisely for example cancerous tissue against surrounding
layers, due to its vast blood vessel interaction and thus very high water level content.

2. APPLICATORS FOR MICROWAVE HYPERTHERMIA

Microwave antennas for biomedical use, are usually called applicators. We can use both planar
antennas and waveguides. Both types have different limitations and advantages, so it’s up to
physician and biomedical engineer to decide which use in certain situations. The main differences
are in energy transfer efficiency and versatility.
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2.1. Waveguide Applicators
Basically we can describe waveguide applicator [3] as conductive tube with any shape of cross-
section. Main advantage of this type of applicator is in fact, that it allows highest broadband
power transfer and also has lowest loss of electromagnetic energy among all kinds of applicators.

Electromagnetic field is by the format of tube shaped to mods. Heat profile in treated tissue
depends on used mod. Every mod has its critical frequency. For excitation of chosen mod in
waveguide, we have to use higher than its critical frequency. On the contrary when we use lower than
critical frequency, the transmitted energy is exponentially dampened through the waveguide, these
mods are called evanescent. Common shapes of waveguides are rectangle and cylinder. Thickness
of waveguide tube material has to be at least quintuple as its effective penetration depth.

kc,mn =

√(mπ

2

)2
+

(nπ

2

)2
.

Constant of cross-section of rectangle waveguide for mod TEmn can be calculated as where a is
longer side of waveguide, b is shorter side and m, n are indexes of mod.

2.2. Planar Applicators
Planar applicators [4] are versatile group of different shaped antennas realized as printed circuit
board, so they are cheap to manufacture and could be even made of elastic materials. Most common
shapes of such applicators are Archimedean double spiral and rectangle slot applicators. This type
of applicator can be used both superficially and also intracavitary, as it can be realized as quite
tiny spot antennas. Despite its lower transmission, compared to waveguides, is planar applicator
with its flexibility and easy adhering to treated areas considerable choice.

Spiral applicator behaves as broadband antenna and is more resistant to dependence of working
frequency on permittivity than slot applicator. On the other hand, slot applicator as a resonant
structure allow us transfer more electromagnetic energy to target tissue Wavelength of this appli-
cators can be calculated

λ =
c

f
√

εeff

,

where c is speed of light, f is frequency and εeff is effective permittivity. We consider value of εeff

higher than relative permittivity of used dielectric and lower than relative permittivity of treated
tissue.

3. DESIGN AND EVALUATION OF APPLICATOR

To ensure optimal heat distribution in treated area we decided to design composition of four square
slot applicators. To allow applicator operate in unshielded room, we chose operational frequency
434MHz. To ensure maximum energy transfer to treated tissue, we had to find optimal impedance
matching between applicator itself and treated tissue, so minimum of radiated energy is reflected
back to antenna aperture. To design and simulate optimal solution for our applicator, we used
CST MICROWAVE STUDIO 2011 software suite. This software is capable of entering variables as
dimension parameters of individual geometric primitives and that allows easy modification of model
parameters. After modeling geometry of applicator and stating its material dielectric parameters,
we for it defined power source type “edge source” producing transversal electromagnetic wave.
Simulations showed up, that no parasitic mode is transmitted in our antenna solution. Main goal
of simulations was to find ideal impedance match between applicator and biological tissue (agarose
model) with given parameters — permittivity εr = 54 an conductivity σ = 0.8 S/m. Agarose model
was in simulation from applicator separated by water bolus of thickness t = 30 mm, as it would be
separated in any biomedical application to prevent creating hotspots and to improve impedance
matching of applicator and biological tissue. On Figure 1 is shown final impedance matching that
we reached.

After finding an optimal solution for impedance matching for this applicator we ran couple of
simulations to evaluate the filed distribution. Field distribution can be found on the Figure 2,
which is showing SAR distribution in all three cutting planes, from sagittal, frontal to transversal
respectively.

After optimal design was found whole structure was realized and its properties evaluated on
agarose model. Agarose phantom was chosen for its close nature like a high-water content biological
structures, such as muscles. To ensure optimal dielectric properties, 3 g of salt (NaCl) was added
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Figure 1: Impedance matching of the composition of four slot applicators all S-parameters (S11, S22, S33

and S44 were less than −30 dB).

(a)

(b) (c)

Figure 2: (a) SAR distribution of composition of four applicators in sagittal cut plane. (b) SAR distribution
of composition of four applicators in frontal cut plane. (c) SAR distribution of composition of four applicators
in transversal cut plane.

to 1.25 l agarose phantom. Heat profile in model was observed with thermo-camera FLIR P25
Figure 3. Power delivered to applicator was 50 W and time of exposure model was 2 minutes.

As resonant structure this type of applicator is strongly dependent on good impedance matching
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(a) (b)

Figure 3: (a) Transversal view of irradiated agar phantom. (b) Sagittal view of irradiated agar phantom.

(a) (b)

Figure 4: Composition of (a) four rectangular shaped slot planar applicators scheme, (b) final designed
model.

to prevent creating hotspots and to ensure maximum energy is radiated from applicator aperture
to target tissue, which was successful. For final design of the applicator see Figure 4.

4. RESULTS

Our applicator is suitable for superficial use in hyperthermia treatment. Limit for this form of
therapy is water content in target tissue, as microwave is especially absorbed in water molecules.
So primarily high-water content tissue like muscles are heated at most and we can poorly heat
another structures like tendons or bones. This is both limitation but also advantage, as we can
target quite precisely for example cancerous tissue against surrounding layers, due to its vast blood
vessel interaction and thus very high water level content.
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Abstract— This article deals with the design and testing of planar microwave two-wireArchimedean
spiral applicator. Applicator is designed to work on the frequency f = 434MHz, aperture has a
size of 35mm × 35mm and its matrix composition consists of the five applicator of the same type.
In this case, aperture has a size of 100 mm × 100mm. Design simulation and the simulations
of Specific Absorption Rate distribution are created in program CST MICROWAVE STUDIO
2009. Final evaluation of construction solution is established on SIXPORT for S11 coefficient
and evaluation of SAR distribution is evaluated by infrared camera FLIR P25.

1. INTRODUCTION

Nowadays the use of microwave thermotherapy is a common part of the clinical hyperthermia
oncology treatment. Thus, the paper deals with the prospective type of microwave planar applicator
for thermotherapy. The discussed applicator is Archimedean two-wire spiral applicator. We are
mainly interested in the shape of radiated power from the aperture and the depth of effective
penetration of the biological tissue. This two main parameters have the crucial impact on the
process of hyperthermia oncology treatment. Thus, we want to irradiate the cancerous tissues with
the predictable doze of microwave radiation. This is reason why we are running the simulations of
this above mentioned microwave thermo therapeutic applicator not only for the impedance matching
to the biological tissue, but also for the shape of radiated power from applicator aperture together
with the determining the depth of effective penetration. Numeric verification of SAR distribution is
calculated in homogenous plane phantom having electrically the same parameters as the biological
tissue.

2. THERMAL EFFECTS ON TISSUE

Hyperthermic effects on living organism are not that simple matter [1] as it can be seen but here
comes a variety of factors to deal with. We can divide them into two major groups; effects caused
by blood flow in the tissue and effects of the heat shock proteins (HSP). On cellular level we can
describe the heat shock proteins as agents which are protecting the cells and the whole organism
from lethal hyperthermia expositions.

In mammals the effects of higher temperatures (up to 43◦C) cause cellular damage caused by a
denaturation of proteins. When this happens the cell protheo synthesis is terminated and apoptosis
is induced.

Physiologically the thermal exposition in mammals happens together with fever when heat shock
proteins come to action, this supports the hypothesis that the heat shock proteins are protecting
the cells against high temperatures. In fact we still know very little about heat shock proteins as
the fever sicknesses are as old as the humankind.

Other very important physiological parameter influencing tissue response to heat is the blood
flow. At higher temperatures blood perfusion increases in many tumors and this effect is dependent
on heating time, temperature and also tumor structure. Blood flow increases to improve tumor
oxygenation, but in most cases it is not sufficient because the increased consumption of oxygen in
heated tissue. When heating is terminated, blood perfusion and oxygenation slowly recover and
how quickly this occurs appears to be tumor-specific. Similar physiological effects occur in normal
tissues, but normal tissue has more sophisticated vascular structures to help the tissue deal with
the higher temperatures. Heating tumors to higher temperatures typically causes a increase in
perfusion during heating which is followed by vascular collapse and if sufficient, this will lead the
tumor to necrosis. The speed and degree of vascular collapse depends on heating time, temperature
and, of course, on the tumor.

The tumor vascular supply can also be exploited to improve the response to heat. Decreasing
blood flow, using physiological modifiers or longer acting vascular disrupting agents prior to the
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initiation of heating can both increase the accumulation of physical heat in the tumor, as well as
increase the heat sensitivity of the tumor.

3. HYPERTHERMIA ONCOLOGY

Hyperthermia, also called thermotherapy, is a type of cancer treatment [2] in which body tissue is
exposed to high temperatures (up to 43◦C). It has been shown that high temperatures can damage
and kill cancer cells, usually with lower injury to normal tissues. Damaging proteins and structures
within cells is causing death of cancer cells by damaging proteins and their inner structures.

Hyperthermia is often used with other forms of cancer therapy, such as chemotherapy and
radiation therapy. Hyperthermia may make some cancer cells more sensitive to radiation or harm
other cancer cells that radiation cannot damage and it can also enhance the effects of certain
cytostatics.

There are two main streams in hyperthermia thermotherapy depending on the area of the human
body where the heat was applied. Thus, we have a local hyperthermia application and a whole
body application.

In local hyperthermia, heat is applied to a small area, such as a tumor, using techniques that
deliver energy to heat the tumor. Different types of energy may be used in this case including radio
frequency, microwave, or ultrasound.

Depending on the tumor location, there are several approaches to local hyperthermia: External
approaches are used to treat tumors in superficial area, which means that the tumors are not
more than 30 mm below the skin. External applicators are often positioned around or near the
appropriate region, and energy is focused on the tumor.

The internal method may be used to treat tumors close or near body cavities, such as the
esophagus or rectum. Intracavitary applicators are placed inside the cavity and inserted into the
tumor to deliver energy which dissipates into heat in the desired area.

Interstitial techniques are used to treat tumors deep within the body, such as brain tumors.
This technique allows the tumor to be heated to higher temperatures than external techniques.
Under anesthesia, intracavitary applicators are inserted into the tumor. Imaging techniques, such
as ultrasound, may be used to make sure the probe is properly positioned within the tumor.

To ensure that the desired temperature is reached, but not exceeded, the temperature of the
tumor and surrounding tissue is monitored throughout hyperthermia treatment. Using local anes-
thesia, the doctor inserts small needles with tiny thermometers into the treatment area to monitor
the temperature. Imaging techniques, such as computer tomography, may be used to make sure
the probes are properly positioned.

4. PLANAR APPLICATOR

Two-wire Archimedean spiral applicator configurations shown in Fig. 1, when properly excited, have
been shown to be circularly polarized radiators with wide broadband characteristic with respect
not only to input impedance but also to radiation pattern. In practice, the configuration is excited
from a transmission line connected to the center terminals of the configuration.

Such energized two-wire Archimedean spiral radiates a broad circularly polarized beam to each
side of the spiral. Each radiated beam is normal to the plane of the spiral Accordingly, the radiated
beams are identical except that the rotational sense of polarization of the radiated field on one side
is the opposite of that on the other.

In most applications it is desirable that the spiral radiate to one side this is accomplished by
appropriately backing the spiral on one side by a ground plane.

The matrix composition (see Fig. 2) of the two-wire Archimedean spiral applicators is a very
useful when we want to irradiate the larger area, which can be useful for example treating the
tumors in thoracic region.

5. SIMULATIONS

There has not been any rigorous theory to explain the spiral applicator. However, the following
explanation of the radiating mechanism of the two-wire Archimedean spiral is offered through the
experimental observations. The point of view taken is that the two-wire spiral applicator be haves
as though it were a two-wire transmission line which gradually, by virtue of its spiral geometry,
transforms itself into a radiating structure or antenna.

It is well known that a two-wire transmission line, of narrow spacing relative to wavelength
of any length, yields a negligible amount of radiation when excited at its terminals. This is due
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Figure 1: The scheme of the two-wire Archimedean
spiral applicator.

Figure 2: Matrix composition of five Archimedean
spiral applicators.

to the fact that the currents in the two wires of the line at normal cross section are always 180’
out-of-phase so that radiation from one line is effectively cancelled by the radiation from the other.

Simulations for this applicator have been done in the simulator of electromagnetic field CST
MICROWAVE STUDIO 2009. This simulator uses a FDTD method to solve problems related to
the electromagnetic field.

The one of the main objectives of the simulations was to find an impedance matching the thermo
therapeutic applicator to the biological tissue with the required parameter S11 < −15 dB. As shows
the Fig. 3, the best impedance matching the applicator was found with the width of the applicators
arms 3.17 mm. Impedance matching in this case was S11 = −24.8 dB.

To sum up, after modeling the first shape of the applicator’s body and setting the parameters of
transient analysis with the proper field monitors, the first results have been obtained. When setting
the cells mesh we have to be very careful and add sufficient discretization density of cells when
it’s needed; otherwise the results will not be so good. As the lowest discretization with sufficient
outcome we can assume the density of 35 discretization lines per wavelength.

Figure 3: Impedance matching of two-wire
Archimedean spiral applicator in wide range of fre-
quencies.

Figure 4: Impedance matching of two-wire
Archimedean spiral applicator determined by mea-
surement on SIXPORT.

The depth of effective penetration of the biological tissue is determined using the simulator of
electromagnetic field SEMCAD BERNINA 13.4 and the depth is d = 17 mm.

6. RESULTS

Our main aim was to discuss the matrix composition of the two-wire Archimedean spiral ap-
plicators. From the results based on the simulations in simulator of electromagnetic field CST
MICROWAVE STUDIO 2009, assume that this setup is the most suitable applicator for the super-
ficial thermotherapy covering the largest area of tissue. Effective field size of the single applicator
is 63% [3]. The measured impedance matching to the biological tissue is presented in Fig. 4. When
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composed together in the shape of five spiral applicators, this setup is capable of effectively heating
the superficially located tumors.

Figure 5: The thermal image of the SAR distribution in the agar phantom of the biological tissue, determined
using the thermo camera FLIR P25.

7. CONCLUSIONS

As shown on previously presented results, the applicator is suitable for clinical practice where it
can be used as a part of local superficial hyperthermia treatment. For a brief revision, the basic
parameters of this applicator are: effective area of the aperture 63%, depth of effective penetration
d1/2 = 17mm and, naturally, the value of reflection coefficient S11 = −15.6 dB.

From the thermal image as shown on Fig. 5 we can assume that the constructed applicator is
capable of heating superficially located tissues.
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Abstract— This paper presents a RF MEMS (Radio Frequency Microelectromechanical Sys-
tem) switch which is capable of handling high power. By optimizing the design of its contact
configuration and cantilever structure, the RF current distribution becomes more uniform through
each contact of the multi-contact switch. The novel design of micro-spring cantilever structure
also ensures a good contact between the contacts and top electrode when the switch is in the
“on” state. The simulation results demonstrate the RF MEMS switch has excellent microwave
performance: insertion loss < 0.15 dB, return loss > 31.6 dB and isolation > 14.5 dB from DC to
40GHz as well as the ability of handling 3.1 W RF power which means a 300% improvement in
power handling capability compared with traditional cantilever switch.

1. INTRODUCTION

The past 20 years has witnessed a booming development of the RF MEMS switch. Owing to
their low insertion loss, low power consumption, wide frequency bandwidth, high isolation and
high linearity, RF MEMS switches are believed to be the promising alternative to the conventional
counterparts such as PIN diodes, field effect transistors (FETs) [1] and macro electromagnetic
relays [2], which suffer from their disadvantages in high frequency performance, power consumption
and linearity. However, the shortcomings of low power handling capability greatly prevent RF
MEMS ohmic contact switches from being widely used in defense, industry and other fields of
power applications.

The power handling capability of a switch can be defined as the maximum input power before
the failure takes place. When the RF current gets through the ohmic contact switch increases,
the temperature of the region near the contact will rise rapidly due to the small size of the whole
structure and the larger contact resistance compared with the other parts. If the input power
continues to grow, it will result in the micromelding and stiction at metal contact interface which
causes failure of the switch, which is considered as the main factor of restricting the maximum
power that a RF MEMS contact switch can handle.

The diverse range of approaches emerged in recent years to improve RF power handling capa-
bility of ohmic contact RF MEMS switch can be generally divided into two categories. One is to
choose hard metals such as Platinum (Pt), Ruthenium (Ru) as the material of contact instead of
Au-to-Au contact which would easily fail at high temperature [3]. A good example of this solution
is the commercial contact RF MEMS switch from Radant MEMS Incorporation [4]. The other
approach to improve power performance is by the application of novel switch structure design. The
structure of multi-contact or multi-switch is proposed to realize the reduction of current through
each contact [5–7], while additional hold electrode (pull-up electrode [8] and push-up electrode [9])
is proposed to avoid the self-actuation and adhesion of the RF MEMS switch under high power
conditions. In addition, there are some unconventional structures like the 3D power switch based
on springs and latches [10].

2. DEVICE OVERVIEW

The top view and cross section of the proposed ohmic contact switch are shown in Fig. 1. The
structure is based on a cantilever with non-uniform thickness [11] which changes from 4µm to
1µm at its tip. This fixed-free cantilever topology is chosen because it has smaller size and lower
pull-in voltage than fixed-fixed beam design. The thinner part at the tip of the cantilever, acting
as a micro-spring which results in a larger deformation under the same actuation voltage, makes
it easier to realize a stable contact without degrading the spring constant of the whole cantilever
much. This advantage is especially important in multi-contact switch with thick top electrode
for power application. Due to electromagnetic effect (skin effect and proximity effect) at high
frequency, RF currents concentrate on the edges of transmission lines and tend to pass mostly by
the outer contact dimples when the switch is in the “on” state. Thus, the contacts are configured
in a 2 × 2 array to get more even current distribution instead of the traditional parallel contacts
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configuration. The 4 contacts on the signal line, with a size of 8µm×8µm and a height of 0.4µm,
form Au-to-Au contact with the cantilever together. The holes on the top electrode are applied to
improve the speed of releasing sacrificial layer and reduce the influence of the squeeze film damping.

Figure 1: Top view and cross section of the ohmic contact switch.

3. DESIGN AND SIMULATION

3.1. Mechanical Design
The switch for power applications is often proposed with thick top electrode of high spring constant
which could offer large restoring force in order to lower down the possibility of failure caused by
adhesion. But it’s hard for thick cantilever and beam to make a stable contact especially when
there are more than two contacts unless a large actuation voltage is supplied at the risk of breaking
down. Furthermore, process variation and residual stress induces distortion of movable parts so
that the contact area may not be reproducible from device to device. While thinner metal film,
with its low spring constant, deforms more easily and is more likely to get a good contact with
multiple contact dimples even when the voltage applied is low. A good solution to comprise contact
with power performance is to come up with a geometry that its movable part can be constituted
of parts with different rigidities. Consequently, a switch based on micro-spring structure cantilever
of non-uniform thickness is proposed so that the switch could have large restoring force as well as
a good contact in the “on” state.

Mechanical and Electromechanical simulations were performed using CoventorWare to compare
the uniform cantilever (with the constant thickness of 4µm) switch with the proposed micro-
spring cantilever (with thickness sharply changed from 4µm from to 1µm) switch in 2× 2 contact
configuration. Their mechanical properties are summarized in Table 1.

According to the contact force data at 70 V actuation voltage in Table 1, two contacts in the
uniform cantilever switch don’t form contact with the cantilever while all of four contacts in the

Table 1: Summary of mechanical properties.

Mechanical properties
uniform

cantilever
switch

micro-spring
cantilever

switch
Resonant frequency (Hz) 1.08×104 1.23×104

Generalized mass (kg) 6.60×10−10 5.03×10−10

Pull-in voltage (V) 33.1 32.8
Release voltage (V) 30.3 30

Contact force of each
contact at 70V

actuation voltage (µN)

Contact1 24.07 21.34
Contact2 - 10.05
Contact3 - 10.77
Contact4 23.24 20.08
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(a) (b)

Figure 2: Simulation of the contacts condition by CoventorWare when the actuation voltage is 70V, (a)
uniform cantilever switch, (b) micro-spring cantilever switch.

micro-spring switch are in the contact state. Moreover, it can be seen from Fig. 2 that the thinner
part of the micro-spring cantilever switch deflects a lot thus making a good contact with the four
contacts, nevertheless, the tip of the uniform cantilever switch has little deformation so that the top
electrode can only come into contact with front row of contacts. Therefore, the use of micro-spring
cantilever structure has a significant effect in providing a good contact interface for high power
multi-contact switches.

3.2. Microwave Performance Simulation

The size of CPW (Coplanar Waveguide) transmission line is optimized to guarantee a good impedance
match at the Input and Output port. The finger structure used in signal line region under the
cantilever reduces their overlap area as well as coupling capacitances, thereby resulting in an im-
provement in the isolation.

Figure 3 shows the simulated S-parameters of the uniform cantilever (with the constant thickness
of 2µm) switch and the proposed micro-spring cantilever switch through full-wave EM simulator-
Ansoft HFSS as well as the measured S-parameters of this uniform cantilever switch [5] which
implies a good consistence with the simulated results. The scanning electron micrograph of the
uniform cantilever switch with two contacts in parallel is given in Fig. 4. The difference between
the theoretical model and fabricated object, caused by process variation and bending upwards
of the cantilever in the “off” state, leads to the difference between the simulated and measured
results. From DC to 40GHz, the simulation of the proposed RF MEMS switch exhibits outstanding
microwave performance: insertion loss < 0.15 dB, return loss > 31.6 dB (not shown in the figure)
and isolation > 14.5 dB.
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Figure 3: Simulated and measured S-parameters of the uniform cantilever switch and the proposed micro-
spring cantilever switch, (a) insertion loss in the “on” state, (b) isolation in the “off” state.

3.3. Power Handling Enhancement Simulation

For ohmic contact RF MEMS switches, the RF power handling capability is typically limited by
a localized temperature rise in the contact dimple owing to joule heating of the contact. The
relationship among the temperature of the contact TC , incident power Pin and contact resistance
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RC is as Equation (1).

TC =

√
R2

C

4L

Pin

Z0
+ T 2

0 (1)

where T0 is the ambient temperature, L is the Lorenz number and Z0 is the transmission line
impedance (50Ω). It can be seen from the equation that the contact temperature is in proportion
to the contact resistance. In order to improve power handling capability of the RF MEMS switch,
multiple contacts or multiple switches in parallel configuration are employed to reduce the total
contact resistance and contact temperature. However, it is a big challenge to maintain even current
distribution across multiple contacts (> 2) in high frequency.

To analyze the RF current distribution across each contact, simulations of the maximum RF
current density through each contact in different contact configurations are done with the help of
the EM simulator-Ansoft HFSS. The contact resistance in the HFSS switch model is set to be 0.2Ω
with a RLC module, which is extracted from the measured insertion loss. The simulation results
indicate the current in the original switch (Fig. 5(a)) distributes equally between the two contacts
with a maximum current density of 1.17 × 104 A/m at 10 GHz. As the original switch has been

Figure 4: SEM micrograph of the uniform cantilever switch.
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Figure 5: Current distribution in different contact configurations, (a) original switch with two contacts in
parallel, (b) switch with four contacts in parallel, (c) proposed switch in 2 × 2 contact configuration, (d)
HFSS simulations of current distribution for different switches with 1 W input signal at 10 GHz.
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tested to possess the ability of handling 1 W RF power without failure at the same frequency [5],
1.17× 104 A/m is set as a critical figure which limits the maximum current density that this kind
of switch can operate properly at 10 GHz [12]. In other words, if the current density passes by
one contact rises beyond the critical figure (1.17 × 104 A/m), the corresponding joule heat may
cause the micromelding and stiction of the contact, eventually leading to the failure of the switch.
In the optimized contact configuration, 4 contacts are arranged in 2 × 2 array (Fig. 5(c)) rather
than parallel in a single row (Fig. 5(b)), which shows an improvement in the uniformity of current
distribution across each contact as is shown in Fig. 5(d). The maximum current of the switch in
2 × 2 contact configuration doesn’t reach the critical figure until the incident power increases to
3.1W which implies that the proposed switch can at least deal with 3.1 W RF power at 10 GHz.
Compared with the original switch, the power-handling capability of the designed switch improves
over 300%.

4. CONCLUSION

A RF MEMS Switch with enhanced power handling capability based on the 2 × 2 contact array
and micro-spring cantilever is proposed in this paper. Simulation results show that the adoption
of optimized contact array ensures a more even current distribution between each contact in high
frequency and therefore greatly improves its power-handling capability. While micro-spring can-
tilever structure exhibits a better performance than normal cantilever switch when dealing with
the contact of multi-contact configuration for high power application. In addition, the microware
performance of the switch is analyzed and simulated.
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Abstract— In this study, Electromagnetic interference (EMI) emitted by the compact fluores-
cent lamps (CFL) having biggest pie in the market has been investigated according to CISPR-15.
Emissions of CFLs vary depending on trademark, since some cannot provide the requirements
of CISPR-15 standards such that they act as contaminants in the electric supply system. Con-
ducted analysis considering the limits of CISPR-15 at 150–500 kHz frequency brings out that the
effect of CFL produced by Company A at 181.298 kHz is 83.94 dBµV, whereas the effect of CFL
produced by Company D at 173.593 kHz frequency is 49,92 dBµV, respectively. Obtained results
are out of CISPR-15 limits of 66–56 dBµV.

1. INTRODUCTION

Today, EMC has become more precise issue with the increase of high speed/high frequency elec-
tronic devices available commercially at market for daily usage. The CLF lamps were recommended
in the 1970s with minimizing the control circuit to be integrated into the cap of a standard lamp [1].
Use of CFL has become widespread in structures such as shopping malls, offices, factories, hotels,
houses, schools, hospitals and so on in order to provide more efficient lighting and conserve elec-
trical energy [2]. There are many commercial brands on the market, and some producers do not
obey CISPR-15 standards. This irregular production mechanism has forced scientists to focus on
EMI problems induced by CFLs present in the market in recent years.

The CFLs emit harmful ultraviolet radiations and the electromagnetic disturbances’ fields. Ac-
cording to CISPR 15 F/399/CDV [3], the principal responsible for disturbance emissions is the
common mode current, which generates conducted radiations transmitted in the power supply
network.

2. COMPACT FLUORESCENT LAMPS AND ELECTROMAGETICS INTERFERENCE

CFL consists of two separate components named electronic ballast and fluorescent tubes. Ignition
of the lamp filaments requires high frequency sources such that those high frequency components
are generated in two stages; 50/60Hz AC to DC conversion is followed by DC to high frequency
(20 kHz–40 kHz) AC conversion, and this conversion is basically known as high speed switching.
This switching results in EMI emissions that need to be controlled and suppressed by using any
standard methods.
2.1. Common Mode Noise and Difference Mode Noise
There are two types of noises throughout any electronics. The first type is differential mode (DM)
noise conducted on the signal (VCC) line and GND line in the opposite direction to each other.
Differential-mode interference causes the potential of one side of a signal transmission path to be
changed with respect to another side. With this type of interference, the interference current path is
wholly in the signal transmission path [4]. The second type is common mode (CM) noise conducted
on all lines in the same direction. With an AC power supply line, for example, noise is conducted
on both lines in the same direction. With a signal cable, noise is conducted on all the lines in the
cable in the same direction. Differential mode noise is the current that results from the difference
between phase and neutral voltages. Origin of differential mode is an interaction between circuit
components. The noise voltage that is developed is the same in both transmission paths [4]. It is
shown at Figure 1.

Voltages and currents are calculated for common mode noise as indicated in Eq. (1) and Eq. (2).

vcm =
vp + vn

2
(1)

icm = ip + in (2)
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Voltages and currents of differential mode noise described as in Eq. (3) and Eq. (4).

vdm = vp − vn (3)

idm =
ip − in

2
(4)

50Ω loads of line impedance stabilization network (LISN) are parallel during common mode and
serial during differential mode. Thus Eq. (1) and (3) produce Eq. (5), Eq. (2) and (4) produce
Eq. (6) [4].

vcm =
vp + vn

2
=

50Ω · ip + 50 Ω · in
2

=
50Ω

2
· (ip + in) = 25 Ω · icm (5)

vdm = vp − vn = 50 Ω · ip − 50Ω · in = 2 · 50Ω · (ip − in) = 100 Ω · idm (6)

Conducted emission is assayed by military or civil standards. If the noise exceeds the limits it will
have to be separated noise components by current probes or separation methods. The importance
of noise separation is underlined by literature to achieve an appropriate filter design [5–7]. Obtained
noise components allow us to determine EMI filter components both for common and differential
mode.
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Figure 1: Common mode noise and difference mode noise.
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Figure 2: Measurement method of CFL

Table 1: The CISPR-15 limits.

Frequency Method
Range (kHz) Quasi-peak (dBµV) Average (dBµV)

9–50 110 -
50–150 90–80 -
150–500 66–56 56–46

500–5,000 56 46
5,000–30,000 60 50
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3. CONDUCTED INTERFERENCE MEASUREMENTS

Conducted emission (CE) measurements were hold at 3m standard anechoic chamber at EMC
Pre-Compliance Test Laboratory at Akdeniz University Industrial Based Microwave Research and
Application Center (EMUMAM) [8]. The conducted interferences were measured using a Line
Impedance Stabilization Network (LISN), while the levels of perturbations were recorded using
an spectrum analyzer. Then the results were compared to CISRP 15 standard limits. Table 1
indicates the CISPR-15 standards’ limits, and Figure 2 demonstrates the layout for CFL caused
measurements.

4. RESULTS AND CONCLUSIONS

Some trademarks were observed that they are producing noises above the CISPR-15 values in
the network, and measured values and limit values are presented in Table 2. Brand A predicts
83.94 dBµV at 181,298 kHz which is about 18 dB above the permitted limit, Brand B predicts
79.67 dBµV at 165 kHz which is about 14 dB above the limit and Brand C predicts 80.75 dBµV at
168,5 kHz about 15 dB above the limit. However, Brand D predicts almost 50 dBµV at 173,5 kHz
which is about 6 dB below the limit. There is only one brand presents below CISPR-15 limits.
Due to commercial and economic concerns, it looks that some companies having about 60% total
market share are not obey EMC limits of CISPR 15.

Table 2: Measurement results.

Brand Power (W) Frequency (kHz) Measured (dBµV) Limit (dBµV)
A 22 181,298 83,94 66–56
B 20 164,908 79,67 66–56
C 18 168,528 80,75 66–56
D 20 173,593 49,92 66–56

Governments should increase the number of controls to save network, network components and
connected devices for harmonics. Those controls will also regulate the market for standard products.
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Abstract— A vegetation layer on soil surface makes significant contribution to the surface ra-
diothermal emission. The SMOS Soil Moisture Retrieval Algorithm estimates vegetation attenu-
ation (optical depth) to the soil emission at L-band by LAI data using semi-empirical equations.
There are several vegetation indexes calculated by another satellite data. This paper presents the
analysis of the SMOS level 2 optical depth data, normalized microwave polarization difference
index (MPDI), microwave vegetation index (MVI) derived from GCOM-W1 data and optical
vegetation indexes (LAI and NDVI).

1. INTRODUCTION

Soil moisture, as the fundamental parameter for the water resource formation on the land surface,
plays an important role in climate changing. At this moment, there are two functioning satellites on
orbit suitable for the determination of soil moisture with acceptable accuracy in global scale. The
first is the Advanced Microwave Scanning Radiometer (AMSR2) on the GCOM-W1 satellite was
launched on May 17, 2012. The second is the Soil Moisture and Ocean Salinity Mission (SMOS)
launched on November 2, 2009. A distinguishing feature of SMOS radiometer (MIRAS) is its
multi angular measurement capability at L-band (1.4 GHz) on full polarization [1]. The AMSR2
instrument measures radiation at six frequencies in the range of 6.9–89GHz on dual polarization
by conical scan at a fixed incidence angle of 55◦ [2].

The vegetation layer over the soil surface attenuates soil emission and adds its own contribution
to the emitted radiation. These effects at low frequencies can be approximated by a simple model
(τ -ω model). Emission from the two-layer medium consists of three terms: 1) the vegetation
emission; 2) the vegetation emission reflected by the soil surface; 3) soil emission attenuated by the
vegetation canopy. In this case radio brightness temperature is calculated by equation:

TB = (1− ω) · (1− γ) · (1 + γR) · TV + (1−R) · γTS , (1)

where ω is the single scattering albedo of the canopy; TS , TV is temperatures of the soil surface
and canopy, respectively, R is the soil reflectivity, γ = exp(−τ/ cos θ) is the transmissivity of the
vegetation layer, τ is the optical depth.

The vegetation attenuation factor can be computed from the optical depth related to the total
vegetation water content (VWC) [3]. However, estimation of VWC at global scale is very difficult.
The SMOS Level 2 algorithm uses optical depth data parameterized as a function of the LAI [4].
However, there are other indexes describing the state of vegetation. In this paper we study their
relationship for territory of the Southern Part of the Western Siberia.

2. RESULT OF STUDIES

We used SMOS Level 2, AMSR2 Level 1R and MODIS (LAI and NDVI) data during analysis.
The SMOS Level 2 data have fixed coordinates of the center pixel (discrete global grid — DGG)
in contrast to AMSR2 1R data. We selected the AMSR2-1R pixel with coordinates not to differ
from the coordinates of the SMOS Level 1C pixel more than 0.03 degrees on latitude and 0.06 on
longitude. The MODIS NDVI data with higher spatial resolution were averaged within a SMOS
Level 2 pixel. The GCOM-W1 and MODIS data available in HDF format are in contrast to the
SMOS data available in biary XML format. The software for simultaneous processing of flow data
in these formats wasn’t found. The authors were carried out processing data from different satellites
using program created by themselves in MATLAB.

The earliest studies for using satellite microwave radiometer data to assess the state of vegetation
has been in [5]. Later microwave vegetation indexes calculated by AMSR-E data with equations [6]
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has been proposed

MDPI(f1) =
TBV (f1)− TBH (f1)
TBV (f1) + TBH (f1)

; (2)

B(f1f2) =
TBV (f2)− TBH (f2)
TBV (f1)− TBH (f1)

; (3)

A(f1f2) =
TBV (f2) + TBH (f2)−B · (TBV (f2) + TBH (f2))

2
; (4)

where TBP is radio brightness temperature on p-polarization and n-frequency; A and B are mi-
crowave vegetation index.

The relationship between MVI, MPDI and SMOS Level 2 optical depth was very weak at the
any type of surface (Fig. 1(a)). Moreover, correlation coefficient has a small value and his sign
varies from one pixel to another. The relationship between SMOS Level 2 and NDVI was slightly
better (Fig. 1(b)).

MODIS 16-day composite NDVI data including MOD and MYD products shifted in time at 8
days. We collected this data into an 8-day composite NDVI product. The AMSR2 data in the
time interval of 8 days were averaged. The correlation relation between microwave vegetation index
calculated according to Equations (2), (3), (4) by GCOM-W1 data and NDVI was better than it
is shown in Figs. 1(a), 1(b) but depends on the type of surface (Figs. 2(a), 2(b)). Among them,

(a) (b)

Figure 1: Map of correlation coefficient between (a) MVI A (6.9, 10.7 GHz) and SMOS Level 2 optical depth;
(b) SMOS Level 2 optical depth and NDVI during the growing season 2013.

(a) (b)

Figure 2: Map of correlation coefficient between (a) MPDI (6.9GHz) and NDVI; (b) MVI A (6.9, 10.7 GHz)
and NDVI during the growing season 2013.
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the best dependence was observed for indexes MVI and MDPI calculated according to the data
at f1 = 6.9 and f2 = 10.7GHz. As well, on the map shown in Fig. 2(a) the dependence of the
sign of the correlation coefficient on the type of surface is observed. This can be explained by
the different changes of brightness temperature and NDVI during the growing season for different
types of vegetation (Figs. 3(a), (b)). Such dependence between the MDPI and NDVI suggests
a possibility of developing an algorithm of quantitative assessment of the vegetation state. The
correlation relation between MVI A (6.9, 10.7 GHz) and NDVI is weakly dependent on the type
of vegetation on the surface and mainly determined by the lakes or urban territory in the pixel
(Fig. 2(b)).

We also compared LAI (MODIS) and NDVI (MODIS) with ground-based measurements of
the vegetation water content (VWC) taken from the southern part of forest-steppe and steppe
zone. VWC was determined by thermogravimetric-weight contact method several times during the

(a) (b)

Figure 3: The time dependence of the (a) NDVI and (b) radiobrightness temperature at 6.9 GHz during the
growing season 2013 for steppe (1) and s southern taiga (2) zone.

(a) (b)

Figure 4: The relationship between (a) VWC and LAI; (b) VWC and NDVI.

(a) (b)

Figure 5: The relationship between VWC and MDPI at (a) 18 GHz; (b) 23 GHz. R2 is accuracy of approxi-
mation, continuous line is trend.
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season. Sample was carried out on agricultural fields and meadows near the center of SMOS Level
2 pixel. The correlation relation between LAI, NDVI and VWC was extremely low (Fig. 4). As it
can be seen from the data the dependence between them is extremely low. However, for the final
conclusions it must be a greater number of ground-based measurements.

The correlation relation between VWC and MDPI at frequencies of 18 GHz 23 GHz was better
(Fig. 5). This dependence is observed despite the fact the ground measurements were carried out
at a small number of points and a very large size of GCOM pixel in comparison with NDVI and
LAI.

3. CONCLUSION

At this moment, a number of vegetation indexes describing the state of vegetation layer was pro-
posed. All of them are qualitatively in good agreement with the processes occurring during the
growing season. However, the relationship between the coefficients is extremely ambiguous. To the
Southern Part of Western Siberia the best relationship is observed between MVI (6.9, 10.7GHz),
MPDI (6.9, 10.7 GHz) and NDVI. Preliminary data suggest about the perspective of methods of
assessing state of vegetation using GCOM-W1 microwave data. The main problem appearing in
the choosing of an index to assess the state of vegetation is the data validation.
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A Spread Spectrum Clock Generator Using Discontinuous
Modulation Technique for Reduction of Time Interval Errors
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Abstract— In this paper, we propose a novel discontinuous spread spectrum clock generator
with a low maximum time interval error (MTIE) and low electromagnetic interference (EMI). The
proposed circuitry was fabricated with 0.35µm CMOS process and operated with 3.3 V supply
voltage at the average center frequency of 100 MHz. The measured results showed the MTIE of
11.59 ns with the EMI reduction of 14.57 dBm.

1. INTRODUCTION

Nowadays, faster operating speed of automotive electronic units brings about such serious problems
as functional failures due to electromagnetic interference at high frequency [1, 2]. An effective solu-
tion to diminish EMI is to modulate system clock frequency, which is known as a spread spectrum
clock (SSC). This method reduces EMI by spreading energy of discrete frequency harmonics over a
wide range of frequencies. However, asynchronous serial data protocols in vehicle networks require
a strict time interval error (TIE) range because receivers in asynchronous CAN circuitry may detect
wrong data when the TIE is out of range [2].

Several methods have been reported to find efficient solutions considering trade-offs between the
TIE and EMI reduction. One method solving the TIE issue is to reduce a modulation index. While
this approach reduces the MTIE, it degrades the EMI reduction [3]. Another method reported
in [2, 4] can reduce the MTIE without sacrifice of EMI performance. However, its implementation
needs complex and large additional circuitry. In this paper, we propose novel SSC technique which
satisfies requirement on the MTIE and reduces EMI effectively in asynchronous vehicle networks.

2. DESIGN DESCRIPTIONS

2.1. EMI Reduction and MTIE
When a conventional triangular modulation profile is adopted for SSC, the reduction of EMI peaks
can be estimated by Equation (1) [5]. In Equation (1), fc, Amo and Fmo are center spread frequency,
modulation depth, and modulation frequency, respectively. In the center-spread method, the TIE is
varied from 0 to MTIE within one modulation cycle. The MTIE level is also given in Equation (1)
as a function of Amo and Fmo [2, 5].

EMI Peak Reduction = 10× log
[
Amo × fc

Fmo

]
, MTIE =

Amo

8× Fmo
(1)

EMI Peak Reduction = 10× log [8×MTIE× fc] (2)

Equation (2) shows EMI peak reduction expressed with MTIE and fc. In general, the higher
MTIE gives rise to the higher EMI peak reduction as shown in Equation (2). However, requirement
on the MTIE limits the use of SSC for asynchronous interfaces. Therefore, a new method to effec-
tively reduce MTIE becomes indispensable in automotive networks requiring low EMI generation.

2.2. Proposed Discontinuous Modulation Technique
Figure 1 shows concepts of the conventional SSC and the proposed discontinuous spread spectrum
clock (DSSC). Figure 1 also shows comparison between theoretical TIE plots. The proposed method
is based on up-spread spectrums while the conventional SSC uses the center-spread spectrums with
respect to the center frequency (Non-SSC frequency). In the conventional method, the modulation
index (Amo/Fmo) should be properly reduced to comply with the allowed MTIE. On the other hand,
the proposed method can control TIE within the allowed MTIE by resetting TIE with selection
of its half-frequency clock whenever the TIE runs over one clock cycle. Therefore, the proposed
modulation depth Amo p can be larger than Amo c of the conventional SSC. The proposed DSSC
technique with high modulation depth can reduce EMI effectively while maintaining the targeted
MTIE.
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Figure 1: Comparison between the conventional SSC
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Figure 2: Block diagram of the proposed discon-
tinuous modulation SSC (signal A: Non-SSC, sig-
nal B: Up-SSC, signal C: DSSC).

Figure 3: Test chip photograph and layout. Figure 4: Measured discontinuous modulation SSC
(signal A: Non-SSC, signal B: Up-SSC, signal C:
DSSC).

Figure 5: Measured spectrums of the output signals
(DSSC and Non-SSC).
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2.3. Circuit Descriptions

Figure 2 shows the block diagram of the proposed discontinuous modulation SSC which consists
of a PLL (Non-SSC) block, an up-spread spectrum clock (Up-SSC) block, a TIE detector, and
a tiny control logic block. The Non-SSC clock is generated at the node A and the Up-SSC is
simultaneously generated at the node B. In the next stage, the TIE detector compares the signal B
with the signal A. It checks out whether the accumulated TIE is within one clock cycle. The
detected signal is transferred into the Control Logic. The Control Logic and MUX select Up-SSC
clock or its half-frequency clock generated through the 1/2 divider. If the accumulative TIE reaches
one clock cycle, the TIE is reset to zero by selection of the half-frequency clock. The repeating reset
sequence can always keep the MTIE within one clock cycle. The photograph of the test module
and the chip layout are shown in Figure 3. The designed chip size is 520µm × 270µm. The chip
was fabricated with 0.35µm CMOS process and operated with 3.3 V supply voltage.

3. MEASUREMENT RESULTS

The fabricated chip was tested with the modulation frequency (Fmo) of 50 kHz and the modulation
depth (Amo) of 7% with respect to the center frequency (Non-SSC frequency) of 100 MHz. Figure 4
shows the measured clocks of Up-SSC (B), Non-SSC (A), and DSSC (C). It shows that the measured
DSSC (C) resets the TIE to be zero whenever the TIE of Up-SSC is accumulated over one period
of Non-SSC clock. Figure 5 shows the measured EMIs of the Non-SSC and the DSSC. The EMI
characteristic of the DSSC was reduced by 14.57 dBm. Figure 6 shows comparison between the
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simulated TIE of the conventional SSC and the measured TIE of the DSSC under the same EMI
performance. The MTIE of the proposed DSSC is improved from 175 ns to 11.59 ns; i.e., by MTIE
reduction of 163.4 ns.

4. CONCLUSION

The proposed SSC with discontinuous modulation technique can reduce EMI peaks while main-
taining very low TIEs compared with the conventional SSC. Therefore, this scheme is very useful
to apply to asynchronous interfaces where a strict MTIE and relatively low EMI are required. The
measured results show that the EMI level is reduced by 14.57 dBm compared with the Non-SSC
and the MTIE is 11.6 ns at the target frequency of 100MHz.
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Abstract— Medium voltage (MV) distribution systems use different methods for grounding
the neutral point. Influences of these grounding methods on the single line to ground (SLG) fault
characteristics are discussed in this paper. Jordanian MV network is used as a case study. The
network has both underground cables and overhead lines. Simulation models are implemented
in both MATLAB/SIMULINK, and DigSilent/Power Factor software. The models allow de-
tailed investigation of the different fault factors and grounding methods. Results are obtained to
evaluate the impact of each grounding method on the SLG fault features. Isolated neutral, solid
grounding, resistance grounding and Petersen coil (Arc suppression coil) grounding are compared
for different fault locations, fault incidence angles, and fault resistances. Current and voltage
waveforms, as well as symmetrical components are used to describe the fault case.

1. INTRODUCTION

The method of grounding has a small influence during normal operation of the system, but becomes
important and effective when an earth fault occurs to an overhead line (OHL) or an underground
cable (UGC). The selection of system grounding method requires deep analysis. The correct ground-
ing solution may be obtained through a great amount of calculations and simulations of the network
during fault. The different grounding methods, in common use are:

a) Solidly or direct grounding (effective grounding).
b) Unearthed or Isolated neutral (floating neutral point).
c) High impedance (resistance) grounding.
d) Low impedance (resistance) grounding.
e) Resonant or Petersen Coil grounding (compensated grounding).

A fault on a power system is an abnormal condition that involves failure risks of power system
equipment. Generally, two types of failures can occur. The first is an insulation failure that results
in a short circuit fault. The second is a failure that results in an interruption of current flow.
Short circuit faults can occur between phases, or between phases and earth, or both. When the
system is grounded by a low resistance or directly (solidly) grounded, the fault current will be very
large. The characteristics of earth-fault current depend on the method of neutral point grounding
as shown in this paper.

Many researchers in the past few years discussed the correlation between different types of
neutral grounding and earth-fault, including fault localization and detection in MV networks. Jor-
danian utility in general uses direct or through resistance grounding without considering the nature
of the MV feeders and their different configurations.

In [1–4], the authors compared between different types of neutral grounding. The authors
in [5–8] studied the system currents and voltages behavior during fault, for the different system pa-
rameters. Isolated neutral systems have small fault current levels. These currents depend generally
on the capacitances between the phases and the ground. Many researchers developed protection
algorithms for compensated networks with high shunt capacitive connections [9–13]. Voltages and
currents have non-sinusoidal evolution during the fault occurrence and clearance periods because
of a component called dead-beat or free component as discussed in [11]. Analysis of overvoltages
generated by SLG faults in Petersen coil grounded MV networks is presented in [14]. The authors
in [15] studied the impact of some neutral grounding methods on the fault characteristics in Al Ain
distribution company in UAE. Some experimental fault cases were tested under different conditions
on a distribution company in Czec republic with Petersen coil grounding. The findings are reported
in [16]. Ref. [17] presents an analysis and comparison of earth fault characteristics in the medium
voltage distribution networks (20 kV) with high impedance grounding. The results are based on
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the evaluation of 476 real case data recordings, obtained from substations of distribution networks,
during the observation period of 3 years. The study dealt with the clearing of earth faults, arcing
fault characteristics, appearance of transients and magnitudes of fault resistances.

The paper presents fault simulation models implemented in MATLAB/SIMULINK, and DigSi-
lent/Power Factory. The created models allow for detailed investigation of different factors includ-
ing the method of grounding the neutral point. Grounding transformers, MV distribution lines,
and their accurate parameters are included. In the studied Jordanian electrical power system, the
neutral grounding is by resistance for both OHL’s feeders and UGC’s feeders irrespective of their
lengths. The single line to ground (SLG) fault currents and voltages are compared for different
fault locations, fault resistances, and grounding methods. This can help to select the most proper
grounding system for a specific network.

2. SINGLE PHASE TO GROUND FAULT ANALYSIS

The following simplifications are normally made:

• All currents are considered to be zero before the occurrence of the fault.
• Shunt elements in the transformer model are neglected.
• Shunt capacitances of transmission lines in most cases are neglected, but it is considered in

case of UGC’s.

2.1. Resistance Earthed Networks

Figure 1 shows modeling of earth fault in a network with resistance earthed neutral for a fault at
the end of the cable feeder.

Figure 1: Zero sequence network of resistance earthed system.

The earth fault current in resistance earthed system is [2, 3]:

If =
3E

Z1 + Z2 + Z0 + 3Rf
(1)

where, E is the phase voltage, Z1 is the positive sequence impedance, Z2 is the negative sequence
impedance, Z0 is the zero sequence impedance. Rf is fault resistance and Rfoot is footing resistance
of the faulted tower.

Taking into account the capacitance of the specific faulted feeder only, If consists of resistive
and reactive components as (Rf = 0):

If = IR + jIC =
E

Rn
+ j3ωC0E (2)

where, Rn is the neutral grounding resistance.
The magnitude of the neutral displacement voltage will be:

V0n =
If√(

1
Rn

)2
+ (3ωC0)

2

(3)

2.2. Compensated Earthed Networks

Figure 2 shows the modeling of earth fault in a network with resonant earthed neutral for a fault
at the end of the cable feeder.
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(a) (b)

Figure 2: Model of a resonant-earthed neutral system, (a) zero sequence network, (b) Thevenin’s equivalent
circuit of the zero sequence network.

The solid earth fault current is determined by [2, 3]:

If =
[
RL + R0

RLR0

]
E + j

[
3ωC0 − 1

ωL

]
E (4)

Coil tuning condition is achieved when:

3ωC0 − 1
ωL

= 0 (5)

In case of complete compensation, 3LCω2 = 1, the solid earth fault current will be:

If =
RLR0

RL + R0
E (6)

The displacement of neutral point voltage will be:

V0n = E
Z0

Z0f
(7)

where,
Re = RLR0

RL+R0
, and Z0f = (Re·jX0)+Rf (Re+jX0)

Re+jX0
.

X0: Equivalent reactance of zero sequence network.
Z0: Equivalent impedance without fault resistance.
Z0f : Equivalent impedance in the presence of fault resistance.

3. THE SYSTEM UNDER STUDY

A real system in Jordan (Tareq S/S) is used as a case study. The network is depicted in Figure 3
and consists of:

• A three 80 MVA three phase transformers 132/33 kV with YNd1 connection.
• 200 KVA three phase transformers 33/0.4 kV with ZNyn11 connection. This creates an

artificial neutral point for grounding. The zero sequence impedance of this transformer is
38.8Ω/phase (given by the manufacturer).

• Feeders, connected to the MV busbar, and made up of 7 UGCs, and 3 OHLs. The OHL is
made up of ACSR (Aluminum Conductor Steel Reinforced) conductors with 150mm2 cross
section area, while the UGC is made up of aluminum conductors with XLPE (Cross Linked
Polyethylene) insulation, with 300 mm2 cross section area.

• The existing grounding method is by a resistance of 19.05 ohm. This resistance is connected
to a collecting point for the three neutral points of the zigzag transformers.

Simulation models of the system are constructed in both MATLAB/SIMULINK and DIGSILE-NT
environments. Simulation results are presented and compared to the analytically calculated ones.

4. SIMULATION RESULTS

Investigation of SLG faults on “Safe way A” feeder (single circuit UGC feeder) for all different
cases of neutral point grounding is presented. Digsilent program results are displayed by figures
that show:



Progress In Electromagnetics Research Symposium Proceedings 1147

Figure 3: Single line diagram of case study system.

(a) (b)

(c)

Figure 4: Fault at the end of the line (Safe way A), for low resistance grounded system, Rf = 40 Ω, (a) three
phase voltages at Tareq main BB, (b) three phase voltages at feeder BB, and (c) three phase currents.

i Fault impedance in ohm (resistance Rf and reactance Xf ).
ii Feeder under consideration (i.e., the label of faulted feeder) for example, “Safe way A” feeder.
iii Sequence voltages (labeled as 0-1-2 sequence voltages, U0, U1, and U2) in kV with phase angles

in degrees.
iv Short circuit level in MVA (labeled as ”Sk”).
v Short circuit current (labeled as Ikss) in kA with phase angle in degrees.
vi Sequence currents (labeled as 0-1-2 sequence currents, I0, I1, and I2) in kA with phase angles

in degrees.
vii Example feeder line to ground voltages (labeled as A, B, C values at observation location) in

kV with phase angle in degrees. It shows the statement “SHC on line: Safe way A” which
means short circuit on the example feeder “Safe way A”.

4.1. Low Resistance Grounding
Assume an A-G fault at the end of the line (Safe way A) with Rf = 40Ω. The presence of Rf , in
addition to the grounding resistance, causes an appreciable reduction in distortion of voltages and
currents waveforms. The fault current and the phase voltages obtained by the two softwares are
shown in Figures 4–6. The neutral displacement voltage is less than 6 kV as determined by both
softwares.

4.2. High Resistance Grounding
For A-G fault at the end of the line (Safe way A) with Rf = 40 Ω, simulation results are shown
in Figures 7–9. The current flow in the neutral is limited, while the current at fault location is
higher because of the contribution of capacitive currents. Neutral displacement voltage and neutral
current curves at clearance time do not converge to zero value instantaneously because of the nine
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(a) (b)

Figure 5: Fault at the end of the line (Safe way A), for low resistance grounded system, Rf = 40 Ω, (a) neutral
current and (b) neutral point displacement voltage.

Figure 6: Digsilent outputs for low resistance grounded system, Fault is at the end of the line (Safe way A),
Rf = 40 Ω.

(a) (b)

(c)

Figure 7: Fault at the end of the line (Safe way A), for high resistance grounded system, Rf = 40 Ω, (a) three
phase voltages at Tareq main BB, (b) three phase voltages at feeder BB, and (c) three phase currents.

(a) (b)

Figure 8: Fault at the end of the line (Safe way A), for high resistance grounded system, Rf = 40 Ω,
(a) neutral current and (b) neutral point displacement voltage.

healthy feeders affecting the response of currents and voltages. In case the healthy feeders are
disconnected the neutral current converge to zero instantaneously. The location of the fault and
the presence of Rf in addition to HRG explains why small fault current exists. The disturbances
and distortion disappears because of Rf existence and the fault location is far away from the supply
point. The figures show similar results for the two softwares.
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Figure 9: Digsilent outputs for high resistance grounded system, Fault at the end of the line (Safe way A),
Rf = 40 Ω.

4.3. Petersen Coil (Resonant) Grounding
For A-G fault at the end of the line (Safe way A) with Rf = 0Ω, simulation results are shown
in Figures 10 to 12. As can be seen, the current resulting from the fault is small with resonant
grounding due to the compensating effect of the Petersen coil. The system discharging and charging
in SLG fault depends on the capacitances of the feeders with ground, and on the location of the
fault. For resonant grounding (compensated) networks this process is changed, the current through
Petersen coil compensates and reduces the capacitive current through the fault location. When
a SLG fault occurs the faulty phase starts discharging to the ground through the fault. Healthy
feeders, plus the other two healthy phases starts charging to the ground. These charging currents
can be determined as zero sequence currents.

Table 1 gives the results in case of Petersen coil neutral grounding method with solid earth fault.
The total capacitive current in the system is about 0.5 kA. Fault current has a small value because
of high percentage of compensation (actual Petersen coil has a controller with tap changing or
plunger to control tuning of the system from zero to near 100% of compensation). This small value
of fault current enables the system to continue in feeding the consumers under fault for a long time.
To compensate for the capacitive earth fault current of the feeder “Safe way A” (with 5.44 km

(a) (b)

(c)

Figure 10: Fault at the end of the line (Safe way A), for Petersen coil grounding system, Rf = 0 Ω, (a) three
phase voltages at Tareq main BB, (b) three phase voltages at feeder BB, and (c) three phase currents.

(a) (b)

Figure 11: Fault at the end of the line (Safe way A), for Petersen coil grounding system, Rf = 0 Ω, (a) neutral
current and (b) neutral point displacement voltage.
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Figure 12: Digsilent outputs for Petersen coil grounding system, Fault at the end of the line (Safe way A),
Rf = 0 Ω.

Table 1: MATLAB results for petersen coil grounding, fault at the end of the line (Safe way A), RF = 0Ω.

Neutral Voltage 19432.20 Vrms −179.74◦

Neutral Current 24.74 Arms 90.33◦

Compensated Fault Current 472.73 Arms 89.41◦

cable length), the zero sequence capacitance is approximately 0.28µF/km, the total capacitive
impedance of 5.44 km cable XC0 is 2089.744 Ω. The inductance of local compensation grounding
coil is 2.2173 H, the resistive losses is about 2.4% with local coil resistance of 17.4146 Ω. Neutral
point displacement voltage reaches near phase to ground voltage, the results from Matlab program
is 19.43 kV and 19.46 kV from Digsilent.

5. CONCLUSIONS

Fault calculation models are implemented in both MATLAB/SIMULINK, and DigSilent for a MV
network in Jordan. The models enable the detailed investigation of the earth fault under different
fault factors and methods of grounding the neutral point. For Low resistance neutral grounding
systems, SLG fault current can be controlled by adjusting the value of the earthing resistance. The
charging currents of line to ground capacitors (especially UGC) contribute to the fault current.
Voltages at healthy phases are slightly higher than 80% of the line to line voltages and higher
than voltage levels of solidly grounded networks. For high resistance neutral grounding systems,
SLG fault current can be reduced to near load currents. Voltages of healthy phases may equal
the line to line voltage, during fault. Protection schemes may malfunction. For isolated neutral
systems, fault current is low and is determined mainly by charging capacitors in case of mostly
UGC feeders. Voltages to ground at healthy phases reach and may exceed line to line voltages.
For compensated neutral grounding (Petersen coil), charging capacitive current of healthy phases
that flow through the neutral wire are greatly damped. Petersen coil can be adjusted to match MV
network changes. The resistive part of Petersen coil determines the amount of the fault current
through neutral. Maximum voltage of healthy phases can reach line to line voltage level. Traditional
relaying schemes can not be effective in this case. Enhanced earth-fault relay designs are required
if Petersen coil grounding is applied.
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Abstract— Due to limited availability and the rising price, the layer thickness reduction of
solar cells is an attractive prospect. In this paper, we investigated a thin high efficiency structure
of CdTe solar cells for nano-area application. The proposed structure, achieved by rotating 90◦
in the base line structure, suggests high efficiency due to high current density. The proposed
structure showed acceptable efficiency which is quite noteworthy in reducing the amount of
material used and associated losses. The result showed a considerable improvement over the
15% efficiency of the reference sample. Under global AM 1.5 conditions, the designed cell had
a VOC of 866 mV, a JSC of 74.84mA/cm2, and a FF of 48.2%, corresponding to a conversion
efficiency of 31.2%.

1. INTRODUCTION

Third generation thin-film solar cells are the most promising field of photovoltaic solar cell research.
They are much cheaper to manufacture (due to using simpler deposition processes), and require
much less materials, as compared to the conventional single-crystal cells. Polycrystalline CdTe
films have high optical absorption coefficient and are normally used in a CdS/CdTe heterojunction
configuration. Because of its near ideal band gap of 1.45 eV and high optical absorption coefficient,
CdTe has long been a leading material in thin film solar cell fabrication. The most important
parameter that affects photon absorption is thickness of the CdTe layer [1, 2]. Reducing the CdTe
absorber layer thickness is an attractive prospect due to limited availability and the rising price
of Te with regards to very high volume Photovoltaic module manufacture in the future. Another
advantage is that overall material consumption will decrease along with module production costs.
CdS films are suitable as a window layer for CdS/CdTe solar cells. Thinner CdS films produce higher
JSC [3, 4]. The maximum theoretical efficiency reported for CdTe solar cells are 28–30% [5, 6]. The
record cell efficiency of CdTe solar cells have been increased by only 1.5% during the last 17 years [7–
11]. The maximum cell efficiencies of the CdTe solar cells were reported to be between 16% and
16.5% [12–15]. The NRELverified cell efficiency of 20.4% and a module efficiency of 14% were
reported by First Solar [16]. Increasing the efficiency of the CdTe thin film solar cells is a current
hot research topic. Simulation of CdTe thin film solar cells is an important strategy to test the
viability and prediction of the effect of physical changes on the cell performance in the proposed
structures. Now, the challenge facing the researchers and technologists is increasing the efficiency
of CdS/CdTe solar cell and decreasing the gap between the actual efficiency and the theoretical
limit. The goal of this paper is to explore a higher efficiency CdTe solar cell by introducing a new
structure.

2. ANALYSIS OF CONVENTIONAL AND MODIFIED STRUCTURES

The mechanism of structures could be evaluated by numerical simulations enabling the design of
new structures with better efficiency and stability. The starting point of this work was the baseline
case as reported in [1]. In brief, the CdTe device model in the base line case consists of a 4µm-
thick CdTe absorber layer, a 100-nm thick CdS window layer, and a 500-nm-thick SnO2 buffer
layer. Most of the important electronic parameters are listed in Table 1. The values have been
chosen on the basis of theoretical considerations, experimental data and existing literature.

The back barrier in CdTe layer was low (0.3 eV). It is assumed that 5% of the incident light
was reflected at the front contact. The electron lifetime of 0.5 ns was used in the CdTe absorber
layer of the baseline case. Using the mentioned parameters, the baseline solar cell parameters were
VOC = 0.865V, JSC = 25mA/cm2, FF = 73%, and η = 157%. At the next step, this structure
was modified by rotating 90◦ of the structure without dimension variation. Figure 1 illustrates the
CdTe baseline case structure and the modified structures investigated in this study.
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Table 1: Best cell parameters.

Layer Properties

CdS SnO2 CdTe

Layer Width D [nm] 100 500 4000

Dielectric Constant ε/ε 10 9 9.4

Electron Mobility µe [cm2/Vs] 100 100 32

Hole Mobility µh [cm2/Vs] 25 25 4

Electron/Hole Density n, p [cm−3] n: 1017 n: 1018 p: 2× 1014

Band Gap Energy E g [eV] 2.4 3.6 1.5

Effective Density of States NC [cm−3] 2.2× 1018 2.2× 1018 8× 1017

Effective Density of States NV [cm−3] 1.8× 1019 1.8× 1019 1.8× 1018

Defect States

CdS CdS CdTe

Acceptor/Donor Defect Density NDG , NAG [cm−3] A: 1017 A: 1015 D: 2× 1014

Defect Peak Energy EA, ED [eV] midgap midgap midgap

Distribution Width WG [eV] 0.1 0.1 0.1

Capture Cross Section σe [cm2] 10−17 10−15 10−12

Capture Cross Section σh [cm2] 10−12 10−12 10−15

Structure (a) Structure (b)

Figure 1: Structures of the CdTe solar cells:
(a) baseline case structure and (b) modified cell
structure for higher efficiency.

Figure 2: Photogeneration rate for the conventional
and proposed structure.

The proposed structure has many advantages such as high photogeneration and low recombi-
nation rate. The JSC of the cell can be improved by reducing the carrier recombination losses at
the back contact or increasing the photogeneration rate in the absorber layer. Because the light
inters to layers independently, the photogeneration rate is high in each layer. Figure 2 shows the
comparison the photogeneration rate between conventional and proposed structure.

In addition, using less semiconductor material by thin cells is one of the main goals of today’s
solar cell research. Also, the thinning will reduce the recombination loss as well as lower production
time and the energy need to produce solar cells. Consequently, all of these factors will decrease the
production cost. Hence, it is possible to reduce the dimension of proposed structure considerably
and achieve better base line results, simultaneously. Figure 3 shows the current-voltage and power-
voltage curves for comparison with the base line case.

As it is shown in Figure 3, the conversion efficiency can be increased to 31.2% mostly due
to improvement of JSC compared to the base line case. Although FF is smaller than base line
case because of the high difference between JSC and maximum current of the cell the important
parameters of the solar cell are much more than base line case. Figure 4 and Figure 5 show the
characteristics of the proposed cell by decreasing the cell depth.

It is clear from Figure 4, the JSC decreases and VOC increases by increasing the depth. Therefore,
cell has a lower FF . Figure 6 shows the cell efficiency and FF of the proposed structure as a function
of depth.



1154 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Structure (a)
Structure (b)

Figure 3: characteristics of the (a) baseline case struc-
ture and (b) modified cell structure for higher effi-
ciency.

Figure 4: Light J-V curves of the cell with the
lower depth (d).

Figure 5: Power curves of the cell with the lower
depth (d).

Figure 6: Efficiency and FF of the cell as a function
of the cell depth.

Because of reducing the depth corresponding to a thinner cell, photogeneration rate decreases.
As a result, the efficiency of the cell is decreased. It can be seen from Figure 5 by decreasing the
depth up to 0.1, the cell efficiency is still better than base line case.

3. CONCLUSION

In this study, a base line structure is considered and a new structure is proposed which is achieved
by rotating 90◦ in the base line structure. The result showed a considerable improvement over the
15% efficiency of the reference sample. The proposed structure showed acceptable efficiency which
is quite noteworthy in reducing the amount of material used and associated losses. It was shown
that 0.1µm of CdTe absorber layer was sufficient to produce conversion efficiency over 15%. Under
global AM 1.5 conditions, the designed cell had a VOC of 866mV, a JSC of 74.84mA/cm2, and a
FF of 48.2%, corresponding to a conversion efficiency of 31.2%.
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Abstract— In this work we discuss the design of planar arrays in which N + 1 parasitic
monopoles, properly placed in a linear array of N active elements, allow a broadside radiation
and a gain value close to that of a standard 2N +1 active element array. Parasitic metallic strips
are placed symmetrically on both sides of each microstrip monopole and, in order to achieve
the correct phase lag for a broadside pattern, meandered lines are inserted between the feeding
microstrips and the active monopoles.
Linear arrays working in the wireless local area network (WLAN) band around 2.4 GHz and
composed of 5×1 and 9×1 microstrip monopoles with their feeding network have been designed
and fabricated on FR4 substrates. In order to obtain a unidirectional pattern, a metallic plane
reflector is placed at a distance of about λ/4 from the array board: predicted gain (11 dB for
5 × 1 array and 15 dB for 9 × 1 array) and bandwidth (around 600MHz) are larger than for
conventional microstrip patch arrays having similar board dimensions.

1. INTRODUCTION

Antenna arrays are commonly used in wireless communication base stations which are nowadays
facing the challenges of wider bandwidths and higher gains for an increased channel capacity.
Compact arrays can be composed of printed antennas offering a large variety of designs, for instance:
patch antennas [1], printed dipole antennas [2], printed monopole antennas and their variants
(e.g., the inverted-F) [3, 4]. The disadvantage of patch antennas is their narrow bandwidth, which
prevents their use in many applications. On the contrary, the design of printed monopoles is flexible
and moderate to wide bandwidth (300MHz to 1 GHz) impedance matching can be achieved [3, 4],
therefore, microstrip monopoles have been widely adopted in wireless communication systems [5, 6].
According to the principles of Image Theory, the monopole and its mirror image with respect to the
ground plane will form a dipole antenna [7]. However, the antenna is installed on a finite ground
plane, whose size and shape can affect both the resonance frequency and the radiation pattern.

In this paper, we present two printed planar arrays of monopoles with their feeding networks;
as can be seen in the drawings of Figure 1, these arrays are formed of N (= 2 and 4) active
monopoles and N +1 (= 3 and 5) parasitic monopoles. Only the active monopoles are fed directly,
whereas the parasitic radiators are fed through the currents induced by the active monopoles and
by the current passing across the ground plane, as there is no balun at the input port. To obtain a
broadside pattern and maximize directivity it is necessary to properly choose magnitude and phase
of the currents exciting each isotropic microstrip radiator. We numerically demonstrate that, by
using meandered lines capable of delaying the currents feeding the active monopoles, a broadside
radiation pattern can be obtained with a gain value close to that of a standard 2N +1 (= 5 and 9)
active element array. The details of the antenna design and its radiation performance are described
in the following sections.

2. ANTENNA ARRAY DESIGN

The array radiating elements are present on both faces of a standard FR4 substrate: the active
elements are fabricated on the front of the substrate, whereas the parasitic elements are fabricated
on the back of the same substrate. The proposed arrays are illustrated in Figure 1. The expected
monopoles length is a quarter-wavelength, but this value must be tuned by numerical simulations
since the resonance condition is influenced by the finite size of the ground plane (i.e., the large
rectangular plane on the substrate back). As shown in Figure 1(a), the key concept of our design
is to place symmetrically on both sides of each active monopole (at a distance of about λ/4)
two parasitic metallic strips which are protrusions of the ground plane. The meandered lines are
inserted between the feeding microstrip lines and the active monopoles and act as phase-delay
lines for the current feeding the active monopoles. The microstrip network between the input
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(a)

(b)

Figure 1: Drawing of the microstrip monopole arrays: (a) 5× 1 array, (b) 9× 1 array. The feeding network,
the meanders and the active monopoles are on the substrate front face, whereas the ground plane and the
parasitic elements are on the substrate back face.

port and the active elements allows for a wide bandwidth impedance matching. In the case of the
5× 1 array (Figure 1(a)), the input 50-Ohm microstrip is split into two 100-Ohm lines, which are
followed by 70-Ohm quarter wave transformers connected to the 50-Ohm microstrips feeding the
meanders. Numerical simulations performed by means of CST Microwave Studio show that the
current densities on the parasitic strips are mainly induced by the driven monopoles. In our design
only an unbalanced waveguide like the microstrip is requested; this choice implies that some current
passes across the ground plane and reaches the parasitic elements, but the same current is useful
to achieve impedance matching on a wider band.

Each meandered delay line is composed of 5 segments with a width of 0.5 mm and a total length
l that must compensate for the phase delay among the active monopoles and the parasitic ones; a
long optimization procedure gave the value l = 2.86 cm.

CST simulations confirm that the 2N + 1 radiators are fed in phase and it must be underlined
that the currents flowing in the parasitic elements are less intense than the ones in the active
monopoles. Without the presence of the meanders the relevant gain enhancement due to the array
factor of 2N +1 isotropic elements cannot be observed, even by significantly changing the radiating
elements separation or optimizing the feeding network.

A thorough numerical optimization has led to the geometrical dimensions of the final designs
displayed in Figure 1: the substrate total area is 13.9×7.6 cm2 for the 5×1 array and 27.1×9.2 cm2

for the 9×1 array, the area occupied by each meander is 2.25×0.35 cm2 and the driven and parasitic
microstrips have a width of 2.9mm.

3. RESULTS

Prototypes were milled on FR4 substrates (with thickness 1.58 mm, εr = 4.5, tan δ = 0.025) and
measured in anechoic chamber by using a two port Agilent N5230 PNA-L network analyzer. The
simulated and measured reflection coefficients of the 5×1 and 9×1 arrays are shown in Figure 2(a)
and 2(b), respectively. The 10 dB impedance matching bandwidth ranges from 2.2 GHz to 2.91 GHz
for the 5× 1 linear array, with a fractional bandwidth (FBW) of 0.28, and ranges from 2.2 GHz to
2.65GHz (FBW = 0.17) for the 9× 1 linear array. The simulated and measured return losses are
in good agreement for the 5× 1 linear array; considering the 9× 1 linear array, we have almost the
same −10 dB bandwidth, but the minima predicted by the numerical simulation are 15 dB smaller
than the measured ones.

Figure 3(a) shows the calculated 3D radiation pattern of the 5 × 1 array; as expected from
basic array theory, there are two main lobes (tilted by 10◦ with respect to the normal to the
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(a) (b)

Figure 2: Computed (dashed lines) and measured (solid lines) reflection coefficients: (a) 5×1 array, (b) 9×1
array.

(a) (b)

Figure 3: Radiation patterns of the 5× 1 array at the frequency of 2.4 GHz: (a) plain array, (b) array with
metallic plane reflector.

(a) (b)

Figure 4: Radiation patterns of the 9× 1 array at the frequency of 2.4 GHz: (a) plain array, (b) array with
metallic plane reflector.

board) and the gain is 7.3 dB. In order to obtain a unidirectional pattern, a metallic plane reflector
(18× 12 cm2) is placed at a distance of 3 cm from the array board and the resulting 3D pattern is
shown in Figure 3(b); the main lobe is almost perpendicular to the board (the tilt is only 5◦ and
the corresponding gain is 11.4 dB (the increase in gain is even larger than the 3 dB predicted by
theory). The 3D radiation pattern of the 9× 1 array exhibits a gain of 10.8 dB (see Figure 4(a)),
which can be augmented up to 14.6 dB when a metallic plane reflector (31× 12 cm2) is placed at a
distance of 3 cm (see Figure 4(b)). In the case of the 9× 1 array, secondary lobes are present (with
a side lobe level of −10 dB) and the main lobe is tilted of 20◦ irrespectively of the presence of the
metal reflecting plane.
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4. CONCLUSION

Two printed arrays with N active microstrip-fed element and N + 1 parasitic strips have been
designed and characterized at 2.4 GHz: meanders are used to enforce a phase lag to the currents
flowing in N of the radiating metallic strips and determine a broadside radiation. Simple fabrication
techniques that are inexpensive can be employed to realize these structures and the feeding network
is much more simple than those required by monopole arrays already reported in the literature [6].
The results of this study have shown that by adding N + 1 parasitic elements, we can obtain a
broadside radiation gain value close to that one of a standard 2N + 1 isotropic element array and
the bandwidth is significantly larger (> 600MHz) than the one of conventional microstrip patch
arrays [8]. In spite of the compact board areas, gains of 11 dB and 15 dB are achieved with a
metallic plane reflector placed at a distance of about λ/4. In order to verify the array performance,
prototypes have been fabricated and are currently under test. The proposed antennas may be
suitable candidates for WLAN point to point operations.
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Technology Advances in GNSS High Precision Positioning Antennas

D. V. Tatarnikov
Topcon Positioning Systems, Russia

Abstract— Typical error of high precision positioning with the Global Navigation Satellite
Systems (GNSS) is currently about +/ − 1 . . . 2 cm in real time; multipath reflections from the
Earth surface underlaying the receiver antenna is the largest error source. Newly developed
compact low-loss rover antennas and reference station antennas are presented. The developed
antennas with cutoff pattern potentially bring the millimeter precision in “almost” real time to
the realm of practice. With the antennas, precision achieved is estimated to be of 0.65mm in
rms sense given phase noise of the system smoothed out within a time interval of 1minute span.

1. INTRODUCTION

Currently, typical error of high precision positioning with the Global Navigation Satellite Systems
(GNSS) is of the order of +/ − 1 . . . 2 cm in real time and of 1 . . . 2mm in post-processing. The
technique is widely used in various areas of business and research. A high precision system processes
a variety of the GNSS signals along with certain types of corrections [1]. However, even with the
best open sky sites there remains a site-dependent error associated with the reflections of satellite
signals from the earth surface undelaying the user antenna. The reflections are referred to as
multipath and are the major contribution to the total error of positioning. The way to mitigate
the error is a proper shaping of the receiving antenna pattern.

From antenna technology standpoint the GNSS spectrum is a plurality of two sub-bands: the
Lower GNSS band (1160–1300 MHz) and the Upper GNSS band (1540 . . . 1610MHz). The antennas
are to receive right-hand circular polarized (RHCP) signals. One would mention that the increase
of the antenna noise temperature largely contributes to malfunctioning the phase lock loops (PLL)
of the receiver. This differentiates the high precision equipment from other branches of satellite
positioning where the delay lock loop is of interest. Thus, the art of the antenna design is to
provide with compact low loss antennas. An ideal antenna for high precision applications would
have +3dB gain for all the directions in top semi-sphere and 0 gain for the directions underneath.
This is to mitigate the reflections. In practice, antenna gain roll-off from zenith to horizon of
about 10 . . . 15 dB is viewed as acceptable. Larger roll-offs normally are associated with the PLL
malfunctioning, in particular in regards to low elevated satellites. The desire to approach the
step-like pattern yet keeping antennas to practical size is one of the major directions in antenna
developments. Last but not least, cost efficiency is a factor.

It is practical to characterize antennas by the down up ratio DU(θe) = F (−θe)/F (θe). Here
F (±θe) is the antenna pattern reading for a certain angle θe above (below) the local horizon.
Within the specular reflections model, the ratio gives the multipath error to positioning [1]. Typical
plots approximated by linear trends are shown in Fig. 1. The curve 1 is for the so-called rovers,
i.e., antennas for practical use in the field. This kind of behavior allows to achieve the precision
in real time mentioned above. The curve 2 is for base stations. Here, mm-level precision in
post-processing is achievable. Finally, the curve 3 is for “no-multipath” antenna which would be
required for millimeter precision is real time. In regards to the latter one would mention that
normally satellites below 10 degrees elevation are omitted during processing. This is due to a large
degree of distortion of their signals by natural or human-made obstacles. Thus, “no multipath”
antenna would have about 40 dB drop of the gain (cutoff) within +/− 10 degrees angular sector.

This paper is an overview of results and perspectives of the developments done in Technology
Center of Topcon Corp. in Moscow, Russia. Books [2, 3] could be recommended for a broader view
of the GNSS receiving antenna technology.

2. PATCH ANTENNAS WITH ARTIFICIAL DIELECTRIC SUBSTRATES

Given an acceptable roll-off of the gain from zenith to horizon of above, a common patch antenna
is to have a dielectric substrate with relative permittivity equal to about four [1]. Then, antenna
Q-factor estimates [4] show that the required bandwidth claims for the substrate thickness to be
of about 1 cm or more. Dense low-loss substrates of such thickness contribute to antenna weight
increase and manufacturing complications. As an alternative, patch antennas with substrates made
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of light weight metal structures have been considered [5, 6]. Basics of the approach are illustrated
as follows.

Consider a parallel-plate waveguide partially filled with the structure of metal ribs located
at −b < z < 0 (Fig. 2). For T ¿ λ, let the ribs form an averaged inductive surface impedance
ZS = iη0tg(kd) (with k being a wavenumber, λ being a wavelength, η0 being an intrinsic impedance,
all of free space, and i being an imaginary unit). Then, for b, d ¿ λ the slowdown factor β of the
wave propagating in x direction in the area 0 < z < d is β = √

εeff =
√

1 + b/d [7]. Here εeff is
equivalent effective dielectric permittivity. Thus, for small enough d a high εeff potentially could
be actualized. For circular polarized antennas one is interested in a structure of thin pins rather
than ribs. More accurate estimates [5] show that εeff ≈ 4 is achievable. Fig. 3 illustrates a dual-
band patch antenna stack [8]. The antenna has been used for navigation of automated machines
in agriculture and construction.

Further on, with TM10 cavity mode of a patch antenna, the electric field intensity in the area
near the antenna center of symmetry is small. This suggests that pins of the central area could
be removed. This has led to the patch stack design with substrates in the form of a capacitive
frame [9]. The sample is shown in Fig. 4. The weight of this stack is 150 gram.

One would mention that the estimates [6] show that a capacitive frame potentially offers a slight
bandwidth increase versus a regular dielectric. The way to estimate εeff is like follows. Consider a
linear polarized squared patch antenna furnished with such a frame (Fig. 5). For a wave propagating
in between a patch and a ground plane in the x-direction an equivalent longitudinal chain circuit
of Fig. 6(a) holds. Here, the characteristic impedance W = η0h/a is taken as that of the cut of a
parallel-plate waveguide filled with air with width a equal to the patch size and height h equal to
the substrate thickness. Let BC1 be the susceptance of capacitors per one period of the longitudinal
structure 1 (Fig. 5) and β1 be the an equivalent slowdown factor of the structure. For T ¿ λ and
not too big β1, for the chain of Fig. 6(a)) the expression β1 =

√
1 + (BC1W/kT ) holds [10].

Next, consider an equivalent circuit of a patch antenna in the form of a quarter-wave stub
(Fig. 6(b)). Here GΣ is the admittance [4], BC2 is the total susceptance of transversal structure 2
of Fig. 5. It is assumed that the stub is filled with a homogeneous medium with slowdown factor
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β1 of above; thus, the characteristic impedance is W1 = η0h/(β1a). The resonant condition for
the stub is BC2W1 = ctg(kβ1a/2). For the circular polarized antenna, the structures 1 and 2 are
identical. Writing BC for the susceptance of one capacitor one has BC1 = 2BC , BC2 = BCa/T .
Let α = BCη0h/T be the constitutive parameter of the substrate. Then, one has a system of
two equations β1 =

√
1 + (2α/ka); α = β1ctg(kβ1a/2). The equations define the resonant size

a as a function of α. Effective permittivity of the substrate εeff is then introduced by writing
β = √

εeff = λ/(2a). A convenient way to solve the equations could be seen in [1].
With some applications the Lower GNSS band narrows to 1215 . . . 1260MHz. This is the so-

called dual frequency L1/L2 functionality. Then, a compact concentric dual band patch antenna
could be considered rather than a stack. The concentric antenna introduced by late 90-s employing
ceramic substrate is shown in [1]. In Fig. 7 a version with a metal capacitive substrate is illustrated.
The inner patch is for L1 band and the outer is for L2. The antenna has weight of 90 gram.

3. COMPACT MULTIPATH-PROTECTED ROVER ANTENNAS

The antennas are to meet the curve 1 of Fig. 1. For the purpose, a patch antenna onto a flat metal
ground plane is the most common arrangement. Estimates [1] show that the minimal acceptable
ground plane size is about half-the wavelength. With the ground plane of lesser size, the antenna
multipath rejection capability degrades. To overcome the limit, an anti-antenna approach has
been suggested [11]. The approach could be illustrated as follows. Consider a two-dimensional
model in the form of two parallel magnetic line currents arranged into a stack with respect to the
vertical z-axis such that ~jm

1,2 = U1,2δ(z ∓ d)~x0. Here U1,2 are magnitudes of voltages across the
currents, δ(z ∓ d) are the Dirac delta-functions, ~x0 is the unit vector of Cartesian frame, d ¿ λ.
If U2 = −U1 exp(−2ikd) then the pattern in the z-y plane is a cardioid with radiation downward
suppressed. Now consider two patch antennas arranged in a vertical stack (see Fig. 8; the top
antenna 1 has a ceramic substrate and the bottom antenna 2 has a comb metal substrate of
above. A low-noise amplifier 3 is arranged atop the antenna 1). The top patch antenna is active
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Figure 8: Implementation of anti-antenna concept.
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and the bottom patch antenna is passive and tuned such that the just described relationship of
voltages across the radiating slots of the two antennas holds. The bottom patch is called the anti-
antenna [12]. The antenna stack does not require a ground plane. Compared to flat metal ground
plane, size reduction in horizontal plane by a factor of √εeff is achieved. Here εeff is the effective
permittivity of the substrate. The details and examples of dual band quadri-patch structures could
be seen in [1, 12, 13]. The approach has been employed in a design of compact positioning units
(sensors) [14]. As an example, the left panel in Fig. 9 illustrates an antenna stack and the anti-
antenna arranged atop the housing with receiver electronics. Measured antenna patterns are shown
at the right panel. With the design,the down-up ratio in nadir direction (at 180◦) exceeds 15 dB in
absolute value.

Another type of compact antennas not requiring a ground plane for multipath protection is
helices. Helix antennas have been employed for satellite positioning since the beginning in late
1980-s (see [2, 15] and references therein). With compact designs, sufficient bandwidth is a topic
for further developments. As an example of the newly done developments, Fig. 10(a) illustrates the
dual-band quadrifilar helix antenna compatible with GPS, GLONASS, Gelileo and BeiDou satellite
systems. The type of the pattern achieved is illustrated at the right panel of the figure.

We complete this Section with the remark that by constructing a linear combination of spherical
harmonics one is able to achieve a pattern of the kind of exp(−iϕ)(dP 1

n(cos θ)/dθ + P 1
n(cos θ)/ sin θ)

(~θ0 − i~ϕ0). Here θ, ϕ are the zenith angle and azimuth, respectively, ~θ0, ~ϕ0 are the unit vectors of
a spherical coordinate frame, P 1

n(cos θ) is the Legendre function of the n-th order. The pattern has
only a RHCP component within the entire sphere thus with radiation downwards suppressed. This
type of pattern could be achieved by a pair of magnetic m and electric e current rings coinciding
with each other. In spherical coordinates, ~je,m = ~ϕ0I

e,m exp(−iϕ)δ(r − a)δ(θ − π/2)/r with the
magnitudes obeying Im = iη0I

e. With small enough a a perfect cardioid pattern is realized. An
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example of the respective structure is shown in Fig. 11(a). Here 1 is a symmetrical patch antenna, 2
is a wire loop antenna. Power combiner 3 is located at the center of the patch antenna. Calculations
with the CST software have shown that at the distance between the patch and the loop of the order
of hundredths of the wavelength, the two antennas are de-coupled due to geometrical and electrical
symmetry. The calculated pattern is shown at the right panel of Fig. 11. Here, the cross-polarized
(LHCP) component does not exceed −20 dB with the down-up ratio in nadir direction exceeding
40 dB in absolute value. The size of the structure is about 1/4 of the wavelength.

4. REFERENCE STATION ANTENNAS

The antennas generally meet the curve 2 of Fig. 1. The most common example is a Choke Ring
ground plane antenna serving for geodetic community for more than 20 years. See [16] for the
basics of design and [1] for a photopicture and antenna patterns. The Choke Ring ground plane
realizes a high capacitive impedance surface. However, a natural feature of such surfaces is antenna
pattern narrowing. One would mention that with two dimensional approximation and large enough
ground plane, an antenna pattern null in the direction grazing the ground plane is formed. This
is well-known, details could checked in [12]. Said narrowing affects the ability of the antenna
to support tracking of low elevated satellites. With the goal of widening the pattern while not
affecting the multipath rejection capabilities of an antenna, a non-planar pyramidal structure has
been suggested [17]. The approach of [18, 19] could be illustrated as follows.

Consider two magnetic ring currents placed at a small distance from each other (Fig. 12(a)).
The currents obey exp(−iϕ) behavior versus azimuth, the magnitudes of the two currents are
related such that to approach a cardioid pattern in the elevation plane. The currents are to model
radiation of a circular polarized antenna arranged atop a ground plane. Let the ground plane (a
dotted line in Fig. 12(a)) be of a spherical shape and realize a perfect magnetic conductor (PMC)
boundary. Then, as discussed in [18], with small enough R the radiation pattern approaches that
of the currents in free space. However, with R increases within a practically reasonable range,
the antenna gain for low elevations stays almost unchanged while the radiation in the direction
downwards decreases rapidly. This has served as a base for designing an antenna shown at the
right panel of the figure. Here, a PMC surface is realized by a straight pins structure. The antenna
has a larger gain in the directions of low elevated satellites versus a common Choke Ring ground
plane while having the same multipath protection. Other details of the design could be checked
in [1, 18]. The internal volume of the antenna is utilized to accommodate high-Q cavity filters for
interference suppression.

Another type is the so-called field reference station antennas. The antennas are intended for
practical applications in the field environment and are to provide with the precision competitive to
those for the reference stations while having less weight and size. Potentials to control the radiation
pattern by semi-transparent ground planes with complex grid impedance have been discussed in [20].
With antenna shown in Fig. 13(a) the semi-transparency is achieved by a slot loaded by a system
of complex impedances. The radiating pattern of the antenna is illustrated in Fig. 13(a). Here
the antenna gain roll-off from zenith to horizon is 10 . . . 13 dB while the down/up ratio in nadir
direction is −25 dB. One of the features of the field reference station antennas is decreased intensity
of the near-fields in the region underneath. This is to reduce the errors in positioning associated
with metal objects which normally appear with practical setups. In geodetic literature, the errors
are referred to as near-field effects [21]. Fig. 13(c) illustrates the test setup with a metal disk
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underneath the antenna. Fig. 13(d) shows the measured extra offset of the phase center of the
antenna versus distance to the disk. For the distance exceeding about a quarter of the wavelength,
the extra offset does not exceed 1 mm.

5. POTENTIALS FOR MM-PRECISION OF POSITIONING IN REAL TIME

The respective antennas are to approach the curve 3 of Fig. 1. So far, a vertical array antenna has
been presented in [22]. The antenna exceeds 2 meters in height and is intended as a ground base for
unmanned aircraft landing. Reference station antenna with a capacitive impedance ground plane
of 3 meters in diameter is presented in [1, 23]. With this antenna, the multipath error falls below
phase noise of the system. Perspectives of employing the antenna for CORS reference stations of
the International GNSS Service (IGS) are discussed in [24]. However, dimensions of the antennas
of above are substantial in wavelength scale. Further developments in the direction [25] show
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that competitive performance could be achieved with travelling wave helix antennas of about 1.5
wavelength height. An antenna sample is shown at the left panel of Fig. 14. The right panel
illustrates the remaining multipath error to positioning in real time, with the noise being smoothed
by a moving window of 1 minute span. The rms of the error is estimated as of 0.65mm. One would
mention that with such antennas it is no longer multipath that is the major error contribution but
rather the phase noise.

6. CONCLUSION

Different kinds of antennas for high precision positioning developed at Topcon Center of Technology
have been discussed. Newly developed compact rover antennas, field reference station antennas
and antennas with cutoff pattern are presented. One would mention that with high precision
applications so far, the antenna noise factor is to be kept at minimal levels. The newly developed
antennas with cutoff patterns of moderate size potentially bring the mm precision in “almost” real
time into the realm of practice.
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21. Dilssner, F., G. Seeber, G. Wübbena, and M. Schmitz, “Impact of near-field effects on the
GNSS position solution,” Proc. ION GNSS 2008, 612–624, Institute of Navigation, 2008.

22. Lopez, A. R., “GPS landing system reference antenna,” IEEE Antennas and Propagation
Magazine, Vol. 52, No. 1, 105–113, 2010.

23. Tatarnikov, D. and A. Astakhov, “Large impedance ground plane antennas for MM-accuracy
of GNSS positioning in real time,” PIERS Proceedings, 1825–1829, Stockholm, Aug. 12–15,
2013.

24. Mader, G. L., A. Bilich, and D. Tatarnikov, “BigAnt: Engineering and experimental results,”
IGS Workshop, Pasadena, 2014.

25. Tatarnikov, D. and I. Chernetsky, “Travelling-wave antennas with semitransparent surfaces
for forming a cutoff pattern,” PIERS Proceedings, Prague, Czech Republic, accepted for pre-
sentation, 2015.



1168 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Travelling Wave Antennas with Semitransparent Surfaces for
Forming a Cutoff Pattern
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Abstract— Opportunities to achieve a cutoff pattern with the travelling wave antennas of
moderate size are discussed. A qualitative model in the form of a parallel plate waveguide
with semitransparent endings has been evaluated. A quadrifilar helix antenna with embedded
reactances with the length of about 1.5 wavelength has been built. The antenna possesses a
smooth pattern in the top semi-sphere with 20 dB drop of the gain (cutoff) while crossing the
local horizon. Antenna functionality in applications to positioning with the Global Navigation
Satellite Systems has been tested. RMS of positioning error is shown to be of 0.65 mm provided
phase noise of the system smoothed out within 1 minute span.

1. INTRODUCTION

Antennas with a cutoff pattern are of special interest to various applications, in particular, to high-
precision positioning with the Global Navigation Satellite Systems (GNSS). At the best open sky
sites the ground reflections, referred to as multipath, are the largest error source. The multipath
error is proportional [1] to antenna down-up ratio understood as DU(θe) = F (−θe)/F (θe). Here
F (±θe) is the antenna pattern reading for a certain angle θe above (below) the local horizon.
Currently, for practical antennas the DU readings are [1, 2] about −5 . . . − 7 dB for 10 degrees
getting down to −15 . . .− 25 dB for directions close to the zenith. This sets up the best achievable
positioning precision of 1 . . . 2 cm in real time. For mm-level precision the figure of multipath
suppression is 20 dB or better starting from low elevations [1, 3]. Thus, the antenna is to have
a smooth pattern in top semi-sphere with a sharp drop (cutoff) while crossing the horizon. So
far, a vertical array antenna exceeding 10 wavelengths has been presented in [4]. The antenna is
intended as a reference for automated aircraft landing. In [5], a large impedance ground plane of
15 wavelengths in diameter is shown. With the latter, multipath error is shown to fall below the
system noise resulting in 0.7 mm precision of positioning with the noise filtered out.

However, the antennas of above are substantial in the wavelength scale. The paper is to discuss
opportunities and present results of realizing the cutoff pattern with antenna of moderate size. One
is to note a coaxial leaky wave antenna presented in [6]. The antenna forms a dipole-type omnidi-
rectional pattern typical for communication purposes. In what follows, in Section 2 a qualitative
model of a parallel plate waveguide with the semitransparent endings is discussed. The model is
to evaluate the opportunities of forming the cutoff pattern. Then, in Section 3, a quadrifilar helix
antenna with embedded reactances is presented. Finally, in Section 3, the results of antenna field
tests in regards to positioning are shown.

2. PARALLEL PLATE WAVEGUIDE WITH SEMITRANSPARENT WALLS

The geometry under consideration is shown at the left panel of Figure 1. Here, a parallel plate
waveguide is excited by a TEM wave travelling in positive z-direction. The waveguide width a
is chosen such that all the higher order modes are evanescent. The waveguide plates end up
with semitransparent segments of the length h shown by thick dashed lines. Semitransparency is
understood such that the boundary conditions [7]

~E+
τ = ~E−

τ = ~Eτ[
~n0, ~H+

τ − ~H−
τ

]
= ~je

S = ~Eτ/Zg

(1)

hold across each of the segments. In (1), ~E( ~H)+,−
τ are the tangential components of electric and

magnetic field intensities at two sides of the segment, the unit normal vector ~n0 points from the “−”
surface to the “+” one (see Figure 1), ~je

S is the equivalent electric current surface density, brackets [ ]
stand for the cross-product, Zg is the parameter called grid impedance [7]. The impedance is
assumed to be varying as a function of z. Thin sheet layers approximating the conditions (1) are
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commonly known. For applications to travelling wave antennas see [6], applications to antenna
ground planes could be checked in [8].

To model the radiation of the waveguide, a standard method of moments is applied. For the
purpose, a perfectly conducting insert closing the waveguide at z = 0 is introduced. The distance
L is large enough such that two conditions hold: a) it is only the TEM wave that contributes to
the field intensities inside the waveguide at z = 0; b) electric currents flowing at the exterior of the
waveguide in the domain z < 0 have decayed such that the currents contribution to the radiation
pattern is negligible. To compensate for the insert, an equivalent magnetic current is introduced at
both two sides of the insert. The magnetic current is shown by dotted lines at the left panel of the
figure. In the domain z < 0 the fields inside the waveguide are the incident and the reflected TEM
waves only; there are no electric currents at the exterior surfaces of the waveguide in the domain
as mentioned.

In the domain z > 0, unknown electric surface currents are introduced. The currents are shown
by thin dashed lines at the right panel of Figure 1. In the insert plane z = +0 the electric current
surface density I is related to the magnetic current amplitude U such that I = (2V −U)/(η0a). Here
V is the incident wave voltage, η0 is the intrinsic impedance of free space. To ensure continuity of
the electric charge, two basic functions in the form of half-triangle with amplitudes I are introduced
at x = ±a/2; the rest of the waveguide walls are covered by triangle basic functions with amplitudes
In. The problem is reduced to the system of linear algebraic equations with respect to In with the
voltage U serving as a source. Matrix elements are evaluated numerically employing representations
in spectral domain similar to [8].

With the calculations, the values of Zg at the perfectly conducting surfaces were set up to
zero. The profile Zg(z) at the semitransparent portion (thick dashed lines at the right panel of
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1170 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

the figure) was optimized such that the cutoff radiation pattern would be achieved. The calculated
results are shown at Figure 2 for the radiation pattern and down-up ratio at the left and right panels
respectively. In the legend, the respective waveguide width a is shown in fractions of the wavelength.
One may note that the down-up ratio exceeds 20 dB in absolute value starting from 10 degrees. It
has been defined that h of about 1.5 wavelengths is sufficient. The reflection coefficient does not
exceed 10−5 within the bandwidth of +/− 10%.

3. QUADRIFILAR HELIX ANTENNA WITH EMBEDDED REACTANCES

For practical implementation, a quadrifilar helix antenna with embedded reactances has been syn-
thesized. A general view of the antenna is shown at the left image of Figure 3. Antenna is intended
for L1 GNSS band (1560 . . . 1610MHz).

Measured antenna patterns for the θth and the ϕth linear polarized components and the down-
up ratio in terms of total power are illustrated in Figure 4. As seen, antenna pattern roll-off from
the zenith to 10 degrees elevation does not exceed 15 dB which is a typical practical figure for GNSS
positioning antennas. The down-up ratio exceeds 20 dB in absolute value starting from 10 degrees.

 

30 cm

(a) (b)

Figure 3: (a) General view of the helix antenna and (b) antenna installed at the test range.

     
     

e
θ   , degrees

DU, dBF, dB

θ, degrees

Figure 4: Measured antenna pattern for the helix antenna with embedded components and the down-up
ratio.

4. FIELD TEST RESULTS

The antenna installed at the concrete pier of the test range is illustrated at the right panel of
Figure 3. With differential positioning, the reference station antenna was of the same type. Real
time error of positioning in the vertical coordinate is shown in Figure 5. For this data, the system
noise has been smoothed within 1 minute time interval. As seen, the remaining error does not
exceed +/ − 1.7mm with RMS estimated as 0.65 mm. The result coincides with that reported
in [5].
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 Error in vertical coordinate, mm

Time, hours

Figure 5: Real time error in vertical coordinate with the noise smoothed out within 1 minute span.

5. CONCLUSION

The results presented indicate that the cutoff pattern with about 20 dB drop of the gain while
crossing the local horizon is achievable with travelling wave antennas of about 1.5 wavelengths size.
With this kind of the pattern, it is no longer multipath but rather the system noise that is the
largest error source in satellite positioning. Rms of positioning below 1 mm after smoothing the
noise within about 1 minute span is shown. Thus, such kind of positioning in “almost” real time
may become of practical interest.
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Abstract— In this paper, parametric analysis and optimization of a 8–18 GHz ultra wide
band (UWB) quad-ridged horn (QRH) antenna is presented. As an initial configuration a horn
antenna is designed with boxed dimensions of 5.4 × 5.4 × 8 cm as defined in [1]. The gain of
the antenna varies between 10 dBi–13 dBi over the entire bandwidth. The co-polarization and
cross polarization graphics are presented. It’s expected that, the variation of physical dimensions
affects the antenna parameters. To analyze these effects the parametric analysis simulations are
performed with ANSYS HFSS software.

1. INTRODUCTION

Ultra wide band antennas with high gain are required to meet the requirements of today’s telecom-
munication sector. Parabolic reflector antennas are probably the most widely used for this purpose
in the microwave region. Horn antennas can be used as a feed and provide high gain, low VSWR,
relatively wide bandwidth. To extend the maximum practical bandwidth of a horn, ridges are
introduced in the flared part of the antenna. The radiation phenomenon is based on the wave
impedance transition from waveguide line to the impedance of free space through ridges. One of
the most preferred methods to increase the bandwidth and gain of horn antennas is to use double
or quad ridges [2, 3].

In this paper, the parametric analysis and optimization of a QRH antenna is presented. The
antenna is fed by from either one port or double port. At each analysis the fed type is described.
Simulations are performed by ANSYS HFSS. HFSS offers multiple state-of the-art solver technolo-
gies based on finite element, integral equation or advanced hybrid methods to solve a wide range
of microwave applications. The QRH antenna is simulated by Finite Element Method, FEM.

The organization of this paper is as follows. Section 1 is introduction. In Section 2, the design
parameters of the antenna are explained. A QRH is designed as defined in [1] as an initial con-
figuration. The antenna is analyzed and the return loss, gain pattern, co-polarization and cross
polarization of the antenna are given for the entire band width. The variations on physical di-
mensions of the antenna are implemented and the effects on antenna parameters are presented in
Section 3. It has been observed that the dimension variation effects may differ for upper or lower
frequencies. The conclusion is given at Section 4.

2. INITIAL CONFIGURATION QRH ANTENNA

A QRH antenna is designed based on the design explained in [1]. The dimensions of the antenna
are described in Figure 1. The physical sizes of the antenna are given in Table 1. The horn fed by
coaxial cable.

Table 1: The physical sizes of QRH antenna for initial configuration.

Parameter Length (cm) Parameter Length (cm)
A 1.6 L1 4
B 1.6 L2 4
A1 5.6 d1 0.3
B1 5.6 w 0.14

The return loss value and gain of QRH antenna is presented in Figures 2(a) and 2(b) respectively.
In 8–18 GHz frequency band, the gain varies between 10.67 to 12.37 dBi.

The gain pattern of the antenna is given at Figure 3(a) and E-field inside of the horn is given
at Figure 3(b). The 3D beam pattern of QRH antenna at 8 GHz and 18 GHz are presented at
Figures 3(c) and (d) respectively.
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Figure 1: The description of horn antenna’s dimensions.

(a)

(b)

Figure 2: (a) Return loss. (b) The gain at 8–18 GHz.

The co-polarisation and cross polarization pattern are given at Figure 4(a) E-plane for 8GHz,
(b) H-plane for 8 GHz, (c) E-plane for 18GHz and (d) H-plane for 18GHz respectively.

3. PARAMETRIC ANALYSIS

For parametric analysis, the dimensions of the horn antenna is parametrised. As a first analysis,
the outer dimensions A1 and B1 is selected to be equal and the values are given in Table 2.

Table 2: The parametric variation A1 and B1.

Case 1 A1 = B1 = 2.6
Case 2 A1 = B1 = 4.1
Case 3 A1 = B1 = 5.6
Case 4 A1 = B1 = 7.1
Case 5 A1 = B1 = 8.6

The analysis are performed for five cases. The gain patterns for five cases are given for 8 GHz,
and 18 GHz at Figures 5(a) and (b) respectively. The beamwidth and gain varies with parametric
change of outer dimensions as presented at Figure 5.
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(a)

(c)

(b)

(d)

Figure 3: At 18GHz (a) at 18 GHz, (b) E-field at 18 GHz, (c) 3D radiation pattern at 8 GHz, (d) 3D radiation
pattern at 18 GHz.

(a)

(c)

(b)

(d)

Figure 4: Co-polarisation and cross polarization pattern (a) E-plane for 8GHz and (b) H-plane for 8 GHz
and (c) E-plane for 18GHz and (d) H-plane for 18 GHz.

The maximum gain for cases are simulated for entire band width.When the outer dimensions
are increased it is observed that the gain decrease due to increasing beamwidth. The dimensions
are varied from 2.6 cm to 8.6 cm. The numerical values of gain are presented at Table 3 and graphic
is presented at Figure 6.

The advantage of this type of parametric analysis is mainly to find the optimal values for each
parameter. At this parametrical analysis, it’s observed that the gain is maximized for A1 = B1 =
4.1 cm. The parametrical sweep can be repeated with smaller steps to find the maximum gain while
the outer dimensions vary from 4.1 cm to 5.6 cm.

This analysis is repeated while A1 = 5.6 cm and constant, B1 is varying from 2.6 cm to 8.6 cm.
The numerical values of gain are presented at Table 4.

The graphic for gain vs frequency is presented at Figure 7.
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(a) (b)

Figure 5: Gain pattern for (a) 8 GHz. (b) 18 GHz.

Figure 6: Gain pattern for varying dimensions. Figure 7: Gain pattern for varying B1 dimensions.

In this case to obtain the maximum gain, B1 can be selected around 5.6 cm, while A1 is constant.
The 3D Beam Pattern of antenna at 18 GHz is presented at Figure 8(a) for B1 = 2.6 cm and

Figure 8(b) for B1 = 8.6 cm respectively. The 3D patterns indicate that beamwidth increases as
B1 increases.

For the varying dimensions of B1 the E plane and H plane radiation patterns are presented at
Figure 9 for 8 GHz and 18 GHz. It is also observed that beamwidths are increased as long as B1
increases.

The parametric analysis are performed also for d and w parameters as they were described at
Figure 1.

The w parameter is selected to vary from 0.1 cm to 0.16 cm. This variation has almost no

(a)

(c)

(b)

(d)

Figure 8: 3D beam pattern of antenna at 8GHz. (a) B1 = 2.6 cm. (b) B1 = 8.6 cm and at 18GHz. (c)
B1 = 18 GHz. (d) B1 = 8.6 cm.
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Table 3: Gain vs dimensions for A1 = B1.

Table 4: Gain vs dimensions for A1 = 5.6 cm.

(a)

(c)

(b)

(d)

Figure 9: (a) E plane pattern at (b) H plane pattern at 8 GHz. (c) E plane pattern at 18GHz. (b) H plane
pattern at 18 GHz.

influence on gain at the entire bandwidth as can be seen at Figure 10.
With a similar approach, the parameter is selected to vary from 0.2 cm to 0.4 cm. The gain

graphic shows that the optimum parameter of d = 0.30 cm as can be seen at Figure 11.

Figure 10: Gain vs w parameter. Figure 11: Gain vs d parameter.
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4. CONCLUSION

In this paper, the quad ridged horn antenna design is performed, parametric analysis are simulated
and the results are presented. The simulation tools are very useful for this kind of parametric
analysis. With the help of such tools the best performance of the antenna can be achieved.

REFERENCES

1. Dehdasht-Heydari, R., H. R. Hassani, and A. R. Mallahzadeh, “Quad ridged horn antenna for
UWB applications,” Progress In Electromagnetics Research, Vol. 79, 23–38, 2008.

2. Mallahzadeh, A. R., A. A. Dastranj, and H. R. Hassani, “A novel dual-polarized double-ridged
horn antenna for wideband applications,” Progress In Electromagnetics Research B, Vol. 1,
67–80, 2008

3. Mohamed, H. A., H. Elsadek, and E. A. Abdallah, “Quad ridged UWB TEM horn antenna
for GPR applications,” 2014 IEEE Radar Conference, 0079, 0082, 19–23 May 2014.



1178 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Suppression of Light Scattering with ENZ-metamaterials

Alexander S. Shalin1, 2, 3, Pavel A. Belov1, and Yuri S. Kivshar1, 4

1ITMO University, St. Petersburg 197101, Russia
2Kotel’nikov Institute of Radio Engineering and Electronics of RAS, Ulyanovsk 432011, Russia

3Ulyanovsk StateUniversity, Ulyanovsk 432017, Russia
4Nonlinear Physics Center, Australian National University, Canberra ACT 0200, Australia

Abstract— Cloaking devices enabling to hide objects from external observers have numerous
potential applications but still face challenges in realization, especially in the visible spectral
range. In particular, inherent losses and extreme parameters of metamaterials required for the
cloaking are the limiting factors. Here, we propose and demonstrate numerically nearly per-
fect concealing of objects in ENZ-metamaterials (homogeneous and layered realizations) acting
alignment-free scattering suppression covers. The suppression of visibility relies on the recon-
struction of a plane wavefront after scattering of light by an object placed inside an anisotropic
metamaterial with vanishing permittivity along one of the major crystallographic directions
(uniaxial ENZ metamaterial). We also consider a realistic realization of the metamaterial as
a metal-dielectric multilayer and demonstrate the cloaking in forward and backward directions
with perfectly preserved wavefronts and less than 10% absolute intensity change.

1. INTRODUCTION

Numerous approaches for controlling electromagnetic characteristics have been developed and em-
ployed in antennas engineering for the enhancement of scattering cross-sections and radiation di-
rectivities [1]. While the main technological effort has been focused at the millimeter and radio
frequencies ranges where majority of applications are, considerable interest at the optical frequen-
cies has recently emerged. Optical antennas have been already found use in tailoring radiation
properties of emitters, solar cells applications, and more [2].

Reduction of scattering cross-sections in a specifically designed material environment leads to
reduced detectability of objects, and may, ultimately, result in their invisibility for an external
observer. The concept of ‘cloaking’ was introduced in [3, 4] and gained remarkable attention due
to continuous demand to achieve invisibility for radar waves [5] and visible light [6–8]. The general
approaches for cloaking rely either on transformation optics concepts [3] or on conformal optical
mapping of complex electromagnetic potentials [4]. While the former generally results in the re-
quirements on strongly anisotropic electric and magnetic susceptibilities of a medium of a cloak,
the latter approach requires a position-dependent refractive index variation but is restricted for
two-dimensional geometries.

One of the main challenges in the development of practical cloaking devices is to minimize de-
mands for permeability and anisotropy and reduce inherent material losses of required materials.
The so-called ‘carpet cloak’ has been proposed and implemented to mitigate these factors by im-
posing certain geometrical restrictions and utilizing quasi-conformal mapping [9, 10]. Qualitatively
different approach to cloaking utilizes epsilon-near-zero (ENZ) metamaterials to suppress a dipolar
scattering of a concealed object [11]. While number of the ENZ metamaterial realizations exist in
the radio frequency range [12, 13], in optics such an anisotropic response may be achieved through
metal-dielectric layered structures [14], semiconductor heterostructures [15], or vertically aligned
arrays of nanorods [16].

Here we demonstrate scattering suppression from an arbitrary (not necessarily subwavelength)
sized objects placed inside a homogeneous ENZ-metamaterial and its layered metal-dielectric real-
ization. Investigation of the exact numerical model, taking into account material losses and finite
dimensions of the metamaterial, shows the possibility of nearly perfect cloaking of arbitrary shaped
bodies with the minimal variations of the phase front of the transmitted/reflected optical wave and
highly suppressed scattering. The proposed scheme does not require extreme electric and mag-
netic susceptibilities and can operate in an alignment-free manner. It is worth noting that the
proposed approach is qualitatively different from other approaches when the incident light does
not interact with a cloaked object being bended around by a material layer (e.g., [3, 5]) or when
the scattered field is suppressed with another anti-parallel dipole [11]. Recently, similar scheme
for scattering suppression in homogeneous ENZ metamaterial was proposed; however, no practical
implementation was given [17].
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Figure 1: Electric field radiation by the dipole situated inside ENZ-metamaterial. Dipole is oriented along
y-axis, wavelength — 540 nm, εx = 0.004, εy = 1.23. White lines — power flow.

2. HOMOGENEOUS METAMATERIALS

Let us firstly consider a radiating dipole situated inside a homogeneous epsilon-near-zero metama-
terial. As the basic leading term in the multipolar decomposition of the scattered field is the dipole,
the understanding of dipolar emission inside ENZ metamaterial will enable to analyze scattering
from complex structures. Fig. 1 shows the results of electromagnetic modelling of dipolar emission
inside the ENZ slab. As may be observed, the y-component (along the vanishing component of
the effective permittivity tensor) shows remarkable structure of flat phase fronts, which is substan-
tially different from the classical pattern. The dielectric tensor in this simulation was taken to be
εx = 0.004, εy = 1.23. Consequently, the dipolar scattering from an embedded object supposed to
provide similar flat type of fronts of scattered waves.

Figure 2 shows the result of scattering on 2 different objects, embedded in homogeneous ENZ
metamaterial — (a) dielectric cylinder (b) cylinder made of perfect electric conductor (PEC). In
both cases the distortion of the incident wave front is almost negligible and the y-component of the
total electrical field outside the metamaterial is homogeneous. It means that the object, embedded
within the metamaterial slab is invisible. It is worth noting the conceptual difference between cases
(a) and (b). In the first case the field penetrates the object and obtains the phase lag, while in the
second case the field at the interior of the object is identically zero. In both cases, however, the
scattered field in the presence of the embedded object and without is the same, making it invisible
for an observer, situated either in front or behind the structure. The key effect, responsible for the
scattering suppression, is the flat phase fronts of the scattered field. Additional minor scattering
takes place along the x axis and this radiation is going to infinity if the ideal ENZ material (εx = 0).
Furthermore, the remarkable property to be considered is the overall size of the embedded objects
— in both cases the cylinder’s diameter is comparable to the wavelength of the excitation. The
size of the object does not affect the scattering suppression characteristics.

3. METAL-DIELECTRIC MULTILAYERED METAMATERIALS

While the above discussion was based on ideal homogeneous metamaterial, its actual realization
could have an impact on the device performance. Hereafter, layered realization was considered. The
effective permittivity tensor of layered composites can be directly evaluated from their thickness,
periodicity, and optical parameters of the constitutive materials [e.g., 18]. While this approach can
predict optical properties of the composites made of low contrast positive epsilon layers, it faces
severe challenges once negative permittivity (plasmonic metals) materials are involved. Optical
properties of these multilayered composites determined by guided surface electromagnetic modes
(surface plasmon polaritons) on metal-dielectric interfaces, and spatial dispersion effects become
especially significant in the parameters range where the effective medium theory (EMT) predicts
vanishing values of permittivity [18].

The parameters used for analysis of homogeneous structure were obtained with layered realiza-
tion, while effective medium theory, developed at [18], was used in order to find proper geometrical
arrangement of the layers. The metamaterial parameters with the Au layer thickness of dg = 20 nm
and air thickness of da = 100 nm were considered with dispersive Au [19] and nondispersive dielec-
tric. It is worth noting, that layered system, based on practical possible realization, do have optical
losses, which were neglected in the homogeneous realization.

Figure 3 shows the results for the scattering on a cylindrical object, placed inside layered meta-
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material. The remarkable similarity between ideal homogeneous case and realistic system, could be
observed. While the field inside the object obtained relatively curved shape, the total transmitted
field maintain its flat nature. Direct calculations show that the minor difference in performance
between ideal and layered cases is within the range of 5% in the amplitude. Consequently, layered
realization could suppress the scattering exactly in the same way the homogeneous ENZ meta-
material does. Our resent original paper provides detailed description of the phenomena and also
addresses issues of strong spatial dispersion in metal-dielectric composites [20].

Figure 3: Electric field (y-component) distributions for the plane wave illuminating the multilayered cloak (a)
with the 500 nm diameter PEC cylinder inside. Layers are 20 nm gold and 100 nm air. Black lines represent
power flow.

4. CONCLUSION

We have shown that ENZ-metamaterials can perform as nearly-perfect scattering suppression de-
vices for the objects of larger than wavelength sizes. The fundamental principle behind this new type
of cloaking relies on the flat phase fronts of the scattered radiation. The scattering is controlled
by the vanishing component of dielectric tensor along the propagation direction of the incident
wave. In this case, the scattered field has flat phase fronts that do not distort the shape of the in-
cident radiation. As the result, the transmitted field is only slightly attenuated with the wavefront
maintaining its original profile, making the detection (almost always based on the amplitude and
wavefront deformation observations) by a prying observer to be impossible. The same considera-
tions are applicable for observation in reflection with the phased matched cloak (Figs. 2, 3). The
proposed type of cloaking may find use not only in the conventional concealing applications but
also serve as a platform for ‘cloaked detectors’ schemes [21] where bulk and alignment free cloaks
may significantly reduce the complexity of the realization.

ACKNOWLEDGMENT

This work was partially supported by the Government of the Russian Federation (Grant 074-U01),
Russian Fund for Basic Research (project #15-02-01344), and Australian Research Council. The
calculation of field distributions has been supported by the Russian Science Foundation Grant
No. 14-12-01227.

REFERENCES

1. Stutzman, W. L. and G. A. Thiele, Antenna Theory and Design, 3rd Edition, John Wiley &
Sons, 2012.

2. Novotny, L. and N. van Hulst, “Antennas for light,” Nature Photon., Vol. 5, 83–90, 2011.
3. Pendry, J. B., D. Schurig, and D. R. Smith, “Controlling electromagnetic fields,” Science,

Vol. 312, 1780–1782, 2006.
4. Leonhardt, U., “Optical conformal mapping,” Science, Vol. 312, 1777–1780, 2006.
5. Schurig, D., J. J. Mock, B. J. Justice, S. A. Cummer, J. B. Pendry, A. F. Starr, and D. R. Smith,

“Metamaterial electromagnetic cloak at microwave frequencies,” Science, Vol. 314, 977–980,
2006.



Progress In Electromagnetics Research Symposium Proceedings 1181

6. Valentine, J., J. Li, T. Zentgraf, G. Bartal, and X. Zhang, “An optical cloak made of di-
electrics,” Nature Materials, Vol. 8, 568–571, 2009.

7. Gabrielli, L. H., J. Cardenas, C. B. Poitras, and M. Lipson, “Silicon nanostructure cloak
operating at optical frequencies,” Nature Photon., Vol. 3, 461–463, 2009.

8. Cai, W., U. K. Chettiar, A. V. Kildishev, and V. M. Shalaev, “Optical cloaking with metama-
terials,” Nature Photon., Vol. 1, 224–227, 2007.

9. Li, J. and J. B. Pendry, “Hiding under the carpet: A new strategy for cloaking,” Phys. Rev.
Lett., Vol. 101, 203901, 2008.

10. Landy, N. I. and W. J. Padilla, “Guiding light with conformal transformations,” Opt. Express,
Vol. 17, 14872, 2009.

11. Alu, A. and N. Engheta, “Achieving transparency with metamaterial and plasmonic coatings,”
Phys. Rev. E, Vol. 72, 16623, 2005.

12. Edwards, B., A. Al, M. E. Young, M. Silveirinha, and N. Engheta, “Experimental verification
of ε-near-zero metamaterial coupling and energy squeezing using a microwave waveguide,”
Phys. Rev. Lett., Vol. 100, 033903, 2008.

13. Liu, R., Q. Cheng, T. Hand, J. J. Mock, T. J. Cui, S. A. Cummer, and D. R. Smith, “Experi-
mental demonstration of electromagnetic tunneling through an epsilon-near-zero metamaterial
at microwave frequencies,” Phys. Rev. Lett., Vol. 100, 023903, 2008.

14. Jacob, Z., J. Y. Kim, G. V. Naik, A. Boltasseva, E. E. Narimanov, and V. M. Shalaev,
“Engineering photonic density of states using metamaterials,” Appl. Phys. B, Vol. 100, No. 1,
215–218, 2010.

15. Ginzburg, P. and M. Orenstein, “Nonmetallic left-handed material based on negative-positive
anisotropy in low-dimensional quantum structures,” J. Appl. Phys., Vol. 103, 083105, 2008.
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Abstract— This paper reports broadband THz free-space transmission measurements and
modeling of indium-tin-oxide (ITO) thin films on p-doped Si substrates. Two such samples having
ITO thickness of 50 and 100 nm, and DC sheet conductance 260 and 56 Ω/sq, respectively, were
characterized between 0.2 and 1.2 THz using a frequency-domain spectrometer. The 50-nm-film
sample displayed very flat transmittance over the 1-THz bandwidth, suggesting it is close to the
critical THz sheet conductance that suppresses multi-pass interference and thereby achieves THz
passive equalization. This is consistent with a simple transmission-line (TEM wave) model of the
propagation. Also, the value of THz sheet conductance that best fits the transmittance data is
roughly 50% higher than the dc value for both samples, suggesting that the ac conductivity is
non-Drudian.

1. INTRODUCTION

Indium-tin oxide (ITO) has long been of interest as a transparent ohmic-contact (TOC) material
for infrared detectors and other applications because of its unique optical properties and their vari-
ability by material composition [1–4]. In recent years ITO has migrated into the THz region along
with interesting metamaterial-based component research also aimed at the TOC application [5–7].
Perhaps the most important study was made of ITO on semi-insulating GaAs where it was found
that for a specific ITO thickness the internal reflections in a GaAs substrate can be suppressed,
making the THz transmission flat with frequency [8]. A key feature of ITO in these applications is
that its bulk conductivity is in the semi-metallic range, σ ∼ 104–105 S/min, compared σ > 107 S/m
for common (transition) metals, so that sheet resistances of around ηo = 377 Ω/sq can be obtained
with film thicknesses of ∼100 nm instead of the few-nm required of common transition metals. This
makes the deposition more accurate and reproducible. However, the electrical properties of ITO
depend on several material characteristics, such as the stoichiometry, and the effect of these on
GHz-to-THz (RF) electrical conductivity is not yet well understood.

2. EXPERIMENTAL METHODS

For the present experiments, two ITO films having thickness 50 nm (#1) and 100 nm (#2) were de-
posited on p-silicon (CMOS-grade) substrates by reactive-ion-assisted, electron-beam evaporation
with a stoichiometry of ≈ 10% tin into indium oxide [9]. The thickness and bulk dc conductivity
of the Si substrates were 393µm and 6.0 S/m (16.7 Ω-cm), respectively. The sheet resistance (con-
ductance) of both ITO films was measured by the standard 4-point (Kelvin) dc probe technique
and found to be 260 Ω/sq (3.85 mS/sq) and 56Ω/sq (17.9 mS/sq) for films #1 and #2, respec-
tively. Assuming uniform conduction through the films, these correspond to bulk conductivities of
σ0 = 7.7× 104 S/m for the 50-nm film, and σ0 = 1.79× 105 S/m for the 100 nm film.

After fabrication the transmittance of a bare p-Si substrate (control sample) and the two ITO
samples was measured from≈ 200 to 1200 GHz using a diode-laser-driven photomixing spectrometer
(Emcore PB7100). As described in detail previously [10], this instrument provides a combination
of high resolution (∼500MHz), high dynamic range (∼80 dB at 200 GHz; > 30 dB at 1.2THz),
and continuous tuning with no voids or laser mode-hops. The instrumental block diagram is
shown in Figure 1 along with the location of the ITO-on-Si samples at the center point between
the transmitter and receiver where the THz beam is almost perfectly collimated. For the control
substrate and each of the ITO samples, three spectra are used to calculate the transmittance:
(1) background spectrum B(ν) with all samples removed from the THz path, (2) noise floor N(ν)
with the THz path in Figure 1 blocked by a metal plate, and (3) each of the three sample spectra
Sn(ν). The individual transmittances Tn(ν) are then calculated as Tn = [Sn(ν) − N(ν)]/[B(ν) −
N(ν)].
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Figure 1: Instrumental block diagram for measuring ITO THz transmission vs frequency.
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Sample#2 (100-nm ITO)
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Figure 2: (a) Experimental THz transmittance for two ITO-on-Si substrates, and bare Si substrate. (b) Sim-
ulated THz transmittance for same samples as (a) plus a third ITO sample having the critical value of THz
sheet conductance, which corresponds to a bulk conductivity, σ = 1.27× 105 S/m for the 50-nm-thick film.
The slight upward trend in all curves is caused by the Drude-like behavior of the ac conductivity of the
silicon.

3. EXPERIMENTAL RESULTS

Figure 2(a) shows the three transmittance spectra plotted on a logarithmic scale for comparative
purposes. The Si control substrate shows the highest overall transmittance but also the strongest
oscillation vs frequency of the three samples over the 1.0-THz bandwidth. This is caused primarily
by the large real-part of dielectric function of silicon in the THz region (εr ≈ 11.66 [11]). The period
of oscillation is very close to that expected for any lossless parallel-plate etalon, ∆ν = c/(2nt) =
112GHz (for n = 3.42 and t = 393µm). The oscillating transmittance is reminiscent of ideal
dielectric-etalon optical behavior except that the low-frequency transmittance does not reach unity
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at the peaks because of absorptive losses in the p-Si, presumably caused by the free holes. To better
understand this we carried out numerical computations using a stratified-media, characteristic-
matrix approach described in Ref. [12]. The absorptive losses in the p-Si can then be described by
a complex dielectric function ε(ω) = εrε0 − jσ/ω where σ is the electrical conductivity and ε0 is
the vacuum permittivity [13]. We applied the Drude model long-known to work well in crystalline
semiconductors up to THz frequencies or higher at room temperature: σ(ω) = σ0/(1 + jωτ , where
σ0 is the dc bulk conductivity, τ is the momentum relaxation time, and the + sign assumes a
counterclockwise rotating phasor, e+jωt, convention for the propagating-wave time dependence.
The simulated transmittance through the bare p-Si is plotted in Figure 2(b) for σ0 = 6.0 S/m
consistent with dc 4-point-probe measurements, and τ = 150 fs is determined by iteration. It
mimics the experimental in all respects, especially the period of oscillation.

We then characterized the two ITO films deposited on the separate but materially-equivalent
p-Si substrates, and the experimental transmittance is plotted in Figure 2(a). The transmittance of
the 50-nm-thick film occurs just below the valleys of the bare-Si substrate, and the transmittance
of the 100-nm film is significantly lower, as expected from the much higher dc sheet conductance of
the 100-nm film (56 Ω/sq) compared to the 50-nm film (260 Ω/sq). It was surprising, however, that
the 50-nm-film transmittance displayed so much less oscillation than the 100-nm transmittance. It
appears that the THz transmission is “equalized” over the entire 1 THz of bandwidth — similar
in effect to what has been designed into broadband telephone circuits for nearly a century [14],
including modern Digital Subscriber Line (DSL) technology. So we augmented the stratified-media
simulation, now including the ITO film into the model and parameterizing it by a complex THz
bulk conductivity ε(ω) = εrε0 − jσTHz/ω. We assumed that εr = 1.0 and the THz conductivity
σ is a constant — a reasonable assumption given that the momentum relaxation time of electrons
is probably much less than 1/ω across the experimental band equal because of the ceramic nature
of the ITO. The silicon-substrate parameters were the same as discussed above. By iteration once
again, we determined good-fit values of σTHz = 1.1 × 105 S/m in the 50-nm film, and σTHz =
3.0 × 105 S/m in the 100-nm film. The resulting transmittance curves in Figure 2(b) are in good
agreement with the corresponding experimental spectra of 2(a). Interestingly, both of these σTHz

values are substantially higher than the corresponding dc values measured by 4-pt probing, the
50-nm-film value being 43% higher, and the 100-nm-film value being 68% higher. This suggests
that the frequency-dependent conductivity of ITO is non-Drudian.

4. PHYSICAL BASIS AND DESIGN RULE

Now we address the physical basis for the 50-nm-ITO transmittance spectrum being more equalized
than the 100-nm spectrum, and present a useful design rule. The clue is the 180◦ phase shift in the
oscillating transmittance spectrum of Figure 2 in going from the bare-Si (or 50-nm-ITO) to the 100-
nm ITO. A feature of any etalon structure that can cause such a phase shift is a sign change in the
reflection coefficient at one of the interfaces. From the Fresnel equations, the interfacial transmission
coefficients are generally real and positive. To explore this further we display in Figure 3(a) a
transmission-line-model — a simplification of the stratified-media approach — which assumes the
ITO film thickness is much less than the material wavelength, and that the propagation within
the Si substrate can be represented as a TEM mode on a transmission line. The model predicts a
transmittance that depends on the air-ITO-Si transmission coefficient (the ratio of the transmitted
to incident electric fields) and the Si-air transmission coefficient, both of which are always positive
and mostly independent of frequency. However, the oscillation in the overall transmittance arises
from the subsequent reflection at the Si-ITO-air interface and the (“multi-pass”) interference it
creates with the first pass of radiation through the substrate.

The transmission line model predicts a Si-ITO-air reflection coefficient of

Γ =
(
Z| − ZS

)
/

(
Z||ZS

)
(1)

where ZS is the substrate characteristic impedance [= η0/(εr)1/2], Z|| = η0 ·ZITO/(η0+ZITO), ZITO

is the ITO sheet impedance, and η0 = 377 Ω. Clearly, Γ changes sign at the critical value Z|| = ZS

where Γ is also identically zero, and therefore multi-pass interference should be suppressed. This
can be re-written as ZS = η0 · ZITO/(η0 + ZITO), or solving for the critical value:

ZITO,C = ZSη0/(η0 − ZS). (2)

Neglecting the imaginary part of the dielectric function of Si, we have εr = 11.66 and get ZS =
110.4Ω/sq. Eq. (2) then yields a value ZITO = 156.1 Ω/sq, which corresponds to a bulk conduc-
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Figure 3: (a) Transmission-line equivalent circuit of the ITO-on-Si etalon. (b) Calculated values of transmit-
tance T , reflectance R, and absorbance A for ITO film having the critical value of THz sheet conductance.

tivity of 1.28 × 105 S/m for the 50-nm-thick ITO film. Armed with this value, we repeated the
stratified-medium computation for a fictitious ITO layer having these properties, and the results
are shown in Figure 2(b). As predicted, the oscillations in the transmittance are almost totally
suppressed, the small deviation being caused by the frequency-dependent dielectric function of Si
through the Drude model. For ZITO greater than this critical value, Z|| becomes greater than ZS

and Γ is positive according to (1). For ZITO less than this value, Z|| is less than ZS and Γ becomes
negative.

5. DISCUSSION

Unfortunately, having the critical value of sheet impedance does not mean that standing waves
are suppressed entirely, but only their effect on the forward transmittance T . To emphasize this,
Figure 3(b) shows other straightforward results from the transmission-line model — the overall
reflectance R and absorbance A — for the ITO-Si etalon. R is the fraction of incident power
reflected back to the source, and A is the fraction absorbed, such that T + R + A = 1. In this case
we artificially set the THz conductivity of the p-Si to zero so as not to confuse ITO absorption
with Si bulk absorption. As expected, T is flat with frequency, but R and A both oscillate with
the characteristic period ∆ν = 112GHz. And they are 180◦ out of phase, meaning that at any
frequency where the etalon displays maximum absorption, it also displays minimum reflection, and
vice versa. This has implications for the use of ITO and other thin-film absorbers (e.g., graphene)
in free-space-coupled THz quasi-optical components.
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Coupled Resonator Mediated Transmission of Light through
Sub-wavelength Holes for Multispectral Imaging Applications

W. R. Buchwald and K. C. Kerby-Patel
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Abstract— Using finite difference time domain techniques, the transmission of light through
6 µm period arrays of sub-wavelength holes in optically thick metallic films is investigated. Over
the wavelength range 2 µm to 16 µm, it is observed that by centering an additional metallic
element within the sub-wavelength hole, well defined resonance peaks are produced which are
strongly dependent on resonator and hole dimensions but only weakly dependent on metal film
thickness. Resonant line-width however, is found to be strongly dependent on metal film thick-
ness. Thicker films produced the narrowest full-width half-max values, which were less than
1.0 µm. Such control of resonant wavelength and line-width, along with the size of the elements
investigated and the 6 µm array period used, suggests the fabrication of an optical filter with
transmission properties that vary across the face of a focal plane array for use in multispectral
imaging applications.

1. INTRODUCTION

The interaction of freely propagating electromagnetic waves with patterned metallic structures
dates back to the invention of the optical diffraction grating. Investigations of those gratings led to
the observation of Woods [1] anomalies and their explanation by Raether [2] as being caused by the
excitation of surface plasmon oscillations. At longer wavelengths, the field of frequency selective
surfaces as discussed by Munk [3] and finally the more recent extraordinary optical transmission
(EOT) of light through sub-wavelength holes as observed by Ebbson [4], all rely on the excitation
of some type of surface mode which has an in-plane or a near in-plane wave vector. In addition
to the optical excitation of freely propagating modes with grazing angle wave vectors caused by
grating or grating-like topologies, there are also the generation of surface plasmon polaritons with
in-plane propagation vectors, which are governed by a dispersion relation of the form

k =

√
εdε(ω)

εd + ε(ω)
(1)

where εd is the relative permittivity of the dielectric adjacent to the metallic element surface, ε(ω)
is the frequency dependent permittivity of the metal, k is the surface wave propagation vector, ω
is the frequency of oscillation and c is the speed of light in vacuum [5]. Space prohibits a detailed
discussion of this dispersion relation other than to address the salient characteristics pertinent to
this work. In particular, ε(ω) is in general complex and two branches of solutions will result, one
of which always falls below the light line for the material. This surface plasmon polaritons branch
deviates little from the light line at the longer wavelengths investigated for this work. Significantly,
because the branch does fall below the light line, in general there is never enough incident energy
available to directly excite a surface plasmon mode from a freely propagating field. Because of
this, some means, such as a grating or a scattering event, is required to impart the transverse
momentum required to excite the surface plasmon mode. Evanescent excitation of plasmon modes
is also possible but not pertinent to this work [6].

This work utilizes finite difference time domain numeric methods to investigate the coupled
resonator characteristics of arrays of holes in thick metal films. The particular topology investigated
here places an additional metallic resonator within the hole. It is observed that the addition of the
central resonator produces longer wavelength resonances controlled by the lateral dimensions of the
hole and resonator. It is further observed that narrower resonant line widths result when the films
are of a thickness comparable to the array period.

Although no closed form analytic predictive equations are presented, the ability to vary a rela-
tively narrow band transmission by controlling lateral dimensions, suggests such a topology’s use
as a filter placed directly in front of a focal plane array. An array of similar sized elements would
allow distinct narrow-band spectral lines to be allocated on a pixel by pixel basis while others pixels
could be allocated for broadband image formation. Such a filter, operating in the long wave 7µm
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to 13µm range, is suggested for use in multispectral imaging systems to allow for the determination
of scene spectral content and in turn identification of pathogens or adverse chemical compounds in
real time at video frame rates. Such a multispectral imaging system would impact cancer diagnosis
and treatment as well as providing front line defense capability for homeland security applications.

2. FDTD SIMULATIONS

The basic metallic topology used for this work is shown in the Fig. 2(a). Fig. 1(b) shows the
simulated, finite difference time domain (FDTD) transmission intensity through arrays of 3µm
and 4µm holes, in a 2µm thick Au plate, simulated over the 2µm to 16µm range without the
addition of the central resonator. For all simulations, Drude theory was used to determine the
frequency dependent permittivity using plasma and relaxation frequencies of 1.36 × 1016 (rad/s)
and 4.05 × 1013 (rad/s) respectively. Periodic boundary conditions were used in the plane of the
film and perfectly matched layers in the direction of incident plane wave propagation. This result
of a strong transmission peak near the wavelength equal to the array period, (the arrow in the
figure), is consistent with both experimental and simulated data obtained by other authors [7].

(a) (b)

Figure 1: (a) Topology and nomenclature used in this work. (b) Simulated transmission through both a 3µm
and 4µm hole in the 2 µm thick film. For this simulation no resonator was present. The arrow marks the
wavelength equal to the array period and serves as the demarcation between guided and freely propagating
fields interfering to the left at shorter wavelengths and plasmon related resonances to the right at longer
wavelengths as described in the later sections of this work.

Figure 2 shows the transmission intensity when a 3.5µm wide central resonator element is
centered in the 4.0µm hole and illustrates the effect of thickness on system response. When both
central resonator and Au plate are thin (i.e., 0.1µm), a very broad peak is seen at a wavelength of
roughly 14µm and the resonance at the array period wavelength is dramatically suppressed. When
the plate thickness is increased to 2µm while keeping the resonator thin and centered between
the front and back plate surfaces, the resonant frequency shifts to a lower wavelength. More
significantly, a dramatic reduction is observed in the resonance line width from 7µm FWHM to
less than 1µm FWHM. When both the resonator and plate thicknesses are increased to 2µm,
the 14µm resonance shifts to a slightly longer wavelength and additional narrow resonance peaks
are seen at roughly 7µm and below while still maintaining a relatively narrow line width. It
is this narrowing of the resonant response which makes this topology suitable as a filter element.
Interestingly, it was found that the when the thin central resonator was aligned with either the front
or back surface of the plate as opposed to being centered between the two surfaces, no reduction
in line width was observed. This suggests that the spreading of the electric field over a larger area
reduces loss, improving the resonator quality factor.

Figure 3 shows transmission intensity as a function of both 4µm and 3µm holes with 3.5µm
and 2.5µm resonators respectively at array periods of both 6µm and 7µm. The arrows in the
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Figure 2: Array response as a function of plate
and resonator thickness for a 4 µm wide hole and
a 3.5 µm wide resonator.

Figure 3: Transmission resonance of two different
hole/resonator combinations as a function of array
period. The arrows show the fundamental array pe-
riod resonance for each period. No effect on reso-
nance wavelength is observed to be a function of the
array period for this system.

figure point to the resonance that correspond to each array period; no significant shift in resonance
due to this change in period is observed. Figure 4 shows the effects of resonance wavelength for a
fixed hole width of 3µm as a function of both resonator width and resonator thickness. This figure
illustrates the typical tuning range that could be expected for this type of metallic filter element.

Figure 4: Resonance wavelengths for a 3 µm wide hole in a 2 µm thick Au film as the thickness and width
of the initially 0.1µm thick, 2.5µm wide resonator is varied.

3. DISCUSSION

Although the predictive behavior of the loaded hole topology investigated here, in terms of any
combination of hole width, array period, resonator dimension and film thickness is not immediately
at hand, a few general observations are made regarding transmission through an array of holes
without resonator loading.

It is generally assumed that the optical transmission of light through sub-wavelength holes is a
plasmon-mediated process. Because plasmon modes require the addition of transverse momentum
in order to be excited, either a scattering event, or a grating based topology is required. In this case,
both the edges of the hole as well as the hole periodicity, effectively producing a grating topology,
are available to provide the needed transverse momentum for plasmon mode generation. Once the
plasmon modes are generated, standing waves will be resonantly established across the face of the
film in order to satisfy the array periodicity of the system. Thus, the most fundamental mode will
have a wavelength equal to the array period times the effective index [8]. At the wavelengths
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investigated here, and from Equation (1), the effective index of a freely propagating plasmon
mode is seen not to deviate substantially from unity. In addition, it has previously been shown
that the guided plasmon mode available to this system, namely the 90◦ wedge mode, also has an
effective index that does not substantially deviate from unity [9]. This implies that the fundamental
resonant wavelength should be roughly equal to the array period, as has been observed in this work.
Additional structure in the hole-only transmission case results from the holes acting as a grating
and producing waves with propagation vectors at grazing angles.

Because the array period alone sets the fundamental resonant frequency it is the array periodicity
that sets the minimum energy available to excite any plasmon mode.

In other words, there is enough energy available in the incident photons to excite those plasmon
modes to the right of the wavelength equal to the array periodicity once the momentum matching
condition is met. All those effects to the left of the fundamental array periodicity wavelength, stem
from freely propagating field interactions, which have propagation vectors out of the plane of the
film.

These freely propagating fields are above the cutoff frequency of the hole when acting as a
waveguide, and allow free transmission of propagating fields through the hole when appropriate
boundary conditions are met.

Once excited, plasmon modes carry energy from the incident side of the film to the exit side of
the film and resonate with the geometric features there. These resonant interactions can be complex
in nature, but once excited, produce transmission into the far field, similar to that produced by
oscillating dipoles.

Qualitatively, the structure can be described as an effective impedance encountered by the
plasmon mode currents. The gaps between resonator and screen present a capacitance that depends
on the width of the gap, thicknesses of the screen and resonator, front-to-back position of the
resonator, and the lateral dimensions of the hole and resonator. The path length around hole
presents a resistance and inductance to plasmon mode current. The interaction of these two features
produces a resonance at a larger wavelength than the fundamental mode of the holes-only structure.
Increasing the inductance or capacitance by modifying the geometry will increase the resonant
wavelength of the structure.

It is not clear at this point the best methodology to use to model the interactions of these
weakly bound plasmon modes and their trajectories over the meta-surface topology, nor how to
a priori predict the resonant condition. The reduction in line width due to film thickness does
suggest however a lower loss and higher quality factor resonance is achieved by increasing the
metal thickness of the plate and the resonator to values comparable to the array period.

4. CONCLUSION

A resonator-loaded hole in a metal film has been investigated using FDTD techniques. A dramatic
reduction in transmission resonance line-width has been observed when the metal film thickness
is increased to values on the order of the array period. This reduction in line width, along with
the overall size of the arrays, suggests a potential application of such films as a narrow band filter
for multispectral imaging applications, whereby each individual pixel of a focal plane array can be
assigned a specific spectral line by placing a suitably designed array directly over each pixel of the
focal plane imaging array.
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Abstract— This paper presents both numerical modeling and experimental demonstration of a
MM-wave-to-THz amplitude modulator based on a graphene-oxide-silicon etalon structure. The
silicon substrate not only supports back gate bias but also acts as Fabry-Perot etalon resonant
cavity for perpendicular-incident radiation. Graphene deposited on one surface of the etalon
provides a tunable sheet conductance and etalon transmittance under gate bias. A 1.4-dB depth-
of-modulation is measured with a 101 GHz setup, and modulation of 530 GHz radiation is also
demonstrated. In all cases, the modulator behaves linearly with respect to gate bias and is easy
to use because of its large aperture (∼ 1 square cm) and transmission-mode operation.

1. INTRODUCTION

Millimeter-wave (MMW) and THz radiation have found application in medical imaging because
their propagation characteristics can be used to sensitively detect the hydration level of targeted
bio-tissues [1–3]. For the development of imaging systems, an amplitude modulator is a very useful
component. The rough performance metrics of a practical modulator include ≥ 10 dB depth-of-
modulation with at least 30 Hz of modulation bandwidth. One of the possible basis structures
for a modulator is illustrated in Fig. 1(a). As a MMW-to-THz beam propagates through an
etalon resonant cavity, its transmittance can be modified by a thin conducting film with tunable
conductivity placed on either facet of the etalon. Of course, a conducting film also causes some
absorption of the beam power.

In this paper, we report a realization of an amplitude modulator design with a graphene-oxide-
silicon etalon structure [Fig. 1(b)]. The device consists of an oxide-pre-coated high-resistivity silicon
substrate with a ∼ 1 × 1-cm monolayer-thick graphene film deposited on top. The oxide is 90 nm
thick. The structure is packaged into a graphene-channel field-effect transistor (GFET) with source
and drain contacts deposited on the graphene, and a (back) gate contact on the opposite side of
the silicon.

For perpendicular-incident radiation, the silicon slab functions as Fabry-Perot etalon. Its trans-
mission spectrum displays resonant peaks located at integral multiples of f0 = c/2nL = 112 GHz
where L = 392µm is the silicon thickness, and n = 3.41 is its refractive index [4]. The graphene
sheet provides tunable conductance by the back gate bias which shifts the energy of its Fermi level.
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Figure 1: (a) Prototype amplitude modulator (graphene-oxide-silicon etalon). (b) 101 GHz modulation
setup.
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Then the overall transmission of perpendicular radiation is modified proportionally. For gate tun-
ing, graphene has already been extensively studied as optical modulators during the past several
years, first in the mid-infrared [5] and then in the THz region [6–8].

2. MODELING

The transmission matrix method [9] is applied to study the effect of graphene sheet conductance
on transmittance of perpendicular radiation through the graphene-oxide-silicon etalon. This yields

Te =

∣∣∣∣∣∣
t1t2 exp

(
−j

2π
√

εs

c L
)

1 + r1r2 exp
(
−j

4π
√

εs

c L
)

∣∣∣∣∣∣

2

(1)

where r1 is the reflection coefficient at the air/Si interface, t1 is the transmission coefficient at the
air/Si interface, r2 is the reflection coefficient at the Si/graphene interface, and t2 is the transmission
coefficient at graphene/air interface. These parameters are linked to the dielectric constants of
silicon εs and graphene εg = Re{εg}+ jIm{εg} through [10]:

r1 =
1−√εs

1 +
√

εs
, t1 =

2
1 +

√
εs

(2)

r2 =
√

εs − (√εg + 1)√
εs + (√εg + 1)

, t2 =
2
√

εs√
εs + (√εg + 1)

, (3)

The transmittance T spectra for various sheet conductances are plotted in Fig. 2(a) and confirm
that the strongest modulation occurs at the resonant frequencies of the etalon located at 112, 224,
336, 448, 560 GHz, etc.. The depth-of-modulation is defined here in terms of the ratio of the high
transmittance Thigh to the low transmittance Tlow: DoM = 10 ∗ log10(Thigh/Tlow), all of which
depend on the graphene sheet conductance at the operating frequency. As observed in Fig. 2(a),
at a peak of 112GHz, the DoM is ≈ 5.0 dB if the sheet conductance is varied from 0.66 to 5.3 mS.
In contrast, at a valley frequency such as 167GHz, the DoM drops to ∼ 1.0 dB given the same
variation in sheet conductance. To see the modulation effect more directly, we plot in Fig. 2(b) the
transmittance vs sheet conductance for various frequencies. Here we can see that at 112 GHz the
transmittance drops from 0.8 to 0.08 (DoM = 10 dB) for a change of 0.6 to 13.6 mS. And for all
frequencies, greater differential T occurs at smaller values of sheet conductance, especially in the
range less than 4mS. This is associated with the fact that the resonance quality factor Q increases
rapidly in this range as displayed in Fig. 2(a) [11], which does not include the imaginary part of the
graphene conductance. As an example, at the sheet conductance of 0.66 mS and at the 112-GHz
peak [highest-DoM case considered in Fig. 2(a)], the Q is approximately 3.5.

(a) (b)

Figure 2: (a) The transmission at a sheet conductance vs. frequency. (b) The transmission at a single
frequency vs. the graphene sheet conductance.
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3. EXPERIMENTAL RESULTS

The graphene used in the present modulator structure was in the form of ∼ 1 × 1 cm films grown
by CVD and then transferred from copper to silicon through a “fishing” procedure. Poly-methyl
methacrylate (PMMA) was spun onto the graphene film on copper foil. The copper foil was then
etched away using ammonium persulfate. Next the graphene deposited on PMMA was cleaned
in DI water, and wettransferred onto a high-resistivity silicon substrate. Finally the PMMA was
removed with acetone wash, and the graphene film was annealed in a hydrogen+argon atmosphere.

The first experimental setup includes a 101-GHz waveguide-mounted feedhorn-coupled Gunn-
oscillator as the transmitter, and a waveguide-mounted feedhorn-coupled Schottky-rectifier as the
receiver. The GFET structure was located at the focal plane of an off-axis paraboloid mirror located
approximately half-way between the two [Fig. 1(b)]. The focused beam spot size is≈ 5mm, which is
sufficiently matched to the large area of graphene. The bias to the Gunn-oscillator was square-wave
amplitude modulated off-and-on with a MOSFET circuit. The detected signal from the Schottky
rectifier was fed to a 1000x-gain low-noise voltage amplifier, and then demodulated with a lock-in
amplifier synchronized to the square wave. The signal-to-noise ratio (SNR) was ∼ 60 dB, which was
determined by the average transmitted signal divided by its standard deviation over 600 sample
points for the given modulation frequency (1 kHz) and lock-in amplifier integration time (0.3 ms).

The experimental results for the 101-GHz modulator are plotted in Fig. 3 where the best DoM
was 1.4 dB — a 40% change. This occurred when the gate bias was varied from −4V to +34 V.
Simultaneously, the graphene sheet conductance (at a constant source-drain bias of 0.1 V) was
monitored and changed from 1.6 mS to 0.4 mS. Beyond the gate bias of ∼ 33 V, however, the
sheet conductance decreased no further and took an upward (V-like) turn as it hit the Dirac
point. Nevertheless, the experimental DoM is reasonably close to the theoretical value, which from
Fig. 2(b) is ≈ 10 ∗ log10(0.745/0.52), or 1.6-dB.

Similar measurements were conducted in a higher-frequency set-up having a 530 GHz transmitter

Figure 3: The measured modulation by gate bias at 101GHz.

(a) (b)

Figure 4: (a) The modulation of transmitted signal at 530GHz. (b) The modulation amplitude as a function
of gate bias.
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and receiver. The transmitter consisted of a 11.0417GHz source frequency multiplied 48x by a
Schottky-diode varactor chain and coupled to free space through a diagonal feedhorn. The receiver
was a low-noise Schottky-rectifier also coupled through a diagonal feedhorn and connected to a
low-noise amplifier prior to lock-in demodulation. The modulation recorded with a 80 V square-
wave gate bias is shown in Fig. 4(a) displaying pronounced modulation but with a DoM of only
≈ 0.8 dB. This is attributed partly to the fact that 530 GHz is 30GHz far away from the nearest
resonant peak in Fig. 2(a) at 560 GHz. Nevertheless, the modulation is still linear with gate bias
as shown by the results plotted in Fig. 4(b).

4. CONCLUSIONS

We have modeled and demonstrated a voltage-controlled MMW-to-THz amplitude modulator based
on a graphene-oxide-silicon etalon structure. The best measured experimental DoM was 1.4 dB at
101GHz — less than the 10-dB goal generally applied to spatial modulators. However, analy-
sis shows that the DoM could be enhanced by realizing greater transconductance change of the
graphene film, and operating at a frequency having higher Q in the etalon. Thus there is room for
improvement toward a practical MMW-to-THz amplitude modulator.
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Abstract— We report a sensitive all-fiber ammonia gas sensor based on graphene coated mi-
crofiber. Through light deposition and interaction with the evanescent filed of the microfiber, the
graphene can be effectively coated onto it. The absorbed ammonia gas molecules significantly
influent the conductivity of the graphene, resulting in the increase of the refractive index, which
makes the transmission optical power change with a sensitivity of 0.1352 dBm/100 ppm and high
resolution of 0.74 ppm. The obtained results may have great potential applications in sensing
fields with high sensitivity, fast response, easy fabrication and tunable ability.

1. INTRODUCTION

Ammonia is a kind of common poisonous gas in the atmosphere, mainly comes from the world of na-
ture and artificiality. Being colorless and smelly, the ammonia gas may have irritation and corrosion
effects to the human eyes and the upper respiratory tract mucous membrane. Therefore, ammonia
gas sensor has been widely used in the fields of fire, agriculture, chemical industry, medicine, etc.,
including portable, pumping suction and fixed type, the detection principle of which mostly are
electrochemical principle. However, miniaturized, high sensitivity and electrical magnetic immune
ammonia gas sensors are badly in need of for severe environment.

In recent years there has been reported a variety of new methods for the detection of ammonia.
Based on the Lambert-Beer’s law, the traditional spectroscopy method is to detect the species
and concentration according to the selective absorption to the spectra, which includes tunable
diode laser absorption spectrum (TDLAS), non-dispersive infrared spectrum (NDIR) and Fourier
transform infrared spectrum (FTIR) [1] etc.. Nevertheless, these methods need lots of additional
circuit and measurement instrument with complex operations. D. Cheng [2] proposed to use the
near-field technology to prepare the polyaniline nano-fiber sensor and obtained the sensitivity of
2.7% at 1×10−6. In the meantime, the carbon nanotube sensor, prepared by using two-dimensional
electrophoresis technology, has good linear response when the concentration is higher than 20×10−6.
Fazel Yavari [3] demonstrated a macro graphene foam-like three-dimensional network ammonia gas
sensor comprised of few-layer graphene sheets with the sensitivity of 30% at 1000 ppm by detecting
the electrical resistance. However, the sensor was susceptible to electromagnetic interference and
the preparation process was complicated.

Micro/nano-fiber (MNF) [4] is a new type of optical waveguide with the diameter reaching to
micron and nanometer level, featured with compact size, good flexibility, low loss, large evanescent
field and ease of integration, which has a wide application in communication and sensor systems.
Graphene [5] has monolayer thickness of 0.335 nm, which appears as single two-dimensional hexag-
onal lattice with high surface-to-volume ratio and excellent electronic-photonic properties. It has
been used as transparent conductive film, lithium ion battery, super capacitor, organic photo-
voltaic cell, electron field emitter, catalyst and gas sensor. Combining the advantages of MNF and
graphene, we propose a passive and high sensitive ammonia gas sensor based on graphene coated
microfiber (GCMNF), which is of easy fabrication, miniaturization, low cost and high sensitivity.

2. WORKING PRINCIPLE

Graphene has large specific surface area to increase the contact area between sensor and ammonia
gas molecules, thus improving the sensitivity. Due to being similar to the P-type semiconductor,
when the molecules absorbed on the surface of graphene, its impurity band will emerge near the
Fermi level and change the electronic properties of graphene [6]. If the absorbed gas appears pull-
electrical-effects [7], the holes will increase, making the electrical conductivity increase. On the
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contrary, if the absorbed gas appears giving-electrical-effects, the redundant holes will be consumed,
making the electrical conductivity decrease. Here ammonia gas molecule is the latter one, which
makes the decreasing of the graphene electrical conductivity.

According to Ref. [8], the electrical conductivity and refractive index of graphene have the
relationship of

εeff = 1 + iσc/ωε0d (1)
n =

√
εeff (2)

Here σc is the electrical conductivity, d is the thickness of graphene, εeff is the effective permittivity,
n is the refractive index of graphene. The real part of refractive index of graphene can be calculated
as

ngr =

[
−(σi − ωε0d) +

√
(σi − ωε0d)2 + σ2

r

2ωε0d

] 1
2

(3)

The simulation result is showed in Fig. 1, where the refractive index of graphene increases along
with the increasing of the imaginary part of the electrical conductivity. According to the optical
waveguide theory, the larger the refractive index of graphene, the larger of the neff [9]. Then the
evanescent field increases as well as the transmission optical power in the core decreases along with
the increasing of the neff . Based on the above analyses, the sensing of ammonia gas concentration
can be achieved by measuring the variation of the transmitted optical power.

Figure 1: The real part of refractive index of graphene changes with the real and imagine parts of conductivity.

3. SYSTEM CONFIGURATION

The microfiber is bilaterally stretched from a standard single-mode-fiber (SMF) by using the flame-
heating and taper-drawing technology. The microscope image of microfiber with the waist diameter
of about 5µm and the length of 10 mm is shown in Fig. 2(a). The graphene dispersion is confected
by mixing 2 mg reduction of oxide graphene powder into 20 ml anhydrous ethanol with concentration
of 0.1 mg/ml, and then the solution is dispersed by 80 w–59 kHz ultrasonic cleaner for 60 mins to
make the graphene disperses in the ethanol uniformly, as depicted in Fig. 2(b). Then fix the two
ends of the microfiber onto the three-dimensional alignment stages, and adjust the stage to make
the whole microfiber dangling in the V groove. The whole deposition structure is shown in Fig. 2(c).

When 13 dBm of radiation from a broadband optical source is propagating in the microfiber, we
drip several drops of graphene dispersion into the V groove, making the microfiber immersed in it.
Based on the [10], the light injection from air into the dispersion thermally causes swirl and convec-
tion at the boundary, which helps to carry the graphene particles closer to the microfiber. Then,
the optical tweezer effect can trap micro/nano-sized objects by the optical intensity diversion in
the solution. The microfiber has large evanescent field, which causes the optical intensity diversion.
The Lorentz force is applied onto the objects in the electromagnetic field and is stronger toward
the higher optical intensity direction, thus tend to trap the graphene particles onto the microfiber.
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(a)(b)

(c)

(d)

Figure 2: (a) Microscope image of bare microfiber, (b) microscope image of the graphene dispersion, (c)
diagram of the deposition device, (d) microscope image of the graphene coated microfiber.

When dripping the graphene dispersion, the transmission loss increases first and then decreases
gradually during the evaporation of ethanol. The optical power is collected by the optical power
meter during the deposition process to measure the loss. Five minutes later, turn off the light
source and wait for the ethanol to evaporate. When the power remains unchanged, it means that
the ethanol is evaporated completely and the microfiber is well coated by graphene. Before and
after the deposition, we both use alcohol and de-ionized water to clean the microfiber for 2 mins
alternately to get rid of the dust and non-uniformly deposited graphene.

The graphene coated microfiber is clearly seen through the microscopy, as showing in Fig. 2(d).
The thickness of the GCMNF is about 17.063µm. It’s a little thicker, maybe because of the high
optical power leading to excess deposition, which may reduce the sensitivity of the GCMNF.

4. EXPERIMENT AND DISCUSSION

To evaluate the performance of the GCMNF for ammonia gas detection, we measured the trans-
mission intensity of the GCMNF with ammonia gas concentration ranging from 0 to 500 ppm as
shown in Fig. 3. The GCMNF was fixed into the gas chamber with the volume of about 1300ml.
The broadband light source was injected into the GCMNF and collected by the optical power
meter. The catheter of the outlet was inserted into the beaker with water inside, in case of the
ammonia leaking to the environment. 500 ppm of ammonia and nitrogen mixed gas as well as the
pure nitrogen gas acted as the gas generators.

At first, we tested the stability of the broadband light source. The deviation of the output power
of the light source was less than 0.001 dB in 20mins, indicating that the light source was stable.
Under the nitrogen atmosphere, enough NH3 was injected into the chamber uniformly, which lasted
for 200 s. To measure the reversibility of the system, inject N2 instead of NH3 and last for another
300 s. The pressure reducing valve was used to control the gas velocity and the power was detected
every 30 s. We repeated the measurements for concentration rising and falling process and recorded
the results to validate the repeatability of the gas sensor.

The experimental results are showing in Fig. 4. During the concentration of NH3 increasing from
0 to 500 ppm, the translation power decreases from −6.82 to −7.84 dBm the first time and −6.72
to −7.38 dBm the second time, respectively. Through the linear fitting, we obtain the sensitivity of
0.1352 dB/100 ppm. Since the resolution of the commercial optical power meter can be as high as

Broadband 
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GCMNF

Gas chamber

N2

NH3

Figure 3: Schematic diagram of the ammonia gas
sensor system.
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0.001 dBm, the ammonia concentration resolution can reach to 0.74 ppm. When the concentration
of NH3 decreases from 500 to 0 ppm, the power is higher than the initial value, which may be result
from the instability of the MNF.

The experiment errors mostly come from the following aspects, the air doesn’t discharge com-
pletely and the NH3 is discharged too quickly without full effect with the graphene. In addition,
the MNF is unstable under the air impact, which also influences the transmission power.

It should be noted that the sensitivity can be improved by fabricating more uniform microfiber
with small optical loss and appropriately adjusting the contact length between the graphene and
MNF.

5. CONCLUSION

In conclusion, a sensitive all-fiber ammonia gas sensor based on the graphene coated microfiber is
proposed and demonstrated. The absorption of the ammonia gas molecules have a strong influence
on the refractive index of graphene, resulting in the transmission power change in microfiber with
the sensitivity of 0.1352 dBm/100 ppm and high resolution of 0.74 ppm. In addition, the sensitivity
is tunable by adjusting the coating thickness of graphene. Such a graphene coated microfiber
with high sensitivity, fast response, easy fabrication, low cost and tunable ability would have great
potential applications in environmental monitoring fields.
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Abstract— In this paper we proposed a demodulation scheme based on tunable FP filter for the
WDM/FDM sensing system of the microstructure mentioned in the previous work. Simulation
is done to prove the feasibility of demodulating the microstructure with the tunable FP filter.
The experiments result showed high consistence with the simulation. And with the help of the
high speed FPGA module and a high resolution AD/DA card, the system has achieved a very
high resolution, up to 2.5 pm, and wavelength ranges 1520 nm to 1590 nm.

1. INTRODUCTION

Optical fiber sensors have many advantages over other sensing methods. It is immune to electro-
magnetic interference, chemical insert, and is quite small and weightless. In the previous work [1] in
my laboratory, the microstructure based on two identical FBG has been proved to have very good
sensing abilities and great potential for multiplex. The microstructure inherits the good advantage
of high sensitivity low insertion loss from the FBG, but has greater capability than FBG. The ca-
pacity of the microstructure depends on the product of both wavelength channel and the frequency
channel. To increase the capacity, we must expand the wavelength range of the demodulation
system, and achieve a higher wavelength resolution.

There have been many demodulation schemes for spectrum sensing system. In general, two
ways are typical in the demodulation of spectrum. One way is to use the diffraction gratings [2, 3].
Light is diffracted into different wavelength and then is collected by the CCD arrays. This way can
achieve high demodulation speed and large wavelength bandwidth. But the wavelength resolution
is limited by the number of the sensors in the CCD array. The other way is to construct the narrow
band pass filter or take use of the tunable laser to get the data on different wavelength [4–7]. There
is also a tradeoff between the resolution and the wavelength range.

In this paper, the tunable FP filter which has the bandwidth of 15 pm is selected. A spectrum
demodulation system based on the tunable FP filter is introduced. The driving signal is produced
by a high speed FPGA module and a DA module, signal from the PD is collected by the AD card.
In this way we successfully demodulated the spectrum of the microstructure.
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Figure 1: The typical spectrum of the FBG, microstructure and the FP tunable filter.
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2. OPERATION PRINCIPLE AND SIMULATION

There have been many articles about the demodulation of FBG based on the FP filter. However
the bandwidth of the FBG is about 2 nm typically, the bandwidth of the filter is about 50 pm. So
when we use the FP filter to demodulate the FBG, the FP filter can be seen as a delta function.
But when it comes to the FP cavity composed of the two identical FBG, the spectrum is very
complex. The space of the fringe is very small. We cannot treat the FP filter as a delta function
again.

Here is the reflection of the FBG.

r =
sinh2(

√
κ2 − σ̄2L)

cosh2
(√

κ2 − σ̄2L
)
− σ̄2

κ2

(1)

To simplify the result, we assume that the reflectivity of the FBG is quite low, then the reflection
in spectrum of the microstructure can be expressed as:

R = 2r (1 + cos (4πneff LC/λ)) (2)

Lc is the cavity length of the microstructure. The FP filter can be expressed as:

IFP = 1/
[
1 + F sin2(δ/2)

]
(3)

F = 4R/(1−R)2, δ = 4πD/λ, the bandwidth of the FP filter is decided by the reflectivity of the
FP filter.

From the simulation results in Figure 1, the bandwidth of the FP filter and the fringe is in the
same order of magnitude. And when we put the driving voltage on the FP filter, the cavity length
D will change, so is the central wavelength of the filter. The demodulation result of the system will
be calculated from:

IOUT (λ) =

λmax∫

λmin

R× IFPdD (4)
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Figure 2: (a) The demodulated spectrum of the microstructure; (b) the comparison between the original
spectrum and the demodulation result.
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To get a better result, the bandwidth of the FP filter, we choose, is 16 pm, the cavity length of
the microstructure is about 20mm, the step change of the FP filter in wavelength is 1 pm. The
simulation result of the demodulation result is shown in Figure 2.

From the results shown in Figure 2, the demodulation of the complex spectrum based on the
tunable FP filter may cause some distortion but the peak of the fringe corresponds to the theoretical
result correctly. The distortion is mainly decided by the density of the fringe, the bandwidth of the
filter and the step of the driving voltage. Besides this the resolution of the demodulation system is
just the step wavelength change of the tunable filter.

3. EXPERIMENTS SETUP

The schematic diagram is shown in Figure 3. The broadband light from the light source was
transmitted to the microstructure through the circulator. The reflected light was then acquired
by the photo detector. The driving signal was synchronized with the received signal by using one
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Figure 3: (a) Configuration of the system; (b) driving signal.

D=10 mm D=10 mm

D=10 mm D=10 mm

λ=1540 nm
λ=1545

nm

λ=1550 nm
λ=1555 nm

D=15 mm D=20 mm D=25 mm D=15 mm D=20 mm D=25 mm

D=15 mm D=20 mm D=25 mm D=15 mm D=20 mm D=25 mm

Figure 4: Schematic of the microstructure.
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Figure 5: (a) The demodulation results; (b) one peak centered at the 1545 nm; (c) the frequency spectrum.



Progress In Electromagnetics Research Symposium Proceedings 1203

FPGA module. To ensure the repeatability of the detection, the driving signal is designed to be
the sawtooth signal. And the data acquired from the photo detector is filtered and processed in
the computer.

To test the demodulation result of the demodulation system, a sensing system of 16 microstruc-
tures containing 4 wavelengths and 4 frequencies is fabricated. The microstructure is shown in
Figure 4.

4. RESULTS AND DISCUSSION

The demodulation results is shown in Figure 5. The wavelength ranges from 1532 nm to 1562 nm at
the resolution of 2.5 pm. The driving frequency is 500Hz. If we choose one peak to observe carefully,
the demodulation results keep in high consistence with the simulation. After the fourier transmis-
sion, the four peak is very clear in the frequency spectrum. And due to the higher resolution, the
system can double the capacity up to 2000.

5. CONCLUSION

The demodulation system based on the tunable FP filter can be used for the complex spectrum de-
modulation of the microstructure. The capacity and the demodulation speed of the microstructure
sensing system will be greatly improved with the help of the system.
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Abstract— In this present paper we present a novel solution for the diffraction of a converging
beam. In that approach, the field of the incident converging beam is synthesized using the
CS approach in conjunction with the plane wave spectral analysis, and the diffracted field is
calculated using the appropriate integral representation expansion. The exact solution obtained
via this spectral technique is then compared with an asymptotic solution obtained via CR tracing
augmented with uniform complex ray diffraction. The CR solution includes also selection rules
that delineate the CR lit and shadow zones for the diverging or converging beam cases. The
overall goal of this research is the derivation of techniques for the analysis of 3D beam diffraction
by a cone.

1. INTRODUCTION

The complex source (CS) method provides a canonical setting for the rigorous study of beam
diffraction phenomena [1, 2]. In [3] we have used this approach for the analysis of two dimensional
(2D) beam diffraction by a wedge as a function of the beam parameters: collimation, direction and
displacement from the edge. However, as has been noted in [3], the straightforward CS formulation
applies only for the case where the incident beam is diverging as it hits the edge, as schematized
in Figure 1. In [4] we presented the novel solution that can be used for the case where the incident
beam is converging (Figure 2). In this paper we extend this work by including the results of
asymptotic complex ray tracing method augmented with uniform complex ray diffraction.

2. MODELING OF THE INCIDENT CONVERGING BEAM

We start with the conventional CS model in Figure 1 which, however, cannot be applied for the
converging beam case of Figure 2. In this approach, the field is modeled as radiation from a
point-source located at the complex coordinate point

rc = r0 + ib, r0 = (x0, y0) = (r0, φ0), b = (xb, yb) = (b, φb), rc = (xc, yc) = (rc, φc) (1)

y

r
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Figure 1: An incident diverging beam. A complex
source beam (CSB; double arrow) emerges in the b
direction from the physical source distribution cen-
tered at r0 whose length is 2b (thick line). The waist
of the resulting beam is also located on that line and
its size

√
b/k ¿ b.

waist  

   converging     
  

   
beam

Figure 2: An incident converging beam. The beam
propagates in the b direction, converging to a waist
at r0, but it hits the wedge before it reaches that
waist.
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r0 and b are real vectors expressed in (1) in cartesian and polar forms. In free space, the field due
to the source in (1) is obtained by an analytic continuation of the 2D free space Green’s function

G(r, rc) = (i/4)H(1)
0 (ks), s =

√
(x− xc)2 + (y − yc)2, Re s ≥ 0, (2)

H
(1)
0 (ks) is the Hankel function of the first kind and zero order and s is the complex distance from

rc to the real observation point r.
As follows from the analysis above, the CS model in Figure 1 cannot describe the converging

beam situation in Figure 2. In [4] this problem was circumvented by describing the incident
converging beam as a plane wave integral, and then constructing the diffracted field due to these
plane waves. The starting point is plane wave spectral representation of the solution in (2)

G (r, rc) =
i

4π

∫

C+

dξ ζ−1eik[ξη±ζ(σ−ib)|], σ ≷ 0, ζ =
√

1− ξ2 with Imζ ≥ 0, (3)

here (σ, η) are the beam coordinates centered at r0 such that σ is the coordinate along b while η is
the transversal coordinate. The integration contour C+ extends along and passes above and below
the branch points at ξ = ∓1, respectively. The plane wave representation of the converging beam
is obtained by using the upper sign in (3) for all σ, namely [4]

ui(r; rc) =
i

4π

∫

C±
ζ−1eik

[
ξη+ζ(σ−ib)|

]
dξ, σ ≷ 0, (4)

C− is similar to C+ of (3) except that it passes below and above the branch points at ξ = ∓1,
respectively. ui(r; rc) in (3) describes a beam propagating along the σ-axis from −∞ to ∞, having
a waist at σ = 0 (i.e., at r0). It is convenient to put the integral in (4) in the form of an angular
plane wave spectrum

ui(r; rc) =
i

4π

∫

P±
dα e−ikr cos(α−φ)ũi(α; rc), ũi(α; rc) = eikrc cos(α−φc), (5)

where the Sommerfeld integration pathes P± extend from −π/2 ± ∞ to π/2 ∓ ∞, α is spectral
angle measured from the σ- axis and ũi is the plane-wave spectrum. φc is complex angle defined via
φc = arctan(yc/xc). We note now that if φ0 ≈ φb−π then (5) describes an incident diverging beam,
as in Figure 1, whereas if φ0 ≈ φb then (5) describes a converging incident beam as in Figure 2.

3. CONVERGING BEAM DIFFRACTION BY A WEDGE

Referring to Figure 1 we consider an acoustically soft wedge with faces at φ = 0 and φ = ϕ
(Figure 1). Considering an incident plane wave e−ikr cos(φ−α) where α is direction of the plane wave
arrival, the total field can be expressed as [1]

uPW(r; α) =
−1
8π

∫

I
dw eikr cos w D(φ, α; w), (6)

where D(φ, α; w) is spectral diffraction coefficient. The total field due to the incident wave in (5)
is given [1, 3]

u(r) =
i

4π

∫

P±
dα uPW(r; α)ũi(α) =

i

4π

∫

P±
dαũi(α)

−1
8π

∫

I
dweikr cos wD(φ, α; w), (7)

where ũi(α; r0, φb) is the spectrum of the incident beam as defined in (5). The spectral diffraction
coefficient D(φ, α;w) introduces the lattice of poles with 2ϕ periodicity: wp = φ ± α ∓ π + 2nϕ,
with n = 0,±1,±2, . . .. Assuming that the incident beam hits the wedge as is shown Figure 2, the
most relevant poles are given by wp = φ± α− π. Depends on the observation angle φ, these poles
move across the integration path as angle φ±α increases through π and give rise to the geometrical
part of the solution of (7), coincides with the field of direct and reflected complex rays uCR(r).
Note that by extracting the contributions of these poles explicitly, the spectral integral in (6) may
be regarded as the “diffracted field” ud

PW(r) associated with the incident plane wave. Therefore,
following [3] we introduce the “diffracted field” associated with the incident beam

ud(r) =
i

4π

∫

P±
dα ud

PW(r; α)ũi(α) =
i

4π

∫

P±
dαũi(α)

−1
8π

∫

Imod

dweikr cos wD(φ, α;w), (8)

the integration path Imod extends along the imaginary w-axis [1, 3].
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4. COMPLEX RAYS REPRESENTATION (CR)

In Reference [3], the complex ray representation of 2D beam diffraction by a wedge has been
considered in the framework of the complex source (CS) approach. Here we extend this approach
to the case of converging beam.

4.1. The Incident Field
The incident field of the converging beam can be treated by using complex geometrical optics. Thus
the ingoing part of the incident converging beam is

ui ∼ i/4H
(2)
0 (ks) ∼ −

√
1

8πks
e−iks−iπ/4, Re s > 0, (9)

where s is the complex distance and given by (2). The corresponding complex rays are

r = rc − s
◦
s, (10)

where
◦
s = (

◦
sx,

◦
sy) is the complex ray direction such that

◦
s · ◦s = 1. These rays emanate from the

observation point r and propagates toward the complex point rc. Beneath the waste r0 the ingoing
beam field transforms into outgoing and is given by

ui ∼ i/4H
(1)
0 (ks) ∼

√
1

8πks
eiks+iπ/4, Re s > 0, (11)

and the corresponding rays are expressed by

r = rc + s
◦
s. (12)

In this case the rays emanate from the complex point rc and propagates toward the observation
point r.

4.2. The Field of the Direct Ray
To find the field scattered by a wedge, one needs the complex continuation of wedge geometry. This
was done in [3] and we refer the reader to this work.

To find the field of the direct ray we calculate the distance s(r) along the ray via (2) and then
the ray direction

◦
s(r) via (10) for the real observation point lie above the waist or via (12) for the

observation points lie beneath the waste. Using (10), (12) we find qj , the complex point where
these rays intercept plane j defined above, and sqj

, the distance from rc to qj . Note that sqj
is

found uniquely via (10)–(12) and that it does not involve a square root.
Selection rule 1: This ray is included in the field representation if qj does not belong to the

complex extension of face j.

4.3. The Field of the Reflected Rays
In order to calculate the reflected complex rays it is convenient to consider the image points ~̄rcj

of rc with respect to plane j. We introduce also the image point of the wais r0j . For the real
observation points lie beneath the image waist r0j , the reflected rays have trajectories like to (10)
r = rcj − s

◦
s. Next we calculate s with Re s > 0 and

◦
s in the same manner as described above for

the incident ray. We also calculate the complex points q̄j where these rays intercept plane j, and
the distances sqj

from rcj to qj .
Selection rule 2.1: R̄j is included in the field representation only if rqj belongs to the complex

extension of face j and also 0 < Re{s̄qj} < Re{s̄j}.
For the real observation points lie above the image waist r0j , the reflected rays have trajectories

like to (12) r = rcj +s
◦
s, we calculate the corresponding s with Re{s} > 0 and

◦
s in the same manner

as described in above. We also calculate the complex points q̄j where the continuation of them
intercept plane j, and the distances sqj

from rcj to qj .
Selection rule 2.2: The ray is included in the field representation only if rqj belongs to the

complex extension of face j.
The reflected field ψr is given by (9)–(11) with appropriate s multiplied by the boundary reflec-

tion coefficient.
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5. COMPLEX RAYS DIFFRACTION

The edge diffracted field due to incident beam is given by (8). Here we derive the uniform repre-
sentation for the (8). We start with evaluation the internal (dw) integral. The integral has two
critical points: the saddle point ws = 0 and the poles wp = φ±α− π. Since the poles cannot cross
the integration path we can evaluate it by applying the saddle-point technique which yields

ud(r) =
i

16π2

√
2π

ikr
eikr

∫

P±
dα eikrc cos(α−φ′c)D(α, φ). (13)

The last integral has two saddle points αs = φc, π − φc and the poles αp = π ± φ. In the case of
diverging beam the integration path C+ can be deformed into SDP path through the saddle point
αs = φc and in the case of converging beam the integration path C− can be deformed into SDP
path trough the saddle point π−φc. The process of the uniform evaluation is based on the method
outlined in [3]. The spectral diffraction coefficient D(α, φ) is resolved in two terms: pole term and
regular term

D(α, φ) =
Pp

α− αp
+Rp(α; φ), (14)

where Pp ≡ lim w→αp
(α − αp)D(α, φ) and Rp(α, φ) = D(α, φ) − Pp

α−αp
. The pole term can be

integrated analytically and the regular term can be evaluated asymptotically via the saddle point
technique.

The analysis yields for diverging beam

ud(r) =
Pp

16π

√
2π

ikr
eikχperfc(−isp)− Rp(φc, φ)

8πk
√

rrc
eik(r+rc), (15)
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Figure 3: (a) The real part of the total field for the case of diverging beam calculated via (7). (b) The real part
of the total field for the case of diverging beam calculated by CRT method. (c) The edge diffracted field for
the case of diverging beam calculated at distance r = 200. The blue line represents the result obtained via the
exact formulation (8) and the red line represents the results obtained via uniform asymptotic evaluation (15).
Figures (d)–(f) likes to (a)–(c) but for the case of converging beam.



1208 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

and for converging beam

ud(r) =
Pp

16π

√
2π

ikr
eikχperfc(−isp)− Rp(π − φc, φ)

8πk
√

rrc
eik(r−rc), (16)

where χp is equals χp = −rc cos(αp − φc) and sp is given by sp = (αp − φc)
√

ikrc

2 for diverging and

sp = (αp − π + φc)
√

ikrc

2 for converging beam.

6. NUMERICAL RESULTS

We consider diffraction by a 45◦ wedge (i.e., ϕ = 1.75π). The collimation length of the incident beam
is b = 80 and its direction is φb = 240◦. The units are set such that k = 1. We consider the case of
the diverging beam with the waist location (r0, φ0) = (100, 60◦), and the case of converging beam
with waist location (r0, φ0) = (100, 240◦). In Figure 3 we depict the total field, calculated via (7),
the total field calculated by asymptotic CRT method and the edge diffracted field for the case of
diverging beam Figures 3(a), (b), (c) and for the case of converging beam Figures 3(d), (e), (f).

7. CONCLUSION

We derived a new solution for the diffraction of a converging beam by a wedge. In that approach,
the field of the incident converging beam is synthesized using the CS technique in conjunction
with the plane wave spectral analysis, and the diffracted field is then calculated using the spectral
techniques. The final result in (7) may be applied for both cases where the incident beam is either
diverging or converging as it hits the wedge, as schematized in Figures 1 and 2, respectively. The
validity of the new solution has been verified by applying it first to the diverging beam case where
the solution is valid [3], (see Figures 3(a), (b), (c)) before applying it to the converging beam case
(Figures 3(d), (e), (f)). The long term goal of this research is the derivation of scattering and
diffraction coefficients for a beam impinging on a tip of a cone.
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Abstract— The areas of propagation in the r̄0−β̄ — phase plane, the β̄(r̄0) — phase character-
istics and the lower and upper cut-off frequencies (the lower and upper normalized critical guide
radii r̄0cr and r̄0en±, resp.) of the circular waveguide, containing a thick latching ferrite cylinder,
magnetized azimuthally to remanence, surrounded by a thin dielectric toroid, are studied for the
normal TE01 mode, assuming equal values of the relative permittivities of both strata, (r̄0 and
β̄ — the guide radius and phase constant, normalized with respect to the frequency and relative
permittivity of anisotropic filling, “+” and “−” — subscripts, labeling quantities, relevant to
positive, resp. negative direction of its magnetization). The principle outcome of the investiga-
tion is that the removal even of an insignificant part from the ferrite in the vicinity of the wall
and its replacement by an isotropic medium changes substantially the phase behaviour of the
configuration, compared to the case in which it fills in the whole transmission line, inspected ear-
lier. This is visible for both signs of ferrite magnetization, but especially noticeable if its sign is
positive (counter-clockwise). Besides, the alteration of the size of outer layer, of its permittivity,
keeping that of the inner one the same and of the direction of magnetization of the ferrite load,
are the most important factors that determine the position, boundaries, shape and dimensions
of the region in the phase plane in which the wave might be sustained, as well as the distribution
of its two kinds of cut-off frequencies (the critical radii).

1. INTRODUCTION

The circular waveguides, entirely or partially filled with ferrite of azimuthal magnetization are
apt for the development of nonreciprocal digital phase shifters, operating in the normal TE01

mode, since they can provide differential phase shift when switching the remanent magnetization
of their anisotropic load between its two stable states [1–8]. For certain combinations of parame-
ters the multilayered ferrite-dielectric structures could afford an increased value of this important
quantity [1–4, 8]. Due to the complexity of the tasks, however, still the phase behaviour of these
configurations is not sufficiently clarified.

The purpose of this paper is the investigation of the phase behaviour of a two-layered geometry
of the above type in which the anisotropic medium takes up its inner and the isotropic one — its
outer region, using results of the recent solution of the propagation problem for the normal TE0n

modes in it [4]. To simplify the study, the discussion is confined to the TE01 mode solely. As
earlier [4], the relative permittivities of both media are assumed equal. In addition, the relative
size of the area, occupied by dielectric is small, compared to the one of the transmission line and
the lower part of frequency band in which the wave could be sustained, is considered only.

2. FORMULATION OF THE PROBLEM

An infinitely long, uniform, lossless perfectly conducting circular waveguide of radius r0, loaded with
a coaxially positioned latching ferrite cylinder of radius r1, magnetized azimuthally to remanence
by an infinitely thin axial wire and a dielectric toroid of inner and outer radii r1 and r0, resp., is
considered. The ferrite has a Polder permeability tensor ↔

µ = µ0[µij ], i, j = 1, 2, 3, with nonzero
components µii = 1 and µ13 = µ31 = −jα, α = γMr/ω(−1 < α < 1), γ — gyromagnetic ratio, Mr

— ferrite remanent magnetization, ω — angular frequency of the wave and a scalar permittivity
ε = ε0εr. The dielectric possesses a scalar permittivity and permeability εd = ε0εd and µd = µ0µd,
resp., µd = 1. It is accepted that εr = εd. The propagation of normal TE0n modes with phase
constant β is explored. Normalized quantities are introduced by the relations: β̄ = β/(β0

√
εr),

r̄0 = β0r0
√

εr and r̄1 = β0r1
√

εr with β0 = ω
√

ε0µ0 [4–6].
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3. PHASE BEHAVIOUR

Figures 1(a), (b) and 2(a), (b) depict the domain of transmission of the normal TE01 wave in the
structure under study (portrayed by light green), magnetized in positive (α+ > 0) and negative
(α− < 0) direction, resp., assuming anisotropic cylinder to waveguide radius ratio ρ = 0.9 and 0.95,
resp. (ρ = r̄1/r̄0, 0 < ρ < 1). The corresponding normalized β̄(r̄0) — phase characteristics with
α as parameter are pictured here by solid and dashed lines, as well. The α = 0 — solid curve
(the lower border of the area in question for α+ > 0) dovetails to a geometry, wholly filled with
dielectric of relative permittivity εr. In case of negative magnetization this boundary is composed
of parts of the phase lines for small α− < 0. For upper limits of the areas inspected serve the En1−-
and En1+-dotted envelopes (the sets of termination points of the β̄(r̄0) — characteristics for higher
frequencies) at which the propagation ceases. The appearance of the latter may be interpreted as

(a) (b)

Figure 1: Area of transmission and phase characteristics of the ferrite-dielectric waveguide, magnetized
azimuthally in: (a) positive and (b) negative direction for the normal TE01 mode in case ρ = 0.9.

(a) (b)

Figure 2: Area of transmission and phase characteristics of the ferrite-dielectric waveguide, magnetized
azimuthally in: (a) positive and (b) negative direction for the normal TE01 mode in case ρ = 0.95.
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a springing up of upper cut-off frequencies of the configuration. Accordingly, the conventional ones
may be called lower cut-off frequencies.

The phase diagrams are plotted, employing the procedure, worked out earlier [4]. It uses the
roots of the characteristic equation of the structure ξ

(c)
k±,n(ε̄, ρ, α±) [4], derived in terms of complex

Kummer confluent hypergeometric and the real Bessel and Neumann functions [9]. (k± — imaginary
part of the complex first parameter of Kummer function, k± = α±β̄/(2β̄2), β̄2 = β2/(β0

√
εr),

β2 = [ω2ε0µ0εr(1− α2)− β2]1/2 — radial wavenumbers in the anisotropic medium [4]).

Table 1 lists the roots ξ
(c)
0,n(ε̄, ρ, α±) (k± = 0) of the equation mentioned and the lower cut-off

frequencies of the configuration (the lower normalized critical guide radius) r̄0cr± = ξ
(c)
0,n(ε̄, ρ, α±)/

(2
√

1− α2±) at which no propagation takes place (β̄cr± = 0) [10]. Table 2 presents the L1(c, n) and

L̄3±(c, ε̄, ρ, α±, n) numbers and the upper cut-off frequencies of the waveguide (the upper normal-

ized critical guide radii) r̄0en− = L1(c, n)/(|αen−|
√

1− α2
en−), resp. r̄0en± = L3±(c, ε̄, ρ, αen±, n)/

(|αen±|
√

1− α2
en±), pertinent to the case β̄en± =

√
1− α2

en±, (c = 3, ε̄ = εd/εr = 1, 0 < ρ < 1,
−1 < α− < 0, 0 < α+ < 1, n = 1, 2, 3, . . ., |α−| ≡ |α+| ≡ |α|, r̄0cr− ≡ r̄0cr+ ≡ r̄0cr,
r̄0en− 6= r̄0en+) [4, 9]. All data correspond to normal TE01 mode (n = 1). The calculations
are performed for |α| = 0.05(0.05)0.95, on condition that ρ = 1, 0.95 and 0.9. (For details on
the definition and modeling of the various L numbers see Refs. [4, 7, 8, 10]. In some of them the
notation L(c, n) is advanced instead of L1(c, n).) The distribution of r̄0cr and r̄0en± vs. |α| is
presented in Figs. 3(a), (b) and 4(a), (b), resp. for the aforesaid numerical equivalents of ρ. The
subscripts “cr” and “en±” mark off quantities, relative to the lower and upper cut-off frequencies
(to the En1−- and En1+-lines.) Note that the above expressions allow to write the equation of the
envelopes β̄en− = β̄en−(r̄0en−), resp. β̄en± = β̄en±(r̄0en±) in parametric form [4]. The case ρ = 1
answers to waveguide, completely filled with ferrite in which there is only one envelope, relevant to
negative ferrite magnetization — the En1−-line of equation β̄en− = β̄en−(r̄0en−), see Ref. [3]).

Table 1: Values of the roots of the characteristic equation of the ferrite-dielectric structure ξ
(c)
0,n(ρ) and of

the lower cut-off frequencies r̄0cr for the TE01 mode in case εd = εr, ρ = 1, 0.95 and 0.9 as a function of |α|.
ρ |α| 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

1
ξ
(c)
0,n(ρ) 7.66341

r̄0cr 3.83650 3.85101 3.87555 3.91072 3.95737 4.01672 4.09043 4.18073 4.29069 4.42447

0.95
ξ
(c)
0,n(ρ) 7.66249 7.65969 7.65494 7.64810 7.63896 7.62725 7.61257 7.59439 7.57196 7.54427

r̄0cr 3.83604 3.84914 3.87127 3.90290 3.94474 3.99777 4.06329 4.14308 4.23948 4.35569

0.9
ξ
(c)
0,n(ρ) 7.66167 7.65642 7.64753 7.63478 7.61785 7.59629 7.56951 7.53670 7.49681 7.44842

r̄0cr 3.83563 3.84750 3.86752 3.89611 3.93384 3.98154 4.04031 4.11161 4.19741 4.30035

ρ |α| 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00

1
ξ
(c)
0,n(ρ) 7.66341

r̄0cr 4.58796 4.78963 5.04215 5.36546 5.79299 6.38618 7.27379 8.79054 12.27128

0.95
ξ
(c)
0,n(ρ) 7.50991 7.46681 7.41192 7.34051 7.24492 7.11197 6.91715 6.61022 6.07361

r̄0cr 4.49607 4.66676 4.87669 5.13939 5.47665 5.92664 6.56547 7.58244 9.72556

0.9
ξ
(c)
0,n(ρ) 7.38965 7.31793 7.22970 7.11992 6.98130 6.80295 6.56801 6.24916 5.79836

r̄0cr 4.42407 4.57371 4.75679 4.98494 5.27737 5.66913 6.23408 7.16828 9.28481

Confronting the results obtained with the previous ones shows that:
i) The presence even of a slight non-uniformity in the anisotropic medium (of a thin dielectric

toroid) in contact with the structure wall changes totally the phase behaviour of the waveguide
compared to the case in which the ferrite occupies it entirely [3, 6]. For negative magnetization
this is clearly visible juxtaposing Figs. 1(b) and 2(b) with Fig. 3 [6]. For positive magnetization it
follows from Table 2, indicating the appearance of upper cut-off frequencies in case ρ = 0.95 and
0.9, not observed when ρ = 1 (ferrite-filled waveguide). The upper limit of the propagation area
(the envelope limit En1+) however appears for values of r̄0, lying out of the scale chosen (larger
than 30).
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Table 2: Values of the L1(c, n), L̄3−(c, ε̄, ρ, α−, n) and L̄3+(c, ε̄, ρ, α+, n) numbers and of the upper cut-off
frequencies r̄0cr for the TE01 mode in case εd = εr, ρ = 1, 0.95 and 0.9 as a function of |α|.

ρ |α| 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

1
L1 6.59365

r̄0en− 132.03823 66.26872 44.46072 33.64810 27.23959 23.04009 20.11104 17.98567 16.40772 15.22739

0.95

L3− 6.42086 6.41569 6.40685 6.39399 6.37658 6.35383 6.32463 6.28743 6.23994 6.17892

r̄0en− 128.57799 64.48008 43.20110 32.62919 26.34280 22.20207 19.29052 17.15036 15.52755 14.26959

L3+ 48.51598 48.37313 48.13345 47.79447 47.35258 46.80286 46.13881 45.35198 44.43147 43.36313

r̄0en+ 971.53477 486.16823 324.56174 243.90013 195.62215 163.54244140.72614123.70766 110.56376 100.14286

0.9

L3− 5.64657 5.63076 5.60398 5.56557 5.51458 5.44973 5.36943 5.27170 5.15415 5.01401

r̄0en− 114.36997 56.59123 37.78738 28.40167 22.78172 19.04291 16.37710 14.37973 12.82564 11.57937

L3+ 24.58168 24.50957 24.38857 24.21741 23.99422 23.71647 23.38081 22.98291 22.51715 21.97626

r̄0en+ 492.24937 246.33049 164.45108 123.58393 99.12448 82.87204 71.31289 62.69103 56.03193 50.75199

ρ |α| 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00

1
L1 6.59365

r̄0en− 14.35461 13.73678 13.34863 13.18995 13.29156 13.73678 14.72569 16.80764 22.22799

0.95

L3− 6.09947 5.99424 5.85188 5.65482 5.37652 4.97996 4.42183 3.66507 2.69066

r̄0en− 13.27875 12.48801 11.84695 11.31191 10.83804 10.37491 9.87533 9.34249 9.07055

L3+ 42.12844 40.70273 39.05234 37.12992 34.86577 32.15101 28.79961 24.44509 18.13731

r̄0en+ 91.71505 84.79735 79.06017 74.27469 70.28279 66.98127 64.31854 62.31210 61.14304

0.9

L3− 4.84813 4.65297 4.42473 4.15939 3.85280 3.50075 3.09894 2.64290 2.12768

r̄0en− 10.55454 9.69369 8.95772 8.32044 7.76652 7.29322 6.92089 6.73692 7.17266

L3+ 21.35071 20.62784 19.79038 18.81409 17.66332 16.28255 14.57715 12.36132 9.15513

r̄0en+ 46.48122 42.97466 40.06497 37.63570 35.60591 33.92198 32.55533 31.50978 30.86302

(a) (b)

Figure 3: Dependence of the lower cut-off frequencies r̄0cr of the ferrite-dielectric waveguide for the normal
TE01 mode on |α| with ρ as parameter, assuming: (a) |α| = 〈0÷ 1〉; (b) |α| = 〈0.8÷ 1〉.

ii) In view of the substantial influence of the value of εd/εr — ratio on the phase portrait
of a geometry, containing dielectric cylinder and ferrite toroid, established before [8], it might be
expected that a similar dependence might be observed in the behavour of the structure under study.

iii) An insignificant variation of the parameter ρ (of the size of the area, taken by dielectric),
keeping the εd/εr — ratio constant, leads to a drastic deformation of phase curves, resp. of the
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(a) (b)

Figure 4: Dependence of the upper cut-off frequencies r̄0en+ and r̄0en− of the ferrite-dielectric waveguide,
magnetized azimuthally in: (a) positive and (b) negative direction for the normal TE01 mode on |α| with ρ
as parameter.

region of transmission (cf. Figs. 1(a), (b) with Figs. 2(a), (b) for ρ = 0.95 and 0.9).
iv) A reversal of Mr, preserving ρ, the εd/εr — ratio and |α| the same, entails an entire alteration

of the position, limits, form and size of the domain of propagation.
v) The lower and upper cut-off frequencies for all ρ and εd/εr — ratios change their places, if

|α| is large (cf. Figs. 1(b) and 2(b) for negative magnetization and Tables 1 and 2 for both signs of
Mr).

vi) The area in which the structure provides differential phase shift (may operate as a phase
shifter) strongly depends on the dimension of the part of waveguide cross-section, taken by dielectric.
In case it enlarges, the phase shift is afforded in a narrower frequency band.

4. CONCLUSION

The replacement of the outer part of the circular ferrite waveguide of azimuthal magnetization,
propagating normal TEn modes even by a thin dielectric toroid effects considerably its phase
portrait. Envelope curves (resp. additional kind of cut-off frequencies) spring up at which the phase
characteristics for both signs of magnetization terminate (the propagation stops). The dimensions
of the area of wave propagation, of the frequency band in which differential phase shift is produced,
are substantially influenced by the magnitude of dielectric insert.
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Abstract— Understanding the behavior of biomolecules such as proteins requires understand-
ing the critical influence of the surrounding fluid (solvent) environment — water with mobile salt
ions such as sodium. Unfortunately, for many studies, fully atomistic simulations of biomolecules,
surrounded by thousands of water molecules and ions are too computationally slow. Continuum-
solvent models based on macroscopic dielectric theory (e.g., the Poisson equation) are popular
alternatives, but their simplicity fails to capture well-known phenomena of functional signifi-
cance. For example, standard theories predict that electrostatic response is symmetric with
respect to the sign of an atomic charge, even though response is in fact strongly asymmetric if
the charge is near the biomolecule surface. In this work, we present an asymmetric continuum
theory that captures the essential physical mechanism — the finite size of solvent atoms — us-
ing a nonlinear boundary condition (NLBC) at the dielectric interface between the biomolecule
and solvent. Numerical calculations using boundary-integral methods demonstrate that the new
NLBC model reproduces a wide range of results computed by more realistic, and expensive,
all-atom molecular-dynamics (MD) simulations in explicit water. We discuss model extensions
such as modeling dilute-electrolyte solvents with Debye-Huckel theory (the linearized Poisson-
Boltzmann equation) and opportunities for the electromagnetics community to contribute to
research in this important area of molecular nanoscience and engineering.

1. INTRODUCTION

Protein structure and function are determined in part by electrostatic interactions between the
protein’s atomic charges and the surrounding biological fluid (solvent), a complex mixture of polar
water molecules and dissolved charges such as sodium and potassium ions [1]. For over a century,
biological scientists have modeled these interactions using macroscopic continuum models based on
the Poisson-Boltzmann equation or Debye-Hückel theory [1, 2]. These popular mean-field theories
assume that solvent molecules are infinitely small compared to the biomolecule solute [3, 4], a drastic
simplification critical to enable pioneering theoretical studies using spherical and ellipsoidal models
of protein shapes [5]. However, its justifications are increasingly questionable for atomistically
detailed protein structures and predictions of binding affinities (binding free energies), which are
of enormous value to understanding the molecular basis of disease and for designing improved
therapeutic drugs.

In contrast, exponential growth in computing capabilities has enabled large-scale molecular-
dynamics (MD) simulations that model the surrounding solvent in fully atomistic, explicit de-
tail [6]. These calculations can provide far more realistic insights, but unfortunately require hun-
dreds or thousands of times the computational resources that continuum models need. A rigorous
statistical-mechanical argument establishes the connection between atomistic and continuum mod-
els [3, 7], creating an opportunity to develop more accurate continuum models by comparison to
MD simulations, where new continuum theories can be tested against a wide array of challenging
“computational experiments” which are unrealizable in real-world laboratories [8–11].

We have been advancing multiple approaches to improve continuum models [11–14]. One ap-
proach replaces the traditional model of the solvent as a macroscopic dielectric continuum (the
familiar relation D(r) = ε(r)E(r)), and instead models it as a nonlocal dielectric material [4, 15, 16],
which limits short-range dielectric response using a convolution D(r) =

∫
solvent ε(|r − r′|)E(r′)dV ′.

On the other hand, nonlocal models, and even many sophisticated nonlinear models, are still sym-
metric with respect to the sign of the protein charges. In reality, however, negative and positive
charges near the solute surface produce substantially different responses. Asymmetry results from
both water structure at the interface, and the fact that water hydrogens are much smaller than water
oxygens [8, 9, 11, 17–20]. We have demonstrated, using atomistic MD calculations, that charge-sign
asymmetries can be accurately reproduced if the electric potential is modeled as a piecewise-linear
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plus constant (i.e., piecewise-affine) function of the charge [11]. The constant term in this model
represents the interface potential induced by water structure around a completely uncharged version
of the solute [21, 22], and the discontinuity in response coefficient occurs where the solute charge
changes sign [11].

The few theories that directly address hydration asymmetry [19, 20, 23] are not actually Poisson
models, but generalizations of the Born-ion problem (the spherically symmetric case of a sphere
with a central charge). Recently we proposed the first successful asymmetric Poisson theory that
can be solved for complex molecular geometries [14], by translating the existing models’ physical
insights into a boundary-integral equation (BIE) formulation of the Poisson problem [24, 25]. This
led to a modified BIE formulation in which we replaced the usual Maxwell boundary condition for
the continuity of the normal flux with a nonlinear boundary condition (NLBC) [14]. Calculations
showed that the new model successfully reproduces highly accurate MD calculations on a wide
range of challenging test cases [10].

In the present paper, we improve the new NLBC model by ensuring that the potential outside
the solute protein satisfies Gauss’s law sufficiently far from the solute. To demonstrate the new
model, we have implemented a boundary-element method solver in MATLAB (all of the source
code and data required to reproduce the figures in this paper are freely and publicly available
online [26]). Calculations demonstrate that the improved model is more accurate for monovalent
atomic ions, and illustrate that charge-sign hydration asymmetry effects are substantial for surface
charges, with the magnitude of asymmetry decreasing rapidly for charges further from the solute
— solvent interface. In particular, we predict that for surface charges in a sphere, the energetic
difference between positive and negative charges does not depend strongly on the size of the sphere;
this result implies that asymmetry is an essential piece of physics to include in models of molecular
electrostatics. The next section describes the traditional, charge-sign symmetric continuum model,
our modifications to incorporate asymmetric response, and a boundary-integral approach for solving
the NLBC model. Section 3 describes a MATLAB implementation and presents computational
results for single-atom ions as well as large spheres approximating full-sized proteins. The paper
concludes in Section 4 with a summary and discussion.

2. THEORY

2.1. Symmetric Continuum Model and Boundary-integral Method

We consider a protein in an infinite dilute electrolyte solution. In the exterior region, which we label
I, the potential obeys the linearized Poisson-Boltzmann equation ∇2ϕ = κ2ϕ where κ represents
the inverse Debye screening length [1], and the dielectric constant is labeled εI (often taken to be 80,
approximately that of bulk water). A thin shell of ion-free solvent separates the electrolyte solution
from the protein. This region II, labeled the Stern or ion-exclusion layer, is a few Angstroms
in width and simplistically models the finite size of the ions dissolved in the electrolyte. Here
the potential obeys the Laplace equation and the dielectric constant is εII (usually εII = εI). The
protein interior, labeled III, is a low-dielectric medium (εIII is usually between 2 and 8) containing
N discrete point charges, and the potential satisfies a Poisson equation ∇2ϕ(r) = −∑N

i=1 qiδ(r−ri)
where qi and ri specify the ith charge. The boundary a separates the protein region III and the
Stern layer II, and the boundary b separates the Stern layer from the electrolyte solvent I. The
potential is assumed to decay to zero suitably fast as r →∞, and the boundary conditions are

ϕIII(ra) = ϕII(ra) (1)

εIII
∂ϕIII(ra)

∂n
= εII

∂ϕII(ra)
∂n

(2)

ϕII(rb) = ϕI(rb) (3)

εII
∂ϕII(rb)

∂n
= εI

∂ϕI(rb)
∂n

. (4)

The flux conditions Eqs. (2) and (4) are what we call the standard Maxwell boundary condi-
tions (SMBC). By applying Green’s theorem in these three regions and taking suitable limits as
the field point approaches each region’s bounding surface or surfaces, we obtain the coupled BIE
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system [24, 27, 36]:



cccc
(

1
2I + KIII,aa

) −GIII,aa 0 0(
1
2I −KII,aa

)
+GII,aa

εIII

εII
+KII,ab −GII,ab

−KII,ba +GII,ba
εIII

εII

(
1
2I + KII,bb

) −GII,bb

0 0
(

1
2I −KI,bb

)
+GI,bb

εII

εI







cϕIII(ra)
∂ϕIII

∂n (ra)
ϕII(rb)
∂ϕII

∂n (rb)


 =




c
∑

qiGIII

0
0
0


 ,

(5)
where GX,ij and KX,ij represent the single- and double-layer boundary-integral operators associated
with the Green’s function of region X that map from a distribution on boundary j to the potential
on boundary i.

2.2. Renormalized Nonlinear Boundary Condition Model
Our original work on the NLBC model employed only a single interface, the protein solvent —
solute boundary a. For consistency, the regions it separates are still labeled III (solute) and II
(solvent), and instead of Eq. (2) we have the nonlinear flux boundary condition

f(En(r−a ))
∂ϕIII(ra)

∂n
=

(
1 + f(En(r−a ))

) ∂ϕII(ra)
∂n

, (6)

where the field-dependent nonlinear function f is

f(En) =
εIII

εII − εIII
− α tanh(βEn − γ)− α tanh(−γ). (7)

The first term of Eq. (7) represents the SMBC, and the last term ensures that the NLBC model
recovers the standard model for weak electric fields, i.e., as En → 0. As shown in our earlier work,
the NLBC has only three free parameters α, β, and γ, which can be parameterized robustly against
atomistic calculations. Numerical simulations using the NLBC model showed excellent agreement
with atomistic results [14]. However, outside the solute, the potentials generated by this model
fail to satisfy Gauss’s law, as can be seen by considering a Born ion, i.e., a sphere with central
charge. In particular, solutions satisfying SMBC automatically satisfy Gauss’s law, whereas the
NLBC cannot simultaneously satisfy Gauss’s law and provide asymmetric response. This deficiency
of central importance for problems involving multiple solute molecules, e.g., protein-drug binding;
we propose to solve it by including a compensating charge distribution a few Angstroms away from
the solute — solvent interface, at the Stern layer. This compensating charge ensures that Gauss’s
law is satisfied outside the second boundary. The modified boundary condition at b ensures that
the model recovers the expected macroscopic dielectric behavior far from the protein surface, and
is written (

−
∑

qi

εI

)
∂ϕII(rb)

∂n
=

(∫

b

∂ϕII(rb)
∂n

dA

)
∂ϕI(rb)

∂n
. (8)

Defining s1 and s2 so that Eq. (8) can be written s1
∂ϕII

∂n = s2
∂ϕI

∂n , the system of coupled BIEs is



cccc
(

1
2I + KIII,aa

) −GIII,aa 0 0(
1
2I −KII,aa

)
+GII,aa

f
1+f +KII,ab −GII,ab

−KII,ba +GII,ba
f

1+f

(
1
2I + KII,bb

) −GII,bb

0 0
(

1
2I −KI,bb

)
+GI,bb

s1
s2







cϕIII(ra)
∂ϕIII

∂n (ra)
ϕII(rb)
∂ϕII

∂n (rb)


 =




c
∑

qiGIII

0
0
0


 . (9)

Using Green’s theorem again to determine the reaction potential ϕreac(q) in the protein due to the
solvent, the electrostatic charging free energy is then calculated as ∆G = 1

2qT ϕreac(q)+ϕstatic
∑

qi,
where we have modeled the static (interface) potential as a constant, see, e.g., [8, 11, 21] (following
our previous work, we model ϕstatic = 10.7 kcal/mol/e). In contrast, the standard Poisson theory
gives an energy ∆G = 1

2qT Lq where L is a symmetric negative definite operator.

3. COMPUTATIONAL RESULTS

3.1. Numerical Implementation
The full MATLAB code to reproduce the calculations and figures in this paper are freely available
online at http://www.bitbucket.org/jbardhan/piers15-code. Our boundary-element method from
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earlier work was extended from using only point-based discretizations of the relevant boundaries
and unknown surface distributions, to use triangular boundary elements with piecewise-constant
basis functions and centroid collocation. Following our earlier work, we use Picard iteration to
solve the nonlinear BIE problem. Calculations on spherical molecules used the earlier point-based
implementation for verification against earlier results. Calculations for ellipsoids used triangular
meshes derived from the mesh obtained from MATLAB’s ellipsoid command, which takes as input
the ellipsoid semi-axis lengths and a number n of subdivisions, and returns three (n+1) by (n+1)
matrices (for the x, y, and z coordinates of the mesh vertices), which define planar quadrilaterals
and triangles by subdividing the ellipsoid in angular coordinates (lines of latitude and longitude).
By iterating over the quadrilaterals and subdividing, we obtain a triangular mesh suitable for our
existing MATLAB implementation of the boundary-element method.

The ellipsoidal shape approximations are calculated using standard methods [28, 29]: the molecule,
e.g., a protein, is defined as a set of atoms which are defined as spheres at specified locations and
with specified radii, and with each possessing a single point charge at its center. The N atomic
positions are represented by ri = [xi; yi; zi] and the radii are [a1, a2, . . . , aN ]. In order to estimate
protein shape as an ellipsoid, we translate the molecule so its center of mass is at the origin, where
the “mass” of the molecule is modeled as proportional to the sum of the atomic volumes, i.e.,
M =

∑N
i=1(a

3
i ). The center of mass is defined as rc = (M−1)

∑N
i=1(a

3
i )(ri), and so we translate

the atoms according to r′i = ri − rc. Dropping the prime and referring only to the translated
coordinates, the components of the molecule’s inertia tensor I are calculated as

I11 =
∑

i=1

(
mi

(
y2

i + z2
i +

2
5
a2

i

))
(10)

I22 =
∑

i=1

(
mi

(
x2

i + z2
i +

2
5
a2

i

))
(11)

I33 =
∑

i=1

(
mi

(
x2

i + y2
i +

2
5
a2

i

))
(12)

I12 =
∑

i=1

(mixiyi) (13)

I13 =
∑

i=1

(mixizi) (14)

I23 =
∑

i=1

(miyizi) , (15)

and by symmetry I21 = I12, I31 = I13, and I32 = I23. The principal moments of inertia of the
molecule are the eigenvalues of I. Choosing Ixx, Iyy, and Izz such that Ixx ≤ Iyy ≤ Izz, we
find the semi-axes a, b, and c of an ellipsoid that has the same weight M and principal moments

of inertia [28, 29]. This leads to a =
√

5
2M (−Ixx + Iyy + Izz), b =

√
5

2M (Ixx − Iyy + Izz), and

c =
√

5
2M (Ixx + Iyy − Izz). This ellipsoid is the simplest anisotropic approximation to the shape of

the bio-molecule under consideration.
The results in Figure 1(a) represent continuum-model calculations of monovalent ions (+1e and

−1e charges) as a function of ion radius. For comparison, reference data for biologically relevant
ions obtained from all-atom molecular dynamics (MD) calculations [14] are plotted as symbols. The
renormalized NLBC (thick curves) clearly fit the MD results better than the original NLBC model
(thin curves), even though no new parameters have been introduced. The symmetric Poisson model
is substantially incorrect; the most frequent approaches for ions involve adjusting atomic radii on
an atom by atom basis, but this is not possible for multi-atom solutes [19, 20]. Figure 1(b) plots
the deviations between the new NLBC model and a Poisson model that involves sign-symmetric
dielectric response, but incorporates the static potential contribution: that is, the results plot the
effects of asymmetry in the dielectric response at the molecule surface. The sample problems in this
figure are a surface charge in a sphere of varying radius (1.5 Å from the surface), or a buried charge
at its center. As expected, the buried charge experiences essentially symmetric response once it
is more than a few Angstroms from the interface. In contrast, the surface charge experiences a
surprisingly large asymmetry that is essentially constant even as the sphere radius increases. The
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Figure 1: Charging free energies for single charges in spheres. (a) Common monovalent ions, calculated
using all-atom molecular dynamics (symbols) [14], standard Poisson theory (black dashed line), the original
NLBC model [14] (thin lines), and the new NLBC model presented in this work (thick lines). (b) Charging
free energy for a single charge in a sphere, as a function of sphere radius, charge value, and charge location.
Buried charges are situated at the sphere center; surface charges are located 1.5 Å from the sphere surface.

magnitude of this asymmetry is in line with previous MD calculations [11], and the persistence of
this large deviation from standard models, even for protein-sized molecules, suggests that including
accurate models of asymmetry should be a main goal in developing improved continuum theory.

4. DISCUSSION

In this work we have presented a continuum-electrostatic model for molecular solvation that mod-
els biologically important hydration asymmetry — a fundamentally non-continuum phenomenon
— using an effective nonlinear boundary condition (NLBC). The NLBC replaces the traditional
Maxwell boundary condition that enforces continuity of the electric flux at the interface, and the
present model improves on our original work [14] by ensuring that Gauss’s law holds outside of
the first shell of solvent molecules surrounding molecular solutes. The use of an effective boundary
condition at the molecule — solvent interface represents a new frontier in biomolecular modeling,
and was inspired by a long history of approximate boundary conditions in electromagnetic theory,
e.g., [30] and rarefied gases [31, 32]. We hope that the present work will encourage experts in the
electromagnetics community to contribute their insights and experience to support deeper under-
standing of molecular electrostatics, whether in improving models, analyzing their implications, or
solving them numerically.

Our NLBC model is the first asymmetric theory that uses actual Poisson continuum theory, and
in the simple case of a single ion, reproduces empirical and semi-empirical theories developed over
decades of research into electrostatic asymmetry [17, 19, 20]. We note that the present model can
treat dilute electrolyte solutions using the linearized Poisson-Boltzmann equation [1, 2] simply by
modeling the Green’s function of the outermost region with the LPBE Green’s function exp(−κ|r−r′|)

|r−r′|
instead of the 1

|r−r′| of the Laplace Green’s function. To demonstrate the new model’s accuracy,
we have calculated the electrostatic charging free energies for single-atom ions and compared our
results to more accurate, and much more computationally demanding, atomistic molecular dynam-
ics calculations that include thousands of explicit water molecules. The results for ions in Figure 1
indicate that the new model exhibits substantially better accuracy than the original, and the en-
forcement of Gauss’s law is in fact even more important when modeling electrolyte solutions using
the LPBE (results not shown). Calculations of amino-acid charging free energies, and the differ-
ences due to protonation or deprotonation, illustrate that the magnitude of asymmetric response
decays rapidly with an atomic charge’s distance from the solute — solvent interface [8, 9, 11]. Our
numerical calculations employed boundary-integral methods with simple model geometries, such as
spheres for the monatomic ions and ellipsoids to model the amino acids. These ellipsoids represent
simple shape approximations [28, 29] and we expect that they will be useful for fast approximate
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calculations such as in implicit-solvent molecular dynamics [25, 33–35]. Calculations for atomistic
models of large molecules such as proteins will require fast, parallel boundary-element method
solvers [24, 36], and implementation of such software represents an area of ongoing work.
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Abstract— As a natural sequel to an earlier presentation [1], which compared the performance
features of equal perimeter circular- and square-loop antennas located over finite ground planes,
this paper, using the same formulation, examines the same performance characteristics, but
this time, with the antennas being of equal cross-sectional areas; and with loop heights varying
between 0.05λ and 1.00λ at the operating (center) frequency of 1.25 GHz. Computational results
for the antennas’ input characteristics reveal that whereas they share virtually identical input
resistance profiles, input reactance for the square loop has values that are in general, lower than
those for the circular loop, for the entire range of ‘height above ground plane’ considered. Results
for the E- and H-plane radiation field patterns indicate that when the loops are located at heights
beyond 0.3λ above the finite ground plane, the front-lobes become distorted; an observation
supported by the profiles of the forward directive gain, which display the ‘notch filter response’
behavior. Furthermore, the results suggest that acceptable front-to-back ratio performance can
only be maintained if loop heights above the ground plane are kept below 0.3λ.

1. INTRODUCTION

The transformation of the characteristic bidirectional field pattern of a loop antenna radiating in
free space to a unidirectional pattern is traditionally accomplished by backing the loop antenna
with a large ground plane [6]. A typical example of an analytical technique employed for such
structures is provided by the work of Shoamanesh and Shafai (1981) [5], in which the ground plane
is considered as being essentially of infinite extent, (so that the image theory applies) and where
analytical results reported a consequent gain enhancement for the antenna. The more practical
problem for which the ground plane is of finite extent is more demanding because apart from the
geometrical field and the reflected field that require evaluation, the diffracted fields due to the
ground plane’s edges must also be fully accounted for.

Previous notable works on the loop antenna located above a finite ground plane include that
reported by Rojarajamont and Sekiguichi [2] who used an approximate current on the finite ground
plane deduced from current due an infinite ground plane. Iwashige [3] employed the equivalent edge
currents technique to evaluate the diffraction fields of a circular reflector, whereas Hejase et al. [4]
utilized the Physical Optics (PO) method to determine the induced current on the square plate
backing a circular loop antenna. In an earlier presentation, Ayorinde et al. [1] replaced the finite
(solid) ground plane by grids constructed with thin wires, to address the radiation field problems
of the circular-loop and square-loop antennas located above finite ground plane.

As an extension of that effort [1], this presentation examines the performance characteristics
of circular- and square-loop antennas located over wire-grid ground planes of finite extent, with
both loops characterized by equal cross-sectional areas. In addition to input impedance, far-zone
fields and associated directive gain features; the front-to-back ratio (F/B) of the radiation intensity
is also given consideration in this paper. And computational results suggest that for both loop
antenna geometries of interest, an acceptable front-to-back ratio performance is sustainable when
the antenna heights above the ground plane are less than 0.3λ at the operating frequency.

2. FORMULATION

Displayed in Figure 1(a) is a thin-wire circular loop antenna mounted at height h above a wire-
grid ground plane while Figure 1(b) depicts a thin-wire square loop antenna at height h over a
ground plane modeled by wire grids. It should be remarked that the above problem geometries
are similar to the geometry studied in [1]. However, our interest here is when the cross-sectional
area of the circular loop is equal to that of the square loop, that is, [πa2 = b2], unlike in previous
presentation [1], where the two loops have equal perimeter. Because the grids are constructed with
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Figure 1: (a) A circular-loop antenna of radius a suspended at height h from a wire-grid ground plane. (b)
A square loop antenna of side-length b at height h above a wire-grid ground plane.

both x-directed and y-directed wires, the total electric field at the far-zone is the superposition
of the electric fields from the loop as well as the x-directed and y-directed wires. To avoid undue
repetition, we rely substantially on the theory developed in [1], and therefore Eθ and Eϕ components
of the far-zone fields assume the following expressions:

Eθ = E`θ +
N∑

n=1

Ex
nθ+

N∑

n=1

Ey
nθ (1a)

and

Eϕ = E`ϕ +
N∑

n=1

Ex
nϕ+

N∑

n=1

Ey
nϕ (1b)

where E`θ, Ex
nθ and Ey

nθ are the âθ-components of the electric fields due axial current distributions
along the loop, nth x-directed wires and nth y-directed wires, respectively; while E`ϕ, Ex

nϕ and
Ey

nϕ are the âϕ-components of the electric fields due to respective axial currents on the loop, nth
x-directed and nth y-directed wires. The above electric field components can be calculated from:

Ex
nθ =

−jωµoe
−jkor cos θ cosϕ

4π r

L/2∫

−L/2

I(x′) ejko[x′ cos ϕ sin θ+(n−5) λ

8
sin ϕ sin θ] dx′ (2a)

Ey
nθ =

−jωµoe
−jkor cos θ sinϕ

4π r

L/2∫

−L/2

I(y′) ejko[y′ sin ϕ sin θ+(n−5) λ

8
cos ϕ sin θ] dy′ (2b)

Ex
nϕ =

jωµoe
−jkor sinϕ

4π r

L/2∫

−L/2

I(x′) ejko[x′ cos ϕ sin θ+(n−5) λ

8
sin ϕ sin θ] dx′ (3a)

Ey
nϕ =

−jωµoe
−jkor cosϕ

4π r

L/2∫

−L/2

I(y′) ejko[y′ sin ϕ sin θ+(n−5) λ

8
cos ϕ sin θ] dy′ (3b)

for circular loop ` = c

Ecθ =
−jωµoae−jkor cos θ

4π r

2π∫

0

sin
(
ϕ− ϕ′

)
I(ϕ′) ejko[a cos(ϕ−ϕ′) sin θ+h cos θ] dϕ′ (4a)

Ecϕ =
−jωµoae−jkor

4π r

2π∫

0

cos
(
ϕ− ϕ′

)
I(ϕ′) ejko[a cos(ϕ−ϕ′) sin θ+h cos θ] dϕ′ (4b)
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for square loop: ` = s

Esθ =
−jωµoe

−jkor cos θ sinϕ

4π r

b/2∫

−b/2

I(y′) ejko[y′ sin ϕ sin θ− b

2
cos ϕ sin θ+h cos θ] dy′

+
−jωµoe

−jkor cos θ cosϕ

4π r

b/2∫

−b/2

I(x′) ejko[x′ cos ϕ sin θ− b

2
sin ϕ sin θ+h cos θ] dx′
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−jωµoe

−jkor cos θ sinϕ

4π r

−b/2∫

b/2
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2
cos ϕ sin θ+h cos θ] dy′
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−jkor cos θ cosϕ

4π r
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2
sin ϕ sin θ+h cos θ] dx′ (5a)
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It may be remarked that the respective currents carried by the wire elements (including the loop)
are determined using the method of moments. The front-to-back ratio (F/B), is calculated here
using the standard formula:

F/B (dB) = 10 log10

[ |Eθ(θf , ϕf )|2 + |Eϕ(θf , ϕf )|2
|Eθ(θb, ϕb)|2 + |Eϕ(θb, ϕb)|2

]
(5c)

where (θf , ϕf ) and (θb, ϕb) assume the respective values (0◦, 0◦) and (180◦, 0◦). Expressions
utilized for other antenna parameters remain the same as those described elsewhere, [1]. Some
computational results based on the above equations will now be presented.

3. COMPUTATIONAL RESULTS

Computational results are obtained based on the following values of parameters featuring in the
above equations: a centre frequency of 1.25 GHz; square loop perimeter of 1λ which corresponds
to 0.25λ side-length, radius of circular loop = 0.141λ; the side-length of the square ground plane is
1λ, divided into eight equal segments; the loop height above the plane ranges from 0.05λ to 1.00λ;
wire radius = 0.001λ. The circular loop is excited at ϕ = 0◦ by a 1V delta-gap source while the
square loop is similarly excited at the corner (x = 0.125λ and y = −0.125λ). The discussion of
results begins with the input impedance.

3.1. Input Impedance
The calculated values of input resistance Rin and input reactance Xin of the circular- and square
loop antennas at various antenna heights from 0.05λ to 1.00λ are plotted in Figure 2. It is worth
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Figure 2: The input resistance Rin and input reactance Xin of the circular- and square-loop antennas versus
the antenna height in wavelengths: —: circular loop; - - -: square loop.

reiterating that both loops are characterized by equal cross-sectional area. Evidently from the
figure, one can see that both loops share virtually identical input resistance profiles, which vary in
a sinusoidal fashion as the antenna height increases with the minimum Rin occurring at height 0.05λ.
The variation of Rin from about 25Ω to 125Ω seems reasonable for some practical applications.
On the other hand, there are marked differences in the input reactance Xin of circular loop and
square loop even though the Xin profiles of both antenna appear similar. The square loop has input
reactance values that are in general, lower than the input reactance of the circular loop for antenna
height range 0.05λ ≤ h ≤ 1.00λ specified in this work. Remarkably, the square loop resonates at
antenna height of 0.054λ while the circular loop does not, perhaps because of the corresponding
lesser circumference of the circular loop which is 0.886λ.
3.2. Far-zone Electric Fields
Depicted in Figure 3 are the Eϕ components of the radiated electric fields of the square- and
circular-loop antennas superimposed on each other, on the E-plane (ϕ = 0◦) at various values of
loop height. When the loops are at close proximity to the wire-grid ground plane (at h = 0.05λ), the
major lobe is in the forward direction (θ = 0◦), however, the back-lobe is appreciable which may be
attributable to the strong interactions between the loops and the wire grids. As the antenna height
increases, the magnitude of the back lobe decreases, and almost becomes negligible at loop height
0.30λ, with a well-defined major lobe in the forward direction. But at height 0.4λ, the direction of
the major lobe shifts from the desired direction (θ = 0◦) to a new direction θ = 35◦, with a slight
increase of the field component in the backward direction. Beyond h = 0.40λ, the patterns become
more distorted and typified by side lobes as well as forward and backward lobes. It is noteworthy
that at h = 1.00λ, the antenna patterns have no distinct well-formed lobes. To a large extent, the
difference between the patterns of circular loop and square loop seems insignificant.

The Eθ components on the H-plane (ϕ = 90◦) of the radiated electric fields of the loop antennas
at different loop heights from the wire-grid ground plane are graphically illustrated in Figure 4. As
observed for the Eϕ components above, the back lobe of the Eθ pattern at height 0.05λ is consid-
erable due to aforementioned reason. However, as the antenna height increases, good reduction in
the backlobe size is noted till the height is 0.30λ. Above loop height 0.30λ, the back-lobes begin
to build up significantly as the loop height increases, although the back lobes at h = 0.80λ are
smaller than those at h = 1.00λ. It should be stated that at loop height 1.00λ, the Eθ patterns of
both loops have degenerated into several lobes. Again, the Eθ patterns of both loops are somewhat
indifferent.

From the features of Eθ and Eϕ patterns in Figures 3 and 4, it is logical to limit the antenna
height to a value less than 0.30λ.
3.3. Directive Gain and Front-to-Back Ratio (F/B)
To further illuminate the radiation characteristics of the circular- and square-loop antennas above a
wire-grid plane of finite extent, the directive gain and front-to-back (F/B) of the radiation intensity
of both loops are evaluated at several loop heights, and illustrated in the graphs displayed in
Figures 5 and 6, respectively. It can be seen from Figure 5 that the forward directive gain Gd

is maximum for both loops at height 0.05λ, and gradually decreases as the loop height increases.
Worthy of note is the dip between heights 0.48λ and 0.57λ for both loops, and subsequent increase
in Gd at height above 0.57λ. The Gd profiles in general exhibit the “notch filter response” behaviour
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Figure 3: The Eϕ components of the radiated fields on the E-plane (ϕ = 0◦) at various antenna heights: —:
circular loop; - - -: square loop.
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which is consistent with the previous results of Hejase et al. [4] who employed the physical optics
(PO) method to study similar problem.

The front-to-back ratio which gives a comparison between the radiation intensity in the forward
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direction and backward direction, is shown in Figure 6 as a function of loop height. It is noted that
the F/B is maximum at h = 0.25λ, which is in agreement with the Eθ and Eϕ patterns. Lastly,
the F/B profiles are the same for both loops, and they are in accordance with the Gd profiles.

4. CONCLUDING REMARKS

Using our previous formulation for loop antenna above ground plane of finite extent, modeled by
wire grids, new results are obtained and reported here when the circular- and square-loop antennas
have equal cross-sectional area, unlike in the prior presentation when the loops have equal perimeter
of one wavelength. It is found that the loops have nearly identical input resistance profiles, whereas
the input reactance values of the square loop are lower than those for the circular loop in the range
of loop height specified. The radiation field patterns in the E- and H-planes suggest that the loop
heights should be less than 0.3λ for well-defined major lobes in the forward direction, and negligible
back-lobe. Finally, it is observed that the forward directive gain profile is identical to the “notch
filter response” behavior.
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Abstract— We propose an electrical-optical converter using electric-field-coupled metamaterial
antennas on an electro-optic (EO) modulator for wireless millimeter-wave/terra-hertz applica-
tions. By wireless signal irradiation to the proposed device, strong millimeter-wave/terra-hertz
electric field can be induced on the electric-field-coupled metamaterial antennas. The induced
electric field can be used for optical modulation through EO effects when a lightwave propa-
gates into an optical waveguide located under regions of the induced millimeter-wave/terra-hertz
electric field. Analysis in millimeter-wave and optical modulation of the proposed device are
discussed in detail for operational frequency of 100 GHz. Device experiment in fabrication and
preliminary measurement are also reported.

1. INTRODUCTION

Radio-over-fiber (ROF) technology is promising for applications to broadband mobile communi-
cation, high-resolution imaging, low-induction electromagnetic compatibility measurement, and so
on [1, 2]. By using the technology, microwave with high operational frequency for carrying large
data size can be transferred through optical fibers with lightwave as a carrier. The required device
in the ROF technology is a converter between electrical and optical signal signals. Electrical to
optical converters for wireless radio-wave applications using microstrip antennas were proposed [3–
6]. The microstrip antennas were fabricated on an electro-optic (EO) crystal such as LiTaO3 or
LiNbO3. However, the antenna size has limitation due to very small size in operation to high
frequency.

In order to improve the performance for high operational frequency in millimeter-wave or terra-
hertz bands, an electrical-optical converters using metamaterial structure can be adopted. The
device has small electrical size with compact structure. Interaction between capacitance and in-
ductance of the metamaterial structure is considered to generate strong millimeter-wave/terra-hertz
electric fields on the optical crystal for EO modulation. An EO modulator using metamaterial split
ring resonator (SRR) for electrical-optical conversion was realized [7].

In this paper, we propose an electrical-optical converter using electric-field-coupled metamate-
rial antennas on an EO modulator for millimeter-wave/terra-hertz bands. The proposed device
is composed of a straight optical waveguide and electric-field-coupled resonators on an EO crys-
tal. Basically, the resonators consist of planar inductance and capacitance for generating strong
millimeter-wave/terra-hertz electric field. EO modulation using the induced electric field can be
obtained. Meandering-gaps are also adopted to compensate for EO modulation degradation due to
transit time effects. Based on that, electrical-optical converter from wireless millimeter-wave/terra-
hertz can be obtained. Additionally, the proposed device is easy in design and fabrication with
planar structure. The device structure, analysis, and preliminary experiment results for 100 GHz
operation frequency are discussed and reported.

2. DEVICE STRUCTURE

Figure 1 shows the basic structure of the proposed electrical-optical converter. Electric-field-coupled
metamaterial antennas are fabricated on an EO crystal. A straight optical waveguide is fabricated
on the EO crystal and located under the center gap of the electric-field-coupled metamaterial an-
tennas as shown in Figure 1(b) for effective operation to electrical-optical conversion. The proposed
device is composed in an array with large number single unit cell of the metamaterial antennas. It
has small size as shown in Figure 1(a) with parts of capacitors and inductors. Polarization-reversed
structures are required periodically to compensate for degradation of optical modulation due to
transit-time effects. They can be realized by adopting meandering gap of the metamaterial an-
tennas as shown typically in Figures 1(b) and (c). Additionally, a buffer layer is inserted between
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(a) (b) (c)

Figure 1: Structure of the proposed device: (a) a unit cell, (b) cross-sectional, and (c) whole views.

the EO crystal surface and the metal layer of the metamaterial antenna to minimize lightwave
propagation loss.

When a wireless millimeter-wave signal is irradiated to the proposed device, millimeter-wave
currents are induced on the electric-field-coupled metamaterial resonator. Millimeter-wave interac-
tion of inductive and capacitive occurs on the proposed device. As a result, strong electric fields
of the millimeter-wave are induced between them. The strong millimeter-wave electric field can
be used for changing refractive index of an EO crystal due to the Pockel effects. Therefore, when
lightwave propagates to an optical waveguide located close to region of the strong millimeter-wave
electric field, optical phase modulation can be obtained. Based on the phenomena, the proposed
device can be used for electrical to optical conversion by wireless millimeter-wave irradiation.

3. DEVICE ANALYSIS

The millimeter-wave resonator can be described qualitatively in terms of its equivalent circuit with
a capacitor and two inductors [8]. The capacitor is connected in parallel to two loops, which
provide inductance to the circuit and couples to the electric field. The electric-field-coupled circuit
resonances due to electric field between capacitor and inductors.

The proposed device was analyzed in detail using electromagnetic analysis software. Table 1
shows the device parameters for millimeter-wave analysis. A single unit cell of the metamterial
resonator was calculated using periodic boundary condition.

The calculated millimeter-wave characteristics of the reflection (S11) and transmission (S12) for
several variations of the parameters are shown in Figure 2. We can see that, operational frequency
of the proposed device can be tuned by changing several variations of the designed parameters such
as its substrate length in a unit cell, electrode length, and electrode width. The parameter changes
contribute for values of capacitances and inductance in the metamaterial structure. The capacitance
and inductance values are the main parameter for tuning the resonant frequency operation of the
proposed device. Strong millimeter-wave electric field is induced across the gap as the capacitive
circuit, it can be used for EO modulation. The designed metamaterial antennas were optimized for
100GHz frequency operation.

Since the proposed device is an optical phase modulator, modulation efficiency can be used as
a measure of the conversion efficiency of electrical-optical signals. The transit-time effect during

Table 1: Design parameters of the proposed device.

Parameter Value
Operational frequency ∼100GHz
Substrate with z-cut LiNbO3 crystal
• Thickness (hsub) 250 µm

Metal with gold material
• Thickness 1.5 µm

Unit cell
• Total size (Lsub) ∼250 µm
• Length of the metal (Lele) ∼190 µm
• Width of the metal (Wele) ∼30 µm
• Width of the center gap (Wgap) 10 µm
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(a) (b) (c)

Figure 2: Calculated S11 and S12 characteristics of the proposed devices for variations of: (a) unit cell size
(Lsub), (b) metal length (Lele), and (c) metal width (Wele).

interaction of the millimeter-wave and lightwave electric fields (vgt = y − y′) is considered for the
optical modulation [9]. The modulation efficiency of the proposed device corresponds to the sum of
the integration of the millimeter-wave electric field observed by the lightwave. Optical modulation
degradation due to the transit-time can be compensated for by polarization-inversed structure. The
millimeter-wave and lightwave electric field interaction is periodically changed along the optical
waveguide where the distance of the polarization-inversed structure as shown in Figure 1(c) can be
expressed as,

p =
2π

kmng
(1)

where km is the wave number of the millimeter-wave in vacuum and ng is the group index of the
lightwave. In this propose device, polarization-inversed structure using simple meandering gap by
controlling the position between the optical waveguide and gap edge as shown in Figure 1(b) is
used to compensate for the optical modulation degradation.

4. DEVICE EXPERIMENT

The designed device was fabricated experimentally on a z-cut LiNbO3 crystal a thickness of 250µm.
An optical waveguide for single mode operation in 1550 nm was fabricated on the crystal using
titanium diffusion method. The titanium film was diffused with 11000◦C for 10 hours. After that,
silicon dioxide film layer with thickness of about 0.2µm was deposited on the crystal. Planar metal
electric-field-coupled metamaterial resonators were also fabricated on the crystal. The metal with
a 1.5µm-thick gold film were fabricated on the crystal using a thermal vapor deposition, standard
photo-lithography, and lift-off technique. The optical waveguide was aligned precisely under one
side of the gap edge for effective modulation since the z-cut LiNbO3 crystal is used. A photograph
of the fabricated device is shown in Figure 3. Additionally, the fabricated device was polished and
cut using dicing machine at the end of the optical waveguide for lightwave coupling. Then, the
fabricated device was coupled with optical fibers at the both sides of the optical waveguide ends as
shown in Figure 3(c).

The optical waveguides in the fabricated device were coupled with optical fibers with measured
insertion loss of about −8 dB. Basic operations of the fabricated device were also experimentally

(a) (b) (c)

Figure 3: Photograph of the fabricated device, (a) metal resonator by microscope, (b) zoom-view for
polarization-inversed structure, and (c) whole device view coupled with optical fibers ready for measure-
ment.
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(a) (b)

Figure 4: The measured optical spectra of the fabricate device by (a) irradiation and (b) no irradiation of
millimeter-wave signals.

measured using simple measurement setup. 1.55µm-wavelength light from laser was propagated and
coupled to a light polarization controller, then connected to the fabricated device. 100 GHz-band
millimeter-wave from generator was amplified and irradiated to the fabricated device. The output
lightwave were measured using an optical spectrum analyzer. Typical of the measured output light
spectra are shown in Figure 4 with and without millimeter-wave irradiation. We can see that
clear optical sidebands can be obtained using the fabricated device by 100GHz millimeter-wave
irradiation. The power ratio between optical carrier and sidebands of about 50 dB were obtained
using the fabricated device.

5. CONCLUSION

The electrical-optical converter using electric-field-coupled metamaterial antennas on an EO mod-
ulator was proposed for millimeter-wave/terra-hertz bands. The proposed device was analyzed and
optimized for 100 GHz millimeter-wave bands. The optimized device was fabricated successfully.
The fabricated device was measured also for its basic operation for electrical-optical conversion.
Clear optical sidebands were obtained by irradiating 100 GHz millimeter-wave. Therefore, the basic
operations of the proposed device for electrical-optical conversion were demonstrated successfully.
The proposed device has a compact and simple structure, passive operation, and low millimeter-
wave loss. Now, we are still attempting to measure the detail characteristics of the proposed device
and investigate in further for promising applications.
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Abstract— There is an increasing need to study and evaluate the impact of weak radiofrequency
(RF) radiation at the cellular and molecular levels because of the worldwide increase in use
of wireless telecommunication devices, mainly mobile phones, which has resulted in increased
human exposure to RF fields. This study aims to improve our understanding of impact of
low power RF/MW radiation (4G mobile network frequencies) on enzymatic reactions. The
selected enzymes play crucial roles in the biological processes. L-Lactic dehydrogenase (LDH)
is extensively present in blood cells and heart muscles, and is a marker of common injuries and
disease. Catalase enzyme can be found in all living organisms, it is important for protecting a cell
from oxidative damage by reactive oxygen species (ROS). This in vitro study evaluates the effects
of low power RF/MW on kinetics of LDH and Catalase enzymes irradiated at the frequencies
of 2.1, 2.3, and 2.6GHz and two powers of 17 and −10 dBm using the commercial Transverse
Electro-Magnetic (TEM) cell. Furthermore, changes in biological activity of Catalase enzyme
irradiated at the particular frequency and different powers were also evaluated. The comparative
analysis of experimental findings reveal that MW exposures at the particular studied parameters
can induce changes in the enzymes’ kinetics, which in turn lead to modulation of rate of change
in corresponding reactions these enzymes catalyse.

1. INTRODUCTION

In modern life, global population is continuously exposed to electromagnetic radiation emitted by
mobile phones, computers, radars, smart meters and medical technology equipment etc.. In the
last 10 years, use of mobile phone worldwide has increased by almost 200% resulting in 4.65 billion
users in 2014. This rate is further increasing at approximately 5% annually [1]. Because mobile
phone use is so widespread, public concerns about the possible health effects of RF exposures
receive a lot of coverage in the media. Recent reports confirm that even weak RF/MW radiation
can induce modulating effects on various biological systems [2, 4]. Intensive international research
has found no conclusive or convincing evidence that mobile phones are damaging to health in the
short or long term. However, in May 2011, IARC, which is a specialised agency of the World Health
Organization, classified radiofrequency electromagnetic fields emitted from mobile phones, wireless
devices, radio, television and radar as Group 2B or possibly carcinogenic to humans, based on an
increased risk for glioma, a type of brain cancer [3]. Many national and international agencies have
established safety guidelines for exposure to RF fields [4, 5]; however, concerns remain about the
potential adverse health outcomes because of increasing RF field exposures, so the significance of
investigating non-thermal effects at the molecular level cannot be underestimated. Radiation can
affect the body in many ways, and the health effects may not become apparent for many years.
These effects range from mild symptoms, such as skin reddening, to serious effects such as cancer
and death. In vitro research shows that membrane structure and functionality can be altered upon
exposures to RF fields [8]. In vitro studies also revealed that RF/ MW at the particular frequency
and power induce changes in the enzyme’s kinetics [9–13]. In addition, there are also other studies
which have reported that the modulating effects of MW can also cause destruction at DNA level
which resulted in the inhibition of cell proliferation [14, 15].

2. MATERIAL AND METHODS

2.1. Experimental Set-up
The commercial Transverse Electro-Magnetic (TEM) cell (No. TC-5062A UHF-TEM Cell) was
used in this study to irradiate the selected example systems. TEM cell is an enclosed box made of
a conductor material, with its dimensions varied depending on the operating frequency used. One
end of the box is connected to signal generator from which external signal was applied to generate
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Findings of latest research studies on the effects of low power MW radiation
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2015 [16]
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2015 [17]
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H. J. Li, et al.,
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F. Aydogan,

Unlu, 2015 [19]
0.4 W/Kg 2.1GHz

Exposure to 2100MHz RF radiation causes

salivary gland damage to some extent and

especially with longer exposure duration.

a predictable field inside the TEM Cell. The absorption coefficients of the analysed samples were
measured using an Ocean Optics USB2000 spectrometer.

2.2. Model Proteins

In order to study the influence of RF/MW radiation on proteins in vitro, LDH [EC1.1.1.27] and
Catalase [EC 1.11.1.6] were selected as model systems. LDH enzyme plays a central role in metabolic
pathways of almost every cell. LDH catalyses the reversible reduction of Pyruvate to L-lactate using
NADH as a co-enzyme. LDH activity is calculated from the rate of change in NADH absorbance
at 340 nm. Catalase is responsible for decomposition of H2O2 to water and O2. Catalase activity is
calculated by measuring the total amount of H2O2 decomposed to form O2. The reaction catalysed
by Catalase enzyme is comparatively different from other enzymes as the rate of decomposition of
H2O2 is proportional to the amount of Catalase present, whereas unlike other enzymatic reaction
Catalase undergoes spontaneous decomposition during the reaction process.

2.3. Measurement Procedure for LDH

Tris HCl, 0.2 M, pH 7.3, 2.8ml + 6.6 mM NADH, 0.1 ml + 30 mM Sodium Pyruvate were mixed
and a final aliquot was prepared for each of the three test and three control sample. Amount of
0.1ml of LDH solution was added to the cuvette and the absorption of the solution at 340 nm was
recorded, and immediately after that the cuvettes were transferred to TEM cell for irradiation.
After irradiation the cuvettes were removed from TEM cell and the absorbance was measured
again at 340 nm. This procedure was repeated for both irradiated and control samples after every
5 minutes. The spectrophotometer was set to record the absorbance at every 2 s. The temperature
was maintained at 25◦C (Temperature Controller, Quantum Northwest, Inc.).

2.4. Measurement Procedure for Catalase Reagents

The Phosphate Buffer (50mM Potassium Phosphate Buffer, pH 7.0 at 25◦C) was prepared in a
ultrapure ionized water using potassium phosphate, dibasic, trihydrate (Catalog Number P5504).

Hydrogen Peroxide Solution [0.036% (w/w)] was prepared in Phosphate Buffer using hydrogen
peroxide (30% (w/w), Catalog Number H1009).

An initial Catalase solution of 10 mg/ml was prepared and immediately before use it was diluted
to100 units/ml in cold Phosphate Buffer. 1.45 ml of Hydrogen Peroxide Solution was pipetted into
the test cuvettes, and 500µl of previously prepared Catalase Solution were added in the cuvette.
The activity of Catalase was measured with help of spectrophotometer and the absorbance values
were recorded at 240 nm (A240). Immediately after recording of absorption the cuvettes were
placed inside the TEM cell for irradiation. Same procedure was repeated after 2 min, 7 minutes
and 9 minutes and readings were recorded. During the experiment the temperature was maintained
at 25◦C.

In order to relate the rate of reaction, dissociation constant of hydrogen peroxide K was calcu-
lated using the following formula:

K =
1
t

log
(

A

A− x

)

where t is the time interval of second reading, ‘A’ is the amount H2O2 absorbed at the end of
reaction and ‘x’ is the H2O2 absorbed at the time of second reading.
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Both LDH and Catalase enzyme solutions were exposed at the selected frequencies of 2.1 GHz,
2.3GHz and 2.6 GHz at two different powers of 17 dBm and −10 dBm.

3. RESULTS AND DISCUSSION

The experimental evaluation of catalytic activities in selected enzymes (Catalase and LDH) exposed
to MW of different power and frequency range was conducted and the changes in rate of absorption
(rate of reaction) of irradiated samples were compared with non-irradiated samples in order to
understand the modulating effects of MW at different combination of frequency and power. The
test samples were exposed to MW at 2.1 GHz, 2.3 GHz and 2.6 GHz at powers of −10 dBm and
17 dBm. In the second experiment, the test samples of Catalyse were exposed at the frequency
2.6GHz and different powers to understand the effect of changing power (power-dependence) at
the particular frequency.

The results are presented in Figures 1, 2 and 3 respectively. Figure 1 clearly shows a consistent
modulating effect of irradiation on dissociation constant K of H2O2: a 20% increase at 2.1 GHz
exposure, and a 25% decrease at 2.6GHz exposure versus non-irradiated sample at 17 dBm. At
the power of −10 dBm relative change in K value is inconsistent. As can be seen from Figure 1,
at 2.1 and 2.3 GHz it increases by 70% as compared to non-irradiated sample but at 2.6GHz it is

Figure 1: Relative change of Dissociation constant of H2O2 for irradiated vs. non-irradiated Catalase at the
different frequencies.

Figure 2: Relative change in rate of reaction of NADH for irradiated vs. non-irradiated LDH at the different
frequencies.

Figure 3: Relative change of Dissociation constant of H2O2 for irradiated vs. non-irradiated Catalase at
2.6GHz and different powers.
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reduced by 22%. However, 2.1 GHz exposures for both power levels induce maximum increase on
dissociation constant K. At 2.6 GHz a decrease in activity for almost 25% is observed.

Figure 2 shows modulating effects of irradiation on LDH enzyme. Consistent decrease in rate of
reaction at 17 dBm: a 21% increase at 2.1 GHz and almost 50% decrease at 2.6GHz in comparison
with non-irradiated sample were observed. Further at the power of −10 dBm under similar experi-
mental conditions a steep change in rate of reaction was observed. At−10 dBm and 2.1GHz reaction
rate was increased by 75% and decreased by 35% at 2.6GHz when compared to non-irradiated sam-
ple. Important to note, in both the enzymes the relative changes induces by exposures at −10 dBm
and 2.3 GHz are not significant.

Finally, the effect of power on the activity of Catalase enzyme was investigated at the frequency
of 2.6GHz (Figure 3). The reason for studying the effects induced by exposures at 2.6 GHz is that
this frequency is used as a carrier frequency by many telecommunication systems. To calculate the
dissociation constant K, the same methodology was used as described above.

An interesting pattern is observed in relative change of dissociation constant, K, of H2O2 for
irradiated versus non-irradiated samples. At 2.6 GHz and 0 dBm power, K value of the exposed
sample was 32% higher than of non-irradiated sample. For −20 dBn the increase of almost 20% is
recorded. For 30 dBm, an increase of 9% in K value is observed. Less significant increase is observed
for −40 dBm. However, for −50 dBm, K was decreased by 25% compared to non-irradiated sample.

These findings confirmed our hypothesis that enzymatic activities can be changed by external
exposures at low power MW irradiation, with the observed effects being power and frequency-
dependant.

4. CONCLUSIONS

This study was aimed to test the hypothesis that the external low power MW radiation can affect
catalytic activity of LDH and Catalase enzymes. Further to the analysis we also tested the relation
and effect of frequency and power of applied irradiation on the enzyme reaction. The results
obtained show that the MW radiation at selected frequencies and powers can produce modulating
effects on the catalytic activity of selected enzymes by either increasing or decreasing the reaction
rates.

Our second phase of experiment suggest that both frequency and power contribute separately
for the modulating effects in the studied Catalase enzyme. The experimental findings highlight
that even low power MW can induce modulating affects at the fixed frequency. However it requires
further detailed investigation on a wide range of combinations of frequency and power to establish
safe limits of MW exposures. Our findings reveal the significant relationship between the low power
microwave exposures and catalytic activities in Catalase and LDH enzymes.
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Abstract— According the electromagnetic safety principles one of way of this solution is protec-
tive mean use. There are 2 main kinds of protective means: collective and individual. Collective
protective means in dependence of EMF frequency range decrease EMF value by means of EMF
reflection or absorption. Individual protective means (protective suits) use as a rule in cases
of static electric field, power frequency (50/60Hz) electric field and radiofrequency (RF) EMF
occupational exposure. The methods of these protective suits testing are developed in different
countries. Great difficulties are connected with correct evaluation of RF EMF individual pro-
tective means protective characteristics. There is presented the method of RF EMF protective
suit (PS) safety properties evaluation. Safety properties of modern PS are based on EMF reflec-
tion, which ensures shielding effect. PS is made of electro-conductive materials; all elements are
connected to produce a “cover” around a human body, which allows reducing the EMF values
to permissible levels. The testing of protective suit is carried out by special setup use. EMF
is emitted by means of RF generator connected with antenna through amplifier. Special setup
includes human body phantom (head, trunk and extremities) and measuring probe connected to
personal computer by optic fiber. Phantom is placed in spatially homogeneous EMF for all body
parts. EMF measurement is carried out in three control points (head, breast and groin) at fixed
distances from RF EMF source in two phantom positions: in front and back to the RF EMF
source (with and without PS). The results obtained by suggested approach allow determining PS
protection level (in dB), and develop recommendations for construction upgrade. Furthermore,
the obtained data of shielding effectiveness suggest that there is the relationship between protec-
tive properties and RF EMF values. Proposed method of PS shielding effectiveness evaluation
can help analyze that relationship in future studies.

1. INTRODUCTION

High level electromagnetic field (EMF) human health protection is one of the major electromag-
netic safety problems, occupational exposure especially. It is necessary in case of work near EMF
sources like power transmission systems, cellular, satellite antennas, radars, radio and television
transmitters and others. According the electromagnetic hygienic principles the worker protection
is based on exposure time limits, safe distance from the EMF source and protective mean use.
There are 2 main directions of protective means: collective and individual. Collective protective
means in dependence of EMF frequency range decrease EMF value by means of EMF reflection or
absorption.

There are some standards establishing the requirements to protective means in the Russian
Federation. One of them establishes the requirements to static electric field protective means
(GOST 12.4.123-83 Occupational safety standards system. “Means of static electricity protection.
General technical requirements.”).

Two State standards provide the requirements for collective and individual protective means
from power frequency (50Hz) electric fields only.

50Hz electric field protective means must meet the requirements:

• Stationary shielding devices — to requirements of GOST 12.4.154-85. Occupational safety
standards system. “Screening devices for protection from power frequency fields. General
technical requirements, basic parameters and dimensions”;

• Screening (conductive) suits — to requirements of GOST 12.4.172-87 Occupational safety
standards system. “Individual screen set for protection from power frequency fields. General
technical requirements and methods of control”.

In practice individual protective means (protective suits) are effective and convenient personal EMF
protection in cases of maintenance and repair work on functioning equipment. It can be used when
the others protection ways are impossible.
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Protective suits (PS) are special protective clothing and used as a rule in cases of static electric
field, power frequency (50/60Hz) electric field (EF) and radiofrequency (RF) EMF occupational
exposure.

Individual protective means from static electricity include: anti-electrostatic clothing, anti-
electrostatic shoes, and safety devices anti-electrostatic (rings and bracelets), and hand protection
means.

There are some special requirements for individual protective means. The typical PS consists
from different constructive elements made of electrically conductive materials: coveralls (or jacket
and pants), helmet with face shield, gloves and feet protective means (socks, boots and (or) shoes).
All elements are electrically connected to produce a “cover” around a human body, which allows
the EMF values decrease to permissible levels.

The modern shielding complete set for protection from power frequency electric fields represents
the hi-tech product creating closed electrical spending space around of human body (individual
”Faraday cage”), excepting penetration of electric field even very high intensity inside of screening
spaces. Possessing high conductivity, complete sets shunt human body, excepting course through
body displacement and pulse currents.

Conductive (screening) suits for bare-hand (hot-line) work besides protect user breath from
dangerous air-ions formed as a result of air ionization under high voltage exposure. Shielding com-
plete sets of the best world manufacturers combine high protective characteristics with demanded
sanitary-and-hygienic parameters. Such complete sets are developed in Germany, USA, Japan, etc.
Complete sets are widely applied today all over the world at repair and service of extremely high
voltage (EHV) installations, in particular at carrying out of various kinds of works on energized
transmission lines. In Russia application of individual shielding complete sets is obligatory at re-
pair and service of the equipment in EHV installations zone of influence. Check of screening suit
shielding properties is carried out by means of phantom of human body is developed. Phantoms
were applied to determination of capacitive currents in human body, EF levels on human body
surface on ground potential; values of capacitive and air-ion currents, EF intensity on body surface
under hot-line works maintenance. Now phantoms are used for qualifying tests of screening suits
in setup of FSBSI “Research Institute of Occupational Health”. According to GOST 12.4.172-87,
screening suit factor of shielding should not be less than 100.

There is the problem of RF EMF individual protective mean standardization and testing in the
Russian Federation. New Standard: GOST 12.4.292-2013 Occupational safety standards system.
“Shielding set for personal protection from radiofrequency electromagnetic field exposure. General
technical requirements” was developed and introduced in 2014.

According this standard PS is for workers protection from RF EMF exposure in the frequency
range from 10 kHz to 300 MHz by electrical component and in the frequency range from 300MHz
to 60 GHz by power density.

The main characteristic of PS that determines its’ safety properties based on reflection or ab-
sorption energy, is the shielding effectiveness of whole PS. According the goal of adequate evaluation
of RF EMF PS screening characteristics the research was directed to develop the correct RF EMF
individual protective characteristics assessment method.

2. METHODS

The method of RF EMF protective suit (PS) safety properties assessment is tested. The aim of PS
efficiency evaluation is to assess the shielding effectiveness at three points according to the most
critical human body parts location: the head, chest and groin. Also it is rational to examine these
points for PS design features and elements connection control.

The protective suit testing is carried out by special setup use (Fig. 1), which allows to measure
RF EMF levels intensity without as well as with PS inside it’s cavity and calculate the shielding
effectiveness for the corresponding frequency.

Testing setup includes radioparent human body phantom (head, trunk and extremities), mea-
suring probe connected to personal computer by optic fiber and RF EMF source (RF generator
connected with antenna through amplifier). Phantom is placed in EMF spatially homogeneous for
all body parts. EMF measurement are carried out at selected radiofrequency in three control points
(head, breast and groin) at fixed distances from RF EMF source in two phantom positions: in front
and back to the RF EMF source (with and without PS).

RF PS protective properties are determined by the EMF intensity attenuation degree and ex-
pressed by shielding factor (KSE). KSE is evaluated by electric field component in EMF frequency
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Figure 1: The setup for protective suit testing: 1 — human body phantom, 2 — control point, 3 — RF
EMF source.

range from 10 kHz to 300 MHz (Eq. (1)) and by power density in EMF frequency range from
300MHz to 300 GHz (Eq. (2)).

KSE = 20 log
E1

E2
, (1)

where E1 — RMS value of electric field strength of RF EMF without PS, E2 — RMS value of
electric field strength of RF EMF with PS.

KSE = 10 log
PD1

PD2
, (2)

where PD1 — RMS value of RF EMF power density without PS, PD2 — RMS value of RF EMF
power density with PS.

The shielding effectiveness testing results for 2 different PS models (Sample 1 and Sample 2)
were evaluated by the RF EMF power density according Eq. (2) at frequencies: 900, 1800, 2100
and 2600 MHz. The measurements were carried at 3 control points and 2 phantom positions (back
and front) during 6 minutes each one.

3. RESULTS

The results of suggested method testing in two different PS sample are presented in Fig. 2 and
Fig. 3.

Figure 2: Frequency dependence of shielding effectiveness for PS Sample 1.
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Figure 3: Frequency dependence of shielding effectiveness for PS Sample 2.

The shown diagrams allow to compare the protective properties of selected PS samples. Accord-
ing Technical Regulations of the Customs Union “Personal protective means safety” KSE must be
not less than 30 dB [1].

The results show that Sample 2 (Fig. 3) is not in compliance with requirements for RF PS
because KSE is less than 30 dB for all frequencies and testing points. The lowest KSE values are
obtained for head control point, which may be caused by helmet construction defects.

The Sample 1 (Fig. 2) provides the good RF EMF protection in considered frequency range, its’
KSE is from 40 to 54 dB, and therefore corresponds to RF PS requirements.

4. CONCLUSION

Suggested method of RF EMF individual protective mean efficiency testing help to solve the prob-
lem of staff electromagnetic safety, and allows including this principle into standardized approach in
Occupational safety standards system. Thus, we extend the system of individual protective means
from EMF exposure (as human health risk factor) control.

The results obtained by suggested safety properties assessment testing method allows to deter-
mine PS RF EMF protection factor (in dB) and develop recommendations for construction upgrade.
The shielding efficiency of PS material must be higher then protective suit, therefore the shielding
effectiveness properties of material must be 30 dB at least, or higher.

Furthermore, the obtained data of shielding effectiveness suggest that there is the relationship
between protective properties and RF EMF values. Proposed method of PS shielding effectiveness
evaluation can help analyze those relationships in future studies.
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Abstract— Radiofrequency electromagnetic field (RF EMF) wireless personal telecommunica-
tion devices may be the reason of increased adverse human health effects. The most of recent
studies analyze the possible health hazards of cellular phone EMF only. The goal of research was
to investigate the Digital Enhanced Cordless Telecommunication (DECT) EMF biological effects
to animal behavior and reproduction function. EMF exposure parameters: frequency 1890MHz,
continuous wave (CW), power density 250µW/cm2 (exposure time 2 hours/day; 5 days/week;
4weeks) and 500 µW/cm2 (3 hours/day; 5 days/week; 4 weeks). The objects: white rats male
(330–350 and 200–220 g). Each exposed group had sham exposure. The evaluated parameters:
weight (body, spleen, adrenal glands, testis), behavioral parameters (open filed test), the func-
tion of reproduction system (epididymis sperm count, sperm osmotic resistance). Exposure value
500 µW/cm2: significant decrease of rats’ behavioral parameters after 5 days; decrease of be-
havioral parameters, sperm osmotic resistance, spleen and testis weights after 10 days; decrease
of sperm osmotic resistance and body weight after 20 days. Exposure value 250 µW/cm2: sig-
nificant decrease of rats’ sperm osmotic resistance after 20 days of exposure and 2 weeks after
exposure, as well as significant decrease of adrenal glands weight and epididymis sperm count
2 weeks after exposure. There were carried out the simulation EMF exposure experiment. The
simulation helps to find the dependency interrelation between power density, power exposure and
specific absorption rates. The results showed that exposure to CW EMF at 1890 MHz with 500
and 250 µW/cm2 may lead to adverse health effects on reproductive system of male rats; and
using of DECT devices may be evaluated as possible human health risk factor.

1. INTRODUCTION

Wireless personal telecommunications use a wide range of personal devices, which operate by trans-
mitting and receiving the radiofrequency electromagnetic fields (RF EMF). The cordless telephones
operate in 1880–1900MHz frequency range according to the Digital Enhanced Cordless Telecommu-
nication (DECT) standard. Such phones are popular personal portable devices used at workplace
and home. There is increased number of recent studies analyzing the possible health hazards of
wireless personal telecommunications EMF. The significant part of them focuses on potential EMF
effects of cellular phones on nervous and reproductive systems to assess the adverse health effects
on present and future generation. There are some scientific publications of experimental evidence
DECT RF EMF biological effects [1, 2]. The goal of the research was to investigate DECT RF
EMF (1890 MHz) acute and subacute exposure biological effects to animal behavior and reproduc-
tion function.

2. METHODS

There were carried out two series of experiment. Object of study: white rat males with body weight
330–350 g and 200–220 g (in different series of experiment respectively). The experiment groups of
12 animals were formed. Each exposed group had sham exposure group.

The animals were exposed to 1890 MHz EMF continuous wave (CW) with different power ex-
posure parameters. In first series 24 exposed and 24 sham exposed rats were used. The ani-
mals were exposed to EMF with power density (PD) 500µW/cm2 (exposure time 3 hours/day;
5 days/week; 4 weeks; power exposition, calculated as PD multiplication at the time result, was
1500 (µW/cm2) · h. In second series 36 exposed and 36 sham exposed rats were used. The animals
were exposed to EMF of power density 250µW/cm2 (2 hours/day; 5 days/week; 4 weeks; the power
exposition was 500 (µW/cm2) · h.

The exposure system included sector antenna 739196 (KATHREIN WERKE KG, Germany),
signal generator N5181A MXG (Agilent Technologies, USA) and amplifier HL-42W (Mini-Circuits,
USA). The animals were placed into individual radio transparent containers with holes during
experiment (exposure and sham exposure groups). Animal exposure area selection and exposure
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parameters control were implemented by means of EMF measurement system DASY 52 NEO
(SPEAG AG, Switzerland) and broadband EMF meter NARDA NBM-550 (Narda Safety Test
Solutions, USA).

The behavioral parameters of animals were evaluated in open field test with hole reflex ”entropy”
parameter assessment after 1, 5, 10 and 20 days of exposure as well as 2 weeks after exposure.

The weight (body, spleen, adrenal glands, and testis) and the reproduction system parameters
(epididymis sperm count, sperm osmotic resistance) were evaluated after 10 and 20 days of exposure
as well as 2 weeks after exposure.

The statistical data processing was performed in STATISTICA 7.0 (StatSoft, USA) with U-test
(Mann-Whitney).

Simulation of experiment was made by means of full wave 3D electromagnetic simulation soft-
ware SEMCAD X14.8 (SPEAG AG, Switzerland) to specific absorption rate (SAR) parameters
evaluation in each experiment series. The models calculated by the Finite-Difference Time-Domain
method corresponded to the experimental EMF exposure conditions.

3. RESULTS

The data show significant decrease (p < 0.01) for 37% and 35% (relative to sham exposure group)
behavioral parameter (hole reflex “entropy”) of animals in group exposed to EMF with 1500
(µW/cm2) · h power exposition (PD 500µW/cm2, 3 h/day) after 5 and 10 days correspondingly.
Subacute EMF exposure with 500 (µW/cm2) · h power exposition (PD 250µW/cm2, 2 h/day) did
not lead to any significant changes in animal behavior.

Different evaluated weight parameters of exposed and sham exposed animal groups data are
presented in Table 1.

Table 1: Weight parameters data.

Power

exposition
1500 (µW/cm2) · h 500 (µW/cm2) · h

XXXXXXXXXGroup
Days 10 days 20 days 10 days 20 days

2 weeks

after exposure

Body weight, g

Exposed 339.58± 7.16 349.00± 3.93∗ 227.73± 4.28 257.08± 5.52 274.17± 8.14

Sham 366.25± 9.60 377.27± 12.07 240.00± 6.60 274.17± 7.41 296.82± 8.10

Spleen weight, g

Exposed 0.72± 0.033∗∗ 0.84± 0.04 0.81± 0.04 0.82± 0.03 0.67± 0.04

Sham 0.94± 0.04 0.86± 0.05 0.79± 0.04 0.89± 0.06 0.74± 0.04

Adrenal glands weight, g

Exposed 42.50± 3.05 47.27± 3.59 36.67± 2.25 39.17± 2.29 35.00± 1.95∗

Sham 41.67± 3.22 47.27± 3.59 39.17± 1.93 42.50± 3.29 41.82± 1.82

Testis weight, g

Exposed 2.49± 0.17∗∗ 2.44± 0.09 2.39± 0.14 2.79± 0.07 2.66± 0.08

Sham 3.14± 0.13 2.73± 0.17 2.64± 0.09 2.64± 0.12 2.83± 0.11
∗p < 0.05; ∗∗p < 0.01.

The Table 1 shows:

- Significant decrease (p < 0.05) for 7% relative to sham exposed animals in body weight
parameters of rats exposed by EMF with 1500 (µW/cm2) · h power exposition after 20 days.

- No significant changes in body weight in group exposed by EMF with 500 (µW/cm2) · h power
exposition.

- Significant decrease (p < 0.01) for 23% relative to sham exposed group in spleen weight in
group exposed by EMF with 1500 (µW/cm2) · h power exposure after 10 days.

- No significant changes in adrenal glands weight with exception of decrease (p < 0.05) for 16%
relative to sham in group exposed by EMF with 500 (µW/cm2) · h power exposition after
2 weeks.



1244 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

- Significant decrease (p < 0.01) for 21% relative to sham in testis weight in group exposed by
EMF with 1500 (µW/cm2) · h power exposure after 10 days.

- No significant changes in testis weight in group exposed by EMF with 500 (µW/cm2) · h
power exposition.

The study of reproductive function parameters shows: significant decrease (p < 0.01) for 16%
(relative to sham exposure group) was observed in sperm osmotic resistance in group exposed by
EMF with 1500 (µW/cm2) · h power exposition after 10 and 20 days of exposure. Also there were
found sperm osmotic resistance significant decreases (p < 0.05) for 5% and 7% in group exposed by
EMF with 500 (µW/cm2) · h power exposition after 20 days and 2 weeks after exposure respectively.

The epididymis sperm count decrease (p < 0.05) for 24% in group exposed by EMF with 500
(µW/cm2) · h power exposition 2 weeks after exposure.

Numerical simulation of experiment shows the small different mean SAR for both exposure
series: 0.041 W/kg and 0.039 W/kg for first and second series respectively.

4. CONCLUSION

The data of experimental study show the effects of acute and subacute 1890 MHz EMF exposure
to rat male behavioral parameters and reproductive system. Sperm osmotic resistance as a rat
reproduction function estimated parameter was evident sensitive to EMF exposure. Significant
decreases of this parameter were observed in groups exposed by EMF with 1500 (µW/cm2) · h
power exposition as well as in groups exposed by EMF with 500 (µW/cm2) · h power exposition.
The decrease of sperm osmotic resistance was more expressed under 1500 (µW/cm2) · h EMF power
exposition than under 500 (µW/cm2) · h power exposition (the sperm osmotic resistance decreased
during less period of high exposure (500µW/cm2) than lower (250µW/cm2). These data support
the concept of RF EMF cumulative efficiency.

The results showed that exposure to CW EMF at 1890MHz with 500 and 250µW/cm2 may
lead to adverse health effects on reproductive system of male rats; and using of DECT devices may
be evaluated as possible human health risk factor.
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Abstract— This first study conducted by the University of Guadalajara, the Pediatric National
Social Security Medical Center, the Hospital Civil de Guadalajara and the General Hospital of
Guadalajara, shows the geographical and temporal distribution of 269 cases of children suffering
from leukaemia in 6 municipalities in the metropolitan area of Guadalajara (2014). In Mex-
ico, geographical information systems (GIS) have been rarely implemented to monitor spatial
assessments of leukaemia. We present an analysis of the spatial distribution of acute leukaemia
among children from 0 to 16 years of age in the metropolitan zone of Guadalajara, Mexico using
individual case hospital data from the three main hospital facilities treating this population.

Methods: Using the approach of spatial epidemiology DBSCAN and 1-dist, cases of leukaemia
obtained from the databases of hospitals resulted in “clusters” or groups of cases/100,000 inhab-
itants. Cancer cases were grouped according to an internationally recognized morphology.

Results: The results show the occurrence of 94 cases of leukaemia along the deployment path of
high voltage electricity, or 36% of all reported cases are located less than 100 meters in distance
from a distribution line and other results shows 24 cases/100,000 inhabitants for leukaemia (acute
lymphoblastic leukaemia) LLA and 4.4 cases/100,000 inhabitants for leukaemia AML (acute
myeloid leukaemia). These resulting measurements exceed international norms. The values are
usually 3–5 cases/100,000 for LLA and 0.8 cases/100,000 for AML.
Conclusions: Although the etiology of most childhood leukaemias is unknown, there is a sig-
nificant correlation between spatial disease cluster (with an unusually elevated disease incidence
rate) and both the high voltage distribution network and the wireless communication network.
Studies in the literature have focused on childhood leukaemia because of its relatively large inci-
dence among children compared with other malignant disease, its apparent tendency to cluster,
and the public concern over locally elevated leukaemia incidence.

1. INTRODUCTION

Undoubtedly the ability to generate electricity and distribute it for use in daily life has been one of
the greatest inventions in the world. With this, humankind has taken a giant leap in its development
and welfare Fig. 1. Carrying out these processes, however, has brought health risks; some risks
are very obvious, such as the risk of being electrocuted. Other risks are not so obvious but still
significant, such as the risk associated with non-ionizing radiation produced by the electromagnetic
field that always accompanies electricity [12].

Non-ionizing radiation and its effects are not new; however it was not until a few years ago
when discussions of this type of radiation became more intense as it was considered to have harmful
effects on human health. It increased on one hand the risk to people who constantly use information
technology devices, without control and without precaution, and on the other hand the risk to users
and/or people living close (< 100m) to high voltage power distribution lines generating very large
electromagnetic fields at low frequencies [1, 12].

It has long been observed that scientists and experts have written about precautionary principles
to be implemented among the population against non-ionizing radiation in the environment, but in
many countries, including Mexico, people have ignored these precautions, giving greater importance
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Figure 1: Process of production, transmission and distribution of electrical energy in Mexico.

to the benefits of “access”, “mobility”, “comfort” and “services”, putting the safety of their popu-
lation at risk. On the other hand we must add that the modern services that telecommunications
provides us are very profitable and are very necessary for the development of a country [2].

The World Health Organization (WHO) has already spoken in respect, supporting the recom-
mendations of the International Commission on Non-Ionizing Radiation (ICNIRP International
Commission on Non-Ionizing Radiation Protection, 2009; WHO, 2013) [3].

This paper shows the geographical distribution of cases of acute lymphoblastic leukaemia (ALL)
and acute myeloid leukaemia (AML) and their relation to high voltage distribution lines in 6
municipalities of Greater Guadalajara.

2. BACKGROUND

Although we do not yet understand the causes, researchers have studied a number of possible
explanations including genetic susceptibility, ionizing radiation, unusual patterns of exposure to
infection, and non-ionizing radiation received from low frequency electromagnetic fields [4].

In some studies, it is said that about one child in every two thousand contracts leukaemia before
the age of 15 years [5]; the equivalent study conducted in the Guadalajara Metropolitan Area found
the number in this context to be five times higher [6]. This topic is very complex because although
there is a great deal of research globally and a substantial amount of contributions concerning the
process of how a child contracts acute leukaemia, we are still far from having causal conclusions
about possible contaminants that could be the spark.

The rapid population increase in many cities in Mexico has created a disarray in the penetration
of electricity services, lacking proper planning in distribution, resulting in dwellings that are literally
situated below power lines. In addition, a lack of order in other services such as potable water
distribution, and the mismanagement of organic waste in the population create the ideal stage for
the appearance of disease, whether gastrointestinal or more serious, such as acute leukaemia [6].

Some studies report that 1.30% of cases of childhood leukaemia may be associated with power
lines [6]. Other studies have shown that children living within a range of less than 200 meters
of high-voltage lines have a risk as high as 70% of contracting leukaemia compared with children
living beyond 600 meters [1]. In this study we obtained a geo-referenced census of acute leukaemia,
resulting in a suprisingly large number of cases of leukaemia around certain residential areas. We
obtained groupings of up to 16 cases of acute leukaemia in an area smaller than 10 square kilometers,
with distances less than 1 kilometer between each case of leukaemia. Since 2001, the International
Agency for Research on Cancer has classified extremely low frequency magnetic fields as “possibly
carcinogenic”; as a result there are many studies trying to assess the risk factors [11].

The most important and striking part of this research was the large number of cases of leukaemia
/inhabitants found in so little space. The source of information comes from three major hospitals
in the city. On average, each hospital treats up to 80 cases per year of acute leukaemia in children
younger than 14 years of age [5, 8].
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3. METHODOLOGY

I. For the first stage, a geo-referenced census of cases of lymphoblastic leukaemia and acute
myeloid leukaemia was created for the first time in Mexico in the metropolitan area of Guadala-
jara, yielding a sample that represents 95% of all cases (Fig. 2).

II. In the second stage, a study geo-referenced to the high voltage lines within the metropolitan
area of Guadalajara was conducted (Fig. 3).

III. The third stage was an analysis of cases of leukaemia near high voltage lines and a study of
the associated pattern (Fig. 4).

Figure 2 shows a map of the Guadalajara metropolitan area and the geographic distribution
of 268 (representing 95% of the total) cases of children suffering from any of two cases of acute
leukaemia: 227 cases of acute lymphoblastic leukaemia and 42 cases of acute myeloid leukaemia.
Using the concept of AGEB1 or Agglomeration Geographic Basic Statistics proposal for popu-
lation studies, with support from the National Institute of Statistics, Geography and Informat-
ics (INEGI) [4], the results showed 24 cases/100,000 for acute lymphoblastic leukaemia and 4.4
cases/100,000 for acute myeloid leukaemia. The comparison with global benchmarks indicates
that there is a major problem, since the usual incidence of acute lymphoblastic leukaemia is 3–5
cases/100,000, and of acute myeloid leukaemia 0.8 cases/100,000.

Figure 2: Cases of acute leukaemia in the population aged 0–14 years in the Guadalajara metropolitan area.

Figure 3 shows a map of Guadalajara and its metropolitan area, with corresponding routes of
high voltage lines provided by the government enterprise Federal Telecommunications Commission
(CFE). These routes show the high penetration of high voltage in the inner city. The characteristic
of these lines is that they are unprotected elevated lines. The rapid pace of growth in the city of
Guadalajara and its metropolitan area, along with extreme poverty generated in the last 20 years
in the country, has lead to the presence of many dwellings aside high voltage routes (closer than
30 meters). In marginalized areas such dwellings are literally adjacent to these lines (less than 15
meters). This is the reason why this study proposes to find a pattern among the high voltage routes
and the number of cases of leukaemia in children under 14 years of age.

1Agglomeration Geographic Basic Statistics (AGEB). Branch municipalities or delegations that make up the country, first
used in the Tenth General Census of Population and Housing, 1980 (INEGI) [4]. Its usefulness lies in allowing the formation of
primary sampling units and the organization of statistical information. It has three main attributes: (a) it is easily recognizable
in the field to be bounded by identifiable and enduring topographic features; (b) it is generally homogeneous in terms of
geographical, economic and social characteristics; (c) the extension is such that it can be covered by a single person.
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Figure 3: Routes of high voltage electrical distribution lines in the Guadalajara metropolitan area.

Figure 4: Cases of leukaemia along the lines of electrical power distribution.

Figure 4 shows a map of the Guadalajara metropolitan area and the geographic distribution of
all cases of acute leukaemia and high voltage routes. A filter was applied, showing only the cases
that are within a distance of 100 meters of a high voltage route.

4. RESULTS AND DISCUSSION

In the first stage the geographical distribution of 269 (representing 95% of the total) cases of
children suffering from any of the two cases of acute leukaemia was obtained. Using the concept
of AGEB or Agglomeration Geographic Basic Statistics proposal for population studies, with the
support of the National Institute of Statistics, Geography and Informática (INEGI), the results
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yielded 24 cases/100,000 for acute lymphoblastic leukaemia and 4.4 cases/100,000 inhabitants for
acute myeloid leukaemia. The comparison with global benchmarks indicates that there is a major
difference, since the usual incidence of acute lymphoblastic leukaemia is 3–5 cases/100,000, and of
acute myeloid leukaemia 0.8 cases/100,000.

In the second stage the results show the occurrence of 94 cases of leukaemia along the deployment
path of high voltage electricity, or 36% of all reported cases are located less than 100 meters in
distance from a distribution line. In previous studies [10] conclusions were that living near a
distribution line increased the risk of contracting a type of leukaemia by a factor of 3. In the
present work only the two most frequent types of leukaemia were analyzed.

These results show that the investigation of cases of acute leukaemia in children and its co-
relation to non-ionizing radiation, either low or high frequency, has just gotten off the ground.
With future studies, it will be important to estimate the disease burden of this type of pollution.

5. CONCLUSIONS

While there is no proven cause and effect relationship of non-ionizing electromagnetic radiation
from high voltage power sources at low frequency on human health, it is interesting to note a
pattern associated with up to 30% of all cases of leukaemia and the deployment of high voltage
power line; there is even a case in which 3 sources of high voltage power lines merge.
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Abstract— This study proposed a methodology of measurement to avoid the underestimation
due to the presence of the wearer in the exposure data logged by bodyworn dosimeters. This
uncertainty is defined as body shadow effect (BSE). The designed protocol isolates the treatment
of the BSE from the uncertainty of the discontinuous transmission that is quantified by the duty
factor. Simulations have been performed means of a software prediction tool in order to estimate
the measured E-field levels with the designed experimental method. The validity of the proposed
methodology has been checked through the comparison between the experimental and simulated
results in terms of the cumulative distributions function (CDF).

1. INTRODUCTION

The use of wireless systems, such as WLAN spreading to a wide range of sectors, ranging from
domestic households, to administrative as well as industrial and healthcare environments, with
a broad and transverse application scope [1–3]. The number of personal devices that operate in
the frequency band of 2.4 GHz is spreading in enclosed environments. Presently smartphones,
tablets and laptops are equipped with a Wi-Fi interface that provides ubiquitous connectivity.
Despite the benefits of this useful way of connection, some concern exists about the assessment of
electromagnetic field (EMF) exposure of humans that use the emitting devices [4, 5].

Personal exposure meters (PEMs) are bodyworn devices for measuring exposure to EMF. The
immediate proximity of the user underestimates EMF exposure levels in the registered data. This
alteration is known as body shadow effect (BSE).

Regulations about the protection of human exposure to non-ionizing radiation provide thresholds
to assure the health and protection of the human beings. These thresholds have been fixed taking
into account unperturbed data provided by scientific studies, so these thresholds must be compared
with objective and undisturbed data. The BSE has been studied by several authors, in some cases
correction factors have been recommended to compensate the underestimation in the logged data
by PEMs [6], but it is possible to avoid this effect, without a further treatment of data, through
the design of a strict protocol of measure to avoid the influence of the wearer in the logged results.

This study describes the procedure of design of an experimental protocol of measurement of the
E-field levels in indoor enclosures and dynamic conditions to avoid the influence of the BSE.

2. METHODS AND MATERIALS

In order to avoid the influence of the BSE it is necessary to know the position where the user has to
wear the dosimeter in the realization of the experiment. Initial tests were required in order to know
the position of the measuring device to avoid the influence of the wearer during the realization
of the experiment. These preliminary measurements were performed in an indoor enclosure, in
dynamic conditions with a real access point. The test was to measure the E-field levels with a
dosimeter in different positions: completely non-line of sight (NLoS), and in line of sight (LoS)
with the PEM situated one meter away from the user, and not in contact with the body.

The results obtained in this preliminary stage are summarized in Figure 1.
The obtained results match with similar works performed in outdoor and indoor conditions [6]:

the position of the PEM situated 1m away from the user is optimal to log reliable levels of exposure
to E-field that are not affected by the underestimation caused by the influence of the human body.

After the analysis of the results shown in Figure 1, it is deducible the extreme low values logged
by the PEMs under test. Between the 40% and the 60% of data are under the minimum value of
the range of sensitivity of the dosimeter. Real Wi-Fi devices in general, and in particular the APs,
do not transmit information continuously; it is depend on the traffic demand, the data rate, the
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Figure 1: Results of PEMs worn in different positions: 1 m away in front of the body (LoS) and in the back
(NLoS).

(a) (b)

(c) (d)

Figure 2: Single sweeps of beacon signal measured with a SA in zero span mode and different values of SWT:
(a) 50 ms, (b) 100 ms, (c) 200ms, (d) 500 ms.

quality of services (QoS), the protocol, the number of connected devices, etc.. When no devices are
connected, the AP only transmits beacons, being the levels of E-field generated quite low.

It is possible to characterize the beacon transmission from the AP. Figure 2 illustrates singles
sweeps taken with an spectrum analyzer (SA) in zero span mode, 1MHz of resolution bandwith
(RBW), and a sweep time (SWT) from 50 ms to 500ms. The period of the beacon transmission is
25ms, and the value of the duty factor, or duty cycle (DC), is calculated following two procedures
published in previous works. One of the methods proposes to calculate the duty factor in function
of the number of samples above a mid-level called set point. In this case the duty factor is calculated
with the following formula [7]:

DC =
number of samples > setpoint

total number of samples
(1)

The second method calculates the DC with the theoretical definition: the ratio of active duration
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tactive to total duration ttotal of the WLAN transmission [8]:

T = 100× tactive
ttotal

(2)

tactive is defined as the time that the signal is 5 dB above the signal noise equal to −72 dBm for
the configuration settings. Figure 2 illustrates the transmission of the beacons with different SWT,
the period of transmission of the beacons is 25ms and the mean of tactive is about 3ms.

The values of DC are estimated with both methods, and are shown in Table 1 in function of
the SWT. For small values of SWT the values of DC are different. As the value of the sweep time
increases the DC values obtained with both methods tend to converge.

Table 1: Results of the duty factor in function of the applied method and the sweep time.

Sweep time (ms)
Methods 50 100 200 500

Number of samples 0.1833 0.1400 0.1167 0.1400
Definition of duty factor 0.0800 0.0833 0.0967 0.1368

The DC obtained with both methods tends to converge when the number of samples is high.
Approximating the results obtained for a sweep of 500 ms, the DC of the AP under test is about
14%, which justifies the high percent of non-detects in the results. To address the shadow effect in
an isolated way, it is necessary to prevent the high number of non-detects by increasing the value
of the DC. Therefore, it is intended to isolate the treatment of the shadow effect avoiding other
uncertainties associated with using of PEMs. To achieve this purpose, experimental measurements
have to be performed with a signal generator that transmits continuously and a biconical antenna.

The designed experimental protocol consists of the implementation of the measurements with a
signal generator as radiation source, and with the measuring device situated 1 m away from the user
to avoid the BSE. The designed protocol isolates the treatment of the BSE from the uncertainty of
the discontinuous transmission. Simulations have been performed means of a software prediction
tool in order to estimate the measured E-field levels obtained with the designed experimental
method.

3. RESULTS

Figure 3(a) shows the experimental and simulated results. Both types of data vary in the same
way in function of the distance from the radiation source.

In order to provide more exhaustive conclusions about the validity of the proposed methodology,
the results have been compared in function of the p-value obtained with the Kolmogorov Smirnov

(a) (b)

Figure 3: Comparison between experimental and simulated results, (a) in terms of E-field levels in V/m,
(b) in terms of the CDFs.
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test. The p-value is an indicator of the similarity between the cumulative distribution function
(CDF) of the compared data. In this particular case the p-value is 0.7296, being a very acceptable
result as it is shown in Figure 3(b) where the CDFs of the experimental and simulated results are
compared.

4. CONCLUSION

This study has presented a methodology to evaluate the impact of Wi-Fi technology in terms of
exposure to EMFs in indoor enclosures. The use of PEMs as measuring devices presents uncertain-
ties that are necessary to avoid in order to obtain objective conclusions about exposure conditions.
With this purpose requirements in the implementation of the experimental measurements have
been fixed: the PEM has to be situated 1 m from the user to avoid the shadow effect, and in order
to isolate the treatment of the BSE the radiation source must transmit continuously to avoid the
non-detects. Taking into account these rules, evaluations of E-field levels have been made in an
indoor enclosure by means of simulations and measurements. After comparing both types of data
in terms of the variation of the E-field levels and in terms of the p-value, it is concluded that the
designed experimental method avoids the non-detects and the underestimation by the shadow effect
in the logged data, providing real, objective and non-disturbed data and conclusions about EMF
exposure.
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Abstract— In this paper, we present a perturbative second order closed form solution for the
fields scattered from a stochastically rough, infinitely long dielectric cylinder. The electromagnetic
boundary conditions at the surface of rough cylinder are perturbed to derive 0th, 1st and 2nd
order boundary conditions that can be used to evaluate the scattered fields to the second order
in the surface roughness. To validate our perturbative method, we compare it with a method
of moments solution of the same problem - which, despite being valid for any arbitrary surface
roughness, is computationally more expensive as compared to our analytical method. A region of
validity is also estimated numerically, within which the perturbative solution accurately predicts
the fields scattered from the rough cylinder. We report this region approximately as h0 < λ/25
and l > 5.84h0 for an exponentially correlated rough cylinder, where h0 is the root mean square
roughness, l is the correlation length and λ is the free space wavelength.

1. INTRODUCTION

Scattering from vegetation such as tree trunks, branches and leaves contributes significantly to radar
scattering. At low microwave frequencies, branches and tree trunks can accurately be modelled as
smooth cylinders for calculating their impact on the incident electromagnetic radiation [1, 2]. At
higher frequencies, the surface roughness begins to play an increasingly important role and the
cylinder can no longer be treated as smooth.

Numerical methods such as the method of moments or the finite element method allow us to
accurately compute the fields scattered from cylinders with arbitrary roughness. However, their use
is limited due to the large computational time involved. There have been many analytical studies
that attempt to approximate the properties of rough cylinders, for instance treating the surface
roughness as a periodic corrugation in a dielectric layer [3, 4] and modelling the scattered fields in
the geometric optics approximation [5].

The small perturbation method (SPM) was originally developed to analytically model stochasti-
cally rough surfaces [6, 7]. The SPM has also been used to model rough conducting cylinders [8–10]
and cylinders with impedance boundary conditions [11]. Although the SPM affords closed form
expressions for the scattered fields, it breaks down as the surface roughness increases.

The analytical method developed in this paper is based on the perturbation of the boundary
conditions at the surface of the rough cylinder. Several authors have used the SPM to model
azimuthally rough conducting cylinders or rough cylinders with impedance surfaces, but there
has been no previous report of a perturbative analysis of a rough dielectric cylinder with both
azimuthally dependant and z dependant roughness. In contrast to the previous attempts to per-
turbatively analyse the scattering problem, which are based on an integral equation formulation,
our approach, based on perturbing the boundary conditions at the cylinder surface, yields not
only the scattered fields, but also the fields inside the cylinder. This makes it possible to extend
our method to finite rough cylinders by using an approach similar to that used by Hulst [12] and
Serker [13] in their treatment of finite smooth cylinders.

In Section 2 we derive the perturbed boundary conditions in the cylindrical coordinate system
that can be used together with an appropriate eigen-expansion of the fields to obtain a second
order solution to the scattering problem. In Section 3, we validate the perturbative method for an
azimuthally rough exponentially correlated dielectric cylinder by comparing it with a method of
moments based solution of the same problem. We also numerically derive a region of validity in
terms of bounds on the root mean square roughness h0 and the correlation length l of the rough
surface within which the perturbative solution accurately captures the scattering properties of the
rough cylinder.

2. THE PERTURBATIVE METHOD

The rough dielectric cylinder, shown in Fig. 1, can be mathematically represented by specifying
a random process h(φ, z), which denotes the radial distance of a point on the cylinder surface at
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azimuthal coordinate φ and z coordinate z from the mean smooth cylinder (with radius a). In this
section, we derive a perturbed set of boundary conditions that can be used to derive a “Mie” like
solution for scattering from this rough dielectric cylinder. The starting point of our analysis are
the boundary conditions on the tangential components of the fields:

n×∆V
∣∣
r=a+h

= 0 for V ≡ E or H (1)

where ∆V|r=a+h is the discontinuity in V across the cylinder surface and n is a normal to the
cylinder surface given by:

n = r̂ −
(

1
a + h

)
∂h

∂φ
φ̂− ∂h

∂z
ẑ (2)

Eq. (1) can be re-expressed in terms of the discontinuities in components of V:
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Use of the Taylor series expansion along with Eq. (3) yields (to the second order in h or it’s
derivatives):

∆Vz

∣∣∣∣
r=a

+ h
∂∆Vz

∂r

∣∣∣∣
r=a

+
h2

2
∂2∆Vz

∂r2

∣∣∣∣
r=a

= −∂h

∂z

(
∆Vr

∣∣∣∣
r=a

+ h
∂∆Vr

∂r

∣∣∣∣
r=a

)
(4a)

(
1 +

h

a

)(
∆Vφ

∣∣∣∣
r=a

+ h
∂∆Vφ

∂r

∣∣∣∣
r=a

+
h2

2
∂2∆Vφ

∂r2

∣∣∣∣
r=a

)
= −1

a

∂h

∂φ

(
∆Vr

∣∣∣∣
r=a

+ h
∂∆Vr

∂r

∣∣∣∣
r=a

)
(4b)

To recast Eq. (4) into a more usable form, we expand the functions ∆Vp where V ≡ E or H and
p ≡ r, φ or z into a perturbation series:

∆Vp = ∆V (0)
p + ∆V (1)

p + ∆V (2)
p .... (5)

where ∆V
(m)
p ∼ O(hm). Clearly, ∆V

(0)
p corresponds to the solution of the scattering problem for a

smooth cylinder. Eqs. (4) and (5) can then be used to derive the following equations in ∆V
(m)
p :

1. Zeroth Order Boundary Conditions:
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2. First Order Boundary Conditions:
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3. Second Order Boundary Condtions:
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In addition to the boundary conditions presented above, it is necessary to use an appropriate
eigen-expansion of the scattered fields and the fields inside the cylinder so as to obtain a closed
form expression for the scattered fields. Since the boundary conditions have been worked out in
the cylindrical coordinates, an appropriate basis for representing the scattered fields would be the
cylindrical wave basis. Once the scattered fields are known in terms of h(φ, z), it is a simple matter
to evaluate the statistical properties of the scattered fields as a function of the statistical properties
of the rough surface (i.e., the correlation function R(φ, z) = h(Φ + φ, Z + z)h(Φ, Z)). For further
details and derivations, please refer to the upcoming journal version of this paper [14].

3. RESULTS AND DISCUSSIONS

To validate our analytical approach, we compared the perturbative approach to a Method of Mo-
ment (MoM) solution of the same scattering problem. For simplicity, we assume an azimuthally
rough cylinder (i.e., h is only a function of φ). Additionally, we also assume the cylinder surface to
be exponentially correlated:

R(φ) = h(Φ + φ)h(Φ) = h2
0 exp(−a|φ|/l) ∀ φ ∈ (−π, π] (9)

where h0 = (h2(φ))1/2 is the root-mean square (RMS) roughness and l is the correlation length of
the surface. Additionally, note that R(φ) is periodic in φ with period 2π.

The perturbative solution derived in the previous section is valid if and only if h(φ, z) and
it’s derivatives (∂h(φ, z)/∂φ and ∂h(φ, z)/∂z) are small. Therefore, the perturbative solution is
expected to deviate from the more accurate MoM analysis for large RMS roughness h0 (resulting in
large h(φ, z) per instance) and small correlation lengths l (resulting in larger derivatives of h(φ, z)
per instance). By an exhaustive comparison between the perturbative solution and the MoM
solution, we arrived at the following bounds on h0 and l for a second order perturbative analysis
to be reasonably accurate −k0h0 < 0.25 and k0l > 1.097. A convenient measure of the derivative
of h(φ, z) is the slope s defined by s = h0/l. In terms of s, the perturbative solution was found to
be accurate when s < 5.84. Fig. 2 shows the comparison between the ensemble average of the 2D
scattering cross section calculated using the method of moments and the perturbative solution for
k0h0 = 0.25, s = 0.019 and k0h0 = 0.188, s = 5.84 (these dimensions are just within the validity
bounds stated above).

We emphasise that the perturbatively obtained expressions for the scattered fields are very
simple to evaluate numerically. Within the region of validity, the perturbative solution is compu-
tationally far more efficient than any other numerical method which can be employed to solve the
same problem. Also observe that our method directly gives the ensemble average of the scattered
fields and derived quantities (such as the scattering cross section) in terms of the auto-correlation

z

y

x

α

E 1

E 2

ki

a

h(φ, z )

E sca

Figure 1: Schematic of the rough cylindrical scatterer with a stochastic roughness h(φ, z) and illuminated
by a plane wave propagating with wavevector ki in the xz plane at an angle of α with the x axis. E1 is the
component of the electric field in the xz plane, while E2 is the component along the y axis.
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function of the surface roughness. A numerical analysis of the problem (such as using the method
of moments or finite element method) can only yield the scattered fields for a particular instance of
the rough cylinder, and the simulation would have to be repeated for a large number of instances
to obtain the ensemble average of the fields and the derived quantities. For instance, in the MoM
results shown in Fig. 2, we needed to calculate the scattering cross section for 100 instances of the
rough cylinder to achieve convergence, and for each instance we had to solve a 600 × 600 dense
matrix system to calculate the scattered fields.
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(b) k0 h 0 = 0 .188 , s = 5 .84

Figure 2: Variation of the mean scattering cross section (σ(φ)) with φ calculated using the perturbative
solution and Method of Moments. The MoM results were generated by averaging the scattering cross section
calculated for 100 different instances of h(φ). In all calculations, the permittivity ε of the cylinder was
assumed to be 2ε0 and the radius a is taken to be 2λ0.
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Abstract— Second-order statistical moments of scattered radiation in turbulent collision mag-
netized plasma. General dispersion equation is obtained at arbitrary angles of inclination of
both external magnetic field and wave vector of an incident electromagnetic wave. Statistical
characteristics of the phase fluctuations of scattered high frequency radio waves in the collision
magnetized plasma caused by the electron density and external magnetic field fluctuations taking
into account polarization coefficients for both ordinary and extraordinary waves are considered.
The influence of collision frequency on the broadening and displacement of maximum of the
angular spectrum is analyzed. Numerical calculations are carried out for the F -region of the
ionosphere using experimental data.

1. INTRODUCTION

Investigation of statistical characteristics of small-amplitude electromagnetic waves propagating
through a turbulent plasma slab is very important in many practical applications associated with
both natural and laboratory plasmas [1]. It has been established that the energy loss due to the
collisions between plasma particles can lead to a decrease in the amplitude of the electromagnetic
waves and also to an appreciable distortion of the angular spectrum of radiation in the events of
multiple scattering by random smooth inhomogeneities of the medium. In [2] it was shown that for
a fixed collision frequency between plasma particles, the degree to which the absorption influences
the angular spectrum of the scattered waves depends strongly on the propagation direction of the
original incident wave with respect to the plasma boundary and also on the strength of an external
magnetic field using the complex geometrical optics approximation. Broadening of the angular
power spectrum of scattered electromagnetic waves in turbulent collision magnetized plasma for
both power-law and anisotropic Gaussian correlation function of electron density fluctuations has
been considered in [3] in complex ray (-optics) approximation.

In the present work, using the perturbation method, we calculate statistical characteristics of
scattered electromagnetic waves in turbulent collision magnetized ionospheric plasma taking into
account both electron density and external magnetic field fluctuations; and also polarization co-
efficients for both ordinary and extraordinary waves. General dispersion equation is obtained at
arbitrary angles of inclination of both external magnetic field and wave vector of an incident elec-
tromagnetic wave. The influence of collision frequency on the broadening of the angular spectrum
is analyzed. Numerical calculations were carried out for the F -region of the ionosphere using
experimental data.

2. FORMULATION OF THE PROBLEM

At high frequency the effect of ions can be neglected. Maxwell’s equations and equation of motion
of the electron in collision plasma igωw = (e/m)(E+ [w ·H0]/c) lead to the wave equation for the
electric field

grad divE−∆E− k2
0 E = − k2

0vg

g2 − u

{
E− i

√
u

g
[E ·m]− u

g2
(E ·m)m

}
, (1)

where w is the velocity of electron, g = 1− is, s = νeff /ω, νeff = νei + νen is the effective collision
frequency of electron with other plasma particles, k0 = ω/c, u = ω2

H/ω2 and v = ω2
p/ω2 are

non-dimensional magneto-ionic parameters, ωH = eH0/mc and ωp = 4πN e2/mω2 are the electron
gyrofrequency and plasma frequencies, respectively, N -electron density, e and m are the charge and



1260 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

mass of an electron, m = H0/H0 is the unite vector along the direction of an external magnetic
field locating in the yoz plane. Complex refractive index of the collisional magnetized plasma is

N2 ≡ (n− i κ)2 = 1− 2v(g − v)

2g(g − v)− uT ±
√

u2
T + 4uL(g − v)2

, (2)

where: uT = u sin2 α, uL = u cos2 α, α is the angle between vectors k and H0, upper sign cor-
responds to the ordinary wave, lower sign to the extraordinary wave; n is refractive index, κ is
absorption index. Using perturbation method each parameter in the Equation (1) we submit as a
sum of the mean value and small fluctuating terms: E = 〈E〉+ e, H0 = 〈H0〉+ h0, N = 〈N〉+ n.
The angular brackets indicate the statistical average. We assume that the mean values of electron
density and magnetic field do not depend on coordinates. Fluctuating fields of scattered radio waves
are random functions of the spatial coordinates and satisfy set of stochastic differential equation
taking into account both electron density and external magnetic field fluctuations:

(
∂2

∂xi∂xj
−∆δij − k2

0εij

)
ej = ji, (3)

where the current density is j(r) = − k2
0v0g

g2−u0
{−i

√
u0

g [〈E〉h′0] − u0
g (〈E〉m)h′0 − u0

g2 (〈E〉h′0)m} −
k2
0 v0 g

g2−u0
{n′+ 2u0

g2−u0
(mh′0)}{〈E〉−i

√
u0

g [〈E〉m]− u0
g2 (〈E〉m)m}; where h′0 = h0/|〈H0〉| and n′ = n/〈N〉

are external magnetic field and electron density fluctuations which are random functions of the spa-
tial coordinates. Components of the dielectric permittivity for the collision plasma at (1±u0) À s2,
on the pole (vertical magnetic field α = 0◦) are [1]:

εxx = εyy = η′ − i s η̃′′, εzz =ε′ − isε̃′′, εxy =sµ̃′−iµ′′, η′ = 1− v0

1−u0
, η̃′′=

v0(1+u0)
(1−u0)2

,

µ̃′ =
2 v0

√
u0

(1− u0)2
, µ′′ =

v0
√

u0

1− u0
, ε′ = 1− v0, ε̃′′ = v0.

(4)

Index “zero” indicates the mean values of non-dimensional plasma parameters. Components of the
wave vector in homogeneous medium are determined as:

kx =k0N sin θ sinϕ≡k0τ1, ky =k0N sin θ cosϕ≡k0τ2, kz =k0N cos θ≡k0q, τ2
1 +τ2

2 +q2 =N2,

where: θ is the angle between wave vector k and z axis, ϕ is the angle between projection of vector
k on the xoy plane and x axis.

The dispersion relation in general case, at θ 6= 0, ϕ 6= 0 and α 6= 0 has the following form:

∆ ≡ a4 q4 + a3 q3 + a2 q2 + a1 q + a0 = 0, (5)

here: a4 = εzz, a3 = 2 τ2 εyz, a2 = ε2
yz − ε2

xz − εzz(εxx + εyy) + τ2
1 (εxx + εzz) + τ2

2 (εyy + εzz),
a1 = 2 τ2[εyz(τ2

1 + τ2
2 )− εxxεyz − εxyεxz], a0 = (τ2

1 + τ2
2 − εzz)(τ2

1 εxx + τ2
2 εyy − εxx εyy − ε2

xy) +
ε2
yz(τ

2
2 − εxx)− 2 εxy εxzεyz + ε2

xz(εyy − τ2
1 ).

We seek the solution set of Equation (3) by expansion of the Fourier integral over x and y
coordinates using the boundary conditions: fluctuations are negligible below and above plasma
layer. If the plane xoy coincides with the lower boundary of slab, at z ≥ L the waves propagating
in the negative direction must be absent, and at z ≤ 0 — in the positive direction. Snell’s law gives:
τ2
1 + τ2

2 = N2 sin2 θ0, where θ0 is an incident angle. Spectral components of the current density on
the pole (α = 0◦) substantially simplified:

g̃y(æ, z) = ∓ik2
0〈Ex〉

[
(D1 + i s D3)n′ − (D2 + i sD4)h′0z

]
, g̃y(æ, z) = ±ig̃x(æ, z),

g̃z(æ, z) = k2
0〈Ex〉(F1 + i sF2)

[
h′0x(æ, z)± ih′0y(æ, z)

]
,

(6)

where: D1 = v0
1−u0

(1±√u0), D2 = − v0
1−u0

[±√u0 + 2u0(1±√u0)
1−u0

], D3 = v0
(1−u0)2

(1±√u0)2, D4 =

− 2v0
(1−u0)2

[±√u0 + u0(3+u0±4
√

u0)
1−u0

], F1 = v0
1−u0

(u0 ±√u0), F2 = v0
(1−u0)2

[u0(3− u0)± 2
√

u0].
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Hence, current density fluctuations in the xoy plane contain both electron density and external
magnetic field fluctuations, while the z component — only magnetic field fluctuations.

We investigate statistical characteristics of scattered high frequency radio waves in the turbulent
collisional magnetized plasma slab caused by electron density fluctuations if wave propagates along
the external magnetic field z-axis (θ = ϕ = 0). Taking into account that phase fluctuations ϕ1

are determined by the expression ϕ1 = Im(e/〈Ex〉), applying the residue theory for the poles of
the Equation (5), for the y component of scattered radiation and arbitrary correlation function of
the phased fluctuations Wϕ(r1, r2) = 〈ϕ1(r1)ϕ∗1(r2)〉 at the observation points r1 and r2 caused by
electron density fluctuations has the following form:

〈ϕ1(x + ρx, y + ρy, L)ϕ∗1(x, y, L)〉yD

=−D2
1k

2
0L

∞∫

−∞
dkx

∞∫

−∞
dky

∞∫

−∞
dρz exp(ikxρx + ikyρy)Wn (kx, ky, ρz)

(
2
δ2

(E1 − s · E2)
[
cos (k02ρz)− sin(2k02L)

2k02L
ch(s · α2k02ρz)

]
− 1

δ1
(E3 + s · E4)

·
{

sin(p2k0L)
p2k0L

cos
(p1

2
k0ρz

)
ch

(
s · q1

2
k0ρz

)
− (J1 + s · J2) cos

(p2

2
k0ρz

)
ch

(
s · q2

2
k0ρz

)

+ (J3 − s · J4) sin
(p2

2
k0ρz

)
sh

(
s · q2

2
k0ρz

)})
, (7)

where: E1 = ε′µ′′− 1
k2
0
[(η′ − µ′′)k2

x + ε′k2
y], E2 = G2

k2
0
kxky, E4 = G1

k2
0
kxky, E3 = 1

k2
0
[(η′ + µ′′)k2

x + ε′k2
y],

G1 = ε̃′′+D̃3(η′+µ′′−ε′)− 1
2ε′2 (η̃

′′−µ̃′), G2 = ε̃′′+D̃3(η′−µ′′−ε′)− 1
2ε′2 (η̃

′′+µ̃′), δ1 = 4µ′′
√

η′ + µ′′,
δ2 = 4µ′′

√
η′ − µ′′, p1 =

√
a+

√
c, q1 =

√
cα2−

√
aα1, p2 =

√
a−√c, q2 =

√
cα2 +

√
aα1, α1 = b/2a,

α2 = d/2c, k02 = k0
√

c, D̃3 = 1±√u0

1−u0
, J1 = sin(p1k0L)

p1k0L
ch(sq1k0L), J2 = q1

p1

cos(p1k0L)
p1k0L

sh(sq1k0L),

J3 = cos(p1k0L)
p1k0L

sh(sq1k0L), J4 = q1

p1

sin(p1k0L)
p1k0L

ch(sq1k0L), ρx and ρy are distances between observa-
tion points spaced apart at small distances. Broadening of the angular power spectrum (APS) is
determined as [4]: 〈k2

x,y〉 = −∂2Wn/∂ρ2
x,y.

3. NUMERICAL CALCULATIONS

Analytical and numerical calculations will be carried out for anisotropic Gaussian correlation func-
tion of electron density fluctuation [3].

Wn (kx, ky, ρz) =
〈N2

1 〉
4π

l2‖
χΓ0

exp

(
−m2

l2‖
ρ2

z + inkxρz

)
exp

(
−

k2
x l2‖

4Γ2
0

−
k2

y l2‖
4χ2

)
, (8)

where: m2 = χ2/Γ2
0, Γ2

0 = sin2 γ0 + χ2 cos2 γ0, n = (χ2 − 1) sin γ0 cos γ0/Γ2
0. The average shape of

electron density irregularities has the form of elongate ellipsoid of rotation. The rotation axis is
located in the plane of geomagnetic meridian. The ellipsoid is characterized with two parameters:
the anisotropy factor for the irregularities equaling to the ratio of ellipsoid axes χ = l‖/l⊥ (ratio
of longitudinal and transverse linear scales of plasma irregularities with respect to the external
magnetic field) and orientation equaling to the inclination angle γ0 of the prolate irregularities
with respect to the external magnetic field (sometimes with respect to horizon). Anisotropy of the
shape of irregularities is connected with the difference of diffusion coefficients in the field align and
field perpendicular directions. In the case k0L < 1 for nonmagnetic isotropic (χ = 1) collisionless
plasma (s = 0), at ρx = ρy = 0 we obtain the well-known formula for the variance of the phase
fluctuations Wϕn =

√
πσ2

nv2
0k

2
0L l/4 [1].

The results of numerical calculations of the APS are illustrated in graphical form. The plots
are constructed for an incident wave 3MHz (k0 = 6.28 · 10−2 m) using the following dimensionless
parameters: v0 = 0.28, u0 = 0.22.

Figure 1 illustrates curves of the spectral width of scattered radio waves versus angle γ0 for
irregularities closely aligned along the magnetic field lines of the F -region in the principle plane.
At fixed anisotropic factor χ = 13, increasing characteristic linear scale of irregularities in the
interval l|| = 1.1 ÷ 2.4 km, angle of inclination is γ0 ≈ 3◦, and the width of the spectrum not
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Figure 1: Plots of the spectral width of the APS in the principle and perpendicular planes as function of
inclination angle of prolate irregularities γ0 at different anisotropic parameter χ and ξ.

(a) (b)

Figure 2: (a) 3-D picture of the spectral width of the APS in the principle plane versus anisotropy factor χ
and angle of inclination γ0. (b) Dependence of the broadening of the APS as function of the parameter ξ in
isotropic case χ = 1 for different s.

varies. Decreasing parameter χ = 10 maximum of the spectrum is at l|| ≈ 1 km and γ0 ≈ 3.5◦; for
irregularities with l|| ≈ 2.4 km the width of the APS increases twice and the maximum displaced
slightly, γ0 ≈ 3◦.

Figure 2(a) depicts 3D Figure of the APS of scattered electromagnetic waves in the principle
plane having Gaussian form for anisotropic plasma irregularities; Figure 2(b) illustrates curves
of broadening of the APS in isotropic case χ = 1. Maximum of the spectrum is at ξ = 3.4 not
depending on the collision frequency between plasma particles and corresponds to the characteristic
spatial scale of irregularities of electron density fluctuations l|| = 50 m.

Increasing parameter s up to s = 10−1, tail of the spectrum oscillated and three minimums
appear: ξ

(1)
min = 40.3, ξ

(2)
min = 68.5 and ξ

(3)
min = 89.4 corresponding to the: l

(1)
|| ≈ 600 m, l

(2)
|| ≈ 1.1 km

and l
(3)
|| ≈ 1.4 km. The obtained results are is in agreement with the observation data from earth

satellites at an average height of 362 km [5].

4. CONCLUSIONS

Statistical characteristics of scattered radio waves are calculated in turbulent collision magnetized
ionospheric plasma using the perturbation method. General dispersion equation is obtained in zero
approximation at arbitrary angles of inclination of both external magnetic field and wave vector
of an incident electromagnetic wave. Correlation function of the phase fluctuations of scattered
electromagnetic waves is obtained for arbitrary correlation function of electron density fluctuations
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taking into account polarization coefficients for both ordinary and extraordinary waves. The width
of the APS substantially depends of the anisotropic factors characterizing field aligned irregularities,
while location of maximum of the APS not substantially displaced. For isotropic irregularities three
minimum appear in the APS allowing estimate characteristic linear scale of plasma irregularities.
Numerical calculations for 3 MHz electromagnetic waves are in agreement with satellite observation
data between heights of 153 and 617 km.
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Abstract— The relationship between statistical distributions of geometrical parameters and
scattering properties of particles has been underlined, particularly for optically soft particles.
As the calculation of these distributions may be difficult, some simple rules for estimating them
are presented in this paper. The method has been validated by the calculation of the scattering
properties of a capsule shaped particle.

1. INTRODUCTION

Electromagnetic scattering by particles consisting in a homogeneous material has been studied a lot
by numerically solving the Maxwell equations. Solutions depend on the morphology of the particles;
this is revealed at the boundary conditions, i.e., the values of the physical quantities on the particle
surface. In the case of a homogeneous material a relationship between the scattering properties,
the optical indices of the material and the surface characteristics may be expected. The exact
calculation of any shaped particle is possible by numerical methods [1]. However, the whole analysis
needs a too large computational time if these exact methods are used for the calculation of the
optical properties. Actually, the need of fast calculations is important for industrial applications,
e.g., particle sizing and particle shape determination by means of optical methods, even if the
accuracy is lower. Fitting the accuracy of the calculation with the accuracy of the measurement is
sufficient. Thus simple and accurate expressions for the optical properties of particles or crystals
are useful to solve inverse problems coming from such optical particle sizing techniques.

Moreover the use of relevant descriptors for the particle geometry can simplify the correspon-
dence between optical and geometrical properties. In the past some optical approximations have
been developed for the calculations for optically soft materials [2]. They include relations between
the optical properties and the statistical distributions of geometrical parameters [3, 4]. Unfortu-
nately, it appears that the analytical calculation of the statistical distributions can be very tedious
even for simply shaped particles. The aim of this paper is to extract from the dedicated literature
any information to evaluate the statistical distributions of any convex body and then calculate the
scattering properties. The study of non convex particles, e.g., clusters, will be out of the scope of
this paper.

2. RELATION BETWEEN SCATTERING PROPERTIES AND STATISTICAL
DISTRIBUTIONS

The optical properties of a body depend on the relative refractive index m, i.e., the ratio between
the refractive indices of the particle and the surrounding medium. Some scatterers dispersed in a
liquid are characterized by a low optical contrast, i.e., |m− 1| ¿ 1. In the past, two important an-
alytical approximations [2] have been proposed for such particles: the Van de Hulst approximation,
also known as anomalous diffraction (AD) approximation, for large particles and the Rayleigh-
Debye-Gans (RDG) approximation for small particles. From a geometrical point of view, the AD
approximation explicitly contains the Dl(l) chord length distribution (CLD) of the scatterer. The
chord length l is the distance between two points located on the body surface. RDG approximation
considers the DP (r) distance distribution (DD) of scattering elements inside the scatterer. The
distance r is the length between two any points inside the body. Now, we will focus our attention
about the scattering of light by small and optically soft particles.

Within the RDG approximation, the differential scattering cross section per unit incident in-
tensity (unpolarized light) is related to the amplitude form factor R. Considering that the object
(scatterer) can randomly orientate, this optical property is thus obtained after calculating an av-
erage over all the object orientations (Equation (1)):

〈Cdiff sca〉 =
k4V 2

4π2
|m− 1|2

〈
|R|2

〉 1 + cos2 θ

2
(1)
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with
〈
|R|2

〉
=

lmax∫

0

sin (ksr)
ksr

DP (r) dr (2)

~k, θ and ~ks(ks = 2k sin(θ/2)) are the incident wave vector, the scattering angle and the scattering
vector, respectively. V is the object volume.

Following the theory of stochastic geometry [3], there exists a relation between the two normal-
ized distributions DP and Dl for a convex particle:

DP (r) = 12r2

∫ lmax

r
Dl (l) (l − r) dl/l̄4 (3)

lmax is the maximum chord length of the particle.
By introducing Equation (3) into Equation (2), one express 〈|R|2〉 and the differential scattering

cross section as a function of the CLD:

〈
|R|2

〉
=

12

l4k4
s


2−

lmax∫

0

(ksl sin (ksl) + 2 cos (ksl))Dl (l) dl


 (4)

Equation (4) shows that Dl is the relevant geometrical characteristic for the scattering cross section
of optically soft particles. Equation (4) replaces the equation defining 〈|R|2〉 that is basically a
sextuple integral. As a consequence, the use of CLD presents two advantages: simpler calculations
and clear relationship between the particle morphology and the scattering properties.

Two ways can be used for calculating the CLD of a convex body: analytical calculation for
the simplest shaped particles or Monte-Carlo Simulations (MCS). The MCS runs are carried out
by generating unbiased random lines that cross the particle. The distance between the two points
that intersect the body is calculated and recorded. The MC sampling distribution may be visually
represented as the discrete probability histogram.

3. MATHEMATICAL PROPERTIES OF CLD

Statistical distributions have already been introduced by researchers in the field of the small angle
scattering using X-rays (SAXS). Therefore we may compile the main results of the literature espe-
cially these ones concerning the SAXS theory. Moreover, additional properties have been discovered
by the mathematicians.

We may consider the CLD of any convex body as the CLD of an equivalent spheroid or ellipsoid,
i.e., a body with a smooth shape, modified by specific geometrical features. The latter ones are
important for the shape of the CLD curve. They consist in flat faces as crystal facets, parallel (flat
or curved) surfaces, parallel tangent planes, edges and corners. They correspond to discontinuities
of the distribution density or its derivative.

We begin by investigating the effect of the curvature on CLD. For a convex body with a smooth
surface the series expansion of CLD around l = 0 does not contain even terms. The first order term
is an explicit function of the mean principal curvatures of the body [5, 6].

Chords intersect the surface at two points in a convex body; some chords are perpendicular to
the tangent planes at the two end points and thus the latter ones are parallel. These chords are
termed extremal chords. For instance, spheroids have two extremal chords: one for l = 2a and
the other for l = 2b, a and b being the semi-axes. A discontinuity of dDl(l)/dl will occur at these
values. Wu and Schmidt [7] have investigated the properties of Dl(l) when the chord is in the
neighbourhood of an extremal chord. They give expressions for Dl(l) around the extremal chord
values denoted L. They show that Dl(l) is continuous for l = L whereas dDl(l)/dl is not.

Ciccariello [8–10] generalized the work of Wu and Schmidt: he considers the property of paral-
lelism between some parts of body boundaries. He studied the case where the locus of the extremal
chord ends is a surface. For instance, this surface is a sphere for l = 2R if the particle is a sphere
with radius R. One can show that Dl(l) becomes discontinuous for this chord length value. If
the parallelism occurs between two partial surfaces of the body, a discontinuity of Dl(l) occurs at
l = L, L being the distance between the two parallel surfaces. The contribution of the parallelism
to Dl(l) for l → L is given by Ciccariello.
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The presence of edges leads to additional terms for Dl(l) at l = 0. Ciccariello et al. [9, 12] and
Sobry et al. [11, 13] have shown that Dl(0) is a simple function of the dihedral angle and of the edge
length. All the edges contribute to Dl(0). Edges (and corners) also contribute to dDl(l)/dl|l=0 [14].
However, it seems difficult to systemize this contribution.

4. CANONICAL EXPRESSION FOR CLD OF CONVEX PARTICLE

4.1. Principles
Singularities on the surface of a convex body play an important role about the CLD. They cor-
respond to discontinuities of the distribution density and its derivatives. As seen in §3, the CLD
discontinuities are slightly proportional to the extension (length or area) of the corresponding sin-
gularities. Each singularity is characterized by the values of the chord length and of the density (or
its derivative) discontinuity. Generally, the contributions of these singularities are independent of
each other and additive. The CLD of particles having a simple shape is not monotonous and show
some features as discontinuities as well.

Moreover the integral geometry theory shows that the first order and fourth order CLD moments
are related to the surface area S and the volume of the body:

l̄ = 4V/S (5)
l̄4 = 12V 2/πS (6)

Then we may establish the following rules for constructing the CLD:

- list the singularities (pairs of parallel tangent planes, pairs of parallel surfaces, edges),
- sort the singularities by increasing chord length values; quantify the corresponding disconti-

nuity of density or of its derivative,
- interpolate the density between two singularities by means of polynomial functions,
- write the density Dl(l) as a piecewise function,
- use the normalization condition for Dl(l) and Equations (5)–(6) for calculating unknown

polynomial coefficients in Dl(l).

4.2. Illustration
One considers a capsule shaped particle. This one consists in two hemispheres with radius R
and a circular cylinder with a radius R and length H. The capsule is a convex particle with
one l-discontinuity for l = 2R due to pairs of parallel surfaces and one dDl(l)/dl-discontinuity
for l = 2R + H due to one pair of parallel tangent planes. Following §4.1 we divide the l-range
[0; 2R + H] into several parts:

- [0; 2R−∆l−]D1 (l) =
[
(R + 3H/16) /

(
R2 (2R + H)

)]
l see [5, 6]

- [2R−∆l−; 2R] D2 (l) = D1 (2R−∆l−) + DH (l)−DH (2R−∆l−)

with DH(l) = −2H
S ln |1− l

2R | see [8–10]

- [2R; 2R + ∆l+] D3 (l) = D4 (2R + ∆l+) + DH (l)−DH (2R + ∆l+)
- [2R + ∆l+; 2R + H] D4 (l) = FD (l) + a2 (2R + H − l)2 + a3 (2R + H − l)3

with FD(l) = 4R(2R+H−l)
H(2R+H)2 see [7].

l = 2R−∆l− and l = 2R + ∆l+ are the length values for which the continuity of CLD function
and its derivative is verified respectively:

D1

(
2R−∆l−

)
= D2

(
2R−∆l−

)
dD1/dl = dD2/dl

D3

(
2R + ∆l+

)
= D4

(
2R + ∆l+

)
dD3/dl = dD4/dl

a2 and a3 are determined by using the normalization condition for Dl(l) and the Equation (5) for
the mean chord length value.

Figure 1 compares the CLD’s issued from MCS and calculated by using the previous method.
The agreement is good except the CLD part within the [2R + ∆l+; 2R + H] range. In order to
check the consequences of this deviation on the optical properties, we calculate the factor 〈|R|2〉
following Equation (4) for a capsule shaped particle with R = 0.2µm and H = 0.4µm. Figure 2
represents the comparison between the 〈|R|2〉 factors using the two CLD calculations. The slight
discrepancy between the two calculations of CLD does not lead to an significant deviation for 〈|R|2〉.
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Figure 1: CLD for a capsule (hemisphere radius = 1,
cylinder length = 2). red: MCS; green: our method.
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Figure 2: 〈|R|2〉 as a function of the scattering angle
(rad) for a capsule (R = 0.2 µm, H = 0.4 µm). red:
Dl(l) from MCS; green: Dl(l) from our method. λ =
450 nm.

5. CONCLUSION

The methodology presented in this paper leads easily to an expression of the CLD that is needed for
the scattering properties calculations. Improvements can be done by considering the interactions
between singularities if any. This will be studied in the future.
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Abstract— In this paper, Transfer Matrix Method and modified Maxwell equations are used
to find the general expressions for reflection and transmission coefficients of periodic multilay-
ered structure. The structure is placed in D dimension space where D is integer for Euclidean
space and non-integer for Fractional space. Characteristics of these structure are studied when
an electromagnetic wave strikes on it at both normal and oblique incident angle. The final
expressions are the function of frequency, dimension and incident angle. Numerical results for
multilayered periodic strong chiral — strong chiral structure are presented. This study provides
motivation to investigate the electromagnetic waves propagation in multilayered structures at
fractional boundaries.

1. INTRODUCTION

Advances in the metamaterials (MTM) has significantly attracted the attention of researchers. Mul-
tilayered structures composed of composite materials are being widely used in applications such as
antenna designing, lens designing, frequency selective surfaces etc. [1–3]. Since, metallic structures
have losses associated with it, metamaterial structures are used to achieve desirable outcomes. Un-
til recently, frequency, incident angle and constitutive parameters behaviour were studied but with
the introduction of fractional calculus, effect of dimension can also be studied. Irregular surfaces,
porous media, and complex structures can be modelled with fractional calculus [4]. In 1982, Man-
delbrot introduced the concept of fractal for the first time [5]. Fractional calculus can be used to
study the characteristics of homogenous models at fractal boundaries [6, 7]. It provides a way to
introduce solutions of electromagnetic problems in fractional dimension space [8, 9]. In 1996, study
of scaler wave equation was carried out using fractional integration and later analysis of source
distributions which are equivalent to fractional dimension Dirac delta function [10, 11]. Therefore,
a solution in D dimension space is required to understand the behaviour of the structures. Lately,
solutions to plane wave, differential electromagnetic (EM) wave, cylindrical wave and spherical
wave in D-dimension fractional space are developed in [4].

There are several types of metamaterials being used by researchers; single negative materials are
those whose either permittivity or permeability is negative, double negative materials have both
permittivity and permeability negative, materials whose image is non-superposable are called chiral
materials. Chiral materials are further divided into chiral nihility and strong chiral materials; chiral
nihility materials have permittivity (ε = 0) and permeability (µ = 0) equal to zero for certain range
of frequencies and chirality is non-zero (κ 6= 0), when chirality to refractive index ratio is greater
than unity the material is called strong chiral material (SC). In this paper SC–SC multilayered
structure is placed in fractional space and euclidian space for study and analysis. In Section 2,
model and formulation for n-layered periodic structure are discussed and expressions for reflected
and transmitted fields are computed. In Section 3, numerical results for both the cases are presented
and discussed followed by conclusion. Please note time dependency in this paper is taken as ejwt

and is kept suppressed.

2. MODEL AND FORMULATION

A homogenous, non-dispersive periodic SC-SC multilayered structure is placed in D dimension
space as shown in Figure 1. The width, refractive index, chirality and optical width of slab i are di,
ni, κi and | ni | di, respectively where (i = A, B). The general incident, reflected and transmitted
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Figure 1: Five layered metmaterial structure placed in D dimension space.

fields in D (2 ≤ D ≤ 3) dimension are [4],

Ei =
[
Ei‖ (x̂ cos θi + ẑ sin θi) + Ei⊥ŷ

]
e−jkF (−x sin θi) (kF z cos θi)

n
[
H(2)

n (kF z cos θi)
]
, (1)

Hi =
1
η

[
Ei‖ŷ −Ei⊥ (x̂ cos θi + ẑ sin θi)

]
e−jkF (−x sin θi) (kF z cos θi)

nh
[
H

(2)
nh (kF z cos θi)

]
, (2)

Er =
[
Er‖ (x̂ cos θr − ẑ sin θr) + Er⊥ŷ

]
e−jkF (−x sin θr) (kF z cos θr)

n
[
H(1)

n (kF z cos θr)
]
, (3)

Hr =
1
η

[−Er‖ŷ + Er⊥ (x̂ cos θr − ẑ sin θr)
]
e−jkF (−x sin θr) (kF z cos θr)

nh
[
H

(1)
nh (kF z cos θr)

]
, (4)

Et =
[
Et‖(x̂ cos θt + ẑ sin θt) + Et⊥ŷ

]
e−jkF (−x sin θt) (kF z cos θt)

n
[
H(2)

n (kF z cos θt)
]
, (5)

Ht =
1
η

[
Et‖ŷ − Et⊥ (x̂ cos θt + ẑ sin θt)

]
e−jkF (−x sin θt) (kF z cos θt)

nh
[
H

(2)
nh (kF z cos θt)

]
(6)

In the above equations subscript i, r, and t represent the incident, reflected and transmitted wave.
Perpendicular and parallel component of the waves are represented by ⊥ and ‖, respectively. Hankel
function of the second kind and Hankel function of the first kind represents the forward travelling
wave and backward travelling wave respectively and n = |3−D|

2 and nh = |D−1|
2 where D represents

the dimension. Transfer Matrix Method (TMM) is applied on Equations (1)–(6) and electric and
magnetic field expressions for strong chiral medium in [12], to compute field expressions on either
side of the structure. The final expression is of the following form,




Ei‖
Ei⊥
Er‖
Er⊥


 = [T ]

[
Et‖
Et⊥

]
(7)

[T ] =




a11 a12

a21 a22

a31 a32

a41 a42


 = [M1][PA][T1]m[M2] (8)

[T1] = [MAB][PB][MBA][PA] (9)

In Equations (8) and (9), [PA] and [PB] represents the propagation matrix, it includes the phase
component of the wave. [M1], [M2], [MAB], and [MBA] represents matching matrix, it relates
the fields on either side of the slab. All the propagation matrices and matching matrices are 4× 4
except, [M2] whose size is 4×2. Transfer matrix, [T ], relates the field on either side of the structure.
The derived transfer matrix is for odd numbers of slabs. All the expressions computed are for D
dimension (inserting integer value of D recovers classical results).
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3. RESULTS

The expressions for reflected and transmitted fields are function of frequency (f), width (d), incident
angle (θi), chirality (κ), and dimension (D). Figure 2 shows the reflectance and transmittance at
oblique incidences for five layered structured composed of SC-SC alternating layers. It can be seen
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Figure 2: Reflectance and transmittance for five layered SC-SC structure. nA = 0.8, nB = 0.6, κA = 1.2,
κB = 1.0, | nA | dA =| nB | dB = λ0/4, f/f0 = 0.5.
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in Figure 2(a), there is no significant power change in regions (0◦–30◦) and (55◦–80◦). Initially
reflected power for 2.5D substrate is greater than 2.3D and 2.0D but after 40◦, reflected power
for 2.5D decreases and becomes lower than 2.3D and 2.0D. Figure 2(b), shows that there is no
significant difference in reflected power profile for perpendicular component of the wave. Figure 2(c),
shows the transmitted power for parallel component of the wave. It can be seen that there is
marginal difference of transmitted powers in (35◦–85◦). The maximum transmitted power for 2.5D
substrate structure is approximately 50% and it is 35% for 2.0D substrate. Figure 2(d), shows
the transmitted power for the perpendicular component of the wave. At 0◦ transmitted power is
approximately 78◦, 72◦ and 53◦ for 2.0D, 2.3D and 2.5D substrate, respectively. It means that
polarization is rotated for the wave passing through all three types of substrate. Figure 3, shows the
effect of frequency and dimension on the behavior of the five layered structure when a wave strike
at normal incidence. It is seen in Figure 3(a) that the parallel component of the reflected power has
bell-shaped windows for all substrates. At 1.0 THz, reflected power for 2.0D, 2.3D and 2.5D are
0%, 10% and 55%, respectively. There is no perpendicular component of the reflected wave at 0◦ as
shown in Figure 3(b), since only parallel component of the wave is incident. Figures 3(c) and 3(d),
shows the behavior of transmitted component. Narrowbands with high transmitted power exists
at regular intervals with power approximately equal to unity at 1.0 THz.

4. CONCLUSION

In the presented paper, the electromagnetic behavior of periodic multilayered structure when placed
in fractional dimension space and integer dimension space is studied and discussed. Transfer Matrix
Method is used to find the expressions for reflected and transmitted wave in D dimension space.
These expressions are then numerically presented for analysis. All the numerical results satisfy the
law of conservation of power. Inserting the integer value of D recovers the classical results. This
study provides motivation to investigate the electromagnetic waves propagation in multilayered
structures at fractional boundaries and waveguides filled with fractal media.
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Abstract— Bistatic configuration of radars has become a topic of great interest for Electronic
counter-countermeasures designers. The paper emphasized the need for bringing about a trend
of employing bistatic radars in place of traditional monostatic radars which are no more useful
under the hostile environment that is created by the electronic counter measures effect. It has
been shown that noise and deception jamming can be countered using bistatic configuration of
the radar system. Moreover, low observability of the target threat can also be dealt with using
this configuration.

1. INTRODUCTION

Electronic counter measures and electronic counter-countermeasures are the two major types of
electronic warfare that are always seem to be in competition with each other [1]. There has been a
rapid increase in performance of both radar and electronic warfare since World War II [2]. Bi-static
radars are gaining attention over the past decade because of its ECCM abilities [3]. Apart from
the physical isolation of the system, most of the advantages of bi-static radar are because of the
geometric properties of the system [4]. With the advancements in the ECM systems, there is a
constant need to counter and hence nullify the effects of ECM and hence to make the radar capable
of detection and localization of the target threat. Study of techniques in ECCM is promising [5].
Bistatic radar’s history dates back to the earliest days of its invention [6]. Bistatic radar approach
is not something which has to make a comeback in the radar technology, rather it has already
a number of specialized applications in physics, wind measurements and by astronauts [7]. The
important operation in passive bistatic processing is to keep apart the transmitter-to-receiver path
and target-path (i.e., transmitter-to-target-to-receiver signals) [8]. Bistatic and multistatic radar
configuration are promising areas of research which also require advances in many other areas as
well [9]. There are a number of reasons which shows that the interests in multistatic configuration
of radars will continue to grow [10, 11]. There is no doubt that a lot of research and development
is in progress related to bistatic radars but still there are a lot of loopholes considering bistatic
clutter [12]. MIMO radar which is more easily realized in bistatic configuration is a topic of great
interest for radar designers interested in ECCM of radar systems. Nevertheless, considering this,
there exist many engineering challenges that are needed to be addressed. Moreover, there has to
be a better understanding of bistatic and multistatic radar cross section phenomenon [13]. MIMO
radars have more degrees of freedom than typical monostatic radar. This enables improved angular
resolution [14, 15], variable time energy management and improved parameter identification [16].

2. TRANSMIT POWER AND THE SIGNAL TO NOISE RATIO ANALYSIS

Figures 1 and 2 show the transmit power analysis of bistatic radar corresponding to max range
product. For Fig. 1 baseline length has been set to 10 km, the bistatic angle is 10 and RCS of the
target is 20 dBsm whereas for Fig. 2, baseline length has been set to 2 km and the bistatic angle is
20 and RCS of the target is 10 dBsm. The figure shows if the RCS is reduced, greater transmitted
power is required. Figures from 1 to 6 and 8 are drawn using [22].

Figures 3 and 4 show the signal to noise ratio analysis of bistatic radar corresponding to max
range product. From these figures, it can be concluded that if the bistatic angle is increased, the
corresponding SNR is reduced. The bistatic angle, i.e., positioning of transmitter and receiver has
a big role to play in the overall working of the system.

3. RADAR CROSS SECTION ANALYSIS

The detection ability of the target is dependent upon a parameter which is the radar cross section.
It describes the strength of the electromagnetic wave reflected from the target threat. RCS in terms
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Figure 1: Transmit power analysis for Bistatic angle
of 10 degrees and RCS of 20 dBsm.

Figure 2: Transmit power analysis for Bistatic angle
of 20 degrees and RCS of 10 dBsm.

Figure 3: SNR analysis where angle is 10 and RCS
of the target is 20 dBsm.

Figure 4: SNR analysis where angle is 20 and RCS
of the target is 10 dBsm.

of electric field is given by [17].

σ = lim
r→∞ 4πr2 |Es|2

|EI |2 (1)

Bistatic target RCS, denoted by σB is different from typical monostatic RCS. In the case of a
small bistatic angle, the bistatic RCS is similar to the monostatic RCS: but, as the bistatic angle
approaches 180◦, the bistatic RCS becomes very large and can be approximated by [18].

σBmax ≈
4πA2

t

λ2
(2)

where λ is the wavelength and At is the target project area.
Power delivered to signal processor by the receiver’s antenna is

PR =
PtGtGrλ

2σB

(4π)3R2
t R

2
rLtLrLp

(3)

The subscripts ‘t’ and ‘r’ denote transmitter and receiver respectively. Lp is medium propagation
losses and G is the gain of the antenna.

With a bistatic system, the energy is not scattered back directly but with an angle, β. The
radar cross-section for scattering is dependent on this angle.

Bistatic radar range is written as

√
RT RR =

(
PtGtGrσBF 2

t F 2
r c2

(4Π)3kTBD2Lf2

)1/4

(4)

The subscripts ‘t’ and ‘r’ denote transmitter and receiver respectively. σB is the bistatic radar
cross-section. G is the gain of the antenna. F is the propagation factor. c is the velocity of light,
k is Boltzmann’s constant, T is the system noise temperature in K. DS is the signal-to-noise ratio
required for detection, f is the frequency of the radar and L is the product of the losses.

Figure 5 shows the target RCS analysis of bistatic radar corresponding to max range product.
The baseline length has been set to 10 km if the bistatic angle is set to 10◦ whereas, Fig. 6 shows
the target RCS analysis of bistatic radar for the bistatic angle of 20◦ and baseline length has been
set to 2 km. For a maximum range product of 4 km2, target RCS is 18 dBsm for Fig. 5 where as
it is about 14 dBsm for the case where bistatic angle is greater, i.e., in Fig. 6. The beta angle is
dependent upon the corresponding positioning of transmitter, receiver and the target. The liberty
of deploying the transceiver system by taking into consideration the target threat gives an immense
advantage to bistatic radar configuration as compared to the corresponding monostatic system.
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Figure 5: Target RCS analysis for Bistatic angle of
10◦.

Figure 6: Target RCS analysis for Bistatic angle of
20◦.

Low observable targets usually scatter in various directions where monostatic radar usually fails to
detect. In such situations bistatic radar is far more probable for detecting such a target.

Figure 7 shows bistatic angle versus the radar cross section of a fuselage for an incidence angle
of 30 degrees for radar’s transmitted frequency of 2GHz where, fuselage permittivity is 3.7 [23].
We can see that there is a range of angles where RCS is considerably greater and hence it would
be easily detectable.

Figure 7: RCS vs. Bistatic angle. Figure 8: Jammer transmit power vs. max range
product for jammer receiver range of 1 km.

The advancement in technology has enabled the radar designers to place the transmitter and
receiver so much so that either of these can be even on ships or other carriers. The delocalization
of transceiver system has enabled the designers to improve the detection abilities of the radar [19].

RCS reduction is achieved by shaping the target in a way that it does not scatter in the direction
of transmitted signal. This shaping may reduce the RCS when looking at the front of a target using
monostatic radar; however, it is often the case that the RF wave will scatter in a different direction,
providing a large RCS in some “bistatic” direction [20].

A noise jammer typically radiates with a bandwidth that is wider than the radar receiver’s. The
effect is the raise in total power spectral density of the background noise in the receiver from N0

to N0 + J0.
Where

J0 =
PJGJGRF 2

J λ2

(4π)2BJR2
JLJ

(5)

Under usual jamming conditions, jammers bandwidth is greater than receiver’s noise band-
width [21].

Figure 8 shows that as the RCS increases, jammer requires more transmit power for some value of
maximum range product with jamming. Also, as the jammer receiver range is decreased, maximum
range product is decreased for fixed values of jammer transmit power.

4. CONCLUSION

The paper has shown the advantages that the radar designers can exploit from a bistatic radar
approach, courtesy of the geo placement of the distant receiver. Similarly bistatic approach allows
simultaneous accomplishment of ECCM techniques which improves the probability of detection.
Bistatic radars can also give the liberty to designers of employing MIMO functionality by making
an intelligent transceiver system on both the sites. Low observable stealthy targets which scatter the
incoming transmitted wave in various directions can be best dealt with if there is a corresponding
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receiver or a transceiver system in best probable direction. Moreover for such targets, there is
a range of aspect angles which can be exploited by using bistatic system. In addition to this,
jammers which target the antenna sight of the radar for a typical monostatic system, no longer
remains effective if there is a receiver at a distant sight.
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Abstract— The problem of evaluating the channel capacity of a nonlinear fiber-optic system is
reviewed. After properly defining the nonlinear fiber-optic channel, we consider a few alternative
models and discuss their suitability for system design and performance evaluation. It is shown
that using an accurate model can allow devising modulation and detection schemes providing
higher robustness to nonlinear effects than those obtainable by simpler models.

1. INTRODUCTION

The evaluation of channel capacity in nonlinear fiber-optic systems is still an open issue. The main
difficulty is due to the unavailability of an exact and mathematically tractable channel model. In
fact, most of the results obtained so far either refer to highly simplified models or provide loose
bounds to the capacity [1–15]. A useful and practical approach to lower bound the capacity is that
of evaluating the achievable information rate for an arbitrarily fixed input distribution (modulation
format) and a suboptimal decoder optimized for an approximate version of the channel (mismatched
decoding). In this context, the capacity problem can be seen as a joint optimization of the achievable
information rate over both the input distribution and the channel model [10, 15, 18]. It is thus clear
that finding a good channel model for the optical fiber is the first step to design more efficient
systems and derive tight bounds to the capacity.

According to the popular Gaussian noise (GN) model [19, 20], nonlinearity is simply modeled
as additive white Gaussian noise: it cannot be compensated for, but it can be easily accounted
for in the evaluation of channel capacity, leading to the conclusion that capacity vanishes at high
powers. This result, however, is not supported by theory and is contradicted by some counter
examples. Though it is now clear that the GN model has some limitations [15, 21, 22], it is still
unclear whether these limitations are only of theoretical interest or do have a practical value.

The choice of the right model depends on the problem at hand: while numerical methods, such as
the split-step Fourier method (SSFM) [23], are suitable for compensating deterministic nonlinearity
through the digital backpropagation (DBP) technique [24], analytical approximations — based, for
instance, on perturbation methods or Volterra series expansion — are more suitable for modeling
stochastic effects such as signal noise-interaction and inter-channel nonlinearity [13, 25, 29]. Finally,
an exact analytical model, accounting only for dispersion and nonlinearity, can be obtained by em-
ploying the inverse scattering (nonlinear Fourier) transform (IST) [30]. It is still unclear, however,
whether this approach is competitive with the split-step Fourier method in terms of computational
complexity and whether it can be used for modeling stochastic nonlinear effects.

By employing the aforementioned models, it is possible to show that the optimum modulation
and detection strategies differ from those designed according to the GN model and typically used
in fiber-optic systems. Therefore, in the second part of the paper, we consider different modulation
and detection schemes aimed at providing higher robustness to nonlinear effects and investigate
their actual advantage over GN-model-based strategies in terms of achievable information rate.
Depending on the considered scenario, a non-negligible improvement is achieved. However, at high
powers, the gap between lower and upper bounds to channel capacity remains large and does not
allow to establish whether capacity is bounded or not. Possible directions for reducing the gap are
finally discussed.

2. THE OPTICAL FIBER CHANNEL

In this section, we define the optical fiber channel and shortly discuss and compare different channel
models available in the literature. We consider a generic multi-span optical fiber link, employing
single-mode optical fibers and optical amplifiers exactly recovering the attenuation. Neglecting
polarization effects (whose impact is shortly discussed at the end of this section) and accounting
for attenuation/amplification, group velocity dispersion, Kerr nonlinearity, and amplified sponta-
neous emission (ASE) noise, the nonlinear evolution equation that governs the propagation of the
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normalized complex envelope of the optical signal u(z, t) through the optical fiber channel is

∂u

∂z
= j

β2

2
∂2u

∂t2
− ja(z)γ|u|2u + n(z, t) (1)

where β2 is the group-velocity-dispersion parameter, γ is the nonlinear coefficient, a(z) accounts for
variations of the average signal power along the link due to attenuation or amplification1, and n(z, t)
is a forcing term that represents noise injected by optical amplifiers. The optical fiber channel can
be considered as a waveform channel that, given the input waveform u(0, t), produces the output
waveform u(z, t). In order to model and characterize the channel, it is customary to resort to a
discrete-time channel model. This can be done by making some assumptions on the modulation
and demodulation stages at the input and output of the channel, respectively. This assumptions
usually corresponds to some constraints (e.g., bandwidth constraints) on the possible waveforms
and have, therefore, an impact on the capacity of the resulting discrete-time channel.

We start by describing a single-user system (often referred to as single-channel system), in which
only one user has access to the optical fiber. At the modulation stage, we assume that the input
waveform u(0, t) is strictly band-limited with low-pass bandwidth B, which is equivalent to say
that the channel input can be represented by the sequence of symbols x = {x1, . . . , xN}, which are
mapped at rate 1/T = 2B onto the continuous waveform according to

u(0, t) =
N∑

k=1

xkg(t− kT ) (2)

where g(t) = sinc(2Bt). Because of the nonlinearity of (1), the bandwidth of the output waveform
can be wider than B. Therefore, as opposed to the case of a linear channel, a demodulator with
bandwidth B is not enough to provide, in general, a sufficient statistic. Nevertheless, in order to
obtain a discrete-time representation of the output and a practical detection scheme, we assume
that also the demodulator is band-limited, with a low-pass bandwidth ηB, where η ≥ 1 is a
parameter that accounts for a possible spectral broadening of the waveforms [31]. In principle, η
can be set arbitrarily large to obtain a sufficient statistic. However, this is not practical and we will
rather consider η as a technological constraint on the analog demodulator bandwidth that limits
the achievable information rate on the channel. Thus, the received waveform u(L, t) is filtered by
a low-pass filter with transfer function H(f) = F{h(t)} = rect

(
f/(2ηB)

)
and sampled at rate 2ηB

to obtain the output samples y = {y1, . . . , yηN}. The equivalent low-pass model of the system is
represented in Fig. 1(a), where G(f) = F{g(t)}.

NLSE

.
.
.

.
.
.

H( f )
kT

yku(0, t) u(L, t)

e
j2πt/T

e
− j2πt/T

x
(−1)

k

x
(1)

k

x
(0)

k
G( f )

G( f )

G( f )

NLSE H( f )
kT/η

yku(0, t) u(L, t)xk
G( f )

(a) (b)

Figure 1: Equivalent low-pass system model: (a) single-user, (b) multi-user.

For the multi-user scenario, we consider WDM as the most practical (and widely employed)
multiplexing technique. In this case, the input waveform is obtained by multiplexing different
waveforms generated by different users according to (see Fig. 1(b))

u(0, t) =
M∑

`=−M

N∑

k=1

x
(`)
k g(t− kT )ej2π`t/T (3)

where x(`) = {x(`)
1 , . . . , x

(`)
N } is the sequence of symbols transmitted by user ` and 2M + 1 is the

number of users. We look at this system from the perspective of the central user (` = 0), assuming
1For a link with K spans of same length D, it would be a(z) =

PK−1
k=0 e−α(z−kD)

ˆ
u(z − kD)− u(z − kD −D)

˜
, where α is

the attenuation parameter and u(x) the unit-step function.
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that the other users are out of his control and are a source of disturbance. In the sequel, by letting
x(0) = x, this scenario is formally described as in the single-user case, but replacing (2) with (3).
Moreover, we set η = 1 since we assume that each user can demodulate only its “own” frequency
band.

Equations (1)–(3) define the described channels only in an implicit way, as they do not provide
an explicit expression of the output y given the input x. Such an explicit knowledge is fundamen-
tal when dealing with communication and information theory problems, such as system design or
evaluation of performance and information theoretical limits. We distinguish between two different
types of channel models: a deterministic model, which solves the propagation Equation (1) when
all the involved quantities are deterministic; and a stochastic model, which provides the conditional
distribution p(y|x) of the output given the input. Usually, the former is just a part of the latter.
For instance, statistics of the stochastic model can be represented by collecting many random real-
izations obtained from the deterministic model; or a specific deterministic solution (e.g., noise free)
can be part of the stochastic model when considering a perturbation approach. The deterministic
model can be important even by itself, for instance to compensate for nonlinear effects through
digital backpropagation.

Unfortunately, even in the deterministic case, Equation (1) cannot be exactly solved. However,
it can be approximated with arbitrary accuracy by numerical methods. The SSFM is the most
used one and allows to trade off between accuracy and complexity by selecting the step size.
When neglecting the noise term, and assuming a constant power along the link (e.g., loss exactly
compensated by distributed amplification), Equation (1) is exactly integrable by the IST method,
which is the analogous of the Fourier transform for nonlinear systems. The optical waveform u(z, t)
is represented in the spectral domain by means of a set of scattering data, whose propagation
is governed by a simple linear equation. While the propagation step is trivial, the operations of
direct and inverse scattering (going from time domain to spectral domain and back) are quite
involved compared to direct and inverse Fourier transform. Their numerical implementation poses
many issues in terms of accuracy and complexity and is a subject of current research [32, 33].
Perturbation methods can also be used to solve (1) [13, 26–29]. Formally, an approximate (zeroth-
order) solution is found by setting γ = 0 in (1), and then expressing the exact solution as a power
series of γ, whose coefficients are evaluated by substituting the power series back into (1).

In the deterministic case, the most relevant issue is the required computational complexity to
achieve a prescribed accuracy. As mentioned before, the SSFM is probably the most effective numer-
ical approach in this sense. Perturbation methods and Volterra series provide explicit finite-order
solutions, but have a limited accuracy (at a given order) and a higher computational complexity
than SSFM when used to described the whole link. Also the IST, so far, does not offer significant
advantages over the SSFM in terms of computational complexity, even if more efficient algorithms
are being developed. In terms of accuracy and complexity, the most promising approach seems to
be that of combining perturbation methods with the SSFM approach to obtain an enhanced SSFM
[34]: the idea is that of keeping the SSFM approach of dividing the fiber into many (dispersive and
nonlinear) steps, but using perturbation methods to increase the accuracy of each step. In fact,
through this approach, an experimental implementation of DBP with a reasonably low complexity
(comparable to a conventional frequency-domain dispersion equalizer) has been demonstrated [35],
showing that DBP is a feasible processing strategy.

3. ACHIEVABLE INFORMATION RATE

The evaluation of channel capacity [36], both for the single-user or multi-user scenario described
in the previous section, is still an open issue, mainly because of the unavailability of an exact
stochastic model p(y|x). In fact, even the information rate I(X;Y) for a given input distribution
p(x) is hard to evaluate without explicit knowledge of p(y|x). In this case, it is useful to resort
to the concept of mismatched decoding and introduce the following auxiliary-channel lower bound
[16–18]

Î(X;Y) , lim
N→∞

1
N

E

{
log

q(y|x)
qP (y)

}
≤ I(X;Y) (4)

In (4), q(y|x) and qP (y) are, respectively, the conditional distribution for an arbitrary auxiliary
channel and the output distribution obtained by connecting input (with distribution p(x)) to the
same auxiliary channel. Expectation E{·}, on the other hand, is taken with respect to the dis-
tribution p(x)p(y|x) of the real channel. The importance of the quantity defined in (4) is in its
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properties, which hold for any real and auxiliary channel: it is a lower bound to I(X;Y) on the real
channel; it is achievable by the maximum a posteriori probability (MAP) detector designed for the
selected auxiliary channel; and it can be simply evaluated through simulations [17, 18] (the expec-
tation with respect to p(x)p(y|x) can be computed by averaging over many realizations, without
explicit knowledge of p(y|x)). In the following, we will refer to (4) as the achievable information
rate (AIR) for a given input distribution and mismatched decoder. According to this definition,
it becomes clear what is the role of the approximated channel models introduced in the previous
section: they provide the auxiliary-channel distribution q(y|x), which is sufficient to evaluate the
corresponding AIR and to design a detector to achieve it. The actual information rate (and the
optimum detector) is therefore obtained through a maximization of the AIR over all possible chan-
nel models. Finally, channel capacity is obtained as a maximization of the information rate over
all possible input distributions p(x) [36]. In the following, we will focus on the first maximization
step (over channel models), assuming a fixed input distribution p(x). This will provide us with
different AIRs, corresponding to different lower bounds to the information rate (and, hence, to
channel capacity). Moreover, in the multi-user scenario, we will assume that all users transmit
with same input distribution and power (corresponding to behavioral model c in [37]).
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Figure 2: AIR for a single-channel system with different demodulation and detections: (a) standard fiber
(D = 17ps/nm/km); (b) low-dispersion fiber (D = 2 ps/nm/km).

For a single-user scenario, we consider an equivalent low-pass bandwidth B = 25 GHz, corre-
sponding to an optical bandwidth of 50 GHz and a symbol rate of 1/T = 50 GBd, and assume that
the elements of x are i.i.d. Gaussian symbols (the capacity-achieving distribution in the absence
of nonlinear effects). The optical fiber link is a 1000 km dispersion-unmanaged link with ideal
distributed amplification (the distributed gain exactly equals fiber loss, such that a(z) = 1, and
the spontaneous emission factor is set to 1). The transmission fiber is a single-mode fiber with
attenuation coefficient α = 0.2 dB/km and nonlinear coefficient γ = 1.27 W−1km−1. Polarization
effects are neglected, such that the propagation of the complex envelope is governed by (1). Two
different values of the dispersion coefficients are considered: D = 17ps/nm/km (a standard fiber)
and D = 2 ps/nm/km (a low-dispersion fiber). Figs. 2(a) and (b) show the corresponding AIRs,
obtained by using different receivers optimized for different approximated channel models. The first
receiver is designed by completely neglecting nonlinear effects, i.e., assuming that the received sig-
nal is affected only by dispersion and AWGN. The output samples y are obtained from the received
waveform u(L, t) by means of the demodulation scheme shown in Fig. 1, with η = 1 (which, in the
absence of nonlinear effects, provides a sufficient statistic). After linear dispersion compensation,
they are finally sent to a MAP detector optimized for the AWGN channel. The second receiver has
the same demodulation bandwidth (η = 1) of the first one, but employs DBP2 in place of linear dis-
persion compensation to compensate for deterministic nonlinear effects. After DBP (which employs

2The implementation of DBP requires setting some parameters which affect its numerical accuracy and complexity, namely,
the number of steps along the propagation direction, the sampling rate, the number of samples in each processed block, and
the number of overlapping samples — the last two parameters being required to employ the overlap-and-save algorithm to
process long waveforms. Given the demodulation bandwidth, we consider the best possible implementation of DBP in terms
of accuracy, without caring for complexity. Thus, all the aforementioned parameters are increased until no further accuracy
improvements are observed. In particular, for what concerns sampling rate, though the signal after the demodulation filter is
strictly band limited to a bandwidth ηB and completely represented by samples y taken at rate η/T , the nonlinear processing
of DBP may require a higher sampling rate to minimize numerical errors. Thus, digital resampling is employed to achieve the
required sampling rate.
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oversampling), samples are filtered again by an ideal rectangular filter of bandwidth B, resampled
at symbol rate 1/T , and sent to the MAP detector for the AWGN channel. The third receiver is
similar to the second one, but with a wider demodulation bandwidth (η = 2) to account for spectral
broadening during propagation. Finally, the fourth receiver assumes no bandwidth limitation in
the demodulator (in practice, the demodulation bandwidth is increased until no further improve-
ments of the AIR are observed). For comparison, we report also the AIR on the linear (γ = 0)
channel (which is obtained with any of the previous receivers and equals the Shannon capacity of
the AWGN channel) and the AIR for the third receiver (η = 2), when signal-noise interaction is
artificially removed by injecting all the ASE noise at the receiver (after DBP). It can be observed
that, depending on the approximated model considered to optimize the detector, different AIRs
are obtained. The most relevant improvement is obtained by including DBP at the receiver (more
than 3 bit/symbol for both dispersion values). Also doubling the bandwidth of the demodulator
provides a relevant improvement (more than 1 bit/symbol). However, an additional increase of the
bandwidth can provide only a marginal improvement, since the effect of signal-noise interaction
becomes dominant. In order to address the problem of signal-noise interaction, a more accurate
channel model should be considered, as done in [31] or [38], for instance. However, this would be
irrelevant when neglecting spectral broadening (η = 1) and only slightly beneficial (as shown in
the figures) when accounting for spectral broadening up to η = 2. Similar results are obtained
for both dispersion values, though all the curves are shifted toward lower powers and lower AIRs
when reducing dispersion. The problem of signal-noise interaction can be well addressed at zero
dispersion [4]. In this case, nonlinearity is instantaneous and affects only the phase of the optical
signal, while the amplitude, being unaltered, remains a reliable information carrier at any power.
As a result, it can be demonstrated that channel capacity grows unbounded at zero dispersion [4],
provided that an unlimited demodulator bandwidth is considered to account for a severe spectral
broadening. It would be interesting (though, perhaps, not of practical value) to understand if a
similar result can be extended also to the case of non-zero dispersion.

As a multi-user scenario, we consider exactly the same modulation, bandwidth, and link con-
figurations considered in the single-user scenario, assuming that three users (M = 1) are present
and transmit with same power and distribution. Fig. 3 shows the AIRs obtained (for the central
user) by considering three different receivers optimized according to different approximated channel
models. A standard (D = 17 ps/nm/km) and low-dispersion (D = 2 ps/nm/km) fiber are consid-
ered in Fig. 3(a) and (b), respectively. As in te first receiver is designed by completely neglecting
nonlinear effects (i.e., assuming that the received signal is affected only by dispersion and AWGN)
and the second receiver by replacing linear dispersion compensation with DBP. On the other hand,
in this scenario, we do not consider wider demodulation bandwidths. Finally, the third receiver is
optimized according to the FRLP model [13, 15] and is, therefore, capable of partially mitigating
the effect of inter-channel nonlinearity. In particular, a Kalman equalization strategy is employed
in [39], though similar results can be obtained through a simpler detection strategy when employing
multi-carrier modulation [40]. In this case, compared to the single-user scenario, the channel seen
by the central user is impaired also by inter-channel nonlinearity. As a result, the AIRs obtained by
the first receiver (optimized for a linear channel) are slightly lower than in the single-user scenario.
This is due to the fact that deterministic intra-channel nonlinearity and inter-channel nonlinearity
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Figure 3: AIR for a WDM system with different demodulation and detections: (a) standard fiber (D =
17ps/nm/km); (b) low-dispersion fiber (D = 2ps/nm/km).
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have a similar impact. On the other hand, the AIRs obtained by the second receiver (using DBP)
are much lower as, in this case, inter-channel nonlinearity are dominant compared to spectral broad-
ening and signal-noise interaction effects. In fact, only ∼ 0.5 bit/symbol of AIR is gained by using
DBP on the standard fiber and slightly less (∼ 0.4 bit/symbol) on the low-dispersion fiber. On the
other hand, a larger gain (an additional ∼ 1 bit/symbol on the standard fiber and ∼ 0.6 bit/symbol
on the low-dispersion fiber) is obtained by designing the receiver according to a more accurate
channel model that accounts also for inter-channel nonlinearity. It is worth noting that these gains
are obtained by keeping the demodulator bandwidth limited to B, which is the practical constraint
imposed for this scenario. In fact, higher gains could be obtained by performing DBP on a wider
bandwidth (including the frequency bands assigned to the other users and, therefore, compensating
also for inter-channel nonlinearity). In this case, signals from many users can be seen as originated
and demodulated by a single super-user (constituting a super-channel, according to a common def-
inition adopted in the literature), and the obtained results still hold, provided that B is the overall
bandwidth of the super-user, while the remaining users are out of his control.

4. DISCUSSION AND CONCLUSION

The main message of this work is that an accurate modeling of the nonlinear optical fiber channel is
fundamental to evaluate its capacity and design efficient communication systems that can approach
such an ultimate theoretical limit. Even though simple models, such as the popular GN model,
have proved accurate to predict the performance of conventional systems over the nonlinear optical
fiber channel, they do not capture all the characteristics of the channel and are inadequate to study
novel modulation and detection strategies that can deal with nonlinear effects and outperform
conventional systems. In fact, by modeling nonlinear effects as AWGN, the GN model correctly
predicts their impact on conventional systems, but also predicts that they cannot be compensated
for or mitigated. On the other hand, we have shown that, by optimizing the receiver according
to more accurate models, it is possible to outperform conventional systems and achieve higher
information rates. A simple and well known example is that of DBP: even if deterministic intra-
channel nonlinearity can be modeled as AWGN for what concerns its impact on conventional
systems, it is easy to find out that it can be compensated for by employing a more accurate model
(e.g., the SSFM for implementing DBP). In the same way, a proper model can help mitigating
other nonlinear effects which, at first sight, might look like AWGN. This is the case, for instance,
of inter-channel nonlinearity or signal-noise interaction.

The analysis and results presented in this work are based on some simplifying assumptions.
First of all, single-polarization signals are considered and polarization effects are neglected. This
is not realistic in practical systems and some care should be taken to extend the analysis to dual
polarization systems (through the Manakov equation) and include polarization effects such as polar-
ization mode dispersion. Nevertheless, the main message remains true and, in fact, some examples
of DBP and mitigation of inter-channel nonlinearity and signal-noise interaction for dual polariza-
tion systems can be found also in the literature. Another important assumption is that of ideal
distributed amplification. This is “less unrealistic”, as this scenario can be approached at will by
employing Raman amplification and/or reducing amplifier spacing. Nevertheless, attenuation plays
an important role in determining the dynamics of inter-channel nonlinearity and can significantly
reduce the effectiveness of mitigation strategies [15, 29]. Finally, we have considered only three users
(channels) in our multi-user scenario to speed up the simulations. This is, however, only a minor
issue since the presence of other (more distant) channels has only a small additional impact on the
information rate, especially when considering mitigation strategies, which become more effective
on more distant channels [39].

The capacity problem remains open. In this work, we have addressed the problem from a receiver
perspective, trying to maximize the achievable information rate for a given input modulation by
acting on the detection strategy. Though there is still margin for improvement in this sense, we
believe that more significant gains (and tighter lower bounds to capacity) can be achieved by
removing the assumption of Gaussian i.i.d. input symbols and optimizing the input distribution.
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Abstract— In this paper a novel flex-grid all-optical interconnect scheme is proposed for data
center, where a transparent multi-hop connection can be realized by using optical bypass rather
than going through optical-electric-optical conversions, enhancing energy efficiency for inter-rack
communications. Moreover, elastic spectrum allocation is adopted in the proposed scheme to
increase the resource utilization and scalability. Transmission performance evaluation has been
carried out to verify the feasibility of the proposed scheme.

1. INTRODUCTION

With the rapid growth of new applications, such as cloud service, scientific computing, data analysis
and large-scale social network service, the capacity demand for data center network is increasing
explosively. Besides the network capacity, another challenging issue in the design and implemen-
tation of the data center is the power consumption. Therefore, interconnection scheme which can
provide high capacity and low power consumption is of great importance to the data center.

Aiming at addressing the two challenges aforementioned, many optical interconnection schemes
have been proposed, including the hybrid electronic/optical approaches, e.g., Helios [1] and c-
Through [2], as well as purely optical switching based solutions, e.g., OSA [3]. Compared to the
hybrid electronic/optical schemes, the purely optical switching paradigms are transparent to the
optical signals (such as data rates, modulation formats) and can offer elastic spectrum allocation,
leading to high spectrum efficiency in data center network [4]. The interconnection network in
a large-scale data center typically consists of several tiers, e.g., edge, aggregation and core tiers.
The aggregation/core tier is responsible for traffic flows among different racks as well as the ones
from/to the Internet. Optical circuit switching schemes such as OSA can provide substantially
higher bandwidth than electrical packet switching, and hence is considered in the core/aggregation
tier. To realize non-blocking connection between any two racks and keep the optical switch matrix
in a reasonable size, the multi-hop routing is employed [3], where and the traffic passes several
other racks until arriving at the destined rack. However,the existing optical circuit switching based
schemes need to use O-E-O conversion at each hop for multi-hop connections [3, 5], which causes
relatively low power efficiency and increases the complexity (and cost) of the interconnects at
aggregation/core tier. In this regard, we enhance the optical circuit switching based interconnect
architecture by offering transparent multi-hop connection. Moreover, the proposed scheme can
easily adopt advanced modulation formats and flex-grid technology, which greatly enhances resource
efficiency scalability [6]. An extensive assessment has been carried out for our proposed scheme,
where the transmission performance of using different modulation formats and the baud rate has
been validated by simulation. Besides, the impact of wavelength selective switch (WSS) transfer
function on transmission performance has also been investigated.

2. FLEX-GRID ALL-OPTICAL INTERCONNECT OFFERING TRANSPARENT
MULTI-HOP CONNECTIONS

The schematic diagram of the proposed scheme is shown in Fig. 1. In a top of the rack (ToR)
switch which handles traffics from servers inside the rack, M bandwidth variable optical transceivers
(BVTs) are employed to generate and detect optical signals with both varied baud rate and central
frequency towards the core tier switch. Here M is the number of flows that one rack can communi-
cate with the other racks simultaneously (i.e., the number of BVTs at the ToR). The ToR switches
of different racks are connected via an optical switch matrix (OSM) which serves as the core tier
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Figure 1: Proposed flex-grid all-optical interconnect supporting transparent multi-hop connections in data
centers.

switch handling the communications among racks as well as the interfaces to the outside of the data
center. Between the ToR switch (edge tier) and OSM (core tier) two (M + 1)×K flex-grid WSSs
are employed. One is for the upstream direction (from edge tier to core tier) and the other is for
the downstream direction. In the upstream, the traffic sent by M transceivers at ToR is combined
into K groups and then transmitted to the OSM. In the downstream the traffic from the OSM are
delivered to K input ports of WSS passing through an array of optical circulators. If the signals are
not destined to this rack, they are conveyed to the input port of WSS for the upstream transmission
(dashed red line in Fig. 1) and multiplexed with the signals generated by the connected rack. The
multiplexed signals are rearranged into k groups for the next hop. The path computation typi-
cally is done by the controller where spectrum allocation and routing algorithm are employed. In
such a way, the all-optical transparent connection can be established by bypassing the racks rather
than sending back to the ToR with optical-electric-optical (O-E-O) conversion as in the multi-hop
scheme (e.g., in [3]. Therefore, the all-optical connections can eliminate the power consumption
caused by O-E-O conversion and reduce system complexity by avoiding extra transceivers at ToR
for relay.

3. PERFORMANCE EVALUATION

In this section, performance evaluation has been carried out by using a professional simulation
software VPI transmission Maker 9.1 [7] for communication system performance. We measure
symbol error rate (SER) as a function of the received optical power and study on the impact of
modulation formats, the number of hops, baud rate as well as WSS transfer function on transmission
performance. In the simulation setup, we choose K as 4 which means each rack can communicate
with other 4 racks through OSM simultaneously. The choice of K is based on the balance between
the number of hops and the size of the OSM [3]. By changing the channel bandwidth and modulation
format, the capacity of each WDM channel in the simulation can range from 10 Gb/s to 320 Gb/s,
which is designed to meet the various capacity demands in the core tier for different applications [8].

3.1. Flex-grid All-optical Multi-hop Transmission Performance

As shown in Figs. 2 and 3, we investigate the transmission performance of the proposed scheme
under different numbers of hops, modulation formats and baud rates by simulation. The Nyquist
signaling is employed to realize a high spectrum efficiency system [9]. With Nyquist signaling
the transmitted symbols are shaped by the raised-cosine pulses to demonstrate zero inter-symbol
interference (ISI) property between consecutive symbols. Raised-cosine pulse shaping of Nyquist
signaling brings higher spectrum efficiency at the expense of higher system complexity.For all the
modulation formats listed in Fig. 2, the required received optical power increases for a certain level
of symbol error ratio (SER) when the number of hops changes from 1 to 3. This can be attributed
to the cascaded WSS filtering effect in the all-optical multi-hop connections.Larger inter-symbol
interference (ISI) is induced with a larger number of hops. Table 1 and Table 2 show the optical
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Table 1: Penalty of received optical power (dB) at SER = 10−4 caused by using higher modulation format
with the same number of hops.

1 hop 2 hops 3 hops
32QAM vs. 64QAM/dB 4.10 4.15 4.30
64QAM vs. 128QAM/dB 4.65 5.05 5.85

Table 2: Penalty of received optical power (dB) at SER = 10−4 caused by increasing the number of hops for
the same modulation format.

32QAM 64QAM 128QAM
1 hop vs. 2 hops/dB 0.15 0.20 0.60
2 hops vs. 3 hops/dB 0.15 0.30 1.10

power penalty at SER = 10−4 caused by employing higher modulation formats and increasing
number of hops, respectively, in both of which a larger optical power penalty is observed for higher
modulation format when the number of hops increases. This can be explained by the fact that the
signals with higher modulation format and passing more WSSs are more sensitive to ISI.

Flex-grid spectrum allocation can be employed in the proposed scheme. The connections hav-
ing a spectral slot of 12.5GHz, 25 GHz, 37.5 GHz, and 62.5 GHz corresponds to a baud rate of
5Gbaud/s, 10Gbaud/s, 20Gbaud/s, and 40 Gbaud/s, respectively. Quadrature amplitude mod-
ulation (QAM) is used here. With different modulation format ranging from 4QAM to 256QAM
and flexible channel bandwidth, various capacities are achieved (from 10 Gb/s to 320 Gb/s). The
SER as a function of received optical power with different baud rate signals are presented in Fig. 3.
It can be observed that the channel with higher baud rate has worse SER performance, where the
influence of ISI is more severe.

3.2. Impact of WSS Transfer Function
In our scheme, the all-optical multi-hop connection highly relies on the WSS to realize optical
bypass. The imperfection of the WSS passband causes ISI and thus lead to performance degradation
to the system. Therefore, in this section we further study the impact of WSS passband profile on
signal transmission performance. Today’s commercial WSSs can have different transfer functions
for passband [10]. The WSS considered here is assumed to have a super-Gaussian shape transfer
function as |H(f)|2 = exp(−(f − f0/∆f)2n), wherein f is the optical frequency, f0 is the center
frequency of channel, ∆f is the bandwidth and n is the order of filter [11]. We have run a set
of simulation with WSSs having the same 3-dB bandwidth ∆f but different orders of filter. The
transfer function with the order of 4 (i.e., n = 4) is typical for early generation free-space single
dimension MEMS mirror array based WSS, while the order of 6 (i.e., n = 6) represents the state-
of-the-art WSS [12]. To show the impact of WSS passband profile on the all-optical multi-hop
interconnection, we measure the SER as a function of received optical power with either a 4th or
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Figure 4: SER versus received optical power in 40Gbaud/ssystem with a 4th and 6th super-Gaussian WSS
under (a) 128QAM, and (b) 256QAM.
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Figure 5: Eye diagram of 40Gbaud/s 256QAM signal after 3 hops with a (a) 4th (SER = 1.38e− 2) or (b)
with 6th (SER = 9.54e− 4) super-Gaussian WSS.

a 6th super-Gaussian WSS under various numbers of hops and modulation formats, as shown in
Fig. 4.

According to Fig. 4, the system with 6th super-Gaussian WSS obviously outperforms the one
with 4th super-Gaussian WSS in terms of SER under the same numbers of hops and modulation
format. The reason is that the passband is more flat with a higher order super-Gaussian WSS [10]
which causes less ISI to the Nyquist signal. The filtering induced ISI can be observed in the diagrams
shown in Fig. 5. The performance gain by using the 6th super-Gaussian WSS increases with a larger
number of hops. It is because by the cascading filtering effect of WSS for multiple hops. We also
note that the performance of higher modulation format is more sensitive to the impact of the filter
order. Therefore, in the cases with higher modulation formats and larger number of hops, WSS
with the higher filter order (i.e., with higher passband flatness) is more preferable for the all-optical
multi-hop connection.

4. CONCLUSION

A flex-grid all-optical interconnect scheme supporting transparent multi-hop connection for inter-
rack communication is proposed. The transmission performance has been shown in terms of SER
for various numbers of hops, modulation formats,baud rates and WSS transfer function. These
simulation results verify that supporting up to 3 hops without any O-E-O conversion our scheme
still could achieve acceptable SER performance by using WSSs. It is observed that the higher mod-
ulation format and larger number of hops will have negative impact on transmission performance,
which could be an important factor to be considered in design of routing strategy. Moreover, the
results also imply that a high filter order in WSS is recommended for system, particularly for the
case with a relatively large number of hops and high modulation format.
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Abstract— Different models for effective polarizability in water and the corresponding dis-
persion forces between dissolved molecules are explored in bulk water and near interfaces. We
demonstrate that the attractive part of the Lennard-Jones parameters, i.e., the van der Waals
parameter C6 (UvdW ≈ −C6/ρ6), is strongly modified when two carbon dioxide (CO2) molecules
are near an amorphous silica-water and near a vapor-water interface. Standard simulation pa-
rameters for near-surface modeling are based on intermolecular forces in bulk media.

1. INTRODUCTION

Tight rocks may provide most of the world’s future fossil energy. New production methods that
allow hydrocarbons to be produced directly from tight source rocks such as shale gas and shale oil
systems have changed the world’s energy outlook [1]. We are now at a stage where the technology for
recovery has advanced beyond our scientific understanding of the underlying processes. This creates
new opportunities for technological and scientific innovations. Much fundamental research focus
on molecular physisorption/chemisorption and meso-scale transport processes in nanostructured
shales. By understanding the underlying physical processes, the ultimate aim of such research is to
realize a controlled conversion process of carbon dioxide(CO2) to methane (CH4) in model porous
media and more generally in hydrofractured shale.

The fluctuation of the electromagnetic field in the vicinity of a molecule near a surface, or
between surfaces, is different from that in free space giving rise to different interactions [2]. Using
the formalism of Sambale et al. [4], we explore how the presence of interfaces influence intermolecular
forces between a pair of CO2 molecules. Traditional Lennard-Jones parameters are derived from
intermolecular forces in bulk media. However, we show that the attractive part of the Lennard-Jones
potential (i.e., the van der Waals attraction) changes near interfaces. It depends on the properties of
the materials involved, the model of polarizability of the molecule used and the relative orientation
of the molecules near the interface. The dispersion forces between dissolved CO2 molecules are
explored in bulk water and near amorphous silica-water and air-water interfaces using different
models for effective polarizability, viz. the hardsphere model and Onsager’s model [3].

In the next section, we first briefly describe the interaction of a single molecule in a medium
with a surface. In Section 3, we discuss the theory of interaction of two molecules embedded in a
medium near a surface. In Section 4, we briefly describe the two models of effective polarizability
of the molecule in water. In Section 5, we explain the modeling of the dielectric functions of the
background medium (water) and the surface of amorphous silica. We provide the van der Waals
C6 parameters for CO2-CO2 interaction in bulk water using different models of polarizability in
Section 6. In Section 7, we present our main analysis and results. We end with a few conclusions
in Section 8.

2. VAN DER WAALS ENERGY OF A SINGLE MOLECULE NEAR A WATER-SILICA
INTERFACE

We explore the formalism due to Buhmann and co-workers for local field corrections when small
carbon dioxide (CO2) molecules are in a media [2–6]. The distance-dependent part of the retarded
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van der Waals potential [2] of a polarizable molecule in water near an interface [4] is,

U(z) = kBT
∞∑

n=0

′αw(iξn)
∫ ∞

0

dqq(fp + f s)
γ0

, (1)

f s = ξ2
nrs exp[−2γ0z]/c2, (2)

fp = −
(

ξ2
n

c2
+

2q2

εw

)
rp exp[−2γ0z], (3)

with the reflection coefficients of the interface,

rs = (γ0 − γ1)/(γ0 + γ1),

rp = (εγ0 − εwγ1)/(εγ0 + εwγ1), γ0 =
√

q2 + εwξ2
n/c2,

γ1 =
√

q2 + εξ2
n/c2.

(4)

Here εw and ε are the dielectric functions of water and the substrate respectively, and c is the
velocity of light in vacuum. We define kB as the Boltzmann constant and T is the temperature,
and the prime indicates that the n = 0 term should be divided by 2. Furthermore αw(iξn) is the
water-embedded molecular polarizability at the Matsubara frequencies ξn = 2πkBTn/~ [2, 7–9].
Here we consider systems at room temperature (T = 300 K).

3. EFFECT OF BACKGROUND MEDIA AND INTERFACES ON LONG-RANGE VAN
DER WAALS FORCES

The presence of surfaces influences the van der Waals interaction between two molecules near an
interface [5, 6]. At large CO2-CO2 separations the retarded van der Waals interaction between two
molecules near a solid-water interface is

UvdW (ρ̄a, ρ̄b) ≈ −kBT
∞∑

n=0

′αw(iξn)2 ×





 ∑

j=x,y,z

Tjj(ρ̄a, ρ̄b|iξn)2


− 2Txz(ρ̄a, ρ̄b|iξn)2



 , (5)

where ρ̄a,b are the positions of the two molecules with respect to a fixed point at the interface, and
the other factors are as described in the previous section. We study van der Waals interaction near
amorphous silica-water interface and air-water interface. The susceptibility tensor element (Tjj)
is a sum of contributions from bulk water susceptibility (T 0

jj), plus p (T 1p
jj ) and s (T 1s

jj ) interface
corrections.

The susceptibility tensor elements for two polarizable particles near solid-air interfaces are well
studied in the literature [10, 11]. Here we present the theory with arbitrary orientations for two
CO2 molecules in water near an amorphous silica-water interface. We consider only distances much
larger than two radii where finite size effects can be neglected [12]. We consider the case when x is
the distance between the two molecules parallel to the surface and za and zb are the distances of
atoms a and b from the surface.

We consider the general case where the two interacting CO2 molecules are not situated in free
space, but embedded in a water medium near a solid-water interface. The presence of the water
medium modifies the van der Waals interaction in different ways: Firstly, the non-trivial refractive
index of water ñ = ñ(iξn) =

√
εw(iξn) leads to a modified light propagation. As a result, the

free-space susceptibility is replaced with its counterpart in a bulk water medium

T 0
xx = (A−Bx2/d2)e−ñξnd/c/(εwd3),

T 0
yy = Ae−ñξnd/c/(εwd3),

T 0
zz = [A−Bz2

m/(d2)]e−ñξnd/c/(εwd3)

(6)

with

A = 1 + (dñξn/c) + (dñξn/c)2,

B = 3 + (3dñξn/c) + (dñξn/c)2,

d =
√

x2 + z2−.

(7)
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Here, we define z+ = za + zb and z− = za − zb with the first being the distance between molecule
a and the image of molecule b inside the surface and the second being distance between the two
molecules.

The corresponding surface-induced corrections to the susceptibility matrix [10, 11] have contri-
butions from p and s polarizations,

T 1s
xx =

∫ ∞

0
dq(ξ2

n/c2)(q/γ0)e−γ0z+rs[J0(qx) + J2(qx)]/2,

T 1s
yy =

∫ ∞

0
dq(ξ2

n/c2)(q/γ0)e−γ0z+rs[J0(qx)− J2(qx)]/2,

T 1s
zz = 0,

(8)

T 1p
xx = −

∫ ∞

0
dqqγ0e

−γ0z+rp[J0(qx)− J2(qx)]/2,

T 1p
yy = −

∫ ∞

0
dqqγ0e

−γ0z+rp[J0(qx) + J2(qx)]/2,

T 1p
zz = −

∫ ∞

0
dq(q3/γ0)e−γ0z+rpJ0(qx),

T 1p
xz(zx) = ∓

∫ ∞

0
dqq2e−γ0z+rpJ1(qx),

(9)

with the reflection coefficients of the interface,

rs = (γ0 − γ1)/(γ0 + γ1),

rp = (εγ0 − εwγ1)/(εγ0 + εwγ1), γ0 =
√

q2 + εwξ2
n/c2,

γ1 =
√

q2 + εξ2
n/c2.

(10)

4. TWO MODELS FOR EFFECTIVE POLARIZABILITY OF MOLECULES IN WATER

The macroscopic electromagnetic field in a medium is different from the local field acting on a
molecule. This can be accounted for via Onsager’s real-cavity model [13]. Assuming that the
molecule surrounded by a small spherical vacuum bubble, one can show [3] that local-field cor-
rections lead to a replacement of the CO2 free-space polarizability with their water-embedded
counterparts

αw = α

(
3εw

2εw + 1

)2

(11)

where

α(iωn) = α(0)
∑

j

fj

1 + (ωn/ωj)2
, (12)

is replaced with the dynamic free-space polarizability obtained from ab initio calculations [14, 15].
The other model of polarizability of the molecule that we consider is the hardsphere model that
treats the molecule as a homogeneous dielectric sphere of radius a. Its effective permittivity ε can
be deduced from the free-space polarizability (12) via [16]

α = a3 ε− 1
ε + 2

. (13)

The excess polarizability of the homogeneous-sphere molecule in water is then [17]

αw = εwa3 ε− εw

ε + 2εw
. (14)
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5. THE DIELECTRIC FUNCTIONS OF WATER AND AMORPHOUS SILICA

The dielectric function on the imaginary axis was obtained from the imaginary part of the function,
and using the following version of the Kramers-Kronig dispersion relation

ε (iξ) = 1 +
2
π

∞∫

0

dω
ωε2 (ω)
ω2 + ξ2

. (15)

This relation is the result of the analytical properties of the dielectric function [9]. In the integration
we made a cubic spline interpolation of ln (ε2 (ω)) as a function of ln (ω). The dielectric function
of water [9] at room temperature (T = 300K) was based on the extensive experimental data found
in Ref. [18].

The dielectric properties of amorphous silica were calculated using scissors-operator approxi-
mation (∆=3.6) for Perdew-Burke-Ernzerhof (PBE) density functional theory (DFT) calculations.
The dielectric function on the imaginary frequency axis was determined from the Kramers-Kronig
dispersion relation. The low-energy spectra are verified by calculating the static dielectric constants
from the Born effective charges. The static dielectric constant was found to be 4.08± 0.11. All cal-
culations were carried out using the Vienna ab initio simulation package (VASP) with the Perdew-
Burke-Ernzerhof (PBE) [19] functional. Projector augmented wave (PAW) pseudopotentials [20, 21]
were used to model the effect of core electrons. The non-local parts of the pseudopotentials were
treated in real and reciprocal space Born-Oppenheimer molecular dynamics (BOMD) and all other
density functional theory (DFT) calculations, respectively. The cutoff energy for plane wave basis
set was set to 400 and 300 eV for all static DFT and BOMD calculations, respectively. It should
be noted that for BOMD, to make sure that the cutoff energy does not affect final energetics and
electronic/optical properties, one of the amorphous samples was prepared using 400 eV as the cutoff
energy (the calculations were performed for third annealing/quenching temperature protocol only,
see below). To generate the amorphous structure, BOMD simulations with three different anneal-
ing/quenching temperature protocols were used. For all temperature protocols, atomic velocities
were initialized at 5000K using the Maxwell-Boltzmann distribution. Then, the system was melted
and annealed for the period of 10 ps. The resulted system was quenched to 2500 K during the peri-
ods of 2.5 ps, 5 ps, and 10 ps for first, second, and third annealing/quenching temperature protocols,
respectively. Then the systems were annealed for a period of 10 ps and finally were quenched to
1K for a period of 30 ps. In all simulations, time step was set to 1 fs. It should be noted that the
structure annealing was carried out using canonical ensemble BOMD (number of atoms, volume,
and temperature was conserved). For all BOMD simulations, the system temperature was con-
trolled using the Nosé thermostat [22–24]. The obtained structures were further fully optimized
using quasi-Newton algorithm. Among four generated systems, the highest energy structure was
not used for further calculations due to stabilisation of high energy local defects. The computed
average band gaps for the amorphous structure was found to be 5.33± 0.01 eV.

6. CO2 VAN DER WAALS PARAMETERS IN BULK WATER

The effective van der Waals parameter C6 (UvdW ≈ −C6/ρ6) for the interaction of a pair of CO2

molecules in bulk water is found to be−1.10×10−58 erg.cm6 for the Onsager’s model of polarizability
and −0.78 × 10−58 erg.cm6 for the hardsphere model of polarizability. We will show in the next
section that this C6 parameter is strongly modified in the presence of a surface. The C3 coefficients
for the interaction of a single CO2 molecule with amorphous silica and air surfaces are given in
Table 1.

Table 1: The C3 values (the non-retarded van der Waals energy times z3 in units of 10−37erg.cm3) for CO2-
surface interaction for the hard sphere and Onsager’s models near different interfaces. a-SiO2 here refers to
amorphous silica.

Interface C3 (Onsager) C3 (Hardsphere)
a-SiO2-water −4.43 −3.77

air-water 12.72 10.58
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ones.
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Figure 2: The ratio between the retarded van der
Waals potential near an amorphous silica-water in-
terface and the non-retarded van der Waals po-
tential in bulk water of two CO2 molecules with
Onsager’s model of polarizability (at T = 300K).
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Figure 3: The ratio between the retarded van der
Waals potential near an amorphous silica-water in-
terface and the non-retarded van der Waals po-
tential in bulk water of two CO2 molecules with
hardsphere model of polarizability (at T = 300 K).
za = 1.57 Å.
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7. SURFACE EFFECTS ON EFFECTIVE VAN DER WAALS PARAMETERS

In Fig. 1, we present the non-retarded van der Waals energy of a CO2 molecule in water near
amorphous silica and air surfaces as a function of molecule-surface separation distance. The two
models of effective polarizability, namely the hardsphere and Onsager’s models of polarizability
behave very much the same for single molecule-surface interaction. In Fig. 2, we show the ratio
of the retarded van der Waals potential UvdW of two CO2 molecules in water interacting near an
amorphous silica surface at room temperature to the non-retarded van der Waals potential Ubulk

of two CO2 molecules interacting in bulk water in the absence of any surface. The first molecule
is at the interface, i.e., za is fixed at a distance of one radius from the surface while the other
molecule is placed at different positions in the medium (zb = za, 2za, 3za, 4za, 5za). Varying x then
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gives varying separation distances d between the two molecules. The model of polarizability of
the molecules used is Onsager’s model. In Fig. 3, we show similar plots but for the hardsphere
model of polarizability. For both the hardsphere and Onsager’s models of polarizability, we observe
surface effects due to the presence of the amorphous silica surface. Depending on the orientation,
we see that the ratio is larger or smaller than one. For the Onsager model of polarizability, the
effect of the surface is minimum at the orientation x = 0, i.e., when the molecules are aligned
perpendicular to the surface as shown by the very slight deviation from ratio 1 in Fig. 2 while
in the hardsphere model, nothing conclusive can be said about which orientation is least or most
affected by the surface. Another interesting observation is that the CO2 molecules even repulse
each other for the hardsphere model of polarizability (see Fig. 3) In this model, the polarizability
of the molecule in the medium is the excess polarizability between the polarizability of the molecule
and that of the medium. Since water is polar, its polarizability at zero frequency is large. The
excess polarizability then becomes negative and the molecular sphere is essentially like a bubble.
This is relevant at large distances where the zero-frequency contribution becomes dominant. At
such retarded distances, the hardsphere molecule behaves like a void or bubble, and the repulsive
force is analogous to negative gravity experienced by an air bubble rising in water. The hardsphere
polarizability does not converge or converges very slowly to the free-space value for high frequencies.
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Figure 8: Contour plot showing the U/Ubulk ratio
profile for Onsager’s model of polarizability when
za is fixed at one molecule radius from amorphous
silica-water interface, i.e., za = 1.57 Å while the
second molecule continuously changes position.
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Figure 9: Contour plot showing the U/Ubulk ratio
profile for the hardsphere model of polarizability
when za is fixed at one molecule radius from amor-
phous silicaa-water interface, i.e., za = 1.57 Å while
the second molecule continuously changes position.

(see Fig. 4). In Fig. 4, we present the polarizability curve of CO2 molecule in vacuum and the curves
for the two models of polarizabilty of a CO2 molecule in water for Matsubara frequencies at room
temperature. In the Onsager model, the molecule has a strictly positive polarizability inside a
vacuum bubble. The effect of the bubble is a moderate enhancement of the polarizability of upto
1.5 for infinite host-medium ε. For large frequencies and hence smaller ε, the factor converges to
one and the polarizability then agrees with that in vacuum. Fig. 5 more clearly demonstrates the
difference in behaviour of the ratio curves for the two models of polarizability shown here for two
different types of orientation, namely, the za−zb = 0 orientation in which the molecules are aligned
parallel to the surface and x = 0 orientation in which the molecules are aligned perpendicular to
the surface. To study the effects of different types of surfaces, we compare the interactions when
the two CO2 molecules are near an amorphous silica-water interface and near air-water interface
for the orientations x = 0, zb = za and zb = 5za using Onsager’s model and the hardpshere model
in Figs. 6 and 7 respectively. Contour plots 8 and 9 show the ratio profile when the first molecule
is fixed at the interface while the position of the second molecule is varied.

8. CONCLUSIONS

Lennard-Jones parameters for CO2-CO2 interactions used in simulations on near-surface modeling
are based on intermolecular forces in bulk media. We have demonstrated that such work based on
CO2-CO2 van der Waals interaction in bulk water may be misleading for simulations near interfaces.
The van der Waals interaction may even turn repulsive near amorphous silica-water interfaces for
the hardsphere model of polarizability in sharp contrast to the interaction in bulk media.
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Abstract— We study our approach of the C-method as an initial value problem for the ef-
ficient calculation of the N -dimensional scattering matrix of a grating. We apply this method
to multilayer gratings with an arbitrary number of interfaces. The interfaces can have different
functional form and amplitude and can be parallel or not.
For each interface separating two homogeneous media, we consider two horizontal planes above
and below the interface, and define a coordinate system such that the interface and both horizontal
planes correspond to coordinate surfaces. Inside the area delimited by the two horizontal planes,
the Maxwell’s equations lead to an initial value problem which can be solved with initial conditions
satisfying the boundary conditions. Outside this area, the fields are represented by Rayleigh
expansion. The scattering matrix between two consecutive media is obtained by using continuity
relations between different components of fields on the horizontal planes.
We consider a n + 1 layer diffraction grating, thus there are n interfaces separating the layers.
From the uppermost to downmost, these layers are composed of medium 1 to medium n + 1.
Each medium has a constant optical index. Thus we can calculate the scattering matrix Si,i+1

which associate the incoming and outcoming waves from medium i and i + 1. Then we collect
all the scattering matrix of adjacent medium, Si,i+1, i = 1, . . . , n and obtain the global matrix
S1,n+1 by combination of elementary matrices Si,i+1, i = 1, . . . , n.
The proposed method gives the efficiencies with a good accuracy. Experiments are performed
on a three layer grating with interfaces described by Trigonometric functions. We also study the
anomalies of coated dielectric gratings.

1. INTRODUCTION

The curvilinear coordinate method (C-method) is based on a covariant formulation of Maxwell’s
equations written in a coordinate system such that one of the coordinate surfaces coincide with
the grating surface. It is a powerful theoretical tool for analyzing gratings [1, 2]. This method uses
a new coordinate system such that the coordinates x and z are unchanged and y is replaced by
u = y−a(x) where a(x) is the function describing the grating geometry. The new coordinate system
enables us to express the problem as an eigenvalue problem which could be solved numerically. The
covariant components of the electric and magnetic fields can be expanded as a linear combination of
eigensolutions satisfying the outgoing wave condition. The boundary condition allows the diffraction
amplitudes to be determined.

In this paper, we consider a new approach of the curvilinear coordinate method [3]. Instead of
eigenproblem, this new approach translate the problem to an initial value problem which leads to
the scattering matrix of a grating. We apply this method to multilayer gratings with an arbitrary
number of interfaces. The interfaces can have different functional form and amplitude and can be
parallel or not. For each interface separating two homogeneous media, we consider two horizontal
planes above and below the interface, and define a coordinate system such that the interface and
both horizontal planes correspond to coordinate surfaces. Inside the area delimited by the two
horizontal planes, the Maxwell’s equations lead to an initial value problem which can be solved with
initial conditions satisfying the boundary conditions. Outside this area, the fields are represented
by Rayleigh expansions. The scattering matrix between two consecutive media is obtained by using
continuity relations between different components of fields on the horizontal planes. We consider a
n+1 layer diffraction grating, thus there are n interfaces separating the layers. From the uppermost
to downmost, these layers are composed of medium 1 to medium n+1. Each medium has a constant
optical index. Thus we can calculate the scattering matrix Si,i+2 which associate the incoming and
outcoming waves from medium i and i + 1. Then we collect all the scattering matrix of adjacent
medium, Si,i+1, i = 1, . . . , n and obtain the global matrix S1,n+1 by combination of elementary
matrices Si,i+1, i = 1, . . . , n.
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The article is structured as follows. In Section 2, we present the Maxwell’s equations under the
covariant form expressed in the new coordinate system which is adapted to the grating surface and
horizontal planes. In Section 3, we introduce the concept of scattering matrix and how to form
the global matrix S1,n+1 from the local matrices Si,i+1, 1 ≤ i ≤ n. In Section 4, experiments are
performed on a three layer grating with interfaces described by Trigonometric functions. We also
study the anomalies of coated dielectric gratings. In Section 5, results and conclusions are given.

2. THE C-METHOD AS AN INITIAL VALUE PROBLEM

We consider a n + 1 layer diffraction grating. The interface is represented by a periodic cylindrical
surface y = ai(x), 1 ≤ i ≤ n. This surface separates the medium i from the medium i + 1. In
Figure 1, two representative adjacent interfaces are shown. We consider separable layered grating,
meaning that there exists a horizontal line y = yi+1 separates the interface y = ai(x) and the
interface y = ai+1(x) for each i. The interfaces in general have different functional forms and
amplitudes, but there exists a value D such that D is the period of the function or a multiple of the
period. The thickness hi is measured between the middle lines of the two boundaries. The medium
between the interface y = ai(x) and the interface y = ai+1(x) is homogeneous with optical index
νi, impedance Zi and wave number ki.

Figure 1: Notation for the description of a layered grating.

As the interfaces are separable, we can consider each interface separately and then combine to
form the global matrix. For each interface y = ai(x), we consider the problem as in Figure 2.

Outside the region delimited by y ≤ yi and y ≥ yi+1, under the Cartesian coordinates (x, y, z),
the field is represented by a linear combination of elementary plane waves, known as Rayleigh
expansion:
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
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The subscript c denotes the Cartesian components of electromagnetic field. In E// polarization,
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along the z-axis and inverse the z-axis, respectively. The propagation coefficients of the n-th order
diffraction are presented by αn and β
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n with the relation

α2
n +

(
β(i)

n

)2
= k2

i (2)

where Im(β(i)
n ) < 0 and αn = k(1) sin θ0 + n2π

D . The propagation coefficient β
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n defines the nature

of the plane wave: a propagation wave if β
(i)
n is real, and an evanescent wave if β

(i)
n is imaginary.
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Figure 2: Notation for the description of interface y = ai(x), illuminated by a plane wave under the incidence
θ0.

We define the local scattering matrix(S-matrix) to relate the amplitudes of outgoing plane waves
(c(i+)

n , c
((i+1)−)
n ) to those of incoming waves (c(i−)

n , c
((i+1)+)
n ) such that

(
c(i+)

c((i+1)−)

)
= Si,i+1

(
c(i−)

c((i+1)+)

)
(3)

here we use c(m±) to represent a vector containing the scattering amplitudes c
(m±)
n , m = i, i + 1.

Within the regions Ai and Ai+1 defined by ai(x) ≤ y ≤ yi and yi+1 ≤ y ≤ ai(x), we consider
the non-orthogonal coordinate system defined as follows [3–5]:





x′ = x

u = ym
y−ai(x)

ym−ai(x) , m = i, i + 1
z′ = z

(4)

The grating surface y = ai(x) coincides with the coordinate surface u = 0 and the horizontal plane
y = ym with u = ym, m = i, i + 1. With the help of this non-orthogonal coordinate system, we
manage to translate the problem to an initial value problem which can be solved numerically to
obtain the local scattering matrix Si,i+1 for all i. For more details, see [3].

We then combine the local scattering matrices to form the global scattering matrix S1,n+1. In
fact, if we have local scattering matrices Sp,q and Sq,r such that p < q < r, then we can obtain the
scattering matrix Sp,r.
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Eliminating the vectors cq+ and cq−, one glue the two scattering matrices to be one Sp,r:

Sp,r =
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So in this way, we glue S1,2 and S2,3 to get S1,3, and then glue S1,3 and S3,4 to get S1,4 and
so on until we get the global matrix S1,n+1. We can also explore the parallelism in this gluing
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operation. For example, we can in the first setp, obtain S1,3, S3,5, S5,7 . . . in parallel, and in
the second step, obtain S1,5, S5,9, . . . in parallel, and so on. This needs only O(log(n)) steps
to get the global scattering matrix. Moreover, for the calculation of the local scattering matrix
Si,i+1, the proposed method in [3] leads to systems of first-order linear differential equations, the
solution of which requires the choice of an iterative algorithm. The proposed method is based on
numerical integrations with N independent initial vectors. The kernel of this computing process
is the numerical integration. This approach is also particularly well adapted to large-scale parallel
and distributed architectures. Indeed, in the context of a distributed system comprising a network
of machines, each of the problems could be solved on a machine whose architecture can be single or
multiple processors. The proposed new method has a significant degree of coarse grain parallelism
and requires little communication. These features offer the possibility of reducing dramatically the
computation time. It’s an advantage compared with the conventional C-method which leads to
eigenvalue problems and requires the use of global eigensolver like QR method. In order to improve
the performances of the QR algorithm, we can parallelize it. Nevertheless, the exploitation of the
parallelism of this algorithm is a delicate task. Indeed, in each of iteration of QR, only two rows
and two columns of the matrix participate to computation imposing a parallel algorithm with a
small degree of parallelism. The reduction in the computation time cannot be substantial.

3. NUMERICAL EXPERIMENTS

We perform an experiment in the article [6]. The grating considered is a sinusoidal defined by
a1(x) = a1 cos(2π

D x), a2(x) = a2 cos(2π
D x). Figure 4 shows the efficiency curves under the polariza-

tion E//, with the value of sin θ0 varying from 0.24 to 0.38. With the same parameters as in that
paper, Figure 3 is exactly the same as in the paper [6]. This can be used as a poof of the validity of
our method. Moreover, we also performed more experiments to see how this figure changes when
we change the amplitude of function y = a1(x) and the optical index ν3. Figure 4 shows how it is
like when a1 = 0.01 and Figure 5 shows the case when ν3 = 1.5, with other parameters fixed.

In Figure 3, the parameters of the corrugated waveguide is chosen in such a way that only one
mode propagate if the interface were plane. We see from Figure 3 that in the vicinity of excitation
of the guided wave the efficiency changes from 0 to 1. In Figure 4, the efficiency can not reach 0, it
changes from a small value close to 0 to 1. In Figure 5, the efficiency can neither reach 0 nor 1. It
can be observed that when a1 varies from 0.02µm to 0.01µm, the jump becomes steeper. One can
also observe that the place of the jump moves towards the left direction. When we vary a2 form
0.02µm to 0.01µm, no similar phenomena can be observed. In fact, the curves seem almost stay
the same.
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Figure 3: Diffraction efficiency of the zeroth reflected order of the sinusoidal grating. Parameters of the
system are: ν1 = ν3 = 1, ν2 = 2.3, h1 = 0.19 µm, D = 0.37 µm, λ = 0.6328 µm, a1 = a2 = 0.02 µm, for TE
polarization.
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Figure 4: Diffraction efficiency of the zeroth re-
flected order of the sinusoidal grating. Parame-
ters of the system are: ν1 = ν3 = 1, 4ν2 = 2.3,
h1 = 0.19 µm, D = 0.37 µm, λ = 0.6328 µm,
a1 = 0.01 µm, a2 = 0.02 µm, for TE polarization.
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Figure 5: Diffraction efficiency of the zeroth re-
flected order of the sinusoidal grating. Parameters
of the system are: ν1 = 1, ν3 = 1.5, ν2 = 2.3,
h1 = 0.19 µm, D = 0.37 µm, λ = 0.6328 µm,
a1 = a2 = 0.02 µm, for TE polarization.

4. CONCLUSION

We studied our approach of the C-method as an initial value problem for the efficient calculation of
the N -dimensional scattering matrix of a grating. We applied this method to multilayer gratings
with an arbitrary number of interfaces. We have shown how to combine the local scattering matrix
to obtain the global one. We have validate our method by comparison experiments results with
that from published paper. The proposed method has very good accuracy as well as a natural of
two level parallel property. This new version of C-method is an attractive alternative to analyze
multilayered grating having parallel or non-parallel interfaces.
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Abstract— Electromagnetic (EM) analysis for inhomogeneous penetrable structures relies on
the formulation of volume integral equations (VIEs) in integral equation approach and time-
domain VIEs (TDVIEs) are required for transient interaction with the structures. The TDVIEs
are usually solved by combining the method of moments (MoM) with well-designed basis function
in spatial domain and a march-on-in-time (MOT) scheme in temporal domain. We propose a
different approach in which the Nyström method is used in the spatial domain and the MoM
with Laguerre basis and testing functions is employed in the temporal domain. The proposed
approach can simplify the numerical implementation and fully solve the stability problem as in
the traditional approach. A numerical example is presented to illustrate the approach and good
results have been observed.

1. INTRODUCTION

Integral equation approach is widely used for solving electromagnetic (EM) problems. For in-
homogeneous penetrable structures, the volume integral equations (VIEs) are indispensable, and
furthermore the time-domain version (TDVIEs) should be applied when a transient interaction
with the structures exists [1]. The TDVIEs are usually solved by combining the method of mo-
ments (MoM) with a well-designed basis function like the Schaubert-Wilton-Glisson (SWG) basis
function [2] in spatial domain and a march-on-in-time (MOT) scheme in temporal domain [3]. The
MoM requires conforming meshes in geometric discretization and also needs to perform two-fold
integrations in evaluating matrix elements, resulting in certain inconvenience. On the other hand,
the MOT has a well-known stability problem which has not been fully solved yet although various
improvements were proposed [4].

In this work, we propose a different scheme to solve the TDVIEs for transient EM problems with
penetrable objects. Unlike the conventional approach, the Nyström method is used in the spatial
domain while the MoM with Laguerre basis and testing functions is employed in the temporal
domain. The Nyström method uses a point-matching procedure to discretize integral equations
and does not use any basis and testing functions so that the implementation can be simplified.
Also, the method does not require conforming meshes and can endure low-quality meshes, leading
to much convenience in geometric discretization [5]. In temporal domain, the expansion of Laguerre
basis function can naturally enforce the causality and also the Galerkin’s testing procedure can fully
solve the numerical stability problem in a march-on-in-degree (MOD) manner [6]. Although the
MOD may not be more efficient than the MOT, it is very suitable to solve transient problems [7].
Numerical examples for transient EM scattering by a dielectric cylinder are presented and the
merits of proposed approach has been demonstrated.

2. TIME-DOMAIN VOLUME INTEGRAL EQUATIONS (TDVIES)

Consider the scattering of transient EM wave by a dielectric object with a volume V in the free
space with a permittivity ε0 and permeability µ0. The problem can be formulated by the TDVIEs
which is reduced to a single electric-field TDVIE (EF-TDVIE) when the object is nonmagnetic.
The EF-TDVIE states that the total electric field is equal to the summation of incident electric
field and scattered electric field. The scattered electric field Esca(r, t) is related to the magnetic
vector potential A(r, t) and electric scalar potential Φ(r, t) by

Esca(r, t) = − ∂

∂t
A(r, t)−∇Φ(r, t) = −µ0

4π

∫

V

1
R

∂

∂t
J(r′, τ)dS′ − 1

4πε0
∇

∫

V

1
R

q(r′, τ). (1)

where J(r, t) and q(r′, t) are the current density and charge density induced in the object, respec-
tively, R = |r − r′| is the distance between an observation point r and a source point r′, and
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τ = t − R/c is the retarded time with c being the speed of light in free space. By using the con-
tinuity equation and introducing a new source vector e(r, t) which is related to the charge density
by q(r, t) = −∇ · e(r, t), we can write the EF-TDVIE as

µ0

4π

∫

V

1
R

∂2e(r′, τ)
∂t2

dV ′ +
1

4πε0

∫

V
∇∇

(
1
R

)
· e(r′, τ)dV ′ =

e(r, t)
[ε0 − ε(r)]

+ Einc(r, t), r ∈ V. (2)

3. NYSTRÖM-BASED SCHEME FOR SOLVING THE TDVIES

The dielectric object is discretized into N small tetrahedral elements and ∆Vn is the volume of the
nth tetrahedron. The unknown source vector e(r′, t) can then be expanded as

e(r′, t) =
N∑

n=1

en(t)en(r′). (3)

If we apply the Nyström method in spatial domain, i.e., the integration over a small tetrahedron
is replaced with a summation under a quadrature rule provided that the integrand is regular, then
we have

e(r, t)
[ε0 − ε(r)]

+Einc(r, t) =
µ0

4π

N∑

n=1

Q∑

q=1

wnq

R

∂2en(τ)
∂t2

en(r′nq) +
1

4πε0

N∑

n=1

Q∑

q=1

wnq∇∇
(

1
R

)
· en(r′nq)en(τ)

(4)
where en(r′nq) = enq is the value of unknown source vector at the qth quadrature point in the nth
tetrahedron. If we choose the pth quadrature point in the mth tetrahedron as an observation point
to perform a collocation procedure, then we have the following space-domain matrix equation

empem(t)
[ε(rmp)− ε0]

+
N∑

n=1

Q∑

q=1

[
µ0

4π

∂2en(τ)
∂t2

ampnq +
en(τ)
4πε0

bmpnq

]
=Einc(rmp, t), m=1, . . . , N ; p=1, . . . , Q

(5)
where

ampnq =
wnqµ0

4πRmpnq
enq, bmpnq =

wnq

4πε0
∇∇

(
1
R

)
· enq. (6)

The above procedure could have a singularity problem which occurs when m = n but we have
developed a robust treatment technique [8].

In the temporal domain, we use the Laguerre function φj(t) = e−t/2Lj(t) as a basis function to
expand en(t) [6]

en(t) =
∞∑

j=0

enjφj(st) (7)

where s is the scaling factor to adjust the support of expansion. Substituting this expansion to
Eq. (5) and using φi(st) as a testing function to test the equation, we can obtain

N∑

n=1

Q∑

q=1

(
0.25s2ampnq + bmpnq

)
enjIii(sRmpnq/c)

−
N∑

n=1

Q∑

q=1

i−1∑

j=0

(
0.25s2ampnq + bmpnq

)
enjIij(sRmpnq/c)

−
N∑

n=1

Q∑

q=1

i∑

j=0

s2ampnq

j−1∑

k=0

(j − k)enkIij(sRmpnq/c) +
empemi

[ε0 − ε(rmp)]
+ Vmpi (8)

where Iij(sRmpnq/c) and Vmpi can be determined according to the appendix in [6]. Combining the
space-domain and time-domain expansion coefficients together, we can solve the matrix equation
with a march-on-in-degree (MOD) procedure.
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4. NUMERICAL EXAMPLE

We consider the transient EM scattering by a dielectric cylinder to demonstrate the approach. The
cylinder, which is centered at the origin of a rectangular coordinate system as shown in Fig. 1,
has a height h = 1.0m and a radius a = 0.5m at its cross section. The relative permittivity of
the cylinder is εr = 2.0 and it is discretized into 886 tetrahedrons. A Gaussian plane wave is
illuminating the scatterer along the −z direction and the electric field is defined by

Einc(r, t) = x̂
4e−γ2

√
πT

, γ =
4
T

(ct− ct0 + r · ẑ) (9)

where T is the width of Gaussian impulse, and t0 is the time delay denoting the time when the pulse
peaks at the origin. We choose a Gaussian pulse with T = 4.0 lm (light meter) and ct0 = 6.0 lm as an
incident wave. Fig. 2 plots the solution of the θ-component of normalized far-zone scattered electric
field observed along the backward direction. The result agrees well with the solution obtained from
the inverse discrete Fourier transform (IDFT) of frequency-domain solution.

 

 
 

h

z

a

y

x

o

a

Figure 1: Geometry of a dielectric cylinder for tran-
sient scattering.
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Figure 2: Solution of θ-component of normalized far-
zone back-scattered electric field for transient scat-
tering by a dielectric cylinder.

5. CONCLUSION

The TDVIEs are used to formulate the transient EM problems with penetrable objects. We propose
a different scheme to solve the TDVIEs by combining the Nyström method in spatial domain and
the MoM with the Laguerre basis and testing functions in temporal domain. The benefits of the
scheme include the simple mechanism of implementation with allowance of using nonconforming
and low-quality meshes in spatial domain, and also the natural satisfaction of causality with a full
elimination of instability in temporal domain. A numerical example for transient EM scattering by
a dielectric cylinder is presented and good results have been observed.
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Abstract— In this paper, we analyzed electromagnetic (EM) emission characteristics with
arbitrarily oriented microstrip lines on a printed circuit board (PCB). The designed DUTs are
based on line patterns between an integrated circuit (IC) and electronic parts on a PCB. These
represent EM models of interconnect line, signal propagation, and IC itself. The method of lines
(MoL) is used to calculate the coupling capacitance matrix between the microstrip lines and the
transverse electromagnetic (TEM) cell. This matrix is also used to calculate self-inductance and
coupling inductance. In order to apply this method to real system modules, a model library
for coupling factors was built with variations of length and direction of microstrip lines. The
comparison results between measurement and modeling shows good agreement below 200 MHz.

1. INTRODUCTION

The electromagnetic compatibility (EMC) problem of automotive ICs or high speed PCBs is caused
by increase of RF interference between electronic systems at high operating frequency. In particular,
the increasing complexity of PCB patterns aggravates the EM interference problem because the
patterns act as antennas. Therefore the EM interference becomes a matter of concern in reliability
of the system adopting automotive ICs or high speed PCBs. Various researches have been carried
out about the conducted EM characteristics of PCB patterns or ICs.

It is known that coupling factors of microstrip lines mounted on a TEM Cell can be modeled
by lumped circuit elements [1]. However further research on radiated EM characteristics is still
needed although several measurement methods of electric and magnetic field coupling based on a
TEM Cell were reported [2, 3]. In this paper, we designed some test PCB patterns for modeling
and estimation of radiated EM interference. The radiated coupling factors between a TEM Cell
and PCB patterns are calculated by using the MoL which is a very efficient method in comparison
with other field solving methods. The accuracy of the model was evaluated through comparing
simulated results of the MoL with measured results. Eventually, EM emission characteristics on
the complex PCB patterns can be predicted by using the model library which is composed of the
modeled parameters of PCB lines.

2. PCB PATTERN SET UP

The fabricated DUTs were designed with microstrip lines on PCB which were based on a real
layout with an IC and interconnect lines as shown in Figure 1. In order to analyze the EM emission
characteristics of a real PCB module designed patterns are categorized into three groups according
to current direction on PCB, line direction, and IC modeling considering current flowing direction
on an IC. In Group A, an IC is modeled in relation to capacitive and/or inductive effects according
to current flowing direction on IC. Current is fed by a SMA connector mounted on the designed
DUTs which are a two-direction type, a one-direction type, and a no-direction type as shown in
Figure 1. The magnetic field effects of in-phase and out-of-phase signal direction on interconnects
are evaluated with the DUTs in Group B which are designed with variations on current direction,
interconnect line spacing, and line width. The DUTs in Group C are designed with variations
on signal line directions and line lengths. The designed microstrip lines are fabricated on FR4
substrates with the thickness of 1.55 mm.

3. ANALYSIS PROCEDURE

The MoL which is considered as a special finite difference method is more effective in accuracy and
simulation time than the regular finite difference method. The coupling capacitance between the
microstrip line and the TEM Cell septum can be easily calculated by using quasi-static approach.
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Figure 1: Examples of microstrip lines. Figure 2: Cross section between TEM cell and
microstrip line with finite ground planes [4].

Table 1: Coupling parameters for designed microstrip lines.

 P5 (70 mm) P4 (50 mm) P2 (30 mm) According to direction

Coupling Parameters 
C             [fF] Coupling  29.4 19.4 8.4 Fixed 

L             [pH]Coupling 135.8 81.7 30.2 cos(α)L Coupling , where α=angle  

 

TEM Cell 
 

Left Taper

 

Z=39.8 Ω Z=61.3 Ω Z=49.4 Ω

Central 
C   [fF] 1 56.1 

L   [nH] 1 27.8 

Right Taper Z=49.4 Ω Z=61.3 Ω Z=39.8 Ω

(a) (b) (c)

Figure 3: (a) Test environment, (b) coupling factors, and (c) model of coupling between the microstrip line
and the TEM Cell septum.

The crosssection between the microstrip line and the TEM Cell in Figure 2 is used for coupling
capacitance calculation [4].

The MoL simulation for the microstrip line can be directly expressed as the reduced capacitance
matrix, and therefore does not need any manipulation [4]. By obtaining the reduced capacitance
matrix for the given microstrip lines we can calculate the inductance matrix [5]. The TEM Cell
model described in Table 1 is built by using generic TLIN transmission line models supported in
Agilent ADS. The TLIN represents an ideal transmission line and is fully characterized by only
two parameters such as characteristic impedance and electrical length. The each taper of the TEM
Cell is divided into three sections to model change in characteristic impedance along the electrical
length of the taper. Table 1 shows the extracted coupling parameters for the three microstrip lines
with different line length in the direction of the DUT. This table is an example of a model library
described in Section 4.
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(a) (b) (c)

Figure 4: Measurements and modeling of the coupling for: (a) P3, (b) P4, and (c) P5.

(a) (b) (c)

Figure 5: Measurements and modeling of the coupling for: (a) 0 degree, (b) 90 degree, and (c) 180 degree of
P5.

(a) (b)

Figure 6: Comparison between measurement and modeling using a library for: (a) magnitude and (b) phase
of P7.

4. SIMULATION AND MEASUREMENT RESULTS

Figure 3 shows the test environment, the plot of measured coupling factors according to direction
of the DUT and the model of coupling between the microstrip line and the TEM Cell septum.
The designed pattern on a 2-layer PCB was tested with the angle of direction of 0, 90, 180, and
270 degrees [6]. The measured results show that the coupling factor of the 0-degree case differs
from that of the 180-degree case. Regardless of the direction of the DUT, the capacitive coupling
always exists. In contrast, the inductive coupling between the TEM Cell septum and the DUT is
minimized when the DUT is positioned perpendicularly with respect to the TEM Cell septum.

Figure 4 shows the comparison results between the measured coupling factors and the modeling
parameters according to the microstrip line length. As shown in Figure 4, the phase of coupling
factor shows good agreement between the measured and simulated results. However the magnitude
of coupling factor is somewhat different at higher frequency. Figure 5 shows the results according
to the angle of direction of the DUT. The comparison results of Figure 5 are similar to those of
Figure 4. Therefore this modeling method based on a lumped element model can be applied to
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system modules operated under 200 MHz.
In order to analyze coupling factors of group B designed according to current direction, the

model library for coupling factors of microstrip lines is used. This library is created with variations
of line direction and line length as shown in Table 1. As shown in Figure 6, the magnitude of the
coupling factor shows good agreement between the measured and modeling results below 200 MHz.
There is slight discrepancy in the phase of the coupling factor.

5. CONCLUSION

Using the MoL modeling technic, we analyzed coupling factors between the TEM Cell septum
and the microstrip lines. In order to apply this method to real system modules, a model library
for coupling factors was built with variations of length and direction of microstrip lines. The
comparison results between measurement and modeling shows good agreement below 200MHz.
Therefore we can use this lumped element model to analyze EM emission characteristics of the
system module with the operating frequency up to 200MHz without other complicated EM tools.
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Abstract— In this work, a lossless and closed rectangular waveguide partially filled with a slab
of transversely magnetized ferrite, without assuming vanishing of the derivative in the direction
of the dc biasing field, has been analyzed using Method of Moment (MoM). Generally, there are
basically three types of modes in the waveguide: propagating, evanescent and complex modes.
To support evanescent mode, the waveguide must be bidirectional. But a rectangular waveguide
filled with a slab of ferrite transversely magnetized is not bidirectional, if there exists no sym-
metry with respect to the rotation by π about an axis perpendicular to propagation direction.
So such a waveguide does not support the evanescent waves. Propagation constant is complex
or pure imaginary. Our waveguide is filled with a transversely magnetized gyrotropic medium
and does not satisfy the condition of symmetry with respect to the rotation by π about an axis
perpendicular to propagation direction. So it is not bidirectional and hence does not support
evanescent modes. Results of the MoM are consistent with this situation. In a lossless and closed
rectangular waveguide partially filled with a slab of transversely magnetized ferrite, Maxwell’s
equations, consisting of partial differential equations, are transformed into an infinite linear alge-
braic equation system by application of the Galerkin version of Moment method. As the result
of algebraic operations, from the transmission line equations a quadratic eigenvalue problem is
obtained whose eigenvalue corresponds to the propagation constant. The determinant of the
coefficient matrix of the quadratic eigenvalue problem is a monic polynomial of the propagation
constant whose coefficients are rational functions of the complex frequency. If the polynomial is
set equal to zero and is multiplied by the common denominator of the coefficients, an algebraic
equation is obtained. The roots of this equation are the propagation constants. In this work as
the contribution, using algebraic function theory, the solution of the algebraic equation (propaga-
tion constant) for the waveguide filled with transversely magnetized ferrite medium, is expressed
by means of a Puiseux series in the neighborhood of the algebraic branch point. Puiseux series
coefficients are solved using transmission line equations and the propagation constant is com-
puted from this series expansion. Puiseux series results are compared and found to conform with
MoM results and the exact solution.

1. INTRODUCTION

Determination of waveguide propagation characteristics and modeling are very important issues
for designing of microwave circuits. This is quite difficult for structures which have gyrotropic
media such as magnetized ferrite as the filling medium. Analysis is usually performed by numerical
techniques or using some simplifications. The exact dispersion relation for rectangular waveguide
partially filled with a slab of ferrite transversely magnetized was obtained by assuming no depen-
dence on the direction of the dc biasing field H0 [1, 2]. The relevant structure was also examined
by numerical methods such as the finite difference method [3], the spectral method [4]. Barziali
and Gerosa have derived the dispersion relation with no restriction on the dependence along the
direction of the dc magnetic field [5].

In this work, rectangular waveguide partially filled with a slab of transversely magnetized ferrite
has been analyzed using the MoM. There is coupling between transverse and longitudinal field
components, due to the bias direction of the ferrite slab hence transfer coefficient matrices are
nonzero. It should be noted that the transfer coefficient matrices of the transmission line equations
are zero in [6]. Therefore this study is distinguished from and more general than others [6–8] which
also used the MoM.

The structure of a rectangular waveguide with transversely magnetized ferrite slab is shown in
Figure 1. The permeability tensor for the ferrite slab magnetized transversely is given as follows [1],

[µ] = µ0

[
µr 0 −jκ
0 1 0
jκ 0 µr

]
, µr = 1 +

ω0ωm

ω2
0 − ω2

ve κ =
ωωm

ω2
0 − ω2

. (1)
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Here, ω0 = γH0 Larmor resonance frequency, ωm = γ(4πMs), µ0 = 4π × 10−7 [H/m], γ =
2.8 [MHz/Oe] gyromagnetic ratio, H0 [Oersted] dc magnetic biasing field, 4πMs [Gauss] the satu-
ration magnetization and ω operating frequency.

In Section 2, method used for examination of waveguide was taken up. In Section 3, Puiseux
series results are compared with the MoM results and the exact solution.

2. METHOD

Fields of a closed, lossless, uniform waveguide filled with heterogeneous and/or anisotropic medium
may be expanded as a Fourier series using eigenfunctions of waveguide filled with homogeneous
and isotropic medium. Hence Maxwell’s equations, consisting of partial differential equations,
are transformed into an ordinary differential equation system which is called transmission line
equations. In the inner product the test function used is set equal to basis function and this method
is known as the Galerkin version of the MoM [9]. If the fields’ dependence of the z direction is taken
as e−γ(p)z and substituted in the ordinary differential equation system, a linear algebraic equation
system is obtained [10]. This is as follows

− γ(p)
[

v(p)
i(p)

]
=

[
M(p) −Z(p)
−Y (p) N(p)

] [
v(p)
i(p)

]
. (2)

Here p = σ+ jω is the complex frequency, Z(p), Y (p), M(p) and N(p) are the series impedance,
the shunt admittance, the voltage transfer coefficient and the current transfer coefficient matrices
per unit length, respectively. These matrices are 2N× 2N dimensional square matrices. Actually,
they have infinite dimensions. But we use only finite truncations of these matrices in the approxi-
mation of the physical problem. N denotes the number of empty waveguide mode functions used
in Fourier series expansion. 2N× 1 dimensional column vectors v(p) and i(p) are the transmission
line voltages and currents. Z(p) and Y (p) are also Foster matrices [11]. The transfer coefficient
matrices of M(p) 6= 0 and N(p) 6= 0 are not zero.

In (2), the eigenvalues of the coefficient matrix correspond to the propagation constants and can
be calculated numerically. However numerical values do not allow us to have complete information
about the behavior of the propagation constant. Using algebraic function theory, a functional
approach can be brought about for the behavior of the propagation constant [6].

Assume that Z−1(p) and Y −1(p) are exists. If Equation (2) is arranged as in (3), a quadratic
eigenvalue problem is obtained. Here, γn(p) is nth eigenvalue and vn(p) is the eigenvector corre-
sponding to γn(p). In (3), all of expressions are functions of the complex frequency p. Therefore,
for the sake of simplicity, p dependence has not been shown in (3). Here, I denotes identity matrix.

[
γ2

nI + γn

(
M + ZNZ−1

)− ZY + ZNZ−1M
]
vn = 0 (3)

In (3), we can write Q(γ, p)vn(p) = 0. If vn(p) 6= 0, G(γ, p) = det[Q(γ, p)] must be zero to
ensure existence of a solution for (3). Determinant of Q(γ, p) is a monic polynomial of γ(p) whose
coefficients are rational function of p. If this polynomial is set equal to zero and is multiplied by
the common denominator of the coefficients

g (γ, p) = a0(p)γ4N(p) + a1(p)γ4N−1(p) + . . . + a4N−1(p)γ(p) + a4N(p) = 0 (4)

i.e., an algebraic equation is obtained whose coefficients are entire rational functions of p. Roots of
the algebraic equation correspond to the eigenvalues of (3) that is, propagation constants. These
roots can be expressed using the series expansion about analytical and singular points. An algebraic
equation can have only algebraic singularities [12]. These singularities can be poles or pole branch
points which are zeros of a0(p) the coefficient of γ4N(p) in (4) and branch points which are zeroes
of the discriminant of (4).

In this work, solutions of propagation constant will be obtained about the algebraic branch
point where the discriminant of g(γ, p) = 0 is equal to zero. Let jωB be an algebraic branch point
on the p = jω axis. At this point, γn(jω) have two multiple roots and γn(jωB) is finite. nth
eigenvalue γn(jω) can be modeled by a Puiseux series expansion without negative power terms in
the neighborhood of jωB.

γn (jω) = γn (jωB) + A1

√
jω − jωB + A2 (jω − jωB) + . . . + Am (jω − jωB)m/2 + . . . (5)

It is necessary to calculate the unknown coefficients of the series expansion, in order to de-
termine the propagation constant numerically. A1 in (5) was calculated through using various
approximations for the derivatives of implicit function G(γ, p).
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2.1. Determination of A1

An analytical expression will be obtained to determine A1 in (5) using the results of expression of
the eigenvalue equation in (3). Let n = 1 in (5). γ1(p) is second order multiple root at p = jωB.
Equation (5) can be arranged as follows.

γ1(p) = γ1 (jωB) + A1p
′ + A2

(
p′

)2 + . . . + Am

(
p′

)m + . . . (6)

Here p′ =
√

p− jωB. If Equation (6) is differentiated with respect to p′ at p′ = 0, the coefficient
A1 is obtained by,

A1 =
dγ(p)
dp′

∣∣∣∣
p′=0

=
[
−Gp

Gγ
2p′

]

p=jωB

γ=γ1(jωB)

(7)

Gp and Gγ are derivatives of G(γ, p) with respect to p and γ, respectively. Gγ will be vanish,
when p = jωB. In this case, we can express Gγ approximately in the neighborhood of p = jωB.

Gγ = 2 [γ1 (p)− γ1 (jωB)]E (8)

Here E = [γ1(jωB)− γ3(jωB)] [γ1(jωB)− γ4(jωB)] . . . [γ1(jωB)− γ4N(jωB)]. From (6)

γ1(p)− γ1 (jωB) = A1p
′ + A2

(
p′

)2 + . . . + Am

(
p′

)m + . . . (9)

can be written. Using (7), (8) and (9) one has,

A1 =

√
−Gp

E
(10)

Gp is equal to G(γ, p) differentiated with respect to p it is found by employing standard formulae
for the derivative of a determinant: Gp = trace{Adj[Q(γ, p)]∂Q(γ, p)/∂p}. Here, Adj denotes the
adjugate matrix.
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Figure 1: Phase coefficient (solid line) and attenuation constant (dashed line). Inset: cross-section of the
rectangular waveguide partially filled with transversely magnetized ferrite. First region: (vacuum) ε0, µ0,
second region (ferrite): εf , [µ].
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Table 1: Coefficients of Puiseux series computed by analytical and the least squares.

Coefficients Analytical LSM (used MoM results) LSM (used exact results)
γ(jωB) j101.66413 j101.66413 j104.2164

A1 −2.4397× 10−3 (1 + j) −2.41842× 10−3 (1 + j) −2.39622× 10−3 (1 + j)
A2 - −1.17966× 10−9 −1.462739× 10−9

A3 - −2.9394× 10−14 (1− j) −2.86085× 10−14 (1− j)

3. NUMERICAL EXAMPLE

The parameter values of the rectangular waveguide partially filled with transversely magnetized
ferrite are as follows: 4πMs = 2000 Gauss, H0 = 500 Oersted, a = 10 mm, b = 12.5mm, d = 2 mm,
εf/ε = 12.6. In Figure 1, the results of Puiseux series method were compared with the results of
the exact solution and the MoM in the neighborhood of the algebraic branch point.

Coefficient A1 in the Puiseux series in (5), was calculated analytically as explained in Section 2.1.
Puiseux series coefficients were also obtained using the least square method (LSM) in [13]. While
this calculation was made, the results of the MoM and exact solution were used. The coefficients
are shown in Table 1.

On the frequency axis backward wave is converted into evanescent mode in bidirectional waveg-
uide. However, in Figure 1, there exists a transition from the backward wave to the forward wave at
ωC , i.e., evanescent mode is absent. To support the evanescent mode, waveguide must be bidirec-
tional [14]. Our waveguide’s structure does not support the symmetry condition in [14], therefore
it is not bidirectional. The propagation constant computations using MoM also confirm this.

4. CONCLUSION

Eigenvalues were expressed by Puiseux series in the neighborhood of the algebraic branch point
with the help of algebraic function theory. An analytical method is developed to calculate Puiseux
series coefficients using the results of expression of the MoM for structures which can be represented
by (2). These coefficients are also computed with the LSM using the results of exact solution and
the MoM. The calculated coefficients are seen Table 1 to be consistent with each other. This
confirms the validity of developed method.

As it seen in Figure 1, between the results of Puiseux series,exact solution and the MoM, a
very close agreement has been achieved. This provides us with a capability to investigate the
propagation problem about singular points in waveguide by algebraic function theory.
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Abstract— By means of the matrix transfer approach and the Green’s function technique,
the electromagnetic properties of the spectra transmission of coated microspheres with a multi-
layer,the numerical quasi-periodic sequences from Cantor set and Pascal triangle structures are
numerically studied.
The quasi-periodic structures allow to obtain the optical band intervals in the radiation field
spectra. The location of the light in disordered systems offers a range of applications in the
opto-electronics industry.

1. INTRODUCTION

In the following numerical investigation was working with Si and SiO2 as two elementary layers the
objective is to highlight the properties of electromagnetic oscillations in multi-layer micro-spheres
quasi-periodic the cantor sequence set, Pascal triangle and Green’s functions with control parameter
(γ), numerical algorithms and numerical simulations, transmittance spectrum, peaks (resonances)
narrow-dependent parameters (γ) and spherical harmonic numbers (m), calculations of frequencies
obtained with a radial field distribution [1–3].

2. THE GENERALIZED CANTOR SET

The well-known set Cantor is created by repeatedly removing the open central third of a set of
line segments. One can build various generalizations of the assembly by, for example, cutting the
segments into a different number of intervals or choosing another scaling factor. In this work, a
cell is constructed by replacing Cantor several times (not cleaned) of the third center of a stack
assembly material layer if materials using both Si and SiO2. The generalized radially set Cantor can
be constructed from a stack for homogeneous iterations subsequent. In standard Cantor established
the central fragment is eliminated in iterations leading to a “dust” fractal Cantor. However, in this
paper we replace (rather than delete) fragment of the SiO2 layer, while fragment is replaced by
Si layer. This allows the construction of a solid spherical quasi-periodic stack with the generic
properties of Pascal or a Cantor fractal patterns. For such fractal scale dimensionless factor γ that
becomes a control parameter and takes values between 0 and 2.

2.1. The generalized Pascal Triangle
Advances in manufacturing technologies nano-structures and micro-spheres are given the possibility
of studying multi-layer systems with all kinds of arrangements, which can lead to a lot of photonic
and optoelectronic applications. In a micro-sphere such, only the narrow resonance spectrum
(natural frequencies) can be seen as peaks in the frequency spectrum of the radiation. Therefore,
it is of great interest to investigate how these characteristics are modified in a cell with a quasi-
periodic spherical structure. In this paper, we investigate the optical properties of a micro-sphere
layer with a dielectric stack, wherein the optical layers are built following of the Pascal or Cantor
sequences.

2.2. Green Functions
The range of different structured constructs has promised a variety of physical phenomena of
another unexpected way among which the experimental realization of a negative refractive index
has been one of the main advantages. A typical meta-material combines continuous metal films
with nanos-trip magnetic resonator that ultimately produce a negative index material. The film can
be formed with a mixture of dielectric (for example, Si y SiO2), forming a semi-metal film. These
structures are fabricated using techniques preparing the meta-material structure in the optical range
is even an advanced task. In recent experiments have shown that incorporation of the material
gain in the meta-material makes it possible to produce an extremely low loss and an active-index.
Optical negative index meta-materials (NIM) that is not limited by the inherent loss in the metal
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component. In this experiment NIM optic network structure is approximately periodicity. The
mechanism of compensation of losses in the sample is simple to understand. When excited by a
pump pulse with sufficiently high power, a population inversion is formed within molecules. This
provides a boost pulse suitably delayed probe whose wavelength coincides with the wavelength of
stimulated emission molecules. Working with quasi-periodic structures: Set of Cantor and Pascal’s
triangle; applying the Green’s function, SiO2 that is used as a gain medium when applying in the
nucleus nano-emitter or any part of the area surrounded by different layers. This allows a pulse of
the electromagnetic wave handled properly.

The films can be formed with a mixture of dielectrics, in this case Si and SiO2 can form a
semi-metal films.

Figure 1: Micro-sphere multi-layer system with quasi-periodic structure added by a source of radiation (red
circle).

In the following table the results of the simulation method used for calculation for the first two
experiments 400 and 500THz given by (E) in (A) angle type 0.5 and 0.9, (B) shows lens exposure
or nanoesimor in this case 0.5, (C) Number of layers, 12, (D) maximum layer growth is handled
with 4, (F) numbers of points in the 3D image (G) Type of angles, (H) the wall height of the outer
layer 0.5, (I) the wall height of the inner layer.

Table 1: The parameters used in each spherical stack of quasi-periodic system.

A B C D E F G H I

1 0.9 0.5 12 4 400 50 0.7

2 0.9 0.5 12 4 400 50 0.9

3 0.9 0.5 12 4 400 50 1.0

4 0.9 0.5 12 4 400 50 1.3

5 0.5 0.5 12 4 500 50 0.5 0.5 2.0

6 0.5 0.5 12 4 500 50 0.5 0.5 1.9

7 0.5 0.5 12 4 500 50 0.5 0.5 1.8

8 0.5 0.5 12 4 500 50 0.5 0.5 1.7

3. BASIC EQUATIONS

The quasiperiodic systems may be considered appropriate models to describe the transition of
the periodic structure for perfect random structure. The spatial scale of the nanoemitter objects
(∼ 1–100 nm) is at least one order of magnitude smaller than the spatial scale of microspheres
(∼ 103–104 nm). Therefore in the coated microsphere (Fig. 2), we can represent the nanoemitter
structure as a point source placed at r′ and having a dipole moment d0. It is well known that the
solution of the wave equation for the radiated electromagnetic field E due to a general source J(r′)
is

Eθ =
1

krε

∂2Π(ρ, θ, ϕ)
∂r∂θ

, Hϕ =
i

r

∂Π(ρ, θ, ϕ)
∂θ

√
ε0
µ0

. (1)



Progress In Electromagnetics Research Symposium Proceedings 1317

E(r, r′, ω) = −p0G(r, r′, ω) (2)

G(r, r′, ω) = GV (r, r′, ω)δfs + G(fs)(r, r′, ω) (3)

GV (r, r′, ω) =
r̂r̂

k2
s

δ(r − r′) +
iks,

4π

∑
q=e,

∞∑

n=1

n∑

m=0

CnmGV
q,nm(r, r′, ω) (4)

In the following image the distribution of magnetic and electric field is displayed. The structure
depends on the parameters inserted in each range, we study the dependence of Green’s function
with respect to range, resulting from simulations without changing the parameter range (which is
no more than a parameter set cantor) in the following figure you can see the sum given by Nmax12,
RM4 = Rmax with a value of 4, f = Atomf (frequency 400 Thz) for different types of exposure
source 0.7, 0.9, 1.0 and 1.3 with a range of 1.0 and in third dimension.

4. NUMERICAL SIMULATION PERFORMED FOR CANTOR SET WITH GREEN
FUNCTION

Figure 2: Parte distribution imaginary 3D Green’s function for Cantor multilayers with layers Si and SiO2

for parameters indicated in the Table 1.

Figure 3: Parte distribution imaginary 3D Green’s function for triangle Pascal multilayers with layers Si and
SiO2.
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Figure 4: Simulation analysis of the Cantor set and function Green TM&TE. Here a distinct change in the
sum of 20, 15, 12 and 10 and the exposure source is 1.5 working with TM&TE.

5. CONCLUSION

In this paper we have numerically studied the electromagnetic properties (narrow peak positions)
of the transmission spectra for microspheres coated by a multilayered stack with the generalized
Cantor and Pascal structures. As opposed to the standard Cantor system with removed γ/3
[γ = 1] sections the generalized solid stack with alternating Si/SiO2 layers (in place of empty
Cantor section) for such fractal pattern with general values of γ it is considered. It is found that
the variations of parameter γ significantly affects the structure of the optical spectra. The waves
phase interference in such a fractal pattern leads to creation of extremely narrow frequency peaks
assisted by the progressively decreased radially inhomogeneous defects. Such peaks can be used in
modern optoelectronics, e.g., for construction narrow optical filters.
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Abstract— Nowadays demand for efficiency and high density of electronic device is high.
Therefore, great emphasis is placed on the properties of electronic components such as diodes,
transistors, transformers and more. Hence the scientific discipline was created Figure of Merit
(FOM) which is dealing with this issue.

The proposed article deals about the analysis of FOM of several power MOSFETs, whereby main
parameters are taken into consideration for calculation purposes. In order to verify faithfulness of
FOM the experimental measurements for determination of switching as well as conduction losses
of selected transistors are performed. Because experimental analysis represents time-consuming
process for evaluation of transistor switching performance, the various FOM methodologies are
being described taking into account main parameters for the FOM evaluation (transistor para-
sites, gate charge, switching frequency, parameters of target application, e.g., voltage — current
ratings). Comparisons between the amount of transistor’s losses and its FOM indicator are
provided.

1. INTRODUCTION

The development of switched mode power supplies significantly moved forward. Requested param-
eters of switched mode power supplies (SMPS) are reduction of the size and reduction of power
losses (increase of efficiency). In this article we decided to analyze several methods of FOM for the
power MOSFET transistors. These methods are:

• Switching FOM.
• Conduction FOM.
• Detailed FOM.
• Johnson FOM.

FOM is numeric value representing power parameter of components and other important fac-
tors, which affect this parameter. If we want to work with FOM method it’s very important to
know internal parasitic parameters. MOSFET transistors, through unipolar structure, belong to
the fastest power semiconductor component. Dynamic parameters are limited by internal parasitic
components [1–4]. The values of these parameters are given in components datasheets and are
dependent on the internal structure of MOSFET and on its technology (manufacture). Selected
transistors for FOM evaluation as well as experimental analysis of hard-switching commutation
mode are CoolMOS IPW60R165CP, CoolMOS, SPP20N60C3 and MOSFET IRF840. The last
mentioned device represents older technology of MOSFET transistors, whereby CoolMOS transis-
tors exhibits currently best in class performance for power applications (for example solar inverters,
renewable energy, telecom/servers, front-end converters etc.. . .).

2. FOM FOR MOSFET TRANSISTORS

2.1. Switching FOM

Switching FOM is used to evaluate switching behaviour/performance. Next formula is valid for
calculation:

FoMSW = RDS(ON ) ∗QGD , (1)

where

- QGD is main parameter of turn-on loss.
- RDS(ON ) represents conduction losses, when transistor is in on-state.
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Some manufactures indicates the value of QSW or QGS2. In this case we can find more accurate
value of FOMSW (2).

FoMSW = RDS(ON ) ∗ (QGD + QGS ) , (2)

where

- QSW is representing sum of turn-on loss (related with QGD + QGS .
- QGS is gate charge between threshold voltage and Miller plateau.

2.2. Conduction FOMCON

This is a traditional MOSFET FOM and determines rectified power loss. FOMCON (3) represents
the conduction losses and power losses of the transistor’s gate electrode.

FOMCON =
(
RDS(ON ) ∗QG

)
(3)

For soft switching technique QGD is negligible and therefore we would like to reduce RDS(ON )
in order to improve efficiency. On the other side, with reduction of RDS(ON ), QG loss increases.
There exist also better method which utilizes parameters QOSS (Output charge) and QRR (Reverse
recovery charge) together with QG for evaluation of power loss. In most cases, switching perfor-
mance is mostly missing; therefore combination with QSS is sometimes omitted in which conditions
have no standards too. The eGaN transistors are QRR and QOSS negligibly small as compared to
silicon MOSFETs [5].
2.3. Detailed FoM
If it is necessary to evaluate the performance of the transistor in terms of more precise choice, then
more detailed information are needed where effect of turn-on, turn-off, conduction loss and loss due
to gate excitation of transistor are considered (4).

Ploss =
Uin · Io

2
· (QGD + QGS ) ·RG

(UGS − UPLT )
· fSW +

Uin · Io

2
· (QGD + QGS ) ·RG

UPLT
· fSW

+I2
oRDS(ON )

Uo

UIN
+ QGUGSfSW , (4)

where

- UPLT is leading voltage of gate drive,
- IO is nominal value of current taken from datasheet,
- fSW is nominal switching frequency.

Furthermore, it is necessary to adopt new value namely excitation losses in gate circuit KGS (5).

KGS (UDR) = 1 +
UDR

UPLT − UTH
· 2UPLT (UDR − UPLT )

UIN IoRG
, (5)

where UDR is value of excitation voltage and UTH is threshold voltage. After that it is possible
to calculate FOM parameter for hard switching commutation mode (6). In the following equation
consideration of the losses of individual components is accepted [6–9].

FOM = (QGD ·+KGSQGS ) ·RDS(ON ) (6)

2.4. Johnson FoM
This method is for broadband gap devices like GaN transistors. Present type of transistor has
desired properties for high power application such as size of band gap and thermal conductiv-
ity. Johnson value represents high frequency power of wide-energy devices and is proportional to
saturation time and to the critical value of the electric field as shown in the following Formula (7).

FOMjohnson =
vsatEBD

2π
, (7)

where
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- vsat represents speed of saturation.
- EBD is the electric field which initiates the ionization.

However the value of FOM is not to be easily experimentally verified, because both parameters
vsat and EBD are intrinsic properties of the components. On the other side it is possible to find
these parameters by the simulation. These values can be coupled to the microwave measurements.
In general the cut-off frequency ft is associated with an effective speed of saturation, which can be
calculated by Equation (8).

fT =
vsat

2πLG
, (8)

where

- LG is effective length of gate.

Based on experimental analysis, it can be determined that the gate field varies almost linearly
across the effective length of the gate. Visible change mainly occurs mostly at the end of turn-off
interval. Since potential losses occur in the space between gate electrode and contacts we can write
the equation for the breakdown voltage [6–9].

VBD = α
EBDLG

2
, (9)

where

- α is an adjustable parameter which is associated with the voltage drop across the gate to the
rated voltage of the device.

Therefore, we can rewrite the FOM within the experimentally determined parameters with the use
of following Equation (10).

FOMJohnson =
1
2π

(2πLGfT )
2VBD

αLG
=

2
α

fT VBD (10)

The parameter α can be extracted directly from the measurement or simulation using the For-
mula (10) and the calculation of the breakdown voltage as integral field over the channel on which
the first impact ionization occurs.

3. EVALUATION OF FOM OF SELECTED TRANSISTORS

Determination of FOM parameter of selected transistors was done with the use of methodology A
— switching FoM (2), where effect of Miller capacitance is also considered. Conduction FoM has
been evaluated with the use of (3), where QRR was also accepted. The results of calculations are
shown in Table 1. As can be seen, the lowest value of switching and conduction FOM parameter is
for IPW60R165CP transistor (the lower the value is the better performance of transistor may be
achieved).

Table 1: Figure of merit for methodology A and B.

FOMSW FOMCON

IPW60R165CP 3,31 6,97
SPP20N60C3 8,36 18,62

IRF840 24,65 39,61

Table 2: The circuit and transistor parameters for FoM evaluation based on methodology C.

U TH [V] UDR [V] U PLT [V] IO [A] U IN [V] RG [Ω]
IPW60R165CP 3 15 5 variable 400 1.9
SPP20N60C3 3 15 5.5 variable 400 0.54

IRF840 4 15 5 variable 400 9.1
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Table 3: Parametrical evaluation of figure of merit for hard switching based on methodology C.

U in = 400 V IPW60R165CP SPA20N60C3 IRF840
I [A] KGS FOM KGS FOM KGS FOM

1 1.99 4.63 3.90 14.43 1.41 27.10
2 1.49 3.97 2.45 11.39 1.21 25.88
3 1.33 3.74 1.97 10.38 1.14 25.47
4 1.25 3.63 1.73 9.88 1.10 25.26
5 1.20 3.57 1.58 9.57 1.08 25.14
6 1.16 3.52 1.48 9.37 1.07 25.06
7 1.14 3.49 1.41 9.23 1.06 25.00
8 1.12 3.47 1.36 9.12 1.05 24.96
9 1.11 3.45 1.32 9.03 1.05 24.92
10 1.10 3.43 1.29 8.97 1.04 24.90

On the other side, if we need to evaluate selection of transistor more complexly, then it is
necessary to consider also gate drive loss KGS (5). This part becomes very important when very-
high frequency operation is considered. Input values for calculation of detailed FoM as well as for
calculation of KGS listed in Table 2. Consequently the evaluation of FOM was made parametrically,
i.e., in dependency on the parameters that are influencing hard-switching commutation mode in
the most manners (switching frequency, load current). It must be said, that all FOMs have been
computed for main circuit variables, at which experimental measurements were provided (Table 3).

As can be seen, the value of FoM from Table 2 is higher compared to FoMSW , because losses
from gate drive are taken into account too.

As can be seen from previous results IPW60R165CP is showing best performance, when complex
and simple FOM has been calculated. When we look more in detail on the results from Table 3 it
can be seen that IPW60R165CP is showing relatively small difference in the value of FOM, when
change of transistor current is being considered. This can be explained in the way that internal
capacitive parasitic components together with circuit and transistor parameters results in suitable
value. IRF840 shows the best value of KGS . However, internal parasitic components are decreasing
qualitative indicator of this part markedly, thus utilization for high-end systems won’t be a good
choice.

Let’s see if these results would also be confirmed after experimental analysis of hard-switching
commutation mode.

4. EXPERIMENTAL ANALYSIS OF HARD-SWITCHING COMMUTATION MODE

The experimental analysis served for the analysis of dynamic properties during hard-switching of
selected power transistors, whose selected type for analysis are CoolMOS IPW60R165CP, Cool-
MOS, SPP20N60C3 and MOSFET IRF840. The experimental analysis for FOM evaluation has
been realized at these parameters:

- UDC = 400 V.

Figure 1: Pricnipal schematic for experimental anal-
ysis of hard-switching.

Figure 2: Pricnipal schematic for experimental anal-
ysis of hard-switching.
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Figure 3: Pricnipal schematic for experimental anal-
ysis of hard-switching.

Figure 4: Pricnipal schematic for experimental anal-
ysis of hard-switching.

- Iload = 1–10 A.
- fsw = 100–400 kHz.

Principal schematic for the analysis is shown on Figure 1. The experimental analysis as well as
FOM evaluation was made parametrically, i.e., in dependency on the parameters that are influencing
hard-switching commutation mode in the most manners (switching frequency, load current).

Figure 2 to Figure 4 are showing results from parametrical experimental analysis of switch-
ing performance of transistor (evaluation of transistor’s switching power losses) in dependency on
transistor’s current and switching frequency. Each transistor was investigated separately with the
use of universal testing device and automatic switching loss evaluation algorithm, whereby each
part of power loss has been evaluated independently, i.e., turn-on loss, conduction loss and turn-of
loss [11–17].

Experimental measurements show that IPW60R165CP is achieving best switching performance
in the whole investigated range of variables. Based on these results, it can be said that evaluation of
FOM gives credible information about the quality of transistor performance for target application.
Also, in order to improve qualitative indicators of modern SMPS, detailed FOM evaluation, where
circuit parameters are being considered, gives proper information that can be sufficient during
selection of proper power transistor structure.

Because the research and development process must be continuously accelerated (due to market
requirements), the FOM methodology seems to be very valuable and perspective procedure for
transistors quality evaluation.

5. CONCLUSION

The main aim of this paper was confirmation of FOM methodologies for the evaluation of the quality
of power transistors from “efficiency” point of view. For this purpose the parametrical evaluation
of detailed FOM was provided for several generations of MOSFET transistors. The confirmation of
FOM results was provided in the way of experimental analysis of switching power losses during hard
switching commutation mode. The measurements for each transistor were evaluated separately and
switching losses in dependency on transistor’s current and on switching frequency were calculated.
The value of FOM is a power merit of devices, whose value indicates quality of semiconductor
device. The lower this value is, the better the performace shall be. After comparisons between
results of experimental analysis and results from FOM calculation, it can be said, that FOM
methodologies presents very perspective solution for the selection of proper power device for selected
power application.

In future works, we would like to focus on the evaluation of FOM parameter for soft-switching
commutation modes (zero-voltage switching, zero-current switching) as well as on determination of
FOM for various power devices (diodes — SiC, GaN transistors etc.. . .). Consequently the quality
indicator of proper semiconductor structures, will be verified during operation of target application
system (e.g., SMPS for distributed systems), where system efficiency will be the most important
merit.
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Improvement of Standard EM Fields Distribution in 4-port TEM
Cell with Slit-structured Septum

Sung Woong Choi, Sang Bong Jeon, and Heung Mook Kim
Broadcasting & Telecommunications Media Research Lab.
Electronics and Telecommunications Research Institute

161 Gajeong-ro, Yuseong-gu, Daejeon 305-700, Republic of Korea

Abstract— This paper proposes a method of reducing the unwanted electromagnetic field
component in the 4-port transverse electromagnetic cell with two internal septa, which is used
for electromagnetic compatibility emission and immunity test. Adopting slit structure in the
internal septa, 4-port transverse electromagnetic cell provide the improved standard EM field
distribution inside the usable test volume.

1. INTRODUCTION

In recent years, as many kinds of electronic devices are present EM (electromagnetic) fields gener-
ated from these electronic devices may not only cause problems in the human body, but also affect
the electronic devices to induce a malfunction and failure. Therefore, the EMC (electromagnetic
compatibility) studies are actively ongoing so that radiation of undesired EM fields can be sup-
pressed below a regulation value and a normal operation can be done in an EM field environment
with a constant regulation value. Standard EM field generators such as transverse electromagnetic
(TEM) cell and Gigahertz Transverse Electromagnetic (GTEM) cell are widely used in these EMC

(a) (b)

(c)

Figure 1: Geometry of 4-port TEM cell with two septa. (a) Side view, (b) cross-section view, (c) top view
of septum.
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field, but have a difficulty in reducing unwanted field components. That is, because the unwanted
field components may occur highly in a direction corresponding to the traveling direction of the
EM field, there is a problem when generating a near field mode as well as the TEM mode.

In this paper, we proposes a method of reducing the unwanted EM field component in the 4-
port TEM cell with two internal septa, which is used for EMC test. Adopting slit structure in
the internal septa, 4-port TEM cell provide the improved standard EM field distribution inside the
usable test volume. The reduction of the field component propagating the unwanted direction is
shown without changing of wanted field component through EM simulation.

2. PERFORMANCE AND SIMULATION RESULT

The geometry of 4-port TEM cell with two septa is shown in Fig. 1. The 4-port TEM cell generates
the standard EM field wave between two parallel septa connected to four ports at each end. Outer
wall consists of the perfect conductor with zero potential.

Figure 2 shows the top view of the proposed septum in the 4-port TEM cell with one and 3 slits
respectively; in Fig. 2(a), the width (wx) of the slit is changing and in Fig. 2(b) the wx = 300 mm
and wz space = 10mm in the septum with 3 slits.

Figure 3 and Fig. 4 are the graphs illustrating an intended and intended electric field intensity
of 4-port TEM cell with proposed slit-structured septum, respectively. Referring to Fig. 3, there is
shown an electric field Ey intensity in a y-axis direction depending on the magnitude of frequency.
In this case, since Ey in the y-axis is an intended electric field, it is preferred that a component of
the Ey remains unchanged if possible irrespective of the presence or absent of the slits. Referring to
Fig. 4, there is shown an electric field Ez intensity in a z-axis direction depending on the magnitude
of frequency. In this case, since Ez in the z-axis is an unintended electric field, it is preferred that
a component of Ez is needed to remove if any slit is present. As shown from Fig. 4, when a case
of noslit where none of slits is formed is compared with a case of 1 slit (wx = 400mm) where one
slit with a length of 400mm is formed, the component of Ez of these cases exhibits a difference
of about 4.1 dBV/m with as a base of 0.15 GHz. Further, it can be observed that a case where

(a) (b)

Figure 2: Top view of the proposed slit-structured septum. (a) 1 slit. (b) 3 slit.
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Figure 3: Ey intensity according to frequency.
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even any one of the slits is formed is lower than a case where of noslit in the component of Ez.
In addition, it can be also known that when the slits are the same in their lengths, the more the
number of the slits is, the more the components of the unintended electric fields are removed.

As such, the amount of reduction in the electric field when the magnitude of frequency is changed
differently is listed in a Table 1 as below.

Table 1: Reduction amount of Ez according to frequency.

Structure of slit

Frequency

100MHz 150MHz 200MHz

Ez

(dBV/m)

Reduction

amount (dB)

Ez

(dBV/m)

Reduction

amount (dB)

Ez

(dBV/m)

Reduction

amount (dB)

No slit −56.4 - −48.9 - −43.3 -

1 slit

wx = 300 −58.2 1.8 −50.8 1.9 −45.4 2.1

wx = 350 −59.3 2.9 −52.2 3.3 −47.1 3.8

wx = 400 −61.0 4.6 −54.2 5.3 −50.2 6.9

3 slit wx = 300 −60.1 3.7 −53.0 4.1 −47.8 4.5

3. CONCLUSION

In this paper, a method of reducing the unwanted EM field component in the 4-port TEM cell was
proposed. As described above, it is possible to reduce the component traveling in an unnecessary
direction that occur in a TEM cell having two septa used as a standard EM wave field generator,
which is one of the drawbacks of the TEM cell. Therefore, by applying the proposed slit structure,
there is an effect on the improvement of Standard EM Fields distribution in the 4-port TEM cell.
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A Short Note on the Optimization of Halbach Arrays Used as
Magnetic Springs

D. Månsson
Royal Institute of Technology KTH, Sweden

Abstract— Modern neodymium magnets are today widely used for a wide variety of purposes
and some commercial types have an adhesive force of approximately 100 kg even though the
dimensions are only 5 ∗ 5 ∗ 2.5 cm. Therefore the idea of using permanent magnets as springs
isn’t uncommon. Here, the specific magnetization scheme often described as a “Halbach array” is
analyzed in the use as elements of a magnetic spring. The Halbach array has (ideally) a one sided
flux and here both analytical methods using Maxwell’s stress tensor and numerical simulations
using FEMM are applied to calculate the restorative force created for two such opposing magnetic
structures. This vertical force is highly dependent upon the dimensions of the structures and the
magnetization wavelengths in the materials. Thus, varying these parameters will greatly affect
the characteristics of the magnetic spring (e.g., spring stiffness, maximum restorative force etc.).
Different applications will require different physical dimensions and magnetization wavelengths
in the material.

1. INTRODUCTION

Halbach arrays are magnetic structures with special magnetic schemes with rotating (as function
of position along the array) direction of magnetization. They were first described in 1973 by
J. C. Mallinson [1] but later rediscovered and further explained by K. Halbach in 1981 [2]. The
particular magnetization leads to a structure having (ideally) a one sided flux (i.e., the magnetic
field is concentrated to the enhancing side and the field strength is (ideally) zero on the opposing,
cancellation side of the structure). This constitutes however not a magnetic monopole. Halbach
arrays were originally envisioned to be used for more accurate reading and writing information on
magnetic tapes (see [1]) but are today used in such diverse application as free-electron lasers (as
“wigglers”), magnetic levitation of high-speed trains, magnetic bearings and in brushless motors.

Here, Halbach arrays are analyzed in the use of elements in a magnetic spring. A magnetic spring
is most easily formed by having two magnets with the same poles facing each other (e.g., “south-
south”). However, using two simple “bar magnets” is not an optimal usage of magnetic material
as much of the fields, and thus potential energy, “produced” isn’t involved in the formation of the
force between the two structures, (i.e., the fields that are not formed in the gap between the two
magnets are not involved in the creation of the force). However, this not true if Halbach arrays
are used as they will have almost all of their produced magnetic fields in the gap between the two
structures.

Halbach arrays, where originally described as a continuous change of the direction of magneti-
zation [1] and later as a segmented array of individual small magnets [2]. However, it can be seen
(e.g., [3]) that decreasing the width of the individual magnets in a discretized array and, thus, the
difference in the direction of magnetization between two subsequent magnets (i.e., increasing the
discretization of the array) will have the shape of the magnetic field formed to converge to that
formed by a continuous array. (The difference in magnetization direction, between two subsequent
magnets, that is required to approximate a discretized Halbach array with a continuous is roughly
20◦ [3].) Therefore we can, if the discretization is enough, use the calculations for the magnetic
field from a continuous Halbach array to describe the force created between two discretized Halbach
array. (For a discretized Halbach array, internal forces are created between the individual magnets,
but as has been seen [3] these are not of great concern as the forces are not large enough that
available adhesive glue types can’t hold the individual magnets in place.)

As will be described below, if Halbach arrays are used in a magnetic spring then the behavior
of the spring is greatly affected by physical dimensions and the magnetization wavelength of the
Halbach arrays.

2. RESTORATIVE FORCE

Here, the analytical calculation of the restorative force created follows M → B → T→ F, i.e., the
magnetizations in the material (for the two Halbach arrays) give the total field created in the gap
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between them. From this field Maxwell’s stress tensor, on one of the two arrays, can be calculated
and, thus, the force created between them.

We utilize two Halbach arrays, one above the other, both of dimensions α (“width” along x̂),
β (”height” along ŷ) and γ (“depth” along ẑ) and magnetization wavelength λ. Here, continuous
arrays are used for the analyses but, as discussed above, these can approximated by discretized ar-
rays. Assume, for now, that the upper array is situated (this will be shifted later) so the top surface
is at y = 0 and bottom surface at y = −β. The upper Halbach array is given the magnetization

M = M0 (x̂ sin kx + ŷ cos kx) (1)

Here, k is the wavenumber (k = 2π
λ ) and λ is the magnetization wavelength in the material.

From M the magnetic flux density, B, can be obtained via B = µ0(H + M) and since ∇ ·B = 0

∇ ·H = −∇ ·M (2)

In addition, as permanent magnets only have bound magnetic currents (Jfree = 0) ∇×H = 0.
We can therefore describe the magnetic field with the magnetic scalar potential alone H = −∇φ [4]
and we get

∇ ·M = ∇ · ∇φ = ∇2φ (3)

This can be solved [5] using the magnetization and necessary boundary conditions for the struc-
ture. From this scalar potential the magnetic field around the Halbach array can be obtained,
through H = −∇φ. The magnetic field on the enhancing side of the upper array (i.e., below it)
then becomes

H1 = M0

(
1− ekβ

)
eky [x̂ sin(kx)− ŷ cos(kx)] (4)

where, M0 is the maximum magnetization in the material which is related to the residual magnetism
via M0 = Br

µ0µr
[6]. In the same way, the lower Halbach array is given the magnetization (assume,

as above, top surface at y = 0 and bottom surface at y = −β)

M = M0 (x̂ sin kx− ŷ cos kx) (5)

which creates a enhanced magnetic field, above the lower array, of

H2 = −M0

(
1− e−kβ

)
e−ky [x̂ sin(kx) + ŷ cos(kx)] (6)

Having the top surface of the lower Halbach array at y = 0 and shifting the upper array upward a
distance h (and adjusting for the shift in coordinate system for the upper array, i.e., change y to
y − (h + β) in H1) the total magnetic field (Htot = H1 + H2) in the gap becomes

Htot = M0 sin(kx)
[
(1− ekβ)ek(y−(h+β)) − (1− e−kβ)e−ky

]
x̂

−M0 cos(kx)
[
(1− ekβ)ek(y−(h+β)) + (1− e−kβ)e−ky

]
ŷ (7)

To calculate the restorative force created when the two Halbach arrays are moved together we
assume that the lower array is fixed and investigate the restorative force formed when the upper
array is moved downward, i.e., h decreases. (As we have chosen opposing magnetizations, e.g.,
“South-South”, this force will be directed upward on the upper array.) If we assume permanent
magnets that move “slow” and don’t induce electric fields (through ∇ × E = −dB/dt) of any
significance (see [3] for the justification of this) we form Maxwell’s stress tensor (MST) using [4]

Tij =
1
µ0

(
BiBj − 1

2
δijB

2

)
(8)

The force now becomes
F =

∮

S
T · da (9)

For the situation investigated here, we are primarily interested in the vertical component of
the restorative force (as any discplacement in the x̂ or ẑ direction can be handled by surrounding
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fixtures). We form the tensor for the lower, fixed, array and it was seen (see [7]) that this situation
can, with good accuracy, be approximated with

Fy =
∮

S
(T · da)y ≈

∫

top
Tyy, topdatop = γ

∫ α

x=0
Tyy, topdx (10)

Thus, the complicated surface integral can be reduced to a line integral on the top surface of
this array. Using (8) the tensor becomes (in the gap)

Tyy, top =
1
µ0

(
ByBy − 1

2
(
B2

x + B2
y

))
=

1
2µ0

(
B2

y −B2
x

)
(11)

Using (7) (along with B = µ0H and M0 = Br

µ0µr
) Tyy, top becomes at the top surface of the lower

array (i.e., y = 0)

Tyy, top =
B2

r

2µ0µ2
r

(
cos2(kx)θ − sin2(kx)ψ

)

θ =
((

1− ekβ
)
ek(−h−β)) +

(
1− e−kβ

))2

ψ =
((

1− ekβ
)
ek (−h−β)) − (

1− e−kβ
))2

} (12)

The line integral (10) can then easily be calculated using Wolfram Alpha [8]

Fy = γ
B2

r

2µ0µ2
r

∫ α

x=0

(
cos2(kx)θ − sin2(kx)ψ

)
dx

=
[
c1 = θ − ψ
c2 = θ + ψ

]
= γ

B2
r

2µ0µ2
r

1
4k

(2kαc1 + c2 sin(2kα))

= γ
B2

r

2µ0µ2
r

(
αc1

2
+

λ

8π
c2 sin

(
4πα

λ

))
(13)

FEMM (“Finite Element Method Magnetics”) is a numerical simulation software that has been
shown to be accurate (see [3] or [9] for more information) and we can investigate the force formed in
the situation and compare it with the analytical results (see Figure 1). As we can see, the analytical
and simulated results results agree well.

3. OBSERVATIONS

As can be seen from Figure 1 the magnetization wavelength in the material greatly affects the
behavior of the magnetic spring. For instance, decreasing the wavelength (compared to the widths,
α, of the arrays, i.e., λ/α) will increase the maximum restorative force (very short gap distances)
but will reduce this force for larger distances. Comparing to a normal mechanical spring for which
the restorative force can be described with, e.g., F = −kx′x̂ the behavior can be understood with
having a spring stiffness, k, that isn’t constant (although mechanical springs are only approximately
constant). In addition, as can be seen in Figure 2, changing the height (i.e., β) of the two arrays
also changes the characteristics of the force in a non-linear way that is dependent on the value of
the factor λ/α. For instance, a magnetization wavelength of λ/α = 0.25 will, quite quickly, increase
the maximal restorative force when increasing β whereas larger λ/α will not. This is important
as one can falsely be lead to believe that adding more magnetic material will linearly increase the
restorative force (which is not true). Looking at the characteristics of the forces shown in the figures
we can translate this to a spring stiffness that is dependent upon the magnetization wavelength,
dimensions as well as the gap distance. Thus, this imagined spring stiffness is hardly linear, i.e.,
k = k(λ/α, β, h).

In addition, a normal mechanical spring that is disturbed from its relaxed state will (barring
mechanical deformation) try to restore the spring to its natural, relaxed, state (i.e., form). For the
magnetic spring investigated here this isn’t so. If compressed, for the here given magnetizations,
the restorative force will act to separate the two Halbach arrays but if pulled apart no restorative
force acts on the two arrays to pull them back together again. (If the magnetization is changed as to
have a situation of “North-south”, then the two Halbach arrays will try to come together instead).
The situation can be likened to having the natural, relaxed, state of an infinite gap distance.
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Figure 1: The vertical restorative force created (on the upper array) using two opposing Halbach arrays for
cases of different wavelengths, λ (in relation to the width, α, of the Halbach arrays). The dimensions are here
α = 5 cm, β = 1 cm, γ = 1 cm and material with Br, of approximately 1.3T and µr = 1.5. The results are
acquired both using numerical simulations (FEMM) and Maxwell’s stress tensor (13). Both methods agree
very well. Notice the much lower force (i.e., at most a factor of 10) created between two normal magnets
of the same dimensions and maximum magnetization (M0). The small differences, between the MST and
FEMM results, in some cases, are due to the approximations made in order to acquire a simple analytical
expression. (As explained in [7], the case where λ/α = 2, the magnetic structures can’t be considered to be
a Halbach array anymore).
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Figure 2: Using (13) the restorative force (on the upper array) is calculated for β having ten equally spaced
values between β = 0.1 cm and β = 2 cm. As can be seen, for different λ/α, the change in β affects the
vertical force differently. The color scheme is the same as for the cases in Figure 1.

Furthermore, using two “normal” magnets of equal dimensions and maximum magnetization
(M0) will result in a much smaller restorative force that is, however, much more linear with the gap
distance compared to using Halbach arrays. Thus, for different applications that require different
characteristics the dimensions and magnetization wavelengths can be adapted to suit this.
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4. CONCLUSION

Using two Halbach arrays with opposing magnetizations will form a magnetic spring. The charac-
teristics of the restorative force for this magnetic spring will be highly non-linear and dependent on
the magnetization wavelength and actual dimensions of the Halbach arrays. Different configurations
(i.e., dimensions and magnetization wavelengths) can be made to fit different applications.
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Propagation of EM Fields through a Rotating Circular Hollow
Dielectric Cylinder: Numerical Simulation in 2Ds
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Abstract— The propagation of electromagnetic (EM) fields through a rotating circular hollow
lossless dielectric cylinder has been numerically simulated in two dimensions and the numerical
results were presented in this paper. The method of characteristics (MOC) is used to numeri-
cally solve the time-domain Maxwell equations. The passing center swing back grids (PCSBG)
technique was devised and introduced in collaboration of MOC in a modified O-type grid system.
The PCSBG scheme resolves the difficulty of the distortion of grid cells caused by the rotational
movement of the object. There are two types of cylinder were used in this work. They are
made of dielectric and impedance matching materials, illuminated by Gaussian EM pulses as the
excitation sources, and may either be at rest or rotate at extremely high angular frequencies for
better observation of its effects on the EM fields. The presented computational results, demon-
strated in a side-by-side manner for clear comparisons, are the electric field distribution over the
whole numerical domain and the EM fields sampled at the center of cylinder.

1. INTRODUCTION

The purpose of the present study is to numerically simulate the propagation of EM pulse through a
rotating circular hollow dielectric cylinder and observe the effects of the rotating vessel on the EM
fields. The MOC approach is used to solve the time-domain Maxwell equations in conjunction with
the PCSBG technique in the modified O-type grid system. The former is for the difficulty of grid
deformation caused by the rotating object while the latter for the satisfaction the requirement of
minimum number of points representing the highest frequency content of interest. MOC has been
reported to produce compatible results when compared with either that of finite-difference time-
domain (FDTD) [1] where infinite long PEC strip was illuminated Gaussian EM pulse or theoretical
values [2, 3] where a perfect surface was traveling and/or vibrating. Especially, in the Reference [3],
the perfect surface was traveling at extremely high velocity, 90% of the light speed. In addition,
MOC provides reasonable trends on the following cases: the effects of medium conductivity on
the propagation of EM pulse onto conducting dielectric half space [4] and the propagation of EM
pulse through lossless non-uniform dielectric slab [5]. To overcome the difficulty stemmed from the
rotating cylinder, thanks to the nature of MOC positioning all the field components in center of
the grid cell, the PCSBG technique was proposed in coalition with MOC [6, 7]. MOC with the aid
of PCSBG was demonstrated to yield reasonable computational results in the scattered EM fields
from rotating circular cylinder under the illumination of Gaussian EM pulse [8].
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Figure 1: Definition of problem.
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Figure 2: Modified O-type grid system.

2. THE PROBLEM AND THE PASSING CENTER SWING BACK GRIDS

The schematic diagram in Figure 1 depicts the definition of problem. The electric field intensity
has a Gaussian profile with a peak value of unity, a width of T = 0.2 ns measured from the center
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to the point of value of e−0.5, and a cut-off level at 100 dB for practical reasons. The hollow
cylinder is characterized by two radii r and R, the relative permittivity (εr) and permeability (µr),
and the angular velocity ω (counter-clockwise). The EM scattering problems require a minimum
quantity on the grid density. A regular O-type grid fails to meet such standard in long radius
regions. The modified O-type grid was proposed to settle the situation and a simplified version
of which is given in Figure 2(a) where the grid number circumferentially is doubled from zone to
zone. Figure 2(b) illustrates the two passing center swing back grids (PCSBGs) layers as well as
the definition of the materials that hollow cylinder is made of by giving εr and µr. Note that both
PCSBG layers are portions of air inside and outside of the cylinder and that during the process
only grids representing the rotating hollow cylinder and the two PCSBG layers are dynamic while
the rest of grids stationary.

Figure 3(a) displays the situation without any treatment two layers of grids immediately adjacent
to cylinder’s boundaries are badly twisted and suffer from deformation as the hollow cylinder
rotates, in which a black arrow indicates the direction of rotation. In Figures 3(b) and 3(c) a dark
bold line inside the hollow cylinder and two arrows in PCSBGs are used as indicators. PCSBG is
proposed to manipulate all skew grid lines to swing backward by one grid as in Figure 3(c) and
then resume the rotation. With the aid of PCSBGs, MOC overcomes the difficulty caused by the
rotating object.

(a) (b) (c)

Figure 3: PCSBG in a modified grid: (a) without swing back grids; (b) grid lines pass the center point and
are set to swing back; (c) after the swing back rotation continues.

3. THE PROBLEM SET UP

The present problem is featured by a circular hollow dielectric cylinder rotating at extremely high
angular frequency which is impractical for the purpose of clear demonstrations the effects of rotating
hollow cylinder (either εr = 4, µr = 1 or εr = µr = 2) on the propagation of the EM fields. The
dimensions of the numerical model are: r = 36 mm, R = 60mm, and domain boundary is 500 mm.
The angular frequency ω is set based on the span of time of the Gaussian envelop, i.e., 2W in
Figure 1. For a pulse width T = 0.2 ns, 2W is about 1.92 ns with a cut-off level of 100 dB. If the
cylinder rotates one tenth of one cycle within 2W , the instantaneous velocity of any point on the
outer surface of the cylinder is about 6.54% of light speed.

The grid density in the unit of points per meter is 250 uniformly in radial direction and ranges
from 210 to 680 in circumferential direction (the origin not included). The whole computational
domain is composed of three sections. There are three zones in each section: inside (16, 32, 64),
interior (64, 128, 256), and exterior (256, 512, 1024) of the hollow cylinder. The three numbers
given within parentheses are the grid numbers in each layer from zone to zone. In total, numbers
of layer and grid are 144 and 88000, respectively.

4. NUMERICAL RESULTS

Figure 4 illustrates the electric field intensity (Ez) distribution plots for hollow cylinder of εr = 4
and µr = 1, respectively sampled at 1.033 and 1.833 ns for three different angular frequencies of
0.1 and 0.5. Similar set of plots is given in Figure 5 for cylinder made of impedance matching
material (εr = µr = 2). A number is given below each plot to indicate the angle degrees that the
cylinder rotates at the sampling time. It is obvious that the reflected EM fields can be observed
in the second and third rows of Figure 4 while they are undetectable in Figure 5 since the latter
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(a) 19.38o (b) 58.13o  (c) 96.88o

(d) 34.38o  (e) 103.14o  (f) 171.91o

Figure 4: Electric field (Ez) distributions for cylinder (εr = 4, µr = 1) rotating at three different angular
frequencies of (a), (d) 0.1, (b), (e) 0.3, and (c), (f) 0.5 sampled at (a), (b) (c) 1.033 and (d), (e) (f) 1.833 ns.

(a) 19.38o (b) 58.13o (c) 96.88o

(d) 34.38o  (e) 103.14o  (f) 171.91o

Figure 5: Electric field (Ez) distributions of cylinder (εr = µr = 2) rotating at three different angular
frequencies of (a), (d) 0.1, (b), (e) 0.3, and (c), (f) 0.5 sampled at (a), (b) (c) 1.033 and (d), (e) (f) 1.833 ns.

is made of impedance matching material. The effects of the rotating hollow cylinder on the EM
fields is noticeable, as speed increases the fields are dragged towards lower right for the following
reasons: EM fields propagate at slower speed interior of cylinder than in air, and consequently stay
in hollow cylinder for a longer time; the EM fields in the lower portion of cylinder propagate in the
same direction as the cylinder while the upper opposite, which is getting more perceptible as speed
increases.

There is no magnetic field component (solid lines) along the x-axis passing the cylinder center as



1336 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

(a) (b)

Figure 6: EM fields recorded at the cylinder (εr = 4, µr = 1) center: (a) ω = 0, (b) ω = 0.3.

(a) (b)

Figure 7: EM fields recorded at the cylinder (εr = µr = 2) center: (a) ω = 0, (b) ω = 0.3.

in Figures 6(a) and 7(a). In both sets of graphs the incident electric field components (dotted lines)
are given as a reference. Given in Figures 6(b) and 7(b), it is apparent that x-components of the
magnetic fields (Hx) are no longer null in magnitude due to the rotation of the hollow cylinder and
fluctuate with greater magnitudes in the dielectric cylinder than that in the impedance matching
one. The larger level of fluctuation is originated from the facts that EM fields seem to be trapped
interior of the dielectric vessel due to slower in speed and multiple reflection/transmission between
interfaces while in the impedance matching vessel such phenomena are barely detectable.

5. CONCLUSION

In this paper, it has been shown that the method of characteristics integrating with the passing
center swing back grids technique and solving the time-domain Maxwell equations in the modified
O-type grid system, which not only overcame the difficulty of grid distortion due to the rotation
of the object of interest but also met the criterion of minimum grid points within the shortest
wavelength content. Furthermore, it produced computational outcomes bearing feasible trends of
how the rotation of hollow cylinder affects the EM fields by demonstrating the field distribution
over the numerical domain and the EM fields sampled at the cylinder center.
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Abstract— In view of the existing problems of trajectory model for ballistic missile, a method
for full trajectory model of a ballistic missile over a rotating, ellipsoid earth has been developed.
The method is based on the theory of minimal energy. The error of flight range is calculated
with the method of Bessel’s geodetic inverse solution and fourth-order Runge-Kutta, and then
corrected by dichotomy iteration. The process is repeated until the ballistic missile impacts the
target location within a predefined miss distance tolerance. Simulation results show that both the
speed of ballistic generation and confidence get a noticeable rise with the established trajectory
model in this paper.

1. INTRODUCTION

A ballistic trajectory is the path of an object that is dropped, thrown, served, launched. In the
extraction technology for ballistic targets, establish ballistic trajectory model is the first step.
One of the earliest studies of trajectory prediction and determination was conducted by Johann
Heinrich Lambert. A method for the determination of the ballistic trajectory was developed with
only giving the launch position and impact point over a spherical model [1]. A practical analytical
approximation of projectile trajectories in 2D and 3D roughly based on linear drag model was
introduced [2]. The ballistic missile trajectory based on elliptic trajectory theory and 4D external
trajectory model was predicted [3]. B. Xiao [4] researched a method of energy ballistic orbit,
based on the theory of two-body orbit trajectory, but without considering the characteristics of
different flight phases for missile, F. Zhang [5] firstly obtained terminal ballistic parameters without
considering the earth rotation, then corrected the terminal velocity by iteration to reduce the
affection of the earth rotation. In many existing methods, the characteristics of different flight
phases, the affection of the earth rotation and the low speed of ballistic generation are often
ignored, and other contributions rely on a prior information. According to these researches, an
iterative optimization method is proposed to establish a full ballistic trajectory model in this paper.
Firstly, ballistic parameters at burnout point are initially estimated according to the theories of
minimal energy trajectory and elliptic trajectory. Secondly, dynamic differential equations and
missile airframe state vector are established. Finally, the error of flight range is calculated with
the method of Bessel’s geodetic inverse solution and fourth-order Runge-Kutta, and corrected by
dichotomy iteration until the ballistic missile impacts the target location within a predefined miss
distance tolerance. It turns out that the method can markedly decrease the iterations, speed
up ballistic generation and improve the accuracy of the result. Moreover, the trajectory model
established in this paper has been used in a signature extraction system for missile herd targets,
and has shown good performance.

X s

Z s /YeYs

O

X

Y
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X e
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Figure 1: Coordinate system definition.
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2. COORDINATE TRANSFORMATION

According to the flight dynamics, the mathematics model which describes targets motion principles
would be highly simplified if choosing suitable reference system. The coordinate systems used in
establishing kinematic equations for missile are Launch frame (Xe, Ye, Ze), East-North-Up (ENU)
frame (Xs, Ys, Zs) and Earth-Centered-Inertial (ECI) frame (X, Y, Z), AT is azimuth. Figure 1
depicts the three coordinate systems. As depicted in Figure 1, the transformation from an ENU
position vector to an ECI position vector is given by the following vector-matrix operation

reci = Cs
erenu (1)

the elements of the transformation matrix Cs
e are given by

Cs
e =

[ − sin j0 cos j0 0
− sinw0 cos j0 sinw0 sin j0 cosw0

cosw0 cos j0 cosw0 sin j0 sinw0

]
(2)

Here w0 is the longitude, and j0 is the latitude.

3. MINIMAL ENERGY TRAJECTORY MODEL

A method to determine the trajectory of a ballistic missile over a rotating, ellipsoid earth is de-
veloped with only giving the launch position, impact position, range angle in free-flight phase and
geocentric distance at burnout point. Initial ballistic parameters at burnout point are estimated
according to the theories of minimal energy trajectory and elliptic trajectory. In order to simplify
the complexity of model, particle dynamic equations in flight and missile airframe state vector are
established. Finally, The error of flight range is calculated with the method of Bessel’s geodetic
inverse solution and fourth-order Runge-Kutta, and corrected by dichotomy iteration. The process
is repeated until the ballistic missile impacts the target location within a predefined miss distance
tolerance.

3.1. Ballistic Parameters

The exact mathematical relationship among range angle in free-flight phase βe, energy parameter
γk and optimum ballistic angle θk are given by the following equation

sin
βe

2
=

γk

2e
sin 2θk (3)

e =
√

1 + γk(γk − 2) cos2 θk (4)

where e is ellipse eccentricity. The relationship between γk and θk is deduced and the optimum θk

is obtained if βe is given by the method of maximum-minimum. γk is determined by rk and Vk, the
equation is as follow

γk =
rkV

2
k

u
(5)

rk is the geocentric distance from burnout point to the earth’s center, and Vk is the missile speed
in this point. If rk is given, the argument of γk is determined by Vk, and when θk is optimal, γk

is minimal, Vk would also be minimal, similarly, the energy cost in full missile flight would also be
minimum.

3.2. Boost Phase Trajectory Model

Dynamic and kinematic model for missile in boost flight phase is established in ECI coordinate
system after analyzing the forces of missile in the phase, and the roles of missile are decided by
propulsion, gravity, aerodynamic resistance, Coriolis and centripetal. A standard ellipsoid model
of the earth is established and corrected by the second harmonic, dynamic equations in this flight
phase are as follows

ṗ =v v̇ = aP+aD+aG+acor+acen (6)

Here aP is propulsion acceleration, the direction is linear in velocity. aD = CD(v(t))Sρ(h(t))v2(t)
2m(t)

is aerodynamic resistance acceleration, the direction is opposite to velocity, CD(v) is resistance
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coefficient, ρ(h) is air density. aG is gravity acceleration, acor is Coriolis acceleration, and kinematic
acenis centripetal acceleration. Kinematic equations for missile are as follows:





v̇x = (ap − aD − acen) vx

v0
− u

r3
0

(
px + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

px

)
− acor

px

r0

v̇y = (ap − aD − acen) vy

v0
− u

r3
0

(
py + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

py

)
− acor

py

r0

v̇z = (ap − aD − acen) vz

v0
− u

r3
0

(
pz + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

pz

)
− acor

pz

r0

(7)

where, r0 =
√

p2
x + p2

y + p2
z) is the scalar distance from missile to the center of the earth, v0 =√

v2
x + v2

y + v2
z is the scalar velocity or speed of the missile, Ce = 3J2R2

2 and J2 is the second
harmonic.

3.3. Post-boost Phase Trajectory Model
3.3.1. Dynamic and Kinematic Model in Post-boost Phase
Dynamic and kinematic model for missile in post-boost flight phase is established in ECI coordinate
system, comparing to the forces of missile in boost phase, there is no propulsion, dynamic equations
are as follows

ṗ =v v̇ = aD+aG+acor+acen (8)

Kinematic equations for missile are as follows:



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v0
− u

r3
0

(
px + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

px

)
− acor

px

r0

v̇y = (−aD − acen) vy

v0
− u

r3
0

(
py + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

py

)
− acor

py

r0

v̇z = (−aD − acen) vz

v0
− u

r3
0

(
pz + Ce

r2
0

(
1− 5

(
pz

r0

)2
)

pz

)
− acor

pz

r0

(9)

The missile airframe state vector is comprised of 6 elements that define the missile position and
velocity. This state vector is written as

X = (px,py,pz,vx,vy,vz) (10)

Aiming to the problem of no solution to these nonlinear differental equations, the method of fourth-
order Runge-Kutta is applied to numerical integration in this paper, fourth-order Runge-Kutta
equations is written as

Xi+1 = Xi +
h

6
(X1i + 2X2i + 2X3i + X4i)





X1i = fi(t,Xi)
X2i = fi(t + h

2 ,Xi + h
2X1i)

X3i = fi(t + h
2 ,Xi + h

2X2i)

X4i = fi(t + h
2 ,Xi + hX3i)

(11)

where h is the integration step. Simulations show that fourth-order Runge-Kutta is highly accurate
than higher-order Runge-Kutta.

3.3.2. Dichotomy Iteration
The following expression is to determine whether the simulation results within a predefined miss
distance tolerance

∆s = |ST − SP | < ε (12)

ST is geodetic distance, called theoretical flight range, which is estimated by the method of Bessel’s
geodetic inverse solution. The main idea of the method is that two points on the ellipsoid are
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Figure 2: Bessel projection operation.

Figure 3: Simulation order of operation. Figure 4: The range error vs. iteration time.

(a) (b) (c)

Figure 5: Ballistic missile trajectory. (a) Altitude vs. range. (b) velocity vs. time. (c) Minimal energy
trajectory.

projected onto a secondary sphere based on the conditions of Bessel ellipsoid projection, then
calculated by solving a spherical triangle. Figure 2 shows the procedure of Bessel projection. ST is
written as

S = Aσ +
(
B′′ + C ′′y

)
sinσ (13)

σ and y are calculated by the geodetic longitude and geodetic latitude at launch point and
impact point, all the coefficients in Eq. (13) are calculated with Krasophuskii ellipsoid elements.
SP is practical flight range which is integrated by the method of fourth-order Runge-Kutta in the
procedure of missile trajectory simulation.

The steps of dichotomy iteration and error correction can be summarized as follows:
1) Calculate ST by Eq. (13) without considering the earth rotation in first iteration.
2) Generate the ballistic trajectory according to the dynamic and kinematic model established

in this paper, save SP and the flight time T in trajectory generation, calculate ∆s.
3) Repeat first step, calculate ST with taking into account the angle caused by the affection of

the earth rotation in step 2). Then repeat second step, using the method of dichotomy iteration to
correct ∆s by adjusting the terminal velocity scalar, the whole process is repeated until the ballistic
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missile impacts the target location within a predefined miss distance tolerance ε, ε = 10.
Figure 3 shows the algorithm of the whole trajectory simulation program.

4. SIMULATION

The simulation results in the paper show that the flight range error is 0.03684 m with 15 iteration
times by the method of dichotomy iteration, Figure 4 shows the change of range error with iteration
times.

Figure 5 shows the altitude and velocity of missile in whole flight and the full ballistic trajectory
in 3D.

5. CONCLUSION

Large quantities of missile flight data is demanded in the technology of signature extraction for
missile herd targets, rapid and highly accurate trajectory generation has important practical sig-
nificance. In the paper, a method for full ballistic trajectory model of a ballistic missile over a
rotating, ellipsoid earth is developed, and the ballistic trajectory generation is highly accelerated
by iterative optimization. Simulation results show that the method has a high degree of confidence.
A logical upgrade to the simulation is that improving the method of iteration to correct the er-
ror exactly from two points (range and azimuth). The idea will decrease the iteration times and
improve simulation confidence, finally contribute to a more accurate trajectory, especially for long
flight time missile.
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Abstract— J. C. Maxwell applied the quaternion analysis to describe the electromagnetic
theory. While A. Einstein depicted the gravitational theory by means of the tensor analysis and
curved Four-spacetime. At present the scholars research the electromagnetic and gravitational
features, making use of the complex-quaternion/octonion curved space. It is capable of defining
the parallel translation and covariant derivative of the complex-octonion curved space, by means
of the orthogonality of two complex octonions, depicting simultaneously the electromagnetic
and gravitational features in the complex-octonion curved space. The study reveals that the
connection coefficient and curvature of the complex-octonion curved space have an influence on
the field strength and field source of the electromagnetic and gravitational fields, impacting the
angular momentum, torque, and force, especially the electromagnetic force in the curved space.

1. INTRODUCTION

In order to define the component of one physics quantity in the curve coordinate system, it is
necessary to introduce the tangent-frame component of one point in the curved space in the paper.
Apparently the tangent frame belongs to the affine frame. In general the tangent-frame components
are neither same length, nor perpendicular to each other. For the pseudo-Riemann space [1] in the
General Theory of Relativity, the tangent-frame component may be the vector or the scalar. In
the quaternion or octonion curved space, the tangent-frame component may be the quaternion or
octonion respectively.

For the gravitational and electromagnetic theories in the curved space, not all affine frames
are suitable to be chosen as the curve coordinate system. And it is essential to demarcate and
filter out the appropriate affine frames farther. When we study the physics quantity and relevant
features in the curved space, it is proper to stipulate to choose the orthogonal affine frame (or
the orthogonal curve coordinate system), for the sake of reducing the correlative mathematical
difficulty. Subsequently the physics quantity in the orthogonal affine frame can be transformed
into that in one orthogonal and unitary affine frame, in order to draw a comparison between the
physics quantity in the flat space with that in the tangent space of the curved space.

According to this arrangement, the gravitational and electromagnetic theories can be extended
from the flat space into the curved space. Firstly, transform the gravitational and electromagnetic
theories in the flat space into that under the orthogonal and unitary affine frame of the tangent
space in the curved space; Secondly, transform the gravitational and electromagnetic theories in
the orthogonal and unitary affine frame into that in the orthogonal affine frame; Thirdly, in the
orthogonal affine frame, study the influence of the curved space on the force and so forth in the
gravitational and electromagnetic fields.

2. COMPLEX-OCTONION CURVED SPACE

In the complex-quaternion flat space, the complex-quaternion radius vector is Rg(ih0, h1, h2, h3),
with the basis vector being ii. Meanwhile, in the complex-S-quaternion flat space [2], the complex-
S-quaternion radius vector is Re(iH0,H1,H2,H3), with the basis vector being Ii. In the complex-
octonion flat space, two radius vectors, Rg(ih0, h1, h2, h3) and Re(iH0,H1,H2,H3), can be com-
bined together to become one complex-octonion radius vector,

R(hr) = Rg + kegRe = ih0i0 + hpip + ih4i4 + h4+pi4+p, (1)

where hj+4 = kegH
j , and ij+4 = Ij . i20 = 1, and i2f = −1. i2r = ir ◦ ir, for each subscript r.

Rg = ih0i0 + hpip. Re = iH0I0 + HpIp. ◦ is the octonion multiplication. hi and H i are all real.
r, s, t, u = 0, 1, 2, 3, 4, 5, 6, 7. f = 1, 2, 3, 4, 5, 6, 7.

According to the multiplication of octonion, the norm S is written as, S2 = R ◦ R∗. The
differential, dS, of the norm is able to be chosen as the arc length of the complex-octonion (rather
than the real-octonion) curved space. Obviously, in case the contribution of Re can be neglected,
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this norm will accord with the requirement of space-time interval in the physics. Herein ∗ is the
octonion conjugate.

In the complex-quaternion curved space for the gravitational field, the complex-quaternion ra-
dius vector is, Rg(iu0, u1, u2, u3), with the tangent-frame quaternion being ei. In the complex-
S-quaternion curved space for the electromagnetic field, the complex-S-quaternion radius vector
is, Re(iU0, U1, U2, U3), with the tangent-frame S-quaternion being Ei. In the tangent space of
complex-octonion curved space, the complex-octonion radius vector is, R(ur) = Rg(iu0, u1, u2, u3)+
kegRe(iU0, U1, U2, U3). Making use of the transforming, uj+4 = kegU

j and ej+4 = Ej , the complex-
octonion radius vector can be written as, R(ur) = iu0e0 + upep + iu4e4 + u4+pe4+p.

In the orthogonal and nonunitary affine frame, the metric of complex-octonion curved space is,

dR2 = dR∗ ◦ dR = grsdurdus, (2)

where the metric coefficient is, grs = e∗r ◦ es . The orthogonal tangent-frame octonion is, er =
∂R/∂ur. e0 is the scalar part, while ef is the component of vector part. e2

r is real and nonunitary.
e2

r = er ◦ er, for each subscript r. u0 = v0t, v0 is the speed of light, and t is the time. ui and U i

are all real.
However, in the complex-octonion curved space, what the paper will be involved in is, the

mathematical manipulation between the quaternion operator (rather than the octonion operator)
in the complex quaternion space, with the physics quantity of electromagnetic field in the S-complex
quaternion space. So that the discussion of the space-time interval in the paper will be constrained
to deal only with the component of the complex-quaternion radius vector, Rg.

In one complex octonion space, when the product of two complex octonions, G(ig0, gf ) and
Q(iq0, qf ), is equal to zero, that is, G∗ ◦ Q = 0, two octonions, G and Q, are perpendicular to
each other. This definition is called as the octonion orthogonality. Therefore it is able to define
one parallel translation in the complex-octonion curved space, including the quaternion parallel
translation in the complex-quaternion curved space. Herein gr and qs are all real.

In the complex-octonion curved space, the complex-octonion physics quantity A1, in the tangent
space T1 of one point M1 on the complex-octonion manifold, can be disassembled in the tangent
space T2 of the point M2 near M1. According to the definition of octonion orthogonality, A1 can be
separated into the projection component A2 in T2, and the orthogonal component G2 perpendicular
to T2. While A2 is named for the parallel translation from A1. And this definition is called as the
octonion parallel translation. Especially, when the scalar parts of A1 and of A2 are all null, A1

and A2 both will be degenerated into the vectors. Further the orthogonality of octonion is reduced
to that of vector, and the octonion parallel translation to the Levi-Civita parallel translation.
When the complex octonion is reduced to the complex quaternion, the orthogonality of octonion
is degenerated into that of quaternion, and the octonion parallel translation into the quaternion
parallel translation (Table 1).

For the first-rank contravariant tensor Y s(Q) of one point Q in the complex-octonion curved
space, the component of octonion covariant derivation with respect to the coordinate ut is,

OtY
s = ∂Y s/∂ut + Γs

rtY
r, (3)

Table 1: Comparison of major characteristics in some flat and curved spaces.

Term pseudo-Euclidean pseudo-Riemann Quaternion space Octonion space
space space

tangent space vector space vector space quaternion space octonion space
orthogonality vector vector quaternion octonion

parallel translation normal Levi-Civita quaternion octonion
tangent frame vector/scalar vector/scalar quaternion octonion

metric scalar product scalar product scalar product scalar product
among vectors among vectors of quaternions of octonions

and scalars and scalars
connection coefficient Γi

jk Γi
jk Γi

jk Γs
rt

covariant derivation ∂kAi ∇kAi ∇kAi ∇tA
s
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where Γs
rt is the connection coefficient. gus = (gus)−1, and Γs

rt = (1/2)gus(∂gru/∂ut + ∂gut/∂ur −
∂gtr/∂uu). Y s is real.

3. ELECTROMAGNETIC FIELD EQUATIONS

In the complex-octonion curved space, the electromagnetic potential had been transformed from the
orthogonal and unitary rectangular coordinate system (flat space) to the orthogonal and nonunitary
affine frame (tangent space). From the integrating function of field potential, X, the octonion field
potential, A = Ag + kegAe, is defined as,

A = i¤× ◦ X, (4)

where A = i¤× ¯ X + i¤× ⊗ X. X = Xg + kegXe. The gravitational potential, Ag(ia0, a1, a2, a3),
is defined from the integrating function of gravitational potential, Xg, that is, Ag = i¤× ◦ Xg.
Ag = i¤× ¯ Xg + i¤× ⊗ Xg. i¤× ¯ Xg and i¤× ⊗ Xg denote respectively the scalar and vector
parts of Ag. ¤ai = ie0O0a

i + δpqepOqa
i. ∇ai = δpqepOqa

i. ei = gijej . Xg = xjej . The gauge
equation is chosen as, ∇ × (xpep) = 0. Ag = ia + a. a = a0e0, and a = apep. The integrating
function, Xe, of electromagnetic potential is one S-quaternion physics quantity, and Xe = XjEj .
The electromagnetic potential is Ae(iA0, A1, A2, A3) = i¤× ◦ X. Ae = i¤× ¯ Xe + i¤× ⊗ Xe.
i¤× ¯Xe and i¤× ⊗Xe denote respectively the scalar and vector parts of Ae. The gauge equation
is chosen as, ∇ × (XpEp) = 0. Ae = iAQ + A. AQ = A0E0, and A = ApEp. Apparently, in
the affine frame (Table 2), the electromagnetic potential includes not only the physics quantity
(in the complex-S-quaternion curved space) but also the spatial parameter of curved space (in the
complex-quaternion curved space). × is the complex conjugate. ai and Ai are all real.

The octonion field strength, F = Fg + kegFe, is defined as,

F = ¤ ◦ A, (5)

where F = ¤¯A+¤⊗A. The gravitational strength, Fg(if0, f1, f2, f3), is defined as, Fg = ¤◦Ag.
Fg = ¤ ¯ Ag + ¤ ⊗ Ag. The scalar part of Fg is, ¤ ¯ Ag = if0e0, and the vector part of Fg is,
¤⊗Ag = fpep. The gauge equation of gravitational potential is chosen as, f0 = 0. The vector part
of gravitational strength can be separated into two components, fpep = ig/v0+b. One component,
g/v0 = (e0O0)◦a+∇◦a, is relevant to the acceleration, while the other, b = ∇×a, is associated in
the precession angular velocity [3]. The electromagnetic strength is, Fe(iF 0, F 1, F 2, F 3) = ¤ ◦ Ae.
Fe = ¤ ¯ Ae + ¤ ⊗ Ae. The scalar part of Fe is, ¤ ¯ A = iF 0E0 , and the vector part of Fe is,
¤⊗Ae = F pEp. The gauge equation of electromagnetic potential is chosen as, F 0 = 0. The vector
part of electromagnetic strength can be separated into two components, F pEp = iE/v0 + B. One
component, E/v0 = (e0O0) ◦A+∇◦Aq, is the electric field intensity, while the other, B = ∇×A,
is the magnetic flux density. f0 and F 0 are real, and fp and F p are the complex numbers.

The octonion field source, µS = µgSg + kegµeSe, is defined as follows,

− µS = −(µgSg + kegµeSe − iF∗ ◦ F/v0) = (¤ + iF/v0)∗ ◦ F, (6)

where −µgSg = ¤∗ ◦ Fg, and −µeSe = ¤∗ ◦ Fe. −µgSg = ¤∗ ¯ Fg + ¤∗ ⊗ Fg, while −µeSe =
¤∗ ¯ Fe + ¤∗ ⊗ Fe. The scalar part of Sg is, −¤∗ ¯ Fg/µg = is0e0, which is associated in the
mass density. And the vector part of Sg is, −¤∗ ⊗ Fg/µg = ispep, which is relevant to the density

Table 2: The multiplication of the operator and the physics quantity in the complex-octonion curved space.

definition expression meaning
∇ · (epa

p) (e1 · e1)O1a
1 + (e2 · e2)O2a

2 + (e3 · e3)O3a
3

∇× (epa
p) (e2 × e3)(O2a

3 − O3a
2) + (e3 × e1)(O3a

1 − O1a
3) + (e1 × e2)(O1a

2 − O2a
1)

∇ ◦ (e0a
0) (e1 ◦ e0)O1a

0 + (e2 ◦ e0)O2a
0 + (e3 ◦ e0)O3a

0

(e0O0) ◦ (epa
p) (e0 ◦ e1)O0a

1 + (e0 ◦ e2)O0a
2 + (e0 ◦ e3)O0a

3

∇ · (EpA
p) (e1 ·E1)O1A

1 + (e2 ·E2)O2A
2 + (e3 ·E3)O3A

3

∇× (EpA
p) (e2 ×E3)(O2A

3 − O3A
2) + (e3 ×E1)(O3A

1 − O1A
3) + (e1 ×E2)(O1A

2 − O2A
1)

∇ ◦ (E0A
0) (e1 ◦E0)O1A

0 + (e2 ◦E0)O2A
0 + (e3 ◦E0)O3A

0

(e0O0) ◦ (EpA
p) (e0 ◦E1)O0A

1 + (e0 ◦E2)O0A
2 + (e0 ◦E3)O0A

3
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of linear momentum. The electromagnetic source is Se(iS0, S1, S2, S3). The scalar part of Se is,
−¤∗ ¯ Fe/µe = iS0E0, and is associated in the density of electric charge. And the vector part of
Se is, −¤∗⊗Fe/µe = SpEp, and is relevant to the density of electric current. µ, µg, and µe are the
coefficients.

4. OCTONION ANGULAR MOMENTUM

In the complex-octonion curved space, the octonion linear momentum, P(pi, P i) = Pg + kegPe, is
defined from the octonion field source,

P = µS/µg, (7)

where the component of the octonion linear momentum, P, in the complex quaternion space is,
Pg = {µgSg−(iF/v0)∗◦F}/µg = p0e0+pqeq. And the component of the octonion linear momentum,
P, in the complex S-quaternion space is, Pe = µeSe/µg = P 0E0 + P qEq. pi and P i are all real.

Subsequently, in the complex-octonion curved space, the octonion angular momentum, L(li, Li) =
Lg + kegLe, can be defined from the octonion linear momentum and radius vector,

L = (R+ krxX)× ◦ P, (8)

where L = (R+krxX)×¯P+(R+krxX)×⊗P. The component of the octonion angular momentum,
L, in the complex quaternion space is, Lg = (Rg +krxXg)×◦Pg +k2

eg(Re+krxXe)×◦Pe = l0e0+ lqeq.
And the component of the octonion angular momentum, L, in the complex S-quaternion space is,
Le = (Rg + krxXg)× ◦ Pe + (Re + krxXe)× ◦ Pg = L0E0 + LqEq. li and Li are all real.

5. OCTONION FORCE

In the complex-octonion curved space, the octonion torque, W(wi, W i) = Wg + kegWe, is defined
from the octonion linear momentum,

W = −v0(¤ + iF/v0) ◦ L , (9)

where W = v0(¤ + iF/v0)¯ L+ v0(¤ + iF/v0)⊗ L. The component of the octonion torque, W, in
the complex quaternion space is, Wg = −(iFg ◦ Lg + ik2

egFe ◦ Le + v0¤ ◦ Lg) = w0e0 + wqeq. And
the component of the octonion torque, W, in the complex S-quaternion space is, We = −(iFg ◦Le +
iFe ◦ Lg + v0¤ ◦ Le) = W 0E0 + W qEq. wi and W i are all real.

In the complex-octonion curved space, the octonion force, N(ni, N i) = Ng + kegNe, is defined
from the octonion torque,

N = −(¤ + iF/v0) ◦W, (10)

where N = (¤ + iF/v0) ¯W + (¤ + iF/v0) ⊗W. The component of the octonion force, N , in
the complex quaternion space is, Ng = −(iFg ◦Wg/v0 + ik2

egFe ◦We/v0 + ¤ ◦Wg) = n0e0 + nqeq.
And the component of the octonion force, N, in the complex S-quaternion space is, Ne = −(iFg ◦
We/v0 + iFe ◦Wg/v0 + ¤ ◦We) = N0E0 + N qEq. ni and N i are all real.

In the above, the term, (¤ + iF/v0)¯W = n0e0, denotes the scalar part of the octonion force,
N. While the term, (¤ + iF/v0) ⊗W = nqeq + keg(N0E0 + N qEq), indicates the vector part of
the octonion force, N. The real part of the term, n0e0, is relevant to the mass continuity equation.
While the real part of the term, N0E0, is associated with the current continuity equation. For
the term, nqeq, its imaginary part is connected with the force, and corresponded with the linear
acceleration. And that its real part is corresponded with the precession angular velocity.

In the complex-octonion curved space, the imaginary part of (npep)/2 is the force density, in
the gravitational and electromagnetic fields, that is,

f = Im {(npep) /2} , (11)

where the force density f includes the inertial force, gravitational force, electromagnetic force,
energy gradient force, and additional force term caused by curved space. The additional force term
is relevant to the connection coefficient and curvature and so forth of the curved space.

The electromagnetic force, Fe = −B× (SqEq) + E ◦ (S0E0)/v0, in the curved space is,

Fe = − (
B2S3 −B3S2

)
E2 ◦E3 −

(
B3S1 −B1S3

)
E3 ◦E1 (12)

− (
B1S2 −B2S1

)
E1 ◦E2 +

(
S0Ep/v0

)
Ep ◦E0, (13)
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where the product, Ei ◦ Ej , belongs to the complex-quaternion curved space, according to the
multiplication of octonion.

When the octonion field potential is chosen as the first-rank tensor in the complex-octonion
curved space, the octonion linear momentum, angular momentum, and torque will be involved
in the some spatial parameters of the complex-octonion curved space (Table 3). It means that
the curved space has an influence on the octonion force, including the force, the mass continuity
equation, and the current continuity equation.

Table 3: Some definitions of the physics quantity relevant to the gravitational and electromagnetic fields in
the complex-octonion curved space.

physics quantity definition
radius vector R = Rg + kegRe

integral function X = Xg + kegXe

field potential A = i¤× ◦ X
field strength F = ¤ ◦ A
field source µS = −(iF/v0 + ¤)∗ ◦ F

linear momentum P = µS/µg

angular momentum L = (R+ krxX)× ◦ P
octonion torque W = −v0(iF/v0 + ¤) ◦ L
octonion force N = −(iF/v0 + ¤) ◦W

6. CONCLUSIONS

In the complex-octonion curved space, from the definitions of octonion orthogonality, parallel trans-
lation, and covariant derivative, it is able to inference the octonion field potential, field strength,
field source, linear momentum, angular momentum, torque, and force and so on in the gravitational
and electromagnetic fields. The force consists of the inertial force, gravitational force, electromag-
netic force, energy gradient, and additional force term caused by the complex-octonion curved
space. The connection coefficient and curvature of the complex-octonion curved space may impact
the additional force term. The study reveals that one may appraise the deviation amplitude of the
complex-octonion curved space departure from its flat space, by means of the measurements of the
field potential, field strength, and force and so forth.

It should be noted that the paper discussed only some simple cases about the influences of the
complex-octonion curved space on the field potential, field strength, and force and so forth. However
it clearly states that the connection coefficient, curvature and other spatial parameters of the curved
space exert an influence on the physics features of gravitational and electromagnetic fields. In the
following study, it is going to explore the impact of the force, in the strong gravitational and
electromagnetic fields, on the movement statues of one charged objective in the complex-octonion
curved space. Moreover, it may intend to describe the gravitational and electromagnetic theories
with some generalized frames, and then transform the field theories into that in the orthogonal
affine frame by means of the appropriate transformation.
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Abstract— The paper studies the influence of angular velocity on the electromagnetic force
for one rotational charged object. In the complex octonion space, the radius vector and the
integrating function of field potential can be combined together to become one compounding
radius vector. The latter may be considered as the ‘radius vector’ in the complex-octonion
compounding space (one function space). The complex-octonion compounding space will be
regarded as the extension of one complex-octonion compounding field. In the complex-octonion
compounding field, the angular velocity will impact the compounding field strength, field source
and linear momentum and so on. The study reveals that the angular velocity has a direct influence
on the compounding angular momentum, compounding torque, and compounding force and so
forth, including the compounding force term exerting on the rotational charged object.

1. INTRODUCTION

The quaternion was applied by J. C. Maxwell to research the electromagnetic theory. Nowadays
some scholars studied the electromagnetic and gravitational fields by means of the complex quater-
nion. The complex quaternion space for gravitational fields and that for electromagnetic fields can
be combined together to become one complex octonion space. As a result the physics feature of
two fields can be described simultaneously with the complex octonion [1], including the force in the
presence of the gravitational field, electromagnetic field, and angular velocity.

In the complex octonion space, the radius vector and the integrating function of field potential
are able to be combined together to become the compounding radius vector, which may be con-
sidered as the ‘radius vector’ in the compounding space (or one function space). In the physics,
the space is the extension of the field [2]. Similarly the compounding space will be regarded as the
extension of the compounding field. By analogy the field and space should be generalized to the
compounding field and compounding space respectively. Further it is fit for studying the impact of
the angular velocity on the field strength and field source and so on, from the compounding field
and compounding space.

Making use of the complex octonion, the paper claims that there are some kinds of equilibrium
states in these two fields. The field potential and velocity ratio both will impact the field strength,
field source, and equilibrium state. So the variation of field potential may alter the force or torque.
This inference may figure out the physical phenomenon relevant to the over-speed movement of
stars on the fringe of a galaxy [3], although this uncertainty remains as puzzling as ever.

2. GRAVITATIONAL SOURCE

In the complex quaternion space for the gravitational field, the basis vector is Hg = (i0, i1, i2, i3),
and the radius vector is Rg = ir0i0 + Σrjij . The radius vector can be combined with the physical
quantity, Xg = ix0i0 + Σxjij , to become the compounding radius vector,

R̄g = Rg + krxXg, (1)

where R̄g = ir̄0 + r̄ = ir̄0i0 + Σr̄jij . Xg is the integrating function of complex-quaternion gravita-
tional potential, Ag = ia0i0 + Σajij . i is the imaginary unit. r0 = v0t; v0 is the speed of light; t
denotes the time. r̄k, rk, ak, and xk are all real. krx = 1/v0. i0 = 1. j = 1, 2, 3; k = 0, 1, 2, 3.

In the mathematics, R̄g may be considered as one ‘radius vector’ in the compounding space
of complex quaternions, which is one kind of function space with the quaternion basis vector Hg.
Further the Ag and complex-quaternion velocity ratio, Tg = it0i0 + Σtjij , will combine together to
become the complex-quaternion compounding velocity ratio,

T̄g = Tg + krxAg, (2)
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where Tg = i¤× ◦ Rg; Ag = i¤× ◦ Xg; T̄g = i¤× ◦ R̄g = it̄0i0 + Σt̄jij . ¤ = ii0∂0 + Σij∂j , with
∇ = Σij∂j , and ∂k = ∂/∂rk. The symbol ◦ denotes the octonion multiplication. × denotes the
complex conjugate. t̄k, ak, and tk are all real.

Similarly, in this complex-quaternion compounding space, the complex-quaternion compounding
gravitational potential is defined as,

Āg = Ag + KrxTg, (3)

where Āg = i¤× ◦ X̄g = iā0i0 + Σājij . X̄g = Xg + KrxRg. Krx = 1/krx. āk is real.
Further the complex-quaternion compounding gravitational strength, F̄g = f̄0i0 + Σf̄jij , is

defined from the above,

F̄g = ¤ ◦ Āg = Fg + KrxYg, (4)

where the curl of velocity ratio is, Yg = ¤ ◦ Tg = iy0i0 + Σyjij . The gravitational strength is,
Fg = ¤ ◦ Ag = if0i0 + Σfjij . In the gravitational field, ϕ is the scalar potential, while a is the
vectorial potential. The gauge equation is, −f̄0 = ∂0ā0 − ∇ · ā = 0. a0 = ϕ/v0 is the scalar.
a = Σ(ajij), ā = Σ(ājij). f̄k, fk, and yk are all real.

In the complex-quaternion compounding space, the complex-quaternion compounding field source
S̄ is defined from the above,

(
iF̄g/v0 + ¤

)∗ ◦ F̄g = −µS̄ = −µgS̄g + iF̄∗g ◦ F̄g/v0, (5)

where µ and µg are the constants. The complex-quaternion compounding gravitational source is,
S̄g = is̄0i0 + Σs̄jij . S̄g = Sg + KrxZg. µgSg = −¤∗ ◦ Fg, and µgZg = −¤∗ ◦ Yg. F̄∗g ◦ F̄g/(2µg) is
one energy term in the gravitational field. ∗ denotes the octonion conjugate. For one single mass
particle, there is, S̄g = mV̄g, with m being the density of inertial mass. V̄g = ∂R̄g/∂t = iv̄0i0+Σv̄jij .
s̄k and v̄k are all real. µg < 0.

3. ELECTROMAGNETIC SOURCE

The complex octonion space E is able to be separated into two orthogonal subspaces, the complex
quaternion spaceHg and the complex S-quaternion space, He = (I0, I1, I2, I3). TheHg is propitious
to describe the gravitational field, while the He is fit for depicting the electromagnetic field, with
He = Hg ◦ I0. In the complex octonion space, the basis vector O = (i0, i1, i2, i3, I0, I1, I2, I3).

In the complex S-quaternion space for electromagnetic fields, the radius vector is Re = iR0I0 +
ΣRjIj , with the basis vector being He. And the Re can be combined with the physical quantity,
Xe = iX0I0 + ΣXjIj , to become the compounding radius vector,

R̄e = Re + krxXe, (6)

where R̄e = iR̄0 + R̄ = iR̄0I0 + ΣR̄jIj . Xe is the integrating function of complex-quaternion
electromagnetic potential, Ae = iA0I0 + ΣAjIj . Rk, R̄k, Ak, and Xk are all real.

In the octonion space for the gravitational and electromagnetic fields, the R̄e and R̄g can be
combined together to become the compounding radius vector,

R̄ = R̄g + kegR̄e = R+ krxX, (7)

where X = Xg + kegXe, and R = Rg + kegRe. keg is the coefficient, with k2
eg = µg/µe.

In the mathematics, R̄ can be considered as the ‘radius vector’ in the complex-octonion com-
pounding space (or function space) with the basis vector O. In the complex-octonion compounding
space, the complex-octonion velocity, T = Tg + kegTe, is combined with the complex-octonion
potential, A = Ag + kegAe, to become the complex-octonion compounding velocity,

T̄ = T̄g + kegT̄e = T+ krxA, (8)

where T = i¤× ◦R. T̄ = i¤× ◦ R̄. A = i¤× ◦X. Te = i¤× ◦Re = iT0I0 + ΣTjIj . T̄e = Te + krxAe.
T̄e = i¤× ◦ R̄e = iT̄0I0 + ΣT̄jIj . Ae = i¤× ◦ Xe = iA0I0 + ΣAjIj . Tk, T̄k, and Ak are all real.

In the complex-octonion compounding space, the complex-octonion compounding electromag-
netic potential, Ā, is defined as,

Ā = Āg + kegĀe = A+ KrxT, (9)
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where Āe = i¤× ◦ X̄e = iĀ0I0 + ΣĀjIj . Ā = i¤× ◦ X̄. X̄ = X̄g + kegX̄e. Āk is real.
Similarly the complex-octonion compounding electromagnetic strength, F̄ = F̄g + kegF̄e, is de-

fined from the compounding potential Ā,

F̄ = ¤ ◦ Ā = F+ KrxY, (10)

where Fe = ¤ ◦ Ae = iF0I0 + ΣFjIj ; F̄e = ¤ ◦ Āe = iF̄0I0 + ΣF̄jIj ; F = ¤ ◦ A = Fg + kegFe.
Y = ¤ ◦ T. Ye = ¤ ◦ Te = iY0I0 + ΣYjIj . In the electromagnetic field, φ is the scalar potential,
A = ΣAjIj is the vectorial potential. A0 = A0I0, with A0 = φ/v0. Ā0 = Ā0I0, Ā = ΣĀjIj . The
gauge equation is −F̄0 = ∂0Ā0 −∇ · Ā = 0. Yk, Fk, and F̄k are all real.

In the complex-octonion compounding space, the complex-octonion compounding field source S̄
is defined from the F̄,

(
iF̄/v0 + ¤

)∗ ◦ F̄ = −µS̄ = − (
µgS̄g + kegµeS̄e

)
+ iF̄∗ ◦ F̄/v0, (11)

where µe is the constant, with µe > 0. S̄e = iS̄0I0 + ΣS̄jIj . S̄e = Se + KrxZe. µeSe = −¤∗ ◦ Fe,
and µeZe = −¤∗ ◦ Ye. F̄∗ ◦ F̄/µg = F̄∗g ◦ F̄g/µg + F̄∗e ◦ F̄e/µe. F̄∗e ◦ F̄e/(2µe) is one energy term in
the electromagnetic field, and is different to the electromagnetic field energy. For a single charged
particle, S̄e = qV̄e. q is the density of electric charge. V̄e = ∂R̄e/∂t = iV̄0I0 + ΣV̄jIj . V̄k and S̄k

are all real.

4. ANGULAR MOMENTUM

In the complex-octonion compounding space, the linear momentum density, P̄ = P̄g + kegP̄e, is
defined as

P̄ = µS̄/µg, (12)

where P̄g = ip̄0 + p̄ = ip̄0i0 + Σp̄jij . p̄0 = m̂v̄0, p̄j = mv̄j ; m̂ = m +4m, with m̂ being the density
of gravitational mass. P̄e = iP̄0 + P̄ = iP̄0I0 + ΣP̄jIj . P̄0 = MV̄0, and P̄j = MV̄j ; M = qµe/µg.
4m = −F̄∗ ◦ F̄/(v̄0v0µg). P̄k and p̄k are all real.

In the above the linear momentum P̄ consists of a few terms, including the linear momentum
term S̄g of one mass object, the term kegµeS̄e/µg of one charged particle, the term F̄∗g ◦ F̄g/(µgv0)
of gravitational fields, and the term F̄∗e ◦ F̄e/(µev0) of electromagnetic fields.

From the definition of complex-quaternion velocity ratio Tg, one can find its relation with the
velocity, Vg = ∂Rg/∂t. Sometimes the physics quantity (v0Tg) possesses the same vectorial part
with Vg, but their scalar parts are different. In the case, there are, v0tj = vj , and v0t0 6= v0. Herein
Vg = iv0i0 + Σvjij . vk is real.

In the complex-octonion compounding space for the electromagnetic and gravitational fields, the
complex-octonion angular momentum, L̄ = L̄g + kegL̄e, can be defined from the complex-octonion
compounding radius vector R̄ and linear momentum P̄. That is,

L̄ = R̄× ◦ P̄, (13)

where L̄g = L̄10 + iL̄i
1 + L̄1; L̄i

1 = ΣL̄i
1jij , L̄1 = ΣL̄1jij . L̄e = L̄20 + iL̄i

2 + L̄2. L̄i
2 = ΣL̄i

2jIj ,
L̄2 = ΣL̄2jIj , L̄20 = L̄20I0. L̄1 covers the angular momentum. L̄2 consists of the magnetic dipole
momentum. L̄i

2 includes the electric dipole momentum. And L̄20 may contains the spin magnetic
momentum. L̄1k, L̄i

1j , L̄2k, and L̄i
2j are all real.

5. OCTONION TORQUE

In the complex-octonion compounding space for the electromagnetic and gravitational fields, the
complex-octonion torque, W̄ = W̄g + kegW̄e, is defined from L̄ and F̄,

W̄ = −v0(iF̄/v0 + ¤) ◦ L̄, (14)

where W̄g = iW̄ i
10 + W̄10 + iW̄i

1 + W̄1. W̄i
1 = ΣW̄ i

1jij , W̄1 = ΣW̄1jij . W̄ i
10 is the compounding

energy density, and W̄i
1 is the compounding torque density. W̄e = iW̄ i

20 + W̄20 + iW̄i
2 + W̄2.

W̄i
2 = ΣW̄ i

2jIj , W̄2 = ΣW̄2jIj . W̄1k, W̄ i
1k, W̄2k, and W̄ i

2k are all real.
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The compounding energy includes the proper energy, kinetic energy, work, gravitational poten-
tial energy, electromagnetic potential energy, gravitational field energy, and electromagnetic field
energy and so on. The compounding energy density can be expressed as,

W̄ i
10 =

(
ḡ · L̄i

1/v0 − b̄ · L̄1

)
− v0

(
∂0L̄10 +∇ · L̄i

1

)
+ k2

eg

(
Ē · L̄i

2/v0 − B̄ · L̄2

)

≈ −{v0p̄0 (v̄0/v0) + v̄0p̄0 (∇ · r̄)} − {v0 (∂0r̄) · p̄ + v0r̄ · ∂0p̄}
−{

(p̄0ā0 + ā · p̄) + k2
eg

(
Ā0 ◦ P̄0 + Ā · P̄)}

+k2
eg

{(
Ē/v0

) · (r̄ ◦ P̄0

)− B̄ · (r̄× P̄
)}

+
{
(ḡ/v0) · (p̄0r̄)− b̄ · L̄1

}
, (15)

where the gauge conditions for the compounding field potential are chosen as, ∇ × x̄ = 0, and
∇×X̄ = 0. The gravitational potential is, Āg = iā0 + ā, with ā0 = ∂0x̄0 +∇· x̄, and ā = ∂0x̄−∇x̄0.
The electromagnetic potential is, Āe = iĀ0 + Ā, with Ā0 = ∂0X̄0 +∇ · X̄, and Ā = ∂0X̄−∇◦ X̄0.
The gravitational strength is, f̄ = iḡ/v0 + b̄, with f̄0 = 0. The gravitational acceleration is, ḡ/v0 =
∂0ā +∇ā0. The other component is, b̄ = ∇× ā. The electromagnetic strength is, F̄ = iĒ/v0 + B̄,
with F̄0 = 0. The electric field intensity is, Ē/v0 = ∂0Ā +∇ ◦ Ā0, and the magnetic flux density
is, B̄ = ∇× Ā. F̄ = Σ(F̄jIj). B̄ = Σ(B̄jIj). Ē = Σ(ĒjIj). f̄ = Σ(f̄jij). ḡ = Σ(ḡjij). b̄ = Σ(b̄jij).
B̄j , Ēj , ḡj , and b̄j are all real. F̄j and f̄j are all complex.

In a similar way, the compounding torque density can be expressed as

W̄i
1 =

(
ḡ×L̄i

1/v0−L̄10b̄− b̄×L̄1

)
−v0

(
∂0L̄1+∇×L̄i

1

)
+k2

eg

(
Ē×L̄i

2/v0−B̄ ◦ L̄20−B̄×L̄2

)

≈ p̄0ḡ×r̄/v0+k2
eg

{
Ē×(

r̄ ◦ P̄0

)
/v0−B̄×(

r̄×P̄
)}−v0r̄×∂0p̄−(r̄ · p̄) b̄−b̄×(r̄×p̄)+ā×p̄, (16)

where the compounding torque consists of a few terms, including the torque terms caused by the
gravity, inertial force, Lorentz force, and other force terms and so forth.

6. OCTONION FORCE

In the complex-octonion compounding space for the gravitational and electromagnetic fields, the
compounding force is able to encompass various force terms, including the inertial force, the gravity,
the electromagnetic force, the gradient of energy, and the interacting force between the dipole
moment with the magnetic strength and so on.

In the complex-octonion compounding space, the octonion force, N̄ = N̄g + kegN̄e, is defined
from W̄ and F̄,

N̄ = −(iF̄/v0 + ¤) ◦ W̄, (17)

where N̄g = iN̄ i
10 + N̄10 + iN̄i

1 + N̄1. N̄i
1 = ΣN̄ i

1jij , N̄1 = ΣN̄1jij . The scalar part N̄10 is the

compounding power, and the vectorial part N̄i
1 is the compounding force. N̄e = iN̄ i

20 + N̄20 + iN̄i
2 +

N̄2. N̄i
2 = ΣN̄ i

2jIj , N̄2 = ΣN̄2jIj . N̄1k, N̄ i
1k, N̄2k, and N̄ i

2k are all real.
In case the compounding field strength is relatively weak, the compounding power density

N̄10 =
(
∂0W̄

i
10 −∇ · W̄1

)
+

(
ḡ · W̄1/v0 + b̄ · W̄i

1

)
/v0 + k2

eg

(
Ē · W̄2/v0 + B̄ · W̄i

2

)
/v0, (18)

can be written approximately as,

N̄10/kp ≈ ∂0 (p̄0v̄0)−∇ · (v̄0p̄) + L10

(
b̄ · b̄− ḡ · ḡ/v2

0

)
/ (v0kp)

+k2
egL̄10

(
B̄ · B̄− Ē · Ē/v2

0

)
/ (v0kp) + k2

egĒ · P̄/v0 + ḡ · p̄/v0, (19)

where kp = (k − 1) is the coefficient, with k being the dimension of compounding vector r̄.
When the compounding field strength is comparative weak, the compounding force

N̄i
1 =

(
W̄ i

10ḡ/v0 + ḡ× W̄i
1/v0 − W̄10b̄− b̄× W̄1

)
/v0 −

(
∂0W̄1 +∇W̄ i

10 +∇× W̄i
1

)

+k2
eg

(
Ē ◦ W̄i

20/v0 + Ē× W̄i
2/v0 − B̄ ◦ W̄20 − B̄× W̄2

)
/v0, (20)
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can be written approximately as,

N̄i
1/kp ≈ −∂0(p̄v̄0) + p̄0ḡ/v0 + L̄10

(
ḡ× b̄ + k2

egĒ× B̄
)
/

(
v2
0kp

)

−b̄× p̄−∇ (p̄0v̄0) + k2
eg

(
Ē ◦ P̄0/v0 − B̄× P̄

)
, (21)

where (p̄0ḡ/v0) is the gravity. ∂0(−v̄0p̄) is the inertial force. {k2
eg(Ē ◦ P̄0/v0 − B̄× P̄)} covers the

electromagnetic force. ∇(p̄0v̄0) is the energy gradient.

7. CONCLUSIONS AND DISCUSSIONS

According to the viewpoint of function space, the radius vector and velocity ratio can be combined
together to become one ‘radius vector’ in the compounding space. And the compounding space
is able to be considered as the extension of one compounding field, according to the relationship
between the field with the space. In the compounding space, there are several kinds of equilibrium
states, although the torque and force both may not be equal to zero. This means that the velocity
ratio will impact the angular momentum, torque, and force and so forth. Therefore the physics fea-
ture of the rotational charged object should depart from the deduction deriving from the Newton’s
law of gravitation and the classical Coulomb’s law.

In the complex-octonion space for electromagnetic and gravitational fields, when the torque
Wi

1 = 0 and the force Ni
1 = 0, the neutral/charged object stays on one equilibrium state. Sim-

ilarly in the complex-octonion compounding space, when W̄i
1 = 0 and N̄i

1 = 0, the rotational
neutral/charged object stays on one kind of ‘equilibrium state’, although there may be Wi

1 6= 0
and Ni

1 6= 0. And it is correspondent with f̄ = 0 (that is, the weightlessness state), while f 6= 0.
It may be able to be applied to figure out the stable over-speed movement of the rotational stars
on the fringe of a galaxy. Also it may be used to explain the stable over-speed movement of the
rotational charged objects.

In some special situations, the above equations in the complex-octonion compounding space
will be reduced to the simply cases in the complex-octonion space. When T, Y, and Z are all
approximate to zero, Ā, F̄, and S̄ will be degenerated into A, F, and S respectively, further the
physics quantities L̄, W̄, and N̄ will be degenerated into L, W, and N respectively.

It should be noted that the study for the influence of angular velocity on the electromagnetic
force of rotational charged objects examined only some simple cases. Despite its preliminary char-
acteristics, this study can clearly indicate that the angular velocity should impact the equilibrium
state and electromagnetic force and so forth. For the future studies, the research will focus on the
investigation about the equilibrium state of rotational charged objects.
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Abstract— The fractal systems are broadly found throughout the nature, generally in any
scale. For each dimension (1D, 2D . . . ) in any structures and in any mathematical algorithms
or in any object (sequence, line, square) its dimension can be calculated. These dimensions are
specific parameters for description of the DNA sequence characters ACGT strings. Generally a
first step consists in the converting of a one-dimensional sequence into the image. In the second
step, the method for calculating the dimensions for all scales is selected. For the calculations
of the above mentioned dimensions the Power Spectrum (PS) method has been proposed and
examined. The Power Spectrum method provides universal calculation of dimension and it allows
to obtain the resulting multifractal coefficient. The multifractal coefficient represents the means
rate of approximation to ideal power spectrum. It has to be emphasized that the multifractal
coefficient is independent of any scale to be chosen. Moreover, the multifractal coefficient serves
as an advanced parameter for mathematical description of analyzed specific sequence of the
deoxyribonucleic acid (DNA) or the whole genome. The conversion of the sequence into the
image as the first step of the pre-processing can be used also for the alternative imaging and
the description of sequence and it is possible to choose another method for the processing and
analyzing a fractal image (for example Box Counting method). In the paper, the method for
the processing of the DNA in the genome sequencing, the Power Spectrum method, will be
introduced. The results of the Power Spectrum methods will be presented also.

1. INTRODUCTION

Theory of fractal originated on basis of observation of natural structures. Application of this
knowledge for DNA analysis leads to additional insight to genome. Term fractal is derived from
Latin fractus, which means fraction. Fractals are geometrical shapes, which have non integer
dimension and are similar for each other. Self-similarity is phenomenon, which occurs in case, when
structure looks identical at whatever magnification. Mathematically, this phenomenon is called
invariation against change of scale factor. For each object, its dimension can be calculated. There
are many algorithms for calculation of this magnitude. For calculating itself, PS method (Power
Spectrum method) was chosen. PS provides more possibilities of analysis at the cost of moderate
increasing of calculating demands (for example optional possibilities of local segmentation). Our
aim consisted in application of theory of fractals for analysis of images obtained from sequence of
DNA code. Image output can be also presented as multidimensional transformation and record
of genomic signal (from linear entry in line to planar in figure). All algorithms were developed in
environment of matrix laboratory MATLAB.

Bovine virus diarrhea (BVD) is chosen, it is disease of animals, namely cattle. Are analyzed
in three versions of the virus genome. Complete genome is downloaded from the NCBI public
database.

Description of sequence “Bovine foam virus complete genome” is given by locus ID NC 001831
and length 12 002 bp. Metadata sequence — “A” base is represented by 302% (3 619 nucleotides),
“C” base by 226% (2 717 nucleotides), “G” base by 22,8% (2 735 nucleotides) and “T” base by 244%
(2 931 nucleotides).

Description of sequence “Bovine immunodeficiency virus complete genome” is given by locus ID
NC 001413 and length 8 482 bp. Metadata sequence — “A” base is represented by 318% (6 699
nucleotides), “C” base by 212% (1 798 nucleotides), “G” base by 23,8% (2 017 nucleotides) and
“T” base by 232% (1 968 nucleotides).

Description of sequence “Bovine leukaemia virus complete genome” is given by locus ID NC
001414 and length 8 419 bp. Metadata sequence — “A” base is represented by 22,0% (1 850
nucleotides), “C” base by 33,1% (2 790 nucleotides), “G” base by 21,0% (1 770 nucleotides) and
“T” base by 239% (2 009 nucleotides). Bovine virus is closely related to human T — lymphotropic
virus type HTLV-I.
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2. METHODS

Processing of DNA chains is done in two steps, each step is one method used. The first method
converts a linear chain DNA into an image (Chaos Game) and for converting the second image into
a spectral region (Power Spectrum).
2.1. Chaos Game Representation of DNA
Linear record for DNA sequence (for example AGGCTGGAATGC) must be transformed into figure
by following procedure. Square with four apexes — A, C, G, T (opposite pairs A-C and G-T) —
and initial point, which is situated at the centre of square, are defined.

Figure 1: Initiation of attractor designed from first
four nucleotides of sequence GCTA.

Figure 2: Chaos Game representation of DNA
codes of sequence NG 013224 (ID NCBI database).

Square is filled by points by modified method Chaos game (description of method: initial point
is connected with apex, which is given by character at given position in sequence and at one half of
distinct between initial point and apex, point is projected; new point is initial for new interaction
— new connection of point with next square apex is given by subsequent character of sequence;
schematic demonstration first four steps methods in Figure 1).
2.2. Power Spectrum Method
Power Spectrum represents method of image evaluation by calculation of its power spectrum.
Calculation is based on Fourier transformation (obtaining of real and imaginary part of image,
marking F (ki)), which is subsequently exponentiated; result is power spectrum Pi expressed by
formula (1) [1],

Pi = |F (ki)|2 =
(√

Re (F (ki))
2 + Im (F (ki))

2

)2

= Re (F (ki))
2 + Im (F (ki))

2 (1)

where Re (F (ki))
2 is real part of frequency spectrum, Im (F (ki))

2 is imaginary part of frequency
spectrum andkiis dimensional frequency at ith value. In addition, model of ideal power spectrum
P̂i must be considered.

P̂i is obtained as model of one-dimensional fractal system (2)

P̂i = c · 1

|ki|β
= c · |ki|−β , (2)

where cis constant of power spectrum and β is exponent related to fractal dimension D. Aim of
this method is in determination of constant β, from which dimension is calculated. Calculation of
constant β is realised in accordance with formula (3):

β =
N

∑N
i=1 (lnPi) (ln |ki|)−

(∑N
i=1 ln |ki|

)(∑N
i=1 ln Pi

)

(∑N
i=1 ln |ki|

)2
−N

∑N
i=1 (ln |ki|)2

, (3)
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Figure 3: Ideal fractal P̂i power spectrum of DNA image.

where N indicates number of samples of spectrum.
Subsequently, calculation of PS multifractal coefficient dimension MCD is easy and is represented

by formula (4):

MCDPS =
5− β

2
(4)

Whole detailed deduction in described in [1], or also with example and figures of individual steps
of calculation in [2].

3. RESULTS

Bovine virus is closely related to human T — lymphotropic virus type HTLV-I.

(a) (b) (c)

Figure 4: Chaos game representation of image of sequence Bovine foamy virus. (a) Bovine immunodeficiency
virus. (b) Bovine leukaemia virus (c).

(a) (b) (c)

Figure 5: Power spectrum of image of sequence Bovine foamy virus. (a) Bovine immunodeficiency virus. (b)
Bovine leukaemia virus (c).
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Table 1: Resulting multifractal coefficients model sequences calculated by PS method.

Name ID sequence MCDPS [-]
Bovine leukaemia virus NC 001414 1,813

Bovine immunodeficiency virus NC 001413 1,818
Bovine foamy virus NC 001831 1,880

4. CONCLUSIONS

PS method provides universal calculation of dimension and obtains resulting multifractal coefficient
MCD. Multifractal coefficient, it means rate of approximation to ideal power spectrum, serves as
parameter for mathematical description of analysed sequence. Conversion of sequence to image can
be used also for alternative imaging and description of sequence. Fractal coefficient can be used for
parameterization and mutual comparing of DNA sequences.
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Abstract— Making use of the orthogonal transformation in the complex quaternion coordinate
system, it is able to deduce directly invariants relevant to the radius vector and velocity, drawing
out the Lorentz transformation and so forth, without the help of introducing the basic postulate.
When the coordinate system transforms orthogonally from one to the other, the scalar part
of and norm of one complex quaternion physical quantity will remain invariable respectively.
Therefore the coordinate transformation between two three-dimensional coordinate systems, in
the presence of relative movement, is equivalent to the orthogonal transformation between two
complex quaternion coordinate systems. The above means that the paper is able to derive the
Galilean and Lorentz transformations and so on for the radius vector, velocity, and acceleration.
Especially it is not necessary to introduce additionally the invariant or basic postulate into the
complex quaternion space, to deduce the coordinate transformations.

1. INTRODUCTION

In 1873 J. C. Maxwell was the first to apply the quaternion to describe the electromagnetic theory.
This method spirits up subsequent scholars to adopt the complex quaternion to depict various
aspects of electromagnetic fields, including Maxwell’s equations, transmission of electromagnetic
wave [1], force [2], and Lorentz transformation [3] and so on. In recent years some scholars applied
the complex quaternion [4] to depict the Lorentz transformation and Special Theory of Relativity.
M. M. Acevedo etc. figured out the Lorentz transformation [5] and so on by means of the quater-
nion. On the basis of the group of Lorentz transformation, I. Abonyi etc. constructed one pair of
relativistic vectors and skew-symmetric tensors, representing a relativistic quaternion formulation
of Maxwell’s electrodynamics [6]. M. T. Teli investigated the quaternion representation of Lorentz
transformation [7].

Analyzing the above researches reveals that all of these existing studies started off with some
invariants (the space-time interval, or the speed of light), to deduce the Lorentz transformation
and so forth. In other words, these existing studies possess the same distinguishing feature: they
had to import additionally the invariant for deducing the coordinate transformation. However the
paper is able to deduce some invariants, from the orthogonal transformation (or the rotational
transform) of the complex quaternion coordinate system, inferring the Lorentz transformation and
so forth. Obviously in the complex quaternion space, it is not necessary to introduce additionally
the invariant to be the basic postulate for the Special Theory of Relativity.

In the physics, there is the relative movement between two three-dimensional coordinate sys-
tems, although the times in these two coordinate systems are different to each other. In the math-
ematics, this relative movement between two three-dimensional coordinate systems is equivalent
to the orthogonal transformation between two quaternion coordinate systems. In the orthogonal
transformation of quaternion coordinate system, the scalar remains invariable.

Making use of the above equivalency, the paper is capable of inferring invariants, related with the
relative movement between two three-dimensional coordinate systems, including the scalar part of
radius vector, norm of radius vector, scalar part of velocity, and norm of velocity. Further from the
combination of these invariants, one can deduce the Galilean and Lorentz transformations and so
on. That is, the paper can direct infer the invariant and Lorentz transformation, from the property
of complex quaternion space. It is not necessary to introduce additionally the invariant, related
with the coordinate transformation, into the complex quaternion space.

2. RADIUS VECTOR AND VELOCITY

In the complex quaternion space, there are two coordinate systems, H(ir0, rk) and H′(ir′0, r′k). In
the complex quaternion coordinate system H, the complex quaternion radius vector is, R(rj) =
ir0i0 +Σrkik, the complex quaternion velocity is, V(vj) = iv0i0 +Σvkik. In the complex quaternion
coordinate system H′, the complex quaternion radius vector is, R′(r′j) = ir′0i

′
0 +Σr′ki

′
k, the complex
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quaternion velocity is, V′(v′j) = iv′0i
′
0 +Σv′ki

′
k. Herein rj and r′j are all real. i is the imaginary unit.

i0 = 1, i2k = −1. i′0 = 1, i′k
2 = −1. j = 0, 1, 2, 3. k = 1, 2, 3.

Sometimes the complex quaternion coordinate system can be considered as the three-dimensional
coordinate system with the time t. The paper will concentrate on the studying of one special case
in the following context. There is the relative movement along one coordinate axis between two
three-dimensional vector parts, H(rk) and H′(r′k), in the complex quaternion coordinate systems.
According to the mathematical viewpoint, this relative movement is equivalent to the orthogonal
transformation between two complex quaternion coordinate systems, H(ir0, rk) and H′(ir′0, r′k).

When the complex quaternion coordinate system orthogonally transforms from H(ir0, rk) to
H′(ir′0, r′k), the scalar part of and norm of one complex quaternion physics quantity will remain
invariant respectively. Making use of the scalar part of radius vector and of velocity, as well as the
norm of radius vector and of velocity, it is able to deduce some invariants in the complex quaternion
coordinate system for the radius vector and velocity. Further from a few different combinations of
these invariants, the paper is capable of inferring some coordinate transformations.
2.1. Galilean Transformation
From the complex quaternion radius vector and velocity, it is capable of deducing one coordinate
transformation, which is able to be degenerated into the Galilean transformation. In the complex
quaternion coordinate transformation, according to the physical property, which the scalar part of
radius vector and of velocity remain invariant respectively, there are,

r′0 = r0, v′0 = v0, (1)

where r0 = r00 + v0t, r′0 = r′00 + v′0t
′. t and t′ are respectively the time interval in H and H′. r00

and r′00 are initial values. v1 = ∂r1/∂t, v′1 = ∂r′1/∂t′.
The above consists of two invariants in the complex quaternion space, and the coordinate trans-

formation can be derived from these two invariants. When two coordinate systems possess one
relative movement along the direction, r1i1, with the relative speed, v1, the coordinate transforma-
tion is,

r′0 = r0, r′1 = r1 − r0v1/v0, r′2 = r2, r′3 = r3. (2)

Choosing the initial values, r00 = 0 and r′00 = 0, the above is degenerated into the Galilean
transformation in the Classical Mechanics as follows,

r′0 = r0, r′1 = r1 − v1t, r′2 = r2, r′3 = r3. (3)

2.2. Lorentz Transformation
From the norm of complex quaternion radius vector and the complex quaternion velocity, it is able
to infer one coordinate transformation, which may be reduced into the Lorentz transformation.
The norm of complex quaternion radius vector is,

SR = R ◦ R∗ = −r2
0 + Σr2

k, (4)

where ∗ denotes the quaternion conjugate, and ◦ is the quaternion multiplication.
In a similar way, in the complex quaternion coordinate systems H′, the norm of complex quater-

nion radius vector is, S′R = R′ ◦ R′∗ = −r′0
2 + Σr′k

2.
In the complex quaternion coordinate transformation, according to the physical property, which

the norm of radius vector and the scalar part of velocity remain invariant respectively, there are,

S′R = SR, v′0 = v0. (5)

The above covers two invariants in the complex quaternion space, and the coordinate transfor-
mation can be derived from these two invariants. The deduction of coordinate transformation is
similar to that of the pseudo-orthogonal transformation in the Minkowski space.

When two coordinate systems possess one relative movement along the direction, r1i1, with the
relative speed, v1, the coordinate transformation is,

r′1 = (r1 − r0v1/v0) /
(
1− v2

1/v2
0

)1/2
, r′2 = r2, (6)

r′0 = (r0 − r1v1/v0) /
(
1− v2

1/v2
0

)1/2
, r′3 = r3. (7)
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Choosing the initial values, r00 and r′00, to be all zero, the above is reduced into the Lorentz
transformation in the Special Theory of Relativity,

r′1 = (r1 − v1t) /
(
1− v2

1/v2
0

)1/2
, r′2 = r2, (8)

t′ =
(
t− r1v1/v2

0

)
/

(
1− v2

1/v2
0

)1/2
, r′3 = r3. (9)

The above is fit for the situation that the relative speed v1 is comparative fast. When v2
0 À v2

1,
the Lorentz transformation will be degenerated into the Galilean transformation.

Obviously in the mathematics, the Lorentz transformation can be considered as the combina-
tion of two parts of coordinate transformations. a) The first step. By means of the property of
orthogonal transformation, the coordinate system transforms from H(ir0, rk) into H′(ir′0, r′k), and
this part of coordinate transformation possesses the initial values. b) The second step. Making
use of the property of parallel-movement transformation, two coordinate systems, H(ir0, rk) and
H′(ir′0, r′k), are transformed into two new ones, H(it, rk) and H′(it′, r′k), and this part of coordinate
transformation possesses a part of initial values.

3. VELOCITY AND ACCELERATION

In the complex quaternion coordinate system H(iv0, vk), the complex quaternion acceleration is,
D(dj) = id0i0 + Σdkik. In the complex quaternion coordinate system H′(iv′0, v′k), the complex
quaternion acceleration is, D′(d′j) = id′0i

′
0 + Σd′ki

′
k. Making use of the scalar part of velocity and

of acceleration, and the norm of velocity and of acceleration, it is able to deduce the coordinate
transformation and invariants, in the complex quaternion coordinate system for the velocity and
acceleration. In other words, substituting the velocity and acceleration for the radius vector and
velocity respectively in the above context, the paper is capable of inferring the Lorentz-like trans-
formation and so forth for the velocity. Herein dj and d′j are all real.
3.1. Galilean-like Transformation
From the complex quaternion velocity and acceleration, it is able to deduce one coordinate transfor-
mation. In the complex quaternion coordinate transformation, according to the physical property,
that the scalar parts of velocity and of acceleration remain invariable respectively, there are,

v′0 = v0, d′0 = d0, (10)

where v0 = v00 + d0t, v′0 = v′00 + d′0t
′. v00 and v′00 are initial values. d1 = ∂v1/∂t, d′1 = ∂v′1/∂t′.

The above consists of two invariants in the complex quaternion space, and the coordinate trans-
formation can be derived from these two invariants. This transformation is similar to the Galilean
transformation. When two coordinate systems possess one relative movement along the direction,
v1i1, with the relative acceleration, d1, the coordinate transformation is,

v′0 = v0, v′1 = v1 − v0d1/d0, v′2 = v2, v′3 = v3. (11)

Under the influence of the scalar part d0 of acceleration, the scalar part v0 of velocity may be
varying. This is similar to the case of the scalar part r0 of radius vector. That is, under the influence
of the scalar part v0 of velocity, the scalar part r0 of radius vector may be varying. However for
each time t, the scalar part v0 of velocity remains invariant in the orthogonal transformation. Of
course the scalar part v0 of velocity may be altered for the different time t.
3.2. Lorentz-like Transformation
From the norm of complex quaternion velocity and the complex quaternion acceleration, it is able
to infer one coordinate transformation. In the complex quaternion coordinate systems H, the norm
of complex quaternion velocity is, SV = V ◦ V∗ = −v2

0 + Σv2
k. And in the complex quaternion

coordinate systems H′, the norm of complex quaternion velocity is, S′V = V′ ◦ V′∗ = −v′0
2 + Σv′k

2.
In the complex quaternion coordinate transformation, according to the physical property, which
the norm of velocity and the scalar part of acceleration remain invariable respectively, there are,

S′V = SV , d′0 = d0. (12)

The above covers two invariants in the complex quaternion space, and the coordinate trans-
formation can be deduced from two invariants. This transformation is similar to the Lorentz
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transformation. When two coordinate systems possess one relative movement along the direction,
v1i1, with the relative acceleration, d1, the coordinate transformation is,

v′1 = (v1 − v0d1/d0) /
(
1− d2

1/d2
0

)1/2
, v′2 = v2, (13)

v′0 = (v0 − v1d1/d0) /
(
1− d2

1/d2
0

)1/2
, v′3 = v3. (14)

The above is fit for the situation that the relative acceleration d1 is comparative high. When
d2

0 À d2
1, the above will be degenerated into the Galilean-like transformation.

In the complex quaternion space, one invariant (or basic postulate), applied by the Galilean
and Lorentz transformations, is that the speed of light is invariable. And this basic postulate is
applied in the Classical Mechanics and Special Theory of Relativity. However the above applies
one different invariant (or basic postulate), that is, the speed of light is variable.

At one interface between two different optical media (such as, the gas and liquid), the speed of
light is variable obviously. In the local bulky region of this interface, the transmitted light will vary
gradually its speed from one value to the other. If the thickness of this interface is large enough, the
variation of the speed of light should be in evidence. Modifying the thickness of interface between
the gas and liquid, the observer may be able to measure, d0, which is the derivative of the speed of
light with respect to the time t.

Obviously the paper spreads the application range of coordinate transformations in the complex
quaternion space. In the paper, the application range of coordinate transformations was extended
from the Galilean and Lorentz transformations in the vacuum, into the Lorentz-like transformation
in the waveguide.

4. RADIUS VECTOR, VELOCITY, AND ACCELERATION

In the complex quaternion coordinate system, making use of not only the scalar part of radius
vector, velocity, and acceleration, but also the norm of radius vector, velocity, and acceleration, it
is able to deduce some invariants in the complex quaternion coordinate system for radius vector
and velocity. Further from a few different combinations of these invariants, the paper is capable of
inferring one coordinate transformation as follows.

From the norm of complex quaternion radius vector and of complex quaternion velocity, and the
complex quaternion acceleration, it is able to deduce one coordinate transformation. In the complex
quaternion coordinate transformation, according to the physical property, the norm of radius vector,
the norm of velocity, and the scalar part of acceleration remain invariable respectively, there are,

S′R = SR, S′V = SV , d′0 = d0. (15)

The above involves three invariants in the complex quaternion space, and the coordinate trans-
formation can be derived from these three invariants. a) From the invariants, Eq. (12), it is capable
of inferring the first part of coordinate transformation. When two coordinate systems possess one
relative movement along the direction, v1i1, with the relative acceleration, d1 , and the coordinate
transformations are, Eqs. (13) and (14); b) From the invariants,

S′R = SR, (16)

it is able to draw out the second part of coordinate transformation. When two coordinate systems
possess one relative movement along the direction, r1i1, with the relative speed, v1, the Lorentz
transformation is,

r′1 = (r1 − r0v1/v0) /
(
1− v2

1/v2
0

)1/2
, r′2 = r2, (17)

r′0 = (r0 − r1v1/v0) /
(
1− v2

1/v2
0

)1/2
, r′3 = r3, (18)

where v0 and v′0 are all constant, however v′0 6= v0.
Plugging the ratio (v′0/v0), from Eqs. (13) and (14), into the above is able to conclude the

relation formulae between the times, T and T ′. T = r0/v0, and T ′ = r′0/v′0. Obviously the time t
and the velocity v0 both are changeable. The above is fit for the situation, in which the relative
speed v1 and relative acceleration d1 both are comparative high.
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5. DISCUSSIONS

In the complex quaternion space, when the coordinate system transforms orthogonally, the scalar
is invariable. This scalar includes the scalar part of and norm of one complex quaternion physics
quantity.

According to the above property, it is able to deduce various coordinate transformations of the
complex quaternion physics quantity. In the coordinate system for the radius vector and velocity,
one infers the Galilean and Lorentz transformations for the complex quaternion radius vector.
In the coordinate system for the velocity and acceleration, the paper concludes the Galilean-like
and Lorentz-like transformations for the complex quaternion vector. Obviously in the coordinate
system for the radius vector, velocity, and acceleration, the combinatorial coordinate transformation
is comparative complicated.

It should be noted that the investigation for the coordinate transformations has examined only
some simple cases in the complex quaternion space. Despite its preliminary characteristics, this
study can clearly indicate that some invariants and the Lorentz transformation for the radius vector
and so on can be derived from the orthogonal transformation of the complex quaternion system,
revealing the influence of velocity on the radius vector. Meanwhile making use of the orthogonal
transformation of complex quaternion system, the paper is capable of deducing the Galilean-like and
Lorentz-like transformations and so on for the velocity and acceleration, uncovering the influence
of acceleration on the velocity. In the following study, the research will concentrate on only the
investigations and applications of the Lorentz-like transformation for the velocity and so on.
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Abstract— Conventional on-board storage systems are often weighty, large and high power
consumption, which can’t meet the requirement of the miniature airborne synthetic aperture
radar (SAR) system. A new data storage system, integrated with SAR signal processor, is
presented in this paper. The compact flash (CF) card and the FPGA are used as storage medium
and the host respectively, in the data storage system. However, the major problem of high speed
data storage is the irregular write response time due to the internal overhead in the card and
frequently cluster switching involving retrieving and updating of cluster connection information.
Two methods are presented in this paper to solve the problem. The first one is that the DDR3
flashes connecting with the DSP are iteratively used as the buffer of the SAR data. Another
method is that all the available clusters are pre-allocated at once when the files are created.
To verify our proposal, the prototype data storage system is implemented on a signal processing
board and a CF card with the capacity of 128GB. The added size, weight, and power consumption
for the data storage are really small. Moreover, the data writing rate is over 100 MB/s. As a
consequence, the system achieves our goal successfully in that storage system of the miniature
SAR is compact, high speed and large capacity.

1. INTRODUCTION

There is a growing interest in lightweight cost-effective synthetic aperture radar (SAR) with the
fast image generation capacity and even small enough to be mounted on a miniature aerial vehicles
(AVs). This demands for the compact SAR components. With ongoing bandwidth growing of the
beat spectrum of the SAR, the compact storage system with the capacity of the high speed mass
storage is acute needed in some applications where the bandwidth of the data links is limited.

At present, the hard magnetic disk, solid-state disk, flash and CompactFlash (CF) card are the
usual mediums for the data storage [1]. The CF card is the most suitable medium for the data
storage of the SAR data due to its high data transfer rate, small dimension, large capacity, easily
be upgraded, shock resistance and other features [2]. Based on the CF card, this paper addresses
the design of the high speed mass storage. It should be mentioned that the prototype of the storage
system is a real-time SAR imaging processor which includes ADC, FPGA, DSP, and CF card, as
shown in Figure 5. The SanDisk Extreme Pro CF card with the capacity of 128 GB is the high
speed storage medium; the Xilinx Virtex-6 XC6VLX75T type FPGA is used as the host of the CF
card; the TI TMS320C6678 DSP is used for signal processing. The data storage system can achieve
the data transfer rate of 100 MB/s.

2. SYSTEM DESIGN

As the capacity of the CF card increases up to 128 GB, the FAT file system, which has simple
architecture and a higher compatibility with other systems, is needed to manage the storage ef-
fectively [4, 5]. The FAT file system contains four major parts: Master Boot Record (MBR), Dos
Boot Record (DBR), File Allocation Table (FAT) and DATA region. These four parts contain
the boot codes, system parameters, data cluster interconnection information, and data of the files,
respectively.

There are two obstacles for the demand of the high speed of the data storage. The first one is
the internal overhead, such as the operation of erasing the content of the sectors is needed before
the sectors write operation of the CF card. The time of such implicit operation is relatively long
and can’t be predicted precisely. Another obstacle is the frequently cluster switching that the data
writing of a new cluster needs a series of operations, such as retrieving and updating of cluster
connection information in FAT, which produce irregular response times, especially for the data
writing with large size. Follows are implementation architecture of the data storage and relatively
methods to overcome these two obstacles.
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2.1. Data Flow

The article addresses the data flow of the data storage/signal processing integrated system, as shown
in Figure 1. The FPGA fetches the raw data from the A/D converter and preprocesses these data to
generate the base band data (preprocessed data), the sample rate of which is much lower than that
of the raw data. Then the preprocessed data is feed to the DSP. For the image data storage, the
DSP generates the resulting image data and sends the imaging data to the DDR3 flashes connecting
with DSP. For the preprocessed data storage, the DSP doesn’t process the received data and just
sends these data to the DDR3 flashes. Finally, the SAR data is read from the DDR3 flashes by
the DSP and sent back to the FPGA when the SAR data could be wrote into the CF card by the
FPGA.

To meet the demand of high data transfer rate, the SRIO interface between the FPGA and the
DSP, and the DDR3 interface between the DSP and the DDR3 flashes, are used for data transfer.
The bandwidth of the SRIO is 5 Gbps and the DDR3 can reach the data transfer rate over 10GB/S,
which are all much faster than the maximum data writing rate (150 MB/s now) of the CF card. In
order to solve the problem of the mismatch of the data rate between the SRIO and the CF card,
two FIFOs in the FPGA are added as the buffers of the SAR data.

2.2. Implementation Architecture

Based on the flow chart of data storage/signal processing integrated system in Figure 1, the data
storage contains two types of process. The first process consists of data transfer that SAR data
is transferred from the DDR3 flashes to the FPGA, and the data reading/writing of the CF card.
Another process is control logic, whose primary function is controlling the flow of the first process.
As a consequence, the implementation of the data storage could be divided into two channels. The
first one is the data channel that is made up of the data transfer unit and the CF card read/write
unit which has six subunits: the DBR and MBR read unit, FAT read unit, FAT write unit, FDT read
unit, FDT write unit, and data write unit. Figure 2 illustrates the implementation architecture of
the data storage. To get the SAR data, the data transfer unit transfers the SAR data (preprocessed
or imaging data) from the DDR3 flashes to the FPGA. Finally, the six subunits of the CF card
read/write unit implement parameters searching, the cluster connection retrieving and updating,
the file directory retrieving and updating, and the data writing to the CF card, respectively. The
schematic of the FPGA implementation for the data transfer unit and the CF card read/write unit
are shown in Figure 3 and Figure 4, respectively.

In the control channel, there are five sub-controllers: the data transfer controller, DBR and MBR
read controller, FAT read/write controller, FDT read/write controller and data write controller.
The first sub-controller controls the operations of the data transfer. The other sub-controllers form
the file system controller, which controls the CF card read/write operation to store data in the
form of FAT32 file system.

FPGA DSPSRIO DDR3

SRIO
FIFO1

FIFO2
 

AD

CF card

Figure 1: The data flow of the storage system.
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2.3. High Speed Design
For the first obstacle for the high speed data storage, the long and unpredictable write preparing
time is a vital problem. The preparation time is not fixed, usually within 700µs, but occasionally
abnormal time can reach 60µs. Assume the data transfer rate is 80 MB/s, the data buffer with
capacity of at least 4.8 MB is required. However, the capacity of 4.8 MB is much larger than that of
the memory in the XC6VLX75T FPGA, with the RAMs of 700 KB. The way to expand the memory
of the FPGA, at first glance, is that the large capacity buffer, such as the Static RAM [6], FIFO
and Dynamic RAM, connects with the FPGA. But the complexity, size and power consumption
of data storage system will be increased. As the matter of fact, the buffer already exists: the
DDR3 Flashes with very large capacity has been connected with the DSP, as shown in Figure 1.
If this large capacity memory can be used as the FPGA’s buffer, whatever the design and the
implementation of the storage would be very compact. Fortunately, the answer is positive. As we
noticed in Figure 1, the FPGA is connected with the DSP via SRIO. The buffer to the DSP is
completely transparent for the FPGA through the SRIO interface. In other words, the FPGA can
access the buffer of the DSP.

For the second obstacle of the high speed data storage that the FAT32 file system requires
frequently retrieving and updating of the cluster connection and the file directory, the procedure
is so complex that it may influence the stability of system and take relatively long time as well. In
this paper, the method called file system pre-allocation is adopted to reduce the switching overhead
in the FAT file system operation. Firstly, all data is stored orderly in the DATA region of CF card,
which makes the cluster connections ordinal in the FAT as well. Secondly, the size and name of
files are constrained in a certain rule, which can make it possible that omitting the operation of
information retrieving in the FAT and FDT, because the cluster connection information of all files
is clear according to rule. Thirdly, all available clusters are pre-allocated in the FAT according to
the rules we made once the storage procedure starts. So the file can be written without further
operation of cluster allocation.

3. EXPERIMENT

To evaluate the performance of data storage system, we have implemented the data storage system
in the prototype of the SAR real-time processor, as shown in Figure 5. Yellow marked parts are
the key devices of the data storage system: CF card, FPGA, DDR3 Flashes and DSP. The added
size for the data storage is quite small, about 60 mm× 41mm× 2mm and the added weight is no
more than 70 grams.

The capacity, speed and power consumption are the key parameters of storage system. Obvi-
ously, the capacity of storage system equals that of CF card, about 128 GB. Based on the flow
chart of the data storage/signal processing integrated system, the data transfer rate of the SRIO
interface and the DDR3 interface, and data writing rate of the CF card are three restriction factors
for the speed of the CF card. As a consequence, their data rates needed to be tested on the data
storage system.

The data rates of the SRIO and DDR3 interface are all independent of the data transfer direction.
In the test of the data transfer rate of the SRIO interface, the data with different count is generated
by the FPGA and transferred to the DSP through the SRIO interface. The DSP measures the time
and validates the correctness of the data. The result of the DSP indicates all transferred data is

 

Figure 5: Hardware platform of data
storage system.

(a) (b)

Figure 6: Data transfer rate of SRIO and DDR3 interface.
(a) Data transfer rate of SRIO. (b) Data transfer rate of DDR3.
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Figure 7: Flow chart of experiment.

correct. The data transfer data rate reaches about 452 MB/s when the data count is 32 KB and
keeps steadily as the count of data increases, as shown in Figure 6(a).

For test of the data transfer rate of the DDR3 interface, the DSP generates the data with
different count and sends the data to the DDR3 flashes, and measures the transfer time. Then the
data stored in the DDR3 is read by the computer through the DSP emulator and validated by the
computer. The result indicates the data is all correct. Figure 6(b) shows the data transfer rate of
the DDR3, which reaches about 5032 MB/s when the data count is 120 KB and keeps steadily as
the count of data increases.

Figure 7 illustrates the flow chart of the speed test of the data storage system. The data with
the capacity of 8 GB generated by the FPGA in the sustained rate of 100 MB/s and sent to the
DSP though the SRIO interface. The DSP fetches the data and sends them into the DDR3 Flashes.
Then the data in the DDR3 is read by the DSP and transferred to the FIFO of the FPGA when the
CF card starts to store the data. Finally the data is written to the CF card. The data in the CF
card is read and validated by the Computer. The result indicates that the data stored in the CF
card is same as that of the data generator in the FPGA. So the maximum transfer rate of storage
system is more than 100 MB/s.

The total power consumption of the data storage/signal processing system is about 18 W and the
power for implementing the function of signal processing is more than 16.8 W in the temperature of
180◦C. As a consequence, the add power consumption for the data storage is no more than 1.2 W.

4. CONCLUSION

The design of data storage system with high speed and large capacity is presented and implemented
in the prototype of SAR real-time processor in this paper. The CF card is used as the basic medium
and the FPGA is as its host in the storage system. The DDR3 flashes connecting with the DSP
are used to make up the disadvantage of the CF card, of which the write response time is irregular.
The method of file system pre-allocation is presented to solve the switching overhead problem of
FAT32 file system. According to the experimental test of storage system, the system achieves our
goal successfully in that storage system of the miniature SAR is compact, high speed and large
capacity.

It is pointed that the storage system can also be easily modified to be a SAR data re-player
where the preprocessed SAR data stored in the CF card is read by the FPGA and then transferred
to the DSP to generate the imaging data. This function is very useful for the test of the SAR
imaging algorithm. Moreover, CF card with higher data writing rate and larger capacity can be
used in this system without modifying any hardware. In other words, this storage system could be
upgraded in future.
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Abstract— In this paper, we proposed a method to analyze the electric field distributions of
the five-layer planar optical waveguide structure with nonlinear metamaterial guiding films. The
proposed nonlinear metamaterial planar optical waveguide is composed of two different kinds
of media. One is the Kerr-type nonlinear metamaterial in the guiding films, and the other is
the linear double-positive medium (DPS) in the interaction layer, in the cladding and in the
substrate. We have derived the transcendental equations of the proposed five-layer planar optical
nonlinear metamaterial waveguide structure. The propagation characteristics of the transverse
electric (TE) waves were investigated analytically and numerically in the this structure. The
analytical and numerical results show excellent agreement. The simulation results are helpful
to figure out the propagation situation of the TE polarized waves in the five-layer nonlinear
metamaterial waveguide structure. The transverse magnetic (TM) polarized waves can also be
predicted by the similar process. It can also be very useful for designing a planar nonlinear
metamaterial waveguide devices.

1. INTRODUCTION

Recently, a great number of papers are presented and investigated in the metamaterial. The
metamaterial is a new type of artificial materials as well as so-called the left-handed medium
(LHM). The metamaterial exhibits simultaneously negative dielectric permittivity and magnetic
permeability [1–3]. In the past, most of papers have been concerned with linear metamaterial
in wave propagation, applications, and components [4–12]. The kerr-type nonlinear medium has
a phenomenon of optical solitons. From the theoretical investigation of spatial optical solitons,
the applications of the kerr-type nonlinear medium have been proposed [13, 14]. Zharov et al. [15]
have analyzed the nonlinear properties of left-handed metamaterials in two-dimensional periodic
structure created by arrays of wires and split-ring resonators. Shadrivov et al. [16] have studied both
linear and nonlinear surface waves at the interface between a left-handed medium and a conventional
medium. Here we investigate the electric field distributions of the five-layer planar optical waveguide
structure with the kerr-type nonlinear metamaterial guiding films. The propagation characteristics
of the TE waves were investigated analyticallyand numerically. The analytical and numerical results
show excellent agreement.

2. ANALYSES AND NUMERICAL RESULTS

In this section, the modal theory was used to drive the TE-polarized field for the five-layer planar
optical waveguide with the kerr-type nonlinear metamaterial guiding films, as shown in Fig. 1. We
consider the TE waves propagating along the z-direction. The wave equation can be reduced to as
follows.

∂2Ey

∂z2
+

∂2Ey

∂x2
+

∂2Ey

∂y2
=

nj

c2

∂2Ey

∂t2
, j = f, c, s, i (1)

In Eq. (1) the electric field in each layer can be expressed as:

Ey(x, z, t) = Ej(x) exp[j(ωt− βkoz)], j = f, c, s, i (2)

where β is the effective refractive index, ω is the angular frequency, and k0 is the wave number in
the free space. For the Kerr-type nonlinear metamaterial, the square of the refractive index n2

f can
be expressed as:

n2
f = µfεf + α |E(x)|2 (3)

where µfεf is the square of the linear refractive index of the nonlinear metamaterial and α is the
nonlinear coefficient. By substituting Eq. (2) into the wave equation Eq. (1), considering the case
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Figure 1: The structure of five-layer planar optical waveguide with nonlinear metamaterial film.

β < εfµf and matching the boundary conditions, the transverse electric fields in each layer can be
written as:

Ey(x) = Ec exp{−Pc[x− (2d + w)]} 2d + w < x (4)
Ey(x) = b · cn{A[x− (d + w) + x0] |B } d + w < x < 2d + w (5)
Ey(x) = Ei {exp[−Pi(x− d)] + exp{Pi[x− (d + w)]}} d < x < d + w (6)
Ey(x) = b · cn{A[x + x0] |B } 0 < x < d (7)
Ey(x) = Es exp[Psx] x < 0 (8)

where

A =
[(

a2 + b2
)(

α2k
2
0

2

)]1/2

, B =
b2

a2 + b2
, a2 =

√
H4 + 2α2k2

0K + H2

α2k2
0

b2 =

√
H4 + 2α2k2

0K −H2

α2k2
0

, H2 = k2
0

(
n2

2 − β2
)
, P 2 = k2

0

(
β2 − n2

1

)
j = c, i, s (9)

The parameters Es an Ed are the values of the electric field at the lower (at x = 0) and upper (at
x = w + 2d) boundaries of the film, respectively. K and x0 ars the first and the second constant of
integration. The cn is a specific Jacobian elliptic function. For simplicity, th modulus B is omitted
in the following discussions. On the other hand, the first integration can be expressed as follows:

K = k2
0E

2
s

((
µf

µs

)2 (
β2 − εsµs

)− (
εfµf − β2

)
+

αE2
s

2

)

= k2
0E

2
c

((
µf

µc

)2 (
β2 − εcµc

)− (
εfµf − β2

)
+

αE2
c

2

)
(10)

By the matching boundary condition, the transcendental equation can be expressed as:

EdPµf

µi
=

{
A · [Ei1 exp(−Rw) + Ei2] · sn[Ad]dn[Ad] ·

{
1−B ·

[
1−

(
Ei1 exp(−Rw) + Ei2

b

)2
]}

−A · [Ei1 exp(−Rw) + Ei2] ·B4 · sn[A4d]cn2[Ad]dn[Ad]

[
1−

(
Ei1 exp(−Rw) + Ei2

b

)2
]

+

{
cn[Ad]dn2[Ad]−

[
Ei1 exp(−Rw) + Ei2

b

]2

·B4 · sn2[Ad]cn[Ad]

}

·R · [Ei1 exp(−Rw)− Ei2]
}µf

µi
/P ·

{
1−B · sn2[Ad] ·

[
1−

(
Ei1 exp(−Rw) + Ei2

b

)2
]}2

(11)
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where sn and dn are the Jacobian elliptic functions. Eq. (11) can be solved numerically. on the
other hand, for the case εfµf < β, we only have to replace A, B, a, b, and x0 in Eq. (9) with A′,
B′, a′, b′, and x′0, and get these equations with similar representations. When constants β and E0

are determined, all the other constants , K, A, a, b, B, and Ed are also determined.
We used the formulae derived in the preceding section to calculate the transverse electric field

functions in the five-layer planar optical waveguides with the kerr-type nonlinear metamaterial
guiding films. We use numerical examples to presented some simulation results. The numerical
results are shown from the Figs. 2–6. Figure 2 shows the curve of the transcendental equation in
nonlinear metamaterial waveguide with constant: µf = −2, df = 3 µm, di = 3µm, εfµf = 1.57,
εsµs = εcµc = 1.55, α = 6.3786µm2/V2, and λ = 1.3 µm. As the results shown in Figs. 2–6, the
electric field distributions for several points as shown in the Fig. 2.

Figure 2: Dispersion curve of the five-layer waveguide with kerr-type nonlinear metamaterial guiding film.

Figure 3: The electric filed distributions with respect
to A point in the Fig. 2.

Figure 4: The electric filed distributions with respect
to B point in the Fig. 2

3. CONCLUSION

In this paper, we have analyzed the transverse electric field of each layer in five-layer planar optical
waveguide with the kerr-type nonlinear metamaterial guiding films. The transcendental equation



Progress In Electromagnetics Research Symposium Proceedings 1369

can be depicted by the value of the boundary electric filed and the effective refraction index. We
also show the evolutions of the electric filed with different effective refraction index. The similar
process can be used to predict the propagation characteristics of TM waves in this structure. The
simulation result is also helpful to figure out the propagation situation of the TE polarized waves.
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Permittivity of Thin Quantum Dot Film with Local Field Effects

M. N. Anokhin, A. A. Tishchenko, and M. N. Strikhanov
National Research Nuclear University “MEPhI”, Moscow, Russia

Abstract— It is known that electronic properties of a quantum dot (QD) depend on its size
and shape. Spectrum of emission light of a QD is changed by tuning their core diameter. For
example, the cadmium selenite (CdSe) QDs emit blue light when the diameter of the core is 2 nm
and emit red light when it is 7 nm [1]. Because of it QDs have a good potential for using in
different light emitting devices including organic light emitting diodes (OLEDs). For example,
QDs gives a good opportunity for design white OLEDs etc..

1. INTRODUCTION

QD films have a lot of applications in optoelectronic devices because of their unique properties
of QD. Such as size- and shape-tunable optical and electronic properties (e.g., the band gap in a
QD proportional to its size). QDs are bright and photostable and can show a very high photolu-
minescence quantum efficiency (around 90%) [2, 3]. So QD films are very perspective for using in
different kinds of electronic and optoelectronic device applications [4]. For example, light emitting
diodes (QD-LEDs), field-effect transistors (FETs) and photodetectors.

2. DIELECTRIC PROPERTIES OF THIN QUANTUM DOT FILM

Let us consider a thin film of the amorphous substance 2b wide. It is composed of N uniformly
located spherically symmetric QDs. Let all the QDs be anisotropic and have polarizability αij (ω):

αij (ω) = α⊥ (ω) (δij − eiej) + α‖ (ω) eiej . (1)

We work in the dipole approximation as a QD diameter is considerably smaller than the wave-length
of light:

jmic (r, ω) = (−iω)
∑

b

d (Rb, ω) δ (r−Rb), (2)

where d(Rb, ω) is the moment dipolaire of the b-th molecule, b = 1, N , N is the total number of
molecules of the substance.

Let put in vacuum a source creating the field E0. Linearity of Maxwell’s equations allows us
to obtain the Fourier transform of the solution of Maxwell’s equations in a medium as sum of
an external field (which has not yet interacted with any of the molecules) and a sum of all the
secondary fields created by all the molecules [5]:

Emic
i (r, ω) = E0

i (r, ω) +
1

2π2

∫
d3lSij (l, ω) αjk (ω)

∑

b

Emic
k (Rb, ω) exp {−il (Rb − r)}, (3)

where

Sij (l, ω) =
(ω/c)2 δij − lilj

l2 − (ω/c)2 − i0
. (4)

Averaging (3) over the location of other QDs we find the local field Eloc
i :

Eloc
i (Ra, ω) = E0

i (Ra, ω) +
1

2π2

∫
d3lSij (l, ω) αjk (ω)

∫
d3RbaNw (Rba) Eloc

k (Ra + Rba, ω) exp {−ilRba} , (5)

where w(Rba) is the probability density of finding the b-th molecule at the distance Rba = Rb −
Ra(k = 1, N − 1):

w (R) =
1
V

[1− f (R)] , (6)
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where f(R) is the radial distribution function, that in fact describes the structure of film.
Averaging over the coordinates of all the QDs of the substance we obtain the macroscopic field:

Ei (R, ω) = E0
i (R, ω) +

1
2π2

∫
d3R′Sij

(−R′, ω
)
Pj

(
R + R′, ω

)
, (7)

where

Sij

(−R′, ω
)

=
∫

d3qSij (l, ω) exp
{−ilR′} , (8)

Pj (R, ω) = nαjk (ω) Eloc
k (R, ω) , (9)

where n is the number density:

n =
N

V
(10)

Now we can obtain a relation between the macroscopic field E and the local field Eloc :

Ei (R, ω) = E0
i (R, ω) +

1
2π2

∫
d3R′Sij

(−R′, ω
)
Pj

(
R + R′, ω

)
. (11)

We write this equation in the coordinates (q, z, ω):

Ei (q, z, ω) = Eloc
i (q, z, ω)

+4πn

∫
d2R′

(2π)3

b−Z∫

−b−Z

dZ ′ exp
{
iqR′} f

(
R′)Sij

(−R′, ω
)
αjk (ω) Eloc

k (q, z, ω) . (12)

Equation which connects the Fourier transforms of the local and macroscopic fields [6]:

tik (q, ω)Eloc
k (q, ω) = Ei (q, ω) , (13)

where

tik (q, ω) = δik + 4πn

∫
d2R′

(2π)3

b−Z∫

−b−Z

dZ ′ exp
{
iqR′} f

(
R′) Sij

(−R′, ω
)
αjk (ω) . (14)

Taking into account that:

4πPi (q, z, ω) = [εij (q, z, ω)− δij ] Ej (q, z, ω) . (15)

And using Eq. (9) and Eq. (13) we obtain the dielectric permittivity:

εik (q, z, ω) = δik + 4πnαij (ω) t−1
jk (q, z, ω) . (16)

In the long-wave approximation:

n−1/3 ¿ q−1 ¿ c/ω. (17)
εik (z, ω) = ε⊥ (z, ω) (δik − eiek) + ε‖ (z, ω) eiek, (18)

where

ε⊥ (z, ω) =
1 + 4πnα⊥ (ω) (2/3− c (z))
1− 4πnα⊥ (ω) (1/3 + c (z))

ε‖ (z, ω) =
1 + 4πnα‖ (ω) (2/3− c (z))
1− 4πnα‖ (ω) (1/3 + c (z))

, (19)

c (z) =
∫

d3l

Z+b∫

Z−b

dZ ′

2π
exp

{
ilzZ

′} f
(
l⊥,−Z ′

)
. (20)
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The radial distribution function f(R) is defined as:

f (R) = n (R) /n, (21)

where n(R) is the local number density, that determines number of QDs dN(R) in the differential
of volume dV on the distance R from the fixed QD:

n (R) =
dN (R)

dV
(22)

Function f(R) can be found experimentally. For example, using x-ray diffraction [7].

3. DISCUSSION

In this work we study a natural variation of dielectric properties of a very thin film consisting of
QDs, with thickness in some QD diameters. For such thin film usually used macroelectrodinamical
approach does not work, which needs improving of existing techniques. We manage to obtain the
generalized Clausius-Mossotti relation for dielectric permittivity of thin film from the first principles
with help of the local field theory [5–7]. The distinctive feature of the local field theory is that it
permits to take into account interaction between the QDs, and to express the results through the
properties of single QD and radial function of distribution, characterizing their mutual disposition.
In article [5] such method was developed for an amorphous substance occupying a half-space. Here
we develop this technique for the case of very thin layer using dipole approximation assuming that
a QD diameter is considerably smaller than the wave-length of light. We obtain the conditions
when resonance lines for system of interacting QDs are shifted in comparison with the resonance
lines of a single QD, which is defined by local field effects.
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New Design of All-optical Flip-flop Device Based on Multimode
Interference Photonic Crystal Waveguides
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Abstract— In this paper, we proposed an all-optical flip-flop device based on the multimode
interference (MMI) with photonic crystal (PC) waveguides. The proposed all-optical logic gate
was numerically studied by the finite-difference time-domain method (FDTD). In recent years,
the photonic crystal is a very popular topic due to photonic band gaps (PBGs) which were known
to exist in the periodically modulated dielectric materials. We try to combine the MMI principle
and photonic crystal waveguide to design a whole new all-optical RS flip-flop device based on
the MMI PC waveguide structures. By introducing a point defect rod both in the control ports,
we can make outgoing field propagating in the output waveguide or not. The intensity profiles
show snapshots optioned at different times. This numerical results show that the proposed PC
waveguide structure could really function as an all-optical RS flip-flop logic gate. Note that if we
have an RS flip-flop, we can realize various much complex logic processing based on it.

1. INTRODUCTION

Since photonic band gaps (PBGs) were known to exist in periodically modulated dielectric mate-
rials [1, 2], which are the so-called photonic crystals (PCs), a large number of studies have been
devoted to revealing their unique properties [3]. These artificial sub-micro structures provide flex-
ible controls of light by breaking periodicity and by introducing defects. Recently, well-established
fabrication technologies and advanced numerical methods have enabled the sophisticated engi-
neering of PCs dispersion characteristics [4, 5]. In devices based on PBG, well-known lightwave
behaviors, such as directional coupling and resonance effect in cavities, have been exploited as well
as in conventional optical devices based on total internal reflection (TIR), and their characteristics
have been thoroughly investigated in many papers [6, 7]. Compared with those in conventional TIR
devices, the well-known behaviors of lightwave in PBG devices are observed in much smaller oper-
ating regions, due to the PCs ability to interact with light on a wavelength scale. For instance, the
directional coupling between adjacent line-defect waveguides occurs within a few wavelengths [8, 9].
This strong interaction with light in PBG devices is expected to usher in an era of ultra-compact
lightwave circuits that operate with much improved functionalities. While such lightwave behav-
iors have been successfully adopted into PBG devices, they are assumed to take place in structures
that ensure single-mode operation for the robust performance of devices. Hence, few studies in the
available literatures focus primarily on discussing PCs line-defect waveguides (PCWs) that support
multi-mode operation. Furthermore, researches on self-imaging phenomena that might be observed
in multi-mode PCWs, to our knowledge, have not been reported so far. In this paper, we observe the
propagation of lightwaves in multi-mode PCWs to determine if self-imaging phenomena occur and,
if so, to confirm that they can be utilized to control lightwaves in an ultra-compact structure. To
demonstrate self-imaging phenomena in multi-mode PCWs, a numerical computation is performed
with the finite-difference time-domain (FDTD) method. Asakawa’s group proposed a different type
of flip-flop operation using symmetric Mach-Zehnder switches implemented in PCs [10]. It has been
proposed that all-optical flip-flops can be realized by using two nonlinear etalons with appropriate

Figure 1: All-optical switch consisting MMI waveguide (width = 12a, and height = 14a).
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cross-feedback [11, 12], but this proposal is unsuitable for on-chip integration. Notomi’s group pro-
posed a different design using two PCs nanocavitiesin [13]. In this paper, we proposed an all-optical
flip-flop device based on the MMI with PC waveguide structure This numerical results show that
the proposed PC waveguide structure could really function as an all-optical RS flip-flop logic gate.

2. ANALYSES AND NUMERICAL RESULTS

We consider a MMI PC all-optical switch composed of dielectric rods in air with a square array
and a lattice constant a, as shown in Figure 1. The radius and the refractive index of the rods are
r = 0.18a and n = 3.6(Si), respectively. The proposed structure is composed two input ports, the
MMI waveguide, and the output port. In this proposed structure, the signal port B will always on
By properly changing the radius of the defect rod R1, the state of the output port will be changed
Figure 2 shows the transmission efficiency of the outpour port for different R1 (0.08a ∼ 0.38a).
When R1 is 0.31a, the control power will affect the MMI waveguide to turn off the output, due
to the phase difference is 180◦ of the control port and signal port. Now we know the point defect
effectiveness in this kind of structure, and then we will design a RS flip-flop. We introduce a point
defect both in the CR and CS control ports, as shown in Figure 3. The radius and the refractive

Figure 2: The output chart of R1 radius in the control port and output transmission power.

Figure 3: The proposed all-optical flip-flop based on the MMI PC waveguide structure.

Figure 4: Time sequence of three inputs (single, control set, and control reset), and two outputs (Q, and Q̄).
The bottom plots are snapshots of intensity profiles of the RS flip flop device.
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index of the rods are r = 0.18a, and n = 3.6. The radius of the point defect R1 = 0.31a in the
control R (CR) and control S (CS) waveguide.

By changing the states of two control ports (CS and CR), the states of the output port will
also be changed. In this simulation, the incident wave with wavelength λ = 1.55µm is launched
as a signal. Here, we assume the boolean values “0” and “1” corresponding to the absent of the
output field or not. For the case 1, when the states of CS and CS are “1” and “0”, respectively,
the output Q is “1” and Q̄ is “0”. If the control set is turned off in the next timing, the output
port will remain the same state. For the case 2, when CS is “0” and CR is “1”, the output Q is
“0” and Q̄ is “1”. If the control reset is turned off in the next timing, the output result was not be
changed. For the case 3, when CS is “1” and CR is “1”, the output Q is “0” and Q̄ is “0”. All of
the numerical results are shown in Figure 4.

3. CONCLUSIONS

We propose a new design of an all-optical RS flip-flop based on the MMI PCW. By introducing a
point defect rod both in the control ports, we can make outgoing field propagating in the output
waveguide or not. The intensity profiles show snapshots optioned at different times. This numerical
results show that the proposed PC waveguide structure could really function as an all-optical RS
flip-flop logic gate. Note that if we have an RS flip-flop, we can realize various much complex logic
processing based on it.
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Abstract— In this paper, we design hexagonal and octagonal TPCFs wherein dispersion and
nonlinearity vary exponentially at 400 nm wavelength according to the self-similar analysis. By
exploiting these optical properties, we demonstrate the effective pulse compression schemes at
400 nm wavelength.

1. INTRODUCTION

The generation of ultrashort pulses at shorter wavelength near 450 nm is especially preferred in
satellite sensors, ophthalmology in optical coherence tomography system, optical imaging,etc [1].
However, it is difficult to produce such a shortest pulse at near visible wavelength even from the
best available laser sources. Of late, the generation of desired pulse width of ultrashort pulses is
quite possible through pulse compression technique with the advent of photonic crystal fiber (PCF)
where the anomalous dispersion can also be obtained at visible regime [2]. Achieving single mode
and high dispersion near the visible wavelength turns out to be a challenging task in the generation
of ultrashort pulses using PCF. In general, there are two proven ways to enhance the nonlinearity
and dispersion values in PCFs. First, one can modify the design of PCF with large air hole size
leading to high nonlinearity and large dispersion. However, this usually results in switching over
to multimode propagation owing to larger values of air hole size. Second, the nonsilica technology
such as SF6, TF10, CS2, nitrobenzene, and so on, enhances the nonlinearity and eventually requires
relatively less input energy [3]. In general, the tapering is done by reducing the pitch and diameter.
Fiber tapering provides a convenient way to reduce the mode-field diameter of fibers, thereby
allowing for a better pulse compression [4]. We, thus, emphasize that the tapered PCFs (TPCFs)
are very much suitable for effective pulse compression when compared to conventional PCFs. In
this paper, we design hexagonal and octagonal TPCFs wherein group velocity dispersion (GVD)
and nonlinearity vary exponentially at 400 nm wavelength in line with the self-similar analysis.
By exploiting these optical properties, we demonstrate the effective pulse compression schemes at
400 nm wavelength.

2. DESIGN OF THE PROPOSED TPCF

The proposed geometric hexagonal and octagonal tapered structures consist of five rings of air
holes. TPCFs can be designed by simultaneous reduction of their geometrical parameters, namely,
air-hole diameter, d, and pitch, Λ. While tapering the PCF, we decrease the value of the pitch as
per self-similar condition [5].

Λ(z) = Λ0 exp (−σz) , (1)

where Λ is the pitch, if σ is the decay rate and z is the propagation distance.
The geometrical structures of the proposed hexagonal and octagonal TPCFs are shown in

Fig. 1(a). Here pitch is kept at 7µm.

3. OPTICAL PROPERTIES

In this section, we describe an important linear effect called. It is known that the dispersion
does depend on both operating wavelength and the physical parameters such as core diameter
and pitch. The value of GVD is determined from the second derivative of the computed neff
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(a) (b)

Figure 1: Geometrical structure of (a) hexagonal and (b) octagonal TPCFs when Λ = 7µm.

(a) (b)

Figure 2: (a) Pitch and air-hole diameter with respect to distance at 400 nm wavelength and (b) variations
of GVD and nonlinearity for the proposed hexagonal and octagonal TPCF at 400 nm wavelength.

using finite element method [6]. It is clear that the proposed tapered PCFs exhibit anomalous
dispersion varying exponentially based on self similar condition at 400 nm wavelength. To compute
the effective nonlinearity, we first calculate the effective area, Aeff . From the numerical results, we
find that the effective area decreases and hence the effective nonlinearity increases exponentially as
shown in Fig. 2(b).

(a) (b)

Figure 3: The calculated output pulse profiles through self-similar analysis of the proposed (a) hexagonal
and (b) octagonal TPCFs at 400 nm wavelength with their log plots.
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Figure 4: Compression factor of self similar pulse compression for tapered PCF at 400 nm.

4. SELF SIMILAR PULSE COMPRESSION

Self-similar pulses are preferred since the linear chirp facilitates efficient pulse compression. A
self-similar analysis has been utilized to study linearly chirped pulses in optical fiber and fiber
amplifiers. It is obvious that length of the TPCF is a significant factor for a compact self similar
pulse compressor [7]. We choose the fiber length in such a way that it is always lesser than
the chirp length in order to ensure that the chirp does not contribute to the spectrum of the
compressed pulses. The calculated output pulse profiles through self-similar analysis of the proposed
(a) hexagonal and (b) octagonal TPCFs at 400 nm wavelength are shown in Fig. 3.

Note that the initial full width at half-maximum (FWHM) intensity of the pulse is 1.76T0. Here
FWHM is kept as 1 ps. It is obvious that length of the TPCF is a significant factor for a compact
self similar pulse compressor [8]. We choose the fiber length in such a way that it is always lesser
than the chirp length in order to ensure that the chirp does not contribute to the spectrum of the
compressed pulses.

5. CONCLUSION

We have been able to generate the self-similar ultrashort pulses at 400 nm wavelength using both
hexagonal and octagonal tapered photonic crystal fibers. We strongly envisage that the proposed
TPCFs at 400 nm wavelength would find useful in satellite sensors, ophthalmology, optical imaging,
etc..
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Abstract— In this paper, the traditional ISAR image quality evaluation standard and its
limitation is analyzed. An ISAR quality evaluation method of aerospace targets is presented,
combining with ISAR imaging mechanism and the structural characteristics of aerospace targets,
referencing the standard of optical image quality evaluation. Beyond some current commonly
used indications, a new indication based on the power spectrum is adopted in this method. The
simulation data and real data show the validity of the algorithm.

1. INTRODUCTION

Inverse synthetic aperture radar (ISAR) can generate 2D image for a non-cooperative moving
target [1], and be used for military and civilian purpose. In practice, the effect of ISAR imaging
is affected by many factors; some quality problem is existed in the ISAR image, such as blur,
deformation, tailing, ghost copy etc. [2]. So it is necessary to evaluate the image quality by some
corresponding parameters. In addition, the research on that how to choose the high quality image
from the mass result, has important significance to realize image interpretation and obtain the
target information. The techniques for SAR image quality assessment have been developed in
recent years, and already formed a commercial product, but the research on ISAR image is still
poor.

In the traditional method, image entropy and contrast is adopted to evaluate ISAR image quality,
however, this method is only suitable for comparing the image quality from the same measurement
data in different processing algorithm. It still has no viable standard on that how to evaluate the
ISAR images in different measurement periods.

This paper analyzes the traditional ISAR image quality evaluation standard and its limitation
in Section 2. ISAR imaging mechanism and the structural characteristics of aerospace targets is
analyzed in Section 3. Referencing the standard of optical image quality evaluation, an ISAR
quality evaluation method of aerospace targets is presented in Section 4. Beyond some current
commonly used indications, a new indication based on the power spectrum is adopted in this
method. Experimental results and performance analysis are reported in Section 5, followed by
conclusion in Section 6.

2. TRADITIONAL STANDARD OF ISAR IMAGE QUALITY ASSESSMENT

Objective image quality measures have been developed to quantitatively estimate the perceived
image quality. There are three types of objective image quality measures: full-reference (FR),
reduced-reference (RR), and no-reference (NR), which have full, partial, and no access to a reference
(distortion-free) image, respectively [3]. ISAR image quality assessment belongs to NR.

Currently, image entropy and contrast is adopted as two indications, when evaluating the ISAR
images.Image entropy is used to characterize the image clarity. It is defined by:

Entropy = −
M∑

m=1

N∑

n=1

|I(m,n)|2
S

ln
|I(m,n)|2

S
(1)

When S =
M∑

m=1

N∑
n=1

|I(m,n)2|, M denotes the number of HRRPs and N is the number of range

bins in HRRP. Figure 1 shows ISAR images with different entropy.
ISAR image contrast is defined by the ratio between the standard deviation and mean value of

image intensity, which can be expressed as

C =

√
E

(
(I2(m,n)−E (I2(m,n)))2

)

E (I2(m,n))
(2)
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Figure 1: ISAR images with different entrop.
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Figure 2: ISAR images with different contrast.
(a) Original image. (b) Enhanced image.
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Figure 3: ISAR imaging results of Simulate data.
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Figure 4: ISAR images with defocus blur.

Table 1: Entropy and contrast of ISAR images shown in Figure 3.

Entropy Contrast Entropy Contrast
Figure 3(a) 8.1045 11.5667 Figure 3(b) 8.9662 11.1414

Image contrast has an important effect on image segmentation, target region extraction and
target classification. Many factors may cause low image contrast. Sidelobe and coherent speckle
increases the energy of background, disrupts the original outline structure of target, and thus re-
duces the contrast of target and background. Some ISAR images’ dynamic range is small, resulting
in the low contrast. The higher the ISAR image contrast, the clearer the image, more conducive
to the extraction and classification of target. Figure 2 shows a group of ISAR images. The original
image is shown in Figure 2(a). Figure 2(b) shows the enhancement result. It is obvious that the
enhanced image highlights the target brightness, suppresses background noise, and improves image
quality.

Entropy and contrast, can reflect the quality of ISAR, but need to point out that it is effective
for comparing the ISAR images generated by the same measuring data under different processing
algorithms; in other cases, it is not always reliable. Figure 3 shows two different ISAR imaging
results. The contrast and entropy of them is shown in Table 1. From the entropy and contrast, the
quality of Figure 3(a) is better; this is obviously inconsistent with the actual visual effects. It still
has no viable standard on that how to evaluate the ISAR images in different measurement periods.

3. AEROSPACE COMPLEX TARGET ISAR IMAGE CHARACTERISTICS ANALYSIS

In the ISAR imaging process, there are many factors lead to blurred images, such as sidelobe
enhancement, noise, ghost, defocusing etc.. Among them, the defocusing is one of the important
factors that cause ISAR images blur.

For aerospace object, the motion parameters and the state is usually unknown. The existence of
complex motion during the flight, such as maneuver, transfer etc., make the error in translational
motion compensation, nonlinear correction, and cross-range scaling, is difficult to avoid. And the
scattering centers of aerospace target is more intensive; even a high-resolution, it is difficult to
avoid migration through resolution cells (MTRC). All these will lead to ISAR images focusing not
well and generate blur image. As shown in Figure 4. Blur will lead to a decline in ability of target
recognition of ISAR image, therefore need quantitative evaluation of blur degree.

The blur parameters assessment method based on the blur image spectrum diagram, which is
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presented in [4], has been widely researched and applied. The method which adopts the image edge
along the direction of motion as a motion blur measure is indicated in [4–6]. Experiments show that
the motion blur evaluation algorithms cannot be directly used in defocus blur degree evaluation
of ISAR image, this is because the low signal-to-noise ratio (SNR) of ISAR image. ISAR has the
similar imaging mechanism with SAR. According to the characteristic of SAR images, literature [7]
proposed a new method using truncated spectrum of SAR images and average edge width of salient
image areas after med-value filtering with big windows to evaluate the defocusing blur of SAR
images. Because the quality, it is difficult to extract the edge of ISAR images, so the method of
literature [7] is not applicable to ISAR images.

High frequency part of ISAR image can represent the image detail. For the image which exist
defocusing blur, the high frequency part damage is serious, and the high frequency power spectrum
will be lower, so we can consider using high frequency component of the power spectrum of image
as a measurement of its blur degree.

4. ISAR IMAGE QUALITY ASSESSMENT

4.1. Image Power spectrum
In order to carry on the spectrum analysis, image can be transform to the frequency domain. The
two-dimensional spectrum of ISAR image is written as F (u, v), then the power spectrum P (u, v)
can be obtained by

P (u, v) =
|F (u, v)|2
M ×N

(3)

where (u, v) is the frequency coordinate in two-dimensional space; and M ×N is the size of image.
4.2. ISAR Image Quality Assessment Based on Wavelet Power Spectrum
Usually, when the image is blurred, the high frequency components will be lost, and the high
frequency power spectrum of image will change with the change of the high frequency components,
so we can use the change of the high frequency power spectrum to describe blurred image quality.

High frequency component often presents the edge of the image and the image contour, therefore
we do the processing for image through the wavelet decomposition. First using the ISAR image
wavelet transform to extract the approximate image cA, and three high frequency sub images
cHcV , cD that correspond to horizontal, vertical and diagonal, respectively. Because ISAR image
defocus will lead to the change of the high frequency components,so we take the ratio between high
frequency components and low frequency components, as the evaluation indexes. The higher the
ratio is, the worse the image. Here the power spectrum of cI, cH, cV , cD, are written as cI PS,
cH PS, cV PS, cD PS, respectively, which can be obtained according to (3). The evaluation
indexes InPs is defined as

InPs =
3 ∗mean2(cI PS)

mean2(cH PS) + mean2(cV PS) + mean2(cD PS)
(4)

In the application process, it is found that the effect of proposed method is not very good, when
the image in the sequence has a large change. This is because, with the changes of the pose, the
shape and size of the object appeared in the image is also different. If the background region is
too large, the mean of power spectrum will be reduced, which will affect the evaluation results. To
exclude this effect, the method this paper adopts, is to intercept the target region; and only do the
analysis for the power spectrum of target region.

5. EXPERIMENT RESULT AND ANALYSIS

In this section, we present two numerical examples to demonstrate the performance of the pro-
posed approach.All the algorithms in this section run on Matlab 2010a. The operating system is

Table 2: Parameters of radar system.

Parameter Setting value Parameter Setting value
Carrier frequency 10GHz Bandwidth 1 GHz
Original azimuth 45◦ Original pitch 45◦

Echo number 512 Sampling number 512
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Microsoft Windows XP Professional SP3 and processor is Pentium Dual-Core 2.7 GHz ¤ 2 CPU.
The computer memory is 2 GB of system RAM.

5.1. Simulation ISAR Sequences
In the simulated experiment, the parameters of the radar system are listed in Table 2. The model
we choose in this paper is Boeing 737-800. Figure 5 shows the simulation ISAR sequences of
the Boeing 737-800. The phase disturbance, which appends in the simulated experiment,satisfies
(b) > (d) > (c) > (a).

Figure 6 shows the target region which is extracted in this paper. Without loss of generality,
here we present the assessment result using the proposed method and traditional evaluation index.
The assessment result is shown in Table 3.

Table 3 indicates that the assessment result of proposed method satisfies (b) < (d) < (c) < (a);
this is consistent with the actual situation.

5.2. Real ISAR Sequences
In the experiment, the real data provided by Science and Technology on Automatic Target Recog-
nition Laboratory (ATR) of China was used. The data were collected by ATR’s experimental
ground-based imaging radar. The target was a flying airplane of Boeing 737-800. The carrier
frequency was fc = 10GHz, and the bandwidth was B = 1 GHz. Figure 7 shows the real ISAR

Table 3: The assessment result of simulation ISAR result.

(a) (b) (c) (d)

Image entropy 7.891 8.547 9.311 9.310

Image contrast 2.957 1.356 1.796 1.879

Mean gradient 0.0248 0.0253 0.0371 0.0365

InPS (original image) 6.654 11.484 9.574 9.840

Proposed method

InPS (target region)
6.664 11.941 10.225 10.831
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Figure 5: Simulation ISAR sequence.
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Figure 6: The target region.
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Figure 7: Real ISAR sequence.
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Table 4: The assessment result of real ISAR result.

(a) (b) (c) (d)
Image entropy 5.988 7.043 7.252 7.814
Image contrast 8.607 5.194 5.227 5.348
Mean gradient 0.0361 0.0683 0.0740 0.0948

InPS(original image) 7.335 8.945 9.755 11.930
Proposed method

InPS (target region)
7.977 8.914 9.744 11.983

sequences of the Boeing 737-800. The result of quality assessment is shown in Table 4.
Table 4 indicates that the assessment result of proposed method satisfies (d) < (c) < (b) < (a);

this is consistent with the subjective assessment result.

6. CONCLUSION

This paper analyzes the traditional ISAR image quality evaluation standard and its limitation. An
ISAR quality evaluation method of aerospace targets is presented. Beyond some current commonly
used indications, a new indication based on the power spectrum is adopted in this method. The
simulation data and real data show the validity of the algorithm.
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Abstract— Compensation for amplitude and phase distortion in inverse synthetic aperture
radar (ISAR) system is important for the system performance. People cannot help but take an
active radar calibrator on a tower as an external test target to measure the distortion and carry out
the compensation though it includes extraneous components and induces additional distortion.
So a new method for distortion compensation is presented, which is based on the low signal-to-
noise-ratio (SNR) echo from a spherical satellite. The technique of pulse compression based on
matched filtering is used and then the target region is extracted and inverse matched filtering
is applied to achieve the high SNR echo. Thus the amplitude and phase error coefficients can
be calculated, which results in excellent compensation for the system distortion. Experimental
results based on real radar data show the effectiveness of the proposed method. Comparison
results with other scheme are also presented to prove the superiority of our approach.

1. INTRODUCTION

Inverse synthetic aperture radar (ISAR) has a rapid development all over the world, owing to its
high resolution and the ability to extract target information such as structure, motion state, and
other target identifying characteristics in all-weather and night and day circumstances [1]. In order
to achieve the high-range resolution, ISAR system operates over large bandwidths, which brings
in the issue of distortion. The non-ideal components comprising the system are not able to keep
linear amplitude and phase characteristics across the bandwidth [2]. The generated waveform may
undergo distortion in the transmitter, antenna, propagation medium [3, 4], and the receiver and so
on. Thus the actual transmitted and received signal deviates from the ideal signal, which results
in the bad performance of the signal-to-noise-ratio (SNR) and major lobe and side lobe.

There are two types of techniques to measure the amplitude and phase distortions in the system:
closed loop and the employment of an external test target [2]. The former including pre-distortion
technique [5–7] excludes antenna and propagation medium, leading to limited results. The latter
uses the complete system and is better. The type of the test target may be a corner reflector,
a metallic ball towed by a balloon, an active radar calibrator (ARC) on a tower, or a spherical
satellite. However, the reflector suffers from high level of clutter. The metallic ball is difficult to
carry out daily in practice. The current approach is to use the ARC. But the ARC includes optic
transceivers, fibre-optic delay line, and amplifiers, inducing additional distortion [2]. Although it is
best to take the spherical satellite as the test target, it is unpractical because the SNR is too low.

In this paper, we analyse the reason why the low SNR signal received from the satellite fails
to compensate for the distortion. Then we utilize pulse compression technique based on matched
filtering (MF) to find the target region and then take inverse MF on the region to get high SNR
signal. Thus we can achieve the distortion coefficients and compensate for the system distortion.
Experiments based on real radar data show that the results are better than that by the ARC.

2. THEORY STUDY AND PROPOSED METHOD

2.1. Theory of Compensation for System Distortion
Compensation for distortion in a system using stretch processing in pulse compression is compli-
cated [8, 9]. But it is much simpler in a system using matched-filter correlation processing in pulse
compression, because the system can be treated as a series of linear wideband sub-systems such as
a transmitter, an antenna, a receiver and so on.

Let Fideal(f) represent the spectrum of the ideal transmitted signal fideal(t). Denote Factual(f)
as the spectrum of the actual received signal factual(t) from the test point target. As for the linear
system, the transmission characteristic can be obtained as follows:

H(f) =
Factual(f)
Fideal(f)

(1)
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A physical system will exhibit nonlinear frequency responses that can be described by a Fourier
series expansion as follows [10]:

H(f) =

[
a0 +

∞∑

n=1

an cos(2πcnf)

]
· exp

[
−j2πb0f − j

∞∑

m=1

bm sin(2πdmf)

]
(2)

which represents the system distortion. Thus (1) also represents the amplitude and phase error
coefficients of the signal across its frequency band. And with the distortion coefficients we can
compensate the radar returns as follows [2]:

Fcomp(f) =
Ftarget(f)

H(f)
= Ftarget(f) · Fideal(f)

Factual(f)
(3)

where Fcomp(f) is the compensated spectrum and Ftarget(f) is the distorted spectrum of the real
target. Thus, the compensated signal fcomp(t) can be obtained by the inverse Fourier transform of
Fcomp(f).

Specially, if the real target is just the test point target, then (3) would become:

Fcomp(f) = Fideal(f) (4)

Hence, the compensated spectrum of the test point target is the ideal spectrum of the signal that
is aimed to be transmitted. Thus, after the compensation we can obtain the undistorted signal.

2.2. Method for Compensation in Low SNR Condition
From the scheme described above, we can see that the key issue is the validity of the distortion
coefficients in (1). However, the above scheme does not take into account noise. In practice, the
signal from the target includes noise. Hence, (1) should be rewritten as:

H(f) =
Factual(f)− Fnoise(f)

Fideal(f)
(5)

where Fnoise(f) is the noise spectrum.
In high SNR condition, Fnoise(f) is much smaller than Fatual(f), so it can be passed over and

the coefficients calculated by (1) are effective. Whereas, in low SNR condition, Fnoise(f) is as much
as Fatual(f), so it must be taken into account and the coefficients calculated by (1) are ineffective.

According to (2), the phase characteristic of the real system is probably linear though it some-
what departs from the ideal linear. However, the phase characteristic calculated by (1) is far from
linear in low SNR condition. Fig. 1 shows the situation. Fig. 1(a) shows the phase character-
istic calculated by (1) based on the signal received from the ARC in high SNR condition while
Fig. 1(b) from the spherical satellite in low SNR condition. We can see that the former is approx-
imately linear while the latter is completely nonlinear. Hence the latter cannot exactly represent
the characteristic of the system and is ineffective.
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Figure 1: Phase characteristic calculated by (1) based on the echo from: (a) ARC in high SNR condition,
and (b) satellite in low SNR condition.
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Our method is to improve the SNR. It is well known that the signal power can be increased
BT (B is the bandwidth and T is the pulse width) times by using pulse compression technique for
the linear frequency modulation waveform. The quantity BT is referred to as the time-bandwidth
product. As the ISAR system utilizes frequency modulation, the time-bandwidth product can be
much greater than unity. Hence, the target region can be quickly found after pulse compression
and then the SNR can be increased by inverse dealing. The concrete steps are as follows:

Step 1. Take the spherical satellite as the test target and get the received discrete-time signal
factual(tn), which is low SNR.

Step 2. Take MF on factual(tn) and get the high-resolution range profile (HRRP) factualM(tn).
Step 3. Find and extract the target region f ′actualM(tn).
Step 4. Take inverse MF on f ′actualM(tn) and get f ′actual(tn), which is high SNR.
Step 5. Calculate the distortion coefficients: obtain the spectrum F ′

actual(fn) of f ′actual(tn); con-
struct the ideal transmitted signal fideal(tn) and get its spectrum Fideal(fn); the ratio of the
two spectra produces the transmission characteristic H(fn) = A(fn)·exp[jP (fn)], where A(fn)
is the amplitude-frequency response and P (fn) is the phase-frequency response.

Step 6. Implement the least squares curve fitting on P (fn) to get the linear phase-frequency
response P ′(fn). Let ∆P (fn) = P (fn) − P ′(fn), which represents the departure between
the actual phase response of the system and the ideal linear one. The coefficients used for
compensation can then also be ∆H(fn) = A(fn) · exp[j∆P (fn)].

Step 7. Take the Fourier transform on the received signal ftarget(tn) from the real target to get
Ftarget(fn) and divide it by the coefficients H(fn) or ∆H(fn) to obtain the compensated
spectrum Fcomp(fn). After the inverse Fourier transform the compensated signal fcomp(tn) is
achieved.

Steps 1 to 5 are enough for obtaining the distortion coefficients. Step 6 is for calculating the
departure between the actual and ideal phase responses. A flowchart for better understanding of
the proposed method is given in Fig. 2. After the compensation, we can carry out MF, motion
compensation, and the range-Doppler method to get a clear image of the target.

The phase characteristic based on the above signal received from the spherical satellite in low
SNR condition after processing is shown in Fig. 3, which is approximately linear now. Thus,
the effective distortion coefficients can also be achieved in low SNR condition with the proposed
method.

Figure 2: Flowchart of the proposed method.
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Figure 3: Phase characteristic based on the echo
from satellite in low SNR condition after processing.

3. EXPERIMENT

The experiments are carried out on the basis of some ISAR system under field conditions in China.
We take an ARC and a spherical satellite as the external test targets one at a time on the same
day. And a non-point target is also observed.

In order to demonstrate the effectiveness of the distortion coefficients calculated by the proposed
method, we calculate the phase errors ∆P (fn) based on the received signals from both the ARC
and the satellite as shown in Fig. 4(a). The comparison of amplitude responses A(fn) is shown in
Fig. 4(b). We can see the phase errors ∆P (fn) are almost the same and the amplitude responses
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A(fn) are similar. Thus the distortion coefficients extracted from the satellite echo are probably
equivalent to those extracted from the ARC echo. As a result, the distortion coefficients calculated
by the presented method are effective and can be used to compensate for the system distortion.

In order to see the compensation effect, we use the above two distortion coefficients to compen-
sate some other echo from the spherical satellite and then apply MF to get the HRRP. The results
are shown in Fig. 5. Due to the system distortion, the HRRP does not seem like a point target,
and the SNR, the range resolution, and the time side lobe performance are significantly degraded
before compensation. And the compensation is the solution. Furthermore, compensation by the
spherical satellite is better than that by the ARC. This is because the ARC includes extraneous
components, which induce additional distortion.

 -400  -200 0 200 400

5

10

15

Frequency (MHz)

(a)

P
h
a
s
e
 (

d
B

)

 

 

from satellite

from ARC

 -400  -200 0 200 400

2

3

4

5

6

7

Frequency (MHz)

(b)

A
m

p
li
tu

d
e
 (

d
B

)

 

 

from satellite

from ARC

Figure 4: Comparisons of distortion coefficients extracted from satellite echo and ARC echo: (a) phase errors
∆P (fn), and (b) amplitude responses A(fn).
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Compensation for the non-point target is presented to prove the effectiveness and the superiority
of our method in Fig. 6, where ISAR imaging results are shown. Fig. 6(a) is the result after
compensation by the satellite while Fig. 6(b) by the ARC. Comparing the two figures, we can see
that the former has a clearer image of the target than the latter. And the latter has two virtual
images symmetrically beside the target image, owing to the additional distortion of the ARC.

4. CONCLUSION

In the absence of any method for compensating for the system distortion, the system performance
will be badly degraded. Theoretically speaking, the spherical satellite is the best external test
target. But in practice, the SNR is too low. In this paper, we solve the problem based on MF
and inverse MF techniques. Experiments using real radar data have verified the effectiveness and
the superiority of our method. Yet, it should be mentioned that this study only focuses on the
system distortion compensation, and thus compensation for target motion errors needs to be further
studied for better imaging results.
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Abstract— We design an index guided silica core photonic quasi-crystal fiber of twelve-fold
symmetry for enhancing the efficiency of second harmonic generation by using the fundamental
input wavelength of 1.55 µm in the telecommunication band. With the available poling tech-
nology, we optimize the pitch of the photonic quasi-crystal fiber at 7µm and report a relative
efficiency of second harmonic generation as 38.22%W−1cm−2 when the overlap area is 2.74 µm2

and phase-mismatch factor is 0.102 µm−1.

1. INTRODUCTION

Second harmonic generation (SHG) in telecom band is reported by many recent works which are
helpful for the characterization of ultrashort pulses [1]. Enhancing the efficiency of SHG using
photonic crystal fibers (PCFs) is also reported [2]. We recently analyzed the role of photonic quasi-
crystal fibers in enhancing the efficiency and bandwidth of SHG [3, 4]. PQF, unlike PCF, has no
translational symmetry. The lattice of cladding holes in PQF follows only rotational or mirror
symmetry [5]. This structural modification in PQF helps in bringing the desired properties such as
low confinement loss, endlessly single mode nature etc to a larger degree. Moreover, the circular
nature of air hole distribution in the cladding of PQF increases the tight confinement of light in the
core and hence increases the possibility of decreasing overlap area between fundamental and second
harmonic. The quasi periodic arrangement of holes in the cladding does highly influence the modal
confinement as well as the intensity distribution of both the fundamental and second harmonic fields
inside the core. As a result, the two most important aspects of second harmonic generation, namely,
phase mismatch factor and overlap area related to the efficiency of second harmonic generation get
highly affected. Moreover, these two quantities must be as minimum as possible for enhancing
the efficiency of second harmonic generation. Hence, in this study, we emphasize on minimizing
these two factors with proper choice of geometrical parameters of the PQF. In [3, 4], we have used
1.06m wavelength as input fundamental wavelength for SHG. Owing to the importance of SHG in
telecommunication band, in this work, we analyze the efficiency of SHG from 1.55µm fundamental
wavelength with twelve-fold photonic quasi-crystal fiber (PQF).

2. SHG THEORY

The efficiency of second harmonic generation is expressed as,

η =
P2ω

Pω
= Pωl2

(deff )2

Aovl
sinc2

(
∆βl

2

)
8π2

λ2
fn2

fnshε0c
(1)

Here Pω is the fundamental power, P2ω is the second harmonic power l is the length of the fiber,
deff (= χ(2)/2π) is the non-linearity factor associated with second order susceptibility, χ(2) [2–4].
Aovl is the overlap area of interaction between fundamental and second harmonic waves and the
same is given by, Aovl = 1/I2

ovl = |∫∫
E∗

shE2
fdxdy|−2 where Iovl is the overlap integral factor and

Ef and Esh are the normalized electric field intensities of fundamental and second harmonic waves,
respectively. ∆β is the phase mismatch factor between fundamental and second harmonic, λf is the
fundamental wavelength, nf and nsh are the refractive indices of fundamental and second harmonic
waves, respectively and c is the velocity of light. For a poled fiber, the quasi-phase matching (QPM)
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technique is essential for the required phase-matching between fundamental and second harmonic.
For an ideal QPM of 1st order, the phase mismatch factor is, ∆β = ∆β′ − lqpm = 0, where
∆β′ = 2β1− β2, is the wave-vector mismatch between fundamental (β1) and second harmonic (β2)
wave-vectors, respectively and lqpm (=2π/∆β′) is the QPM grating period. Longer QPM period
helps in easier fabrication process in terms of altering the poling voltage over a sample periodically.

3. PQF DESIGN

The design of the twelve-fold PQF is shown in Fig. 1(a). In Fig. 1(a), the gray region signifies
silica while the white holes represent air holes. Here we use Penrose type tiling with square and
thin and thick types of rhombi for arrangement of air hole unit cells in the cladding [4, 5]. Here the
lattice constant or pitch, Λ, is varied from 1 to 15µm for the analysis. The upper limit of pitch is
considered for low effective mode area and lower limit of pitch is considered for tight confinement
of modes of both fundamental and second harmonic. The relative air hole diameter, d/Λ, is fixed
at 0.5 by considering single mode propagation requirement [5]. Also we already reported the best
overlap area can be achieved by PQF is at relative hole diameter 0.5 [3, 4]. Figs. 1(b) and (c) show
the tight modal confinement of fundamental and second harmonic, respectively, for a pitch of 7µm
and a fiber length of 10 cm. From Figs. 1(b)and (c), we observe that the modal distribution of
second harmonic approaches that of the fundamental. This can highly reduce the overlap area of
SHG. Also due to the presence of 12 air holes in the first ring of the cladding, both the fundamental
and second harmonic modes are tightly confined to the core and also become circular.

(a) (b) (c)

Figure 1: (a) The geometrical structure of the proposed PQF, (b) confinement of fundamental mode, (c)
confinement of second harmonic mode.

4. SHG ANALYSIS

The Fig. 2 shows the variation of phase mismatch factor and overlap area with respect to pitch.
Here we observe that, when pitch increases, the phase-mismatch factor decreases but the overlap
area increases. Here we consider the quasi-phase matching (QPM) of first order for phase matching
between fundamental and second harmonic. Hence the efficiency of SHG gets affected mainly with

Figure 2: Variation of phase-mismatch factor and
overlap area with respect to pitch.

Figure 3: Variation of relative efficiency and QPM
period with pitch.
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the variation in overlap lap area. We point out that lowering the wave-vector mismatch parameter
helps to get high QPM length and thus poling process becomes easier.

Having computed all the hitherto discussed physical parameters, we compute the relative effi-
ciency (ηR) of SHG which is defined as, ηR = η

Pωl2 .
The Fig. 3 shows the variation of relative efficiency of SHG as well as the QPM length with

variation of pitch. Here we find the efficiency increases with decrease in pitch where as the QPM
length increases with increase in pitch.

In order to meet the poling requirements in PCF, we optimize the pitch value to be 7µm and all
the results presented in this work reflect for this pitch [6]. Hence at this pitch we report a relative
efficiency of 38.22%W−1cm−2 where the QPM period is of 61.59µm. In Table 1, we compare the
SHG efficiency and QPM length with already reported values of PCF in [2].

Table 1: Comparison of relative efficiency and QPM length between proposed PQF and PCF reported in [2]

Medium
ηR

(%W−1cm−2)
QPM length

µm
PCF [2] 3.71 29.10

proposed PQF 33.22 61.59

In Table 1, we find that the proposed PQF exhibits a very high relative efficiency as well as
QPM length when compared with the PCF reported in [2].

5. CONCLUSION

We have designed the twelve-fold PQF for enhancing the efficiency of second harmonic generation of
1.55µm of telecommunication band. For an optimum pitch of 7µm, we report a relative efficiency
of 38.22%W−1cm−2. We are enormously optimistic that with development of poling technique, the
efficiency at the lower pitches of the twelve-fold PQF can also be obtained. In future, this work
may be extended for higher harmonic generation of 1.55µm.
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Abstract— In recent years, the generation of few cycle pulses has been of great scientific and
technological interest. In this line, the microstructured optical fibers have been playing a vital
role since the desired optical properties can easily be engineered by adjusting the geometrical
parameters. The recent results reveal that the quasicrystals exhibit several interesting photonic
properties over periodic crystals. A solid core photonic quasi-crystal fiber (SC-PQF) is a novel
microstructured fiber with quasi periodicity in structure and has a long range order with aperiodic
arrangement in its cladding region. The structure of the cladding region consists of air holes of
diameter d and pitch, Λ, with five rings of air holes. In the central region, the air hole is removed
and the resulting solid silica core acts as a defect and gives rise to the propagation of guided
modes. The photonic quasi-crystal fiber provides very large nonlinearity and sufficiently low
dispersion that could be exploited for generating single cycle pulses. We look for the hitherto
mentioned optical properties in the proposed SC-PQF by carefully optimizing the geometrical
parameters namely, core diameter and the pitch. Eventually, with the proposed fiber, we study
both dispersion and nonlinearity for a range of wavelengths from 0.6 to 1.1 µm and demonstrate
sufficiently low dispersion (−1.9478 ps2/m) with zero confinement loss and enhanced nonlinearity
(γ = 578 W−1m−1) for a wavelength of 0.85 µm. The soliton effect compression of the femtosecond
pulses in the proposed SC-PQF at 0.85 µm wavelength is numerically studied. A 15 fs pulse
compressed down to 4 fs results in nearly 1.4 cycles of pulse generation.

1. INTRODUCTION

The search for the attosecond laser pulses is at the lead of the research in the laser physics. Pulses
in the attosecond range may give rise to the development of attoelectronics, making it possible
to study the dynamics and to control electronic processes in biology, chemistry, and solid-state
physics, in the same way femtosecond laser technology led to femtochemistry [1–3]. Soliton effect
pulse compression and propagation has been experimentally studied in the temporal domain in
fibers [4], fiber Bragg gratings [5], photonic nanowires [6] and photonic crystal fibers [7–10]. In
recent years, the generation of few and single cycle pulses in highly nonlinear photonic crystal fibers
(PCFs) has been numerically studied [11, 12]. These few cycle pulses are generated by the mode-
locked lasers and fiber-based pulse compression techniques. This fiber-based pulse compression
technique is smartly used with the play of the dispersion and nonlinearity. In the fiber based lasers,
mainly, there are two important pulse compression processes, namely, adiabatic pulse compression
and soliton effect pulse compression. In the adiabatic pulse compression, the compressed pulses
suffer from pedestals that arise because of the energy distribution in the wings of the intense
output pulse [13]. More recently, the study of the higher order soliton effect pulse compression in
a waveguide has been carried out [14].

In this work, we design a SC-PQF that exhibits very less confinement loss for a wide range of
wavelengths. Besides, we also compute the enhanced optical properties, namely, low group velocity
dispersion and high nonlinearity. These optical properties may be exploited for generating few-cycle
pulses as well as supercontinuum [15–20].

2. GEOMETRIC DESIGN OF SC-PQF

Figure 1 shows the geometric structure of the proposed SC-PQF using finite element method
with nine rings of air holes in its cladding region. The perfectly matched layer is designed for
calculating the confinement loss of the proposed SC-PQF. This SC-PQF design has the basis of
Stampli quasicrystal structure [21, 22]. This type of quasicrystal structure has the repetition of the
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Figure 1: Fundamental mode of the proposed SC-
PQF for 0.85 µm.
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Figure 2: Birefringence of the proposed SC-PQF for
0.6 to 1.1 µm.

0.6 0.7 0.8 0.9 1.0 1.1

Wavelength (µm) 

-20

-10

0

10

20

30

G
V

D
 (

ps
  /

km
)

2

Figure 3: Group velocity dispersion as a function of
wavelength.

0.6 0.7 0.8 0.9 1.0 1.1

2.6

2.7

2.8

2.9

3.0

3.1

3.2

3.3

3.4

Wavelength (µm)

E
ff

ec
tiv

e 
M

od
e 

A
re

a 
(µ

m
  )2

400

500

600

700

800

900

N
onlinearity (w

   km
   )

-1
-1

Figure 4: Effective mode area and nonlinearity as a
function of wavelength.

square and the triangle arrangement of air holes in its cladding region. We calculate the effective
refractive index (neff ) of the fundamental mode for the proposed design and the same, is used to
compute the dispersion from 0.6 to 1.1µm wavelength.

3. OPTICAL PROPERTIES OF SC-PQF

In this section, we explore the various waveguiding properties of the proposed SC-PQF such as
birefringence, group velocity dispersion, confinement loss, effective mode field area and nonlinearity.

Figure 2 describes the birefringence, B, of the proposed fiber and the same is determined by
the difference between the effective indices of two orthogonal polarization modes. Initially the
birefringence decreases from 0.6µm to till 0.8µm and above 0.8µm wavelength, the birefringence
gradually increases upto 1.1µm. This is due to a relatively large effective refractive index difference
between x and y polarization components for higher wavelengths. The birefringence observed for
0.85µm wavelength is 3.27882× 10−8.

Figure 3 explains second order dispersion for a range of wavelengths from 0.6 to 1.1µm. We
have been able to achieve a low GVD (−1.9478 ps2/km) at 0.85µm wavelength. These properties
are crucial for the requirements of the few-cycle pulse generation. For the proposed SC-PQF,
we calculate the confinement loss using the imaginary part of the effective refractive index of the
fundamental mode with the perfectly matched layer.

Next, we compute the effective mode field area and nonlinearity by calculating the fundamental
mode field area as shown in the Figure 4. We obtain a nonlinearity of 578W−1km−1 at 850 nm
wavelength. Here, the nonlinearity decreases as the wavelength increases. This is due to the fact
that the mode confinement is tight at lower wavelengths and it becomes less as the wavelength
increases.
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Figure 5: (a) & (b) Represent the input pulses and output pulses with number of oscillations for the proposed
SC-PQF at 0.85 µm.

4. PULSE COMPRESSION USING SC-PQF

In this work, we present a higher-order pulse compression with high nonlinear effects in the proposed
SC-PQF. The evolution of the pulses inside the proposed SC-PQF is governed by the higher-order
nonlinear Schrodinger equation (HNLSE) which includes the effects of anomalous GVD, self-phase
modulation, self-steeping and stimulated Raman scattering. We adopt the usual split-step Fourier
method to solve the HNLSE numerically. The generalized form of the HNLSE for the propagation
of femtosecond pulses in an optical fiber is written in the form [23],

∂A

∂z
+

iβ2

2
∂2A

∂T 2
− iβ3

6
∂3A

∂T 3
= iγ

[
|A|2 A +

i

ω0

∂

∂T

(∣∣A2
∣∣A

)− TRA
∂ |A|2
∂T

]
,

where A is the field envelope, T is the physical time in the retarded frame, z is the physical distance,
β2 is the second-order dispersion, β3 is the third-order dispersion, γ is the nonlinear coefficient and
TR is the response time of the Raman effect. We consider the propagation of Nth order soliton
whose envelope field is chirp-free hyperbolic secant pulse given as,

A(o, T ) =
√

P0 sech

(
T

T0

)
,

where P0 is the peak power and T0 is the input soliton duration. A chirp-free hyperbolic secant
pulse A(o, T ) is launched into the fiber with β2 = −1.9478 ps2/km, γ = 578 W−1km−1, TR = 3 fs.
The full width at half maximum (FWHM) of the initial pulse is 15 fs. Here the pulse compression
is achieved by choosing the fiber length suitably so that the initial pulse undergoes the required
temporal narrowing. In the present work, as is evident from the Figure 7, we demonstrate a
compression of an input pulse of width 15 fs to less than 4 fs which consists of 1.4 cycles, using a
SC-PQF of core diameter at an operating wavelength of 0.85µm.

Figure 5(a) explains the number of oscillations of the input pulses. We take input pulse width
of 15 fs with 5.34 cycles. Figure 5(b) represents the output pulse which consists of 1.4 cycles with
less than 4 fs for the proposed SC-PQF at 0.85µm.

5. CONCLUSION

The waveguiding properties of a SC-PQF with a solid-core have been investigated. It has been found
that the proposed SC-PQF exhibits the desired optical properties over a wide range of wavelengths
from 0.6 to 1.1µm.

Further, we have been able to achieve sufficiently low dispersion (β2 = −1.9478 ps2/m) with
zero confinement loss and enhanced nonlinearity (γ = 578 W−1m−1) for a wavelength of 0.85µm.
The soliton effect compression of the femtosecond pulses in the proposed SC-PQF at 0.85µm
wavelength has also been numerically studied. The crux of the work lies in a 15 fs pulse having
been compressed to 4 fs encompassing 1.4 cycles of pulse generation. We are of the opinion that
the proposed structure would turn out to be an appropriate candidate for the supercontinuum
generation.
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Abstract— We propose a novel modulation and de-modulation method to reduce the complex-
ity of transmitter and receiver which is named multilevel differential pulse amplitude modulation
(MD-PAM). The proposed modulation scheme transmits different PAM signals with same ampli-
tude and unit time delay using different multiple LED chips. Optical signals from each LED chips
are superposed during through the optical wireless channel and directly detected at the single
optical receiver. Received signal is demodulated using signal power difference which is changed
by light intensity. As a result, we experimentally confirmed that 100-Mbit/s transmission was
possible using two LED chips which have 25 MHz modulation bandwidth, respectively.

1. INTRODUCTION

Commercial white light-emitting diodes (LEDs) have the great advantage to become the main de-
vice for indoor and outdoor illumination and already used for lighting source of numerous devices
due to their energy efficiency, eco-friendly, and small size than previously light sources like as in-
candescent, uorescent light, and so on. LEDs also provide a cost-effective solution for transmitters
of optical wireless communication systems [1–5]. In the infrared range, such systems provide wire-
less local-area-network connectivity in the order of several Mbps and above, in both line of sight
and the diffuse regime. It is also possible to modulate the visible light emitted by lighting LEDs,
hence providing illumination and wireless connectivity, simultaneously. These systems are usually
referred to as optical wireless visible light communication (OWVLC) systems. However, narrow
modulation bandwidth of commercial white LED is limitation of OWVLC. Modulation bandwidth
of commercial white LED is limited about several MHz by characteristics of device. Therefore,
using a simple modulation format which is non-return-zero on-off-keying (NRZ-OOK), the data
rate reaches only to several Mbps. Thus, several studies have been carried out to overcome the
intrinsic bandwidth limitation of LED. First of all, for the white lighting, most devices for illumina-
tion use a blue LED which illuminates a layer of yellow phosphor. These two colors are mixing and
creating a white light. However, modulation bandwidth is typically lower than 3MHz by slow time
constant of the yellow phosphor material, thus optical blue filtering techniques have been reported
to improve the modulation bandwidth [4, 5]. However, blue filtering also removes a large portion
of the signal power, depending on the color spectrum emitted from the LED package, thus optical
power loss is additionally occurred. Secondly, to enlarge modulation bandwidth and compensate
the channel response, electrical pre-, post-equalizer circuits are adopted. The characteristic of pre-
and post-equalizer have high pass filter (HPF). Thus, power loss is occurred and additional elec-
tric amplifier is required to compensate the power loss. Thirdly, to obtain the additional optical
wireless channel, wavelength division multiplexing (WDM) based on RGB LED and optical color
filter at receiver or polarization division multiplexing (PDM) based on polarizer is researched [6, 7].
However, proposed methods are also loss of optical power is occurred according to color filtering or
polarization filtering. Fourthly, high-speed wireless connectivity is implemented using spectrally ef-
ficient modulation methods: quadrature-amplitude-modulation (QAM) with orthogonal frequency
division multiplexing (OFDM) or discrete multi-tone (DMT) with water-filling algorithms [8, 9].
The transmission capacity can be increased significantly, because spectral efficiency is maximized.
However, these modulation methods need additional digital signal processing such as fast Fourier
transform (FFT) and inverse fast Fourier transform (IFFT), thus hardware and computational
complexity of transmitter and receiver is increasing. In addition, modulated signals have a high
peak-to-average power ratio (PAPR). Such a high PAPR necessitates the linear devices to have
large dynamic range which is difficult to accommodate because light source can saturate and clip
the peak at the high values. Thus, a RF devices and lighting source with nonlinear characteristics
will cause undesired distortion. In addition, peaking the LED increased its temperature, which in
turn leads to undesired color shift and reduced LED lifetime. Last, spatial modulation (SM) is
introduced [10, 11]. Generally, SM is required different channel gain or transmitted signal power
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is required. One of the special form of the GM is generalized space shift keying (GSSK). In this
case, with an array of Nt LEDs, GSSK can send Nt bits/symbol. However, it is required different
channel gain with 2Nt−1 levels. Thus, additional time synchronization between different LEDs are
required. Another method is superposed pulse amplitude modulation (SPAM). The SPAM is using
characteristics of optical wireless channel. Superposed different signals from different LEDs are
detected single receiver. The modulation order is also Nt bit/symbols, however it is also required
different intensity ranges of V, 2V, 4V, 2Nt−1V to obtain 2N -SPAM. Thus, nonlinearity of device can
be occurred where high signal power required LED.

In this paper, we propose a novel modulation and de-modulation format to reduce the complexity
of transmitter and receiver which is named multilevel differential pulse amplitude modulation (MD-
PAM). The proposed modulation scheme transmits different PAM signals with same amplitude and
unit time delay using multiple LED chips, respectively. Optical signals from every LED chips are
linearly accumulated during through the optical wireless channel and directly detected at the single
optical receiver. Received signal is demodulated using received signal power difference which is
changed by light intensity. As a result, we experimentally confirmed that 100-Mbit/s transmission
was possible using LED which has 25MHz modulation bandwidth.

2. OPTICAL WIRELESS CHANNEL CHARACTERISTICS

Generally, OWVLC use intensity modulation and direct detection (IM/DD) which is traditional
modulation method using optical wired and wireless communication system. The single LED
produces an instantaneous optical power waveform which is expressed X and it was always positive
values with average transmitted power can be describe as

Pt = lim
x→0

1
2T

∫ T

−T
X(t)dt (1)

where T is time period of transmitted optical signal. The produced electrical power which is
converted from optical receiver is decided by response to all light incident on its effective area. For
now we assume an ideal channel H0, and we represent the light as

Popt = h0X(t) + Pamb (2)

where H0X(t) is the light intensity from single LED and Pamb is and unwanted light component
from all other light sources and it can include LEDs. The optical receiver converts this light into
a current and it can be changed received signal power PRF. Random nature of photo-electronic
interactions within the optical receiver, the additional noised component N(t) is generated. This
noise component is random and distribution pattern is same with Poisson distribution. Thus,
current and its variance are proportional to the total irradiance. The received signal power PRF
can be describe as two different terms: a positive signal composed by Pt and Pamb, and noise
component which is zero-mean fluctuation, or shot noise and it can be describe as

PRF = R(H0X(t) + Pamd) + N(t) (3)

where R is the responsivity of the used optical receiver including effective area. The additional noise
component including shot noise is appropriate to model N(t) as white and Gaussian distribution.
Thus, we can expect that if different LEDs generate optical signals which component is Pamb,
received optical and electrical signals are linearly accumulated.

3. EXPERIMENTS AND RESULTS

The modulation bandwidth of the commercial white LEDs is not over the 10MHz and it was the in-
trinsic characteristics of the LED. Fig. 1 shows the frequency response of electrical-optical-electrical
system using white LED (OSRAM LE UW S2W). The 3 dB bandwidth of used avalanche photodi-
ode (APD) is 100MHz which obtain data-sheet from HAMAMATSU, thus bandwidth limitation is
caused by used LED. From Fig. 1, the 3 dB bandwidth of the used LED is approximately 1.5 MHz,
so the expected data rate cannot over the 10 Mbps when using NRZ-OOK. In this experiment, the
modulation bandwidth can be enhanced up to 25 MHz by using a pre-equalizer.

Multiple optical signal transmitting is enabled in the optical wireless channel and superposed
light intensity can be detected at the receiver part. The operation principle of proposed modulation
format is shown in Fig. 2. The generated pseudorandom binary sequence (PRBS) signals are
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Figure 2: Block diagram of proposed MD-PAM algorithms.

modulated using PAM modulator and distributed in parallel to N different LED chips. When
wanted total transmission rate is PRBS, the symbol period of transmitted signal when modulation
format is M-PAM is τ which can be calculated by log2 M = PRBS. The distributed and modulated
signal at each LED chip can be described as

Si[N(t− 1) + i + k] = MPAM [N(t− 1) + i], 0 ≤ k < N and 0 < i ≤ N (4)

where Si is a transmitted signal at the ith LED chip, t is a unit time, and k is an arbitrary
constant. The required modulation bandwidth of proposed system of each LED chip is decreases
by PRBS = log2 M ; thus, the bandwidth limitation of the LED can be overcome and frequency
efficiency at the view of LED is 2 bits/Hz. The received optical intensity R(t) becomes then linearly
superposed while passing through the optical wireless channel. The received signal power variation
for unit time is determined by a single LED device, thus, the demodulated signal D(t) can be
obtained by

D(t) =
{

R(t) if t = 1
R(t)−R(t− 1) if 1 < t ≤ N

(5)

during first symbol duration. However, after first duration, demodulation method is slightly differ-
ent because received signal is affected by previous symbol when received optical power difference is
zero. Thus, demodulation method can be describe as

D(t) = R(t)−R(t− 1) + D(t−N) (6)
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The random bits were generated by offline process and the generated 4-PAM signals are dis-
tributed to different two port of an arbitrary waveform generator (AWG). The electrical signals
are transmitted to each LED chip using bias-tee. The time delay between different two channels is
given by digital signal process. After the pre-equalizer the signal is transferred to each LED chip.
The light intensity of a single LED device was changed by the 4-PAM signal and the superposed
optical signals are detected by APD. The generated electrical signals were captured by a mixed
signal oscilloscope. After synchronization, the received signals were demodulated.

The BER measurements have been done for the signal performance evaluation. When 100 Mbps
PRBS signals are generated, the assigned symbol rate per single LED chip is 25 MSymbol/s ac-
cording to proposed modulation method. The received eye-diagram of the single LED is shown in
Fig. 3(a). When the Ch1 and Ch2 transmitted at the same time, received signals are accumulated
and it is shown Fig. 3(b). Demodulation is possible using distinguishable levels and threshold
values. After demodulation, BER 10−3 is achieved which is FEC limitation.

(a) (b)

Figure 3: Eye-diagram of received signal (a) single LED only, (b) two different LEDs, simultaneously.

4. CONCLUSIONS

We propose and experimentally demonstrate the MDPAM with white LEDs based OWVLC. A
commercial white LED with a modulation bandwidth of 1.5 MHz was used for the lighting source.
The experiment is performed using a single LED light source which is composed of four chips
for the transmission distance of 0.8 m. Two LED chips are separately modulated using MPAM
and accumulated light is detected by a single APD. We achieved BER 10−3 for 100-Mbit/s. In
addition, proposed system expect that the transmission rate can be linearly increased as we increase
the number of LEDs. Thus, the possible transmission data rate can be extremely increased even
using a low frequency response LED transmitter.
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Abstract— In this paper, we present a compact rectangular waveguide load using tantalum
nitride (TaN) thin film resistor (TFR) as an absorber for Ka band applications. The TFR having
good temperature coefficient and stable performances is attached on an alumina substrate. It
can be easily attached to an end wall of a waveguide for connecting an adjacent waveguide flange.
To achieve good impedance matching over a wide frequency range, we put TFR with stepped
shape at the center of waveguide. It is designed with an alumina substrate with TaN TFR. The
actual size of the 5 mil alumina substrate with sheet resistance of 100 Ω/sq is 3.5mm × 9.0 mm.
Verification of the design results has been carried out by fabrication and measurement of the
waveguide load. Return loss above 20.0 dB has been obtained over frequency range of 4.0GHz in
the Ka band.

1. INTRODUCTION

Due to excellent electrical performances such as low insertion loss, high return loss and high power
handling capacity, waveguide components are widely adopted for microwave communication systems
in spite of a relatively larger volume than microstrip or coaxial components. Waveguide loads
are needed for directional couplers used for test set-up and hybrid waveguide couplers to obtain
high output power by combining parallel multiple power amplifiers with solid-state devices [1, 2].
Especially, a compact waveguide load is required to develop compact SSPA using hybrid couplers
(branch coupler or magic-tee combiner) with matched loads.

Since absorbing material in the waveguide attenuates input RF signal, the shape and the place
of absorber depend on electrical performances of loads. In general, gradual increase of absorber
makes good impedance matching over a wide bandwidth. The absorber is located at the center of
a waveguide where the electric field intensity is the greatest [3].

We proposed a compact rectangular waveguide load using a thin film resistor (TFR) as an
absorber. It works by placing a resistor in the center of the waveguide. To make good impedance
matching over wide frequency range, we put thin film resistor with stepped shape. Tantalum nitride
(TaN) TFR with good temperature coefficient and stable performances is produced on an alumina
substrate that shows suitable accuracy of dimension [4]. We designed a compact waveguide load
with TaN thin film resistor for Ka band applications. The resistivity is 100 Ω/sq and the height of
substrate is 5mil. The proposed matching termination can be easily attached at the end wall of a
waveguide. Thus it can be easily connected to the waveguide flange of a component. Several samples
for WR 28 standard waveguide were fabricated and measured to confirm the reproducibility. The
actual size of the alumina substrate is 3.5mm× 9.0 mm. We confirmed that all the results agreed
excellently. The measured return loss above 20.0 dB has been obtained over the frequency range
26.5GHz to 30.5 GHz.

2. DESIGN AND ANALYSIS

2.1. Design of Compact Waveguide Load
Figure 1 shows the structure of the waveguide load with TFR attached on the dielectric substrate
in this work. The substrate with TFR is located in the center of waveguide. The substrate which
can be easily mounted on the end wall of the waveguide plays a role of supporting the TFR. In
order to design the waveguide load, the effect of the dielectric substrate must be considered because
the substrate affects the total resistivity.

We choose TaN material and alumina substrate, since the TaN TFR has good temperature
coefficient and stable performances, and an alumina substrate shows suitable accuracy of dimension.
The impedance matching characteristics depend on the length and the shape of the TFR with the
sheet resistance. An easy way to implement a compact waveguide load is to use gradual increasing
the width of the film resistor to get good return loss over a wide frequency range. We used
multiple sections instead of tapering to avoid sharp edge where the strong electric field occurs. A
three-stepped TFR is obtained by compromising between the length of a TFR and return loss.
The compact waveguide load with TaN thin film resistor is designed as shown in Figure 2. The
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Figure 1: Structure of the proposed waveguide load with thin film resistor.

(a) (b)

Figure 2: (a) The layout of TFR on the alumina substrate. (b) Return loss of the designed waveguide load.

(a) (b)

Figure 3: (a) Return loss according to the variation of ±10% sheet resistance. (b) Return loss according to
the variation of ±0.1mm offset.

resistivity is 100 Ω/sq and the height of substrate is 5 mil. The actual size of the alumina substrate
is 3.5mm× 9.0mm.
2.2. Sensitivity Analysis
In particular, frequency characteristics may deteriorate due to fabrication error at higher frequency
band such as millimeter band. Thus a waveguide load having wideband characteristics while being
easily fabricated and assembled is required. Sensitivity analysis is performed according to the
fabrication and assembling tolerance such as the variation of sheet resistance and dimension error.
Figure 3(a) shows the return loss with respect to the variation of sheet resistance. The sheet
resistance can be varied due to fabrication error and variation of temperature. Return loss above
20 dB is maintained over 3.8 GHz range within the variation of ±10% sheet resistance. While
assembling alumina substrate with TFR on the end wall of waveguide, the position of longitudinal
direction will be changed due to human errors. Figure 3(b) shows the return loss according to
the change of position such as ±0.1mm offset. Note that the proposed load has stable return loss



1404 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

(a) (b)

(c)

Figure 4: (a) Fabricated compact waveguide load. (b) Rectangular waveguide connected with the fabricated
load. (c) Design and test results.

characteristics during variation of resistance and dimension error.

3. FABRICATION & MEASUREMENT

Several samples for WR 28 standard waveguide were fabricated and measured to confirm the re-
producibility. Figure 4(a) shows the fabricated compact waveguide load composed of an end-wall
and an alumina substrate with TFR. As shown in Figure 4(b), the compact load can be easily con-
nected with the standard flange of a rectangular waveguide line. Figure 4(c) shows the simulated
and measured results of the designed load. We confirmed that all the results agreed excellently.
The measured results have proved the design results, as shown in Figure 4(c). Return loss above
20.0 dB has been obtained over 4.0 GHz of bandwidth in the Ka band.

4. CONCLUSION

In this paper, a compact waveguide load composed of a dielectric substrate with TFR has been
proposed. This compact load can be easily fabricated and connected to the waveguide lines. The
fabricated load has return loss above 20 dB over the frequency range 26.8 GHz to 30.8 GHz. It
can be applied to a waveguide termination for hybrid combiners. For high power applications, the
thermal analysis can be followed in the near future.
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Abstract— In actual digital array radar (DAR) systems, analog components will cause frequency-
dependent amplitude and phase mismatch among receive channels. This paper demonstrates the
design and implement of the channel equilibration subsystem of an 8-element DAR test-bed. An
ultra-wideband waveform generator is designed for generating various calibration signals and the
pre-distortion algorithm is presented to compensate for the reconstruction errors. In the receive
channels, an improved inverse Fourier Transform algorithm for filter design is investigated in
detail based on analysis of real receive channels. The processing results of measured data show
the high performance of channel equilibration algorithms.

1. INTRODUCTION

Wideband Digital array radar (DAR) is widely used in space surveillance, for it meets the require-
ments for multi-functions and multi-beams simultaneously while providing large dynamic range,
resistance to interferes and flexible control [1–3]. In actual systems, analog components such as
feed lines, amplifiers, band-pass filters and ADCs will cause the distortion of frequency responses
of each channel as well as amplitude and phase mismatch between receive channels, which will
severely degrades the performances of the array.

Active calibration algorithms are widely researched and applied to compensate for channel mis-
match. Lars Pettersson in Swedish Defense Research Agency designed a 15 tap equalizing FIR filter
in a 12 channel S-band digital beam-forming antennas, and the cancellation ration was improved
from −29 dB to −75 dB [4]. In the 96-element, L-band DAR prototype established by the Office of
Naval Research, receive data were fed into a 20-tap, 16 bit complex FIR for equalization [5] . Wang
Fang proposed a modified equilibration algorithm making use of Fourier Transform, which had ex-
cellent real-time performance [6]. Zhang Yue improved the filter-design algorithm by linear-fitting
and designed the equilibration filter for a DAR test-bed with the bandwidth of 200 MHz [7]. As the
simultaneous bandwidth of DAR test-bed has reached up to 500 MHz nowadays, the fundamental
challenge in channel equilibration is the design of high quality wideband waveform generator as
well as the realization of equilibration algorithms on FPGA-based processors [8, 9].

This paper focuses on channel equilibration of an 8-element L/S band DAR test-bed. In Sec-
tion 2, a flexible wideband waveform generator is designed. Pre-distortion method according to
working mode of DAC is implemented to improve the quality of waveforms. In Section 3, the
inverse Fourier Transform algorithm is studied based on analysis of measured data, and then the
equilibration filter is realized by FFT. In Section 4, experiments are carried out in the anechoic
chamber, and some results are demonstrated in detail. Conclusions are drawn in Section 5.

2. WIDEBAND WAVEFORM GENERATION AND CALIBRATION

2.1. Design of Wideband Waveform Generator
Channel equilibration module in the DAR test-bed is illustrated in Figure 1. The equilibration
algorithms are carried out in three steps. Firstly, wideband calibration signals are generated by
the waveform generator according to the command of control computer. Then the signals are
injected into each digital module through calibration network that is composed of a power divider
and a coupler. Secondly, the calibration data are received by digital modules and transmitted
to the control computer through optical fiber links, and the frequency responses are obtained.
Thirdly, design the equilibration filters and send the coefficients to digital module for measured
data equilibration.

The wideband waveform generator is composed of a FPGA carrier board and digital-to-analog
convertor (DAC) card. The carrier board is a VPX product equipped with two Xilinx Virtex chips
XC6VSX315T. The high-speed wideband DAC is integrated on a FPGA Mezzanine Card (FMC),
which can be plugged into the FPGA carrier board. It is a single-channel, 12 bits DAC with the
highest sampling rate of 3 Gsps. By setting the chip to work in different modes, it is capable of
generating analog waveforms from 0 GHz to 6 GHz. When the DAR test-bed works in calibration
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mode, FPGA receives commands from the controller, and produces desired waveforms by direct
digital synthesis (DDS). The low-speed baseband digital data are sent to the DAC to generate
high-frequency analog waveforms.

Figure 1: Block of channel equilibration subsystem. Figure 2: High-speed wideband DAC card.

2.2. Pre-distortion Algorithm for Waveform Generation

The DAC integrates a sample-and-hold to reconstruct waveforms from baseband data. However, it
is impossible to realize an impulse function in actual components. Therefore reconstruction errors
are introduced, leading to deterioration of analog waveforms.

Suppose the desired signal is s(t), the sampling rate is Ts and the baseband data can be expressed

as s(nTs), So the reconstruction function is sr(t) =
∞
Σ

n=−∞
s(nTs)q(t − nTs), where q(t) is the

reconstruction factor.The Fourier Transform of sr(t) is as follows:

Sr(ω) =
∞
Σ

n=−∞
s(nTs)

+∞∫

−∞
q(t− nTs)e−jωtdt = Q(ω)(

∞
Σ

n=−∞

+∞∫

−∞
s(t)e−jnTsωdt = Q(ω)S̃(ω) (1)

where S̃(ω) =
+∞∫
−∞

s(t) · ( ∞
Σ

n=−∞
δ(t− nTs))e−jωtdt = 1

Ts

∞
Σ

n=−∞
S(ω−n2π

Ts
) and S(ω) is Fourier Trans-

form of the desired signal. It is clear that S̃(ω) is the extension of S(ω) by the period of 2π
Ts

.
It can be concluded from Equation (1) that the output waveform is the combination of exten-

sion of the desired signal and the modulation function Q(ω). The distortion resulting from the
modulation can be calibrated by pre-distortion method. That means imposing the inverse filter of
Q(ω) on baseband data to compensate for the distortion.

Taking the DAC in Figure 2 as an example, The Fourier Transform of reconstruction factor is:

Q(ω) = Ts · e−j Ts
2

ω · sin
(

Ts

4
ω

)
· sinc

(
Ts

4
ω

)
(2)

Then the pre-distortion function is obtained:

P (ω) =
1
Ts
· e−j Ts

2
ω · 1

sin(Ts
4 ω) · sinc(Ts

4 ω)
2π
Ts

< |ω| < 3π
Ts

(3)

In this paper, the baseband data of the LFM signal (the bandwidth is 500 MHz, and the center
frequency is 2.7 GHz) is generated by the FPGA. After pre-distortion processing, the calibrated
data is send to DAC. The analog waveforms are shown in Figure 3. After calibration, the ripple is
reduced and the quality is improved significantly.
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(a) (b)

Figure 3: Spectrum of 2.45-2.95 GHz LFM signal. (a) before calibration. (b) after calibration.

3. FREQUENCY DOMAIN EQUILIBRATION ALGORITHM

3.1. Improved Inverse Fourier Transform Algorithm
In actual DAR system, equilibration filters are usually added into the receive channels to com-
pensate for channel mismatch. Reference [7] has proposed an improved inverse Fourier Transform
algorithm to design the equilibration filters and applied it in a DAR prototype with the bandwidth
of 200 MHz successfully. Since the instantaneous bandwidth of the DAR test-bed has increased to
500MHz, this paper makes further study on the algorithm with the help of measured data.

Suppose there are channels in the system, the frequency response of reference channel and i th
channel is Sref (k) and Si(k) respectively. The desired response of i th equilibration filter is:

Hdi (k) =
Sref (k)
Si (k)

i = 1, 2, · · · , M k = 0, 1, · · · ,K − 1 (4)

Suppose the complex coefficients of the ith equilibration filter is hi(n) n = 0, 1, · · · , N − 1 ,
then the discrete frequency response is:

Hi (k) =
N−1∑

n=0

hi (n)e−jωn|ω= 2π

M
k (5)

According to the Least-Square criterion, when the mean square error between Hdi(k) and Hi(k)
reaches the minimum value, the optimum hi(n) can be obtained taking account of the Parsval
theorem as follows:

min
h

Ei = min
h

K−1∑

k=0

|Hid(k)−Hi(k)|2 = min
h

K−1∑

n=0

|hid(n)− hi(n)|2 (6)

In Equation (6), hi(n) is the coefficients of equilibration filter, and it only has N values, so it
can be expressed as:

min
h

Ei = min
h

P∑
n=0

|hid(n)|2 +
P+N∑

n=P+1

|hid(n)− hi(n)|2 +
K−1∑

n=P+N+1

|hid(n)|2 (7)

The optimum values of hi(n) can be obtained that by choosing the P maximum values of hid(n).
However, in practical circumstance, the traditional inverse Fourier Transform method is sensitive

to the out-band noise. A more practical method is to poly-fit the out-band frequency response,
that is, replace the desired response in Equation (6) by Equation (8):

Hdi (k) =

{
Sref (k)
Si(k)

K
2 (1− 2B

fs
) ≤ k ≤ K

2 (1 + 2B
fs

)
a + b · k others

(8)

where a and b are the coefficients which are determined by poly-fit of the in-band data.
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Taking the first channel as an example, the measured frequency response is shown in Figure 4(a).
The in-band response changes slowly while the out-band response changes dramatically and discon-
tinuously. Figure 4(b) demonstrates the modified desired response and the frequency responses of
equilibration filters with 40, 80, 160 taps. It can be learned that a 160-tap complex filter is needed
to approach the frequency response of the channel with the bandwidth of 500MHz.

(a) (b)

Figure 4: Measured channel responses and equilibration filter. (a) Response of the first channel. (b)
Responses of equilibration filters with different taps.

3.2. Realization of Channel Equilibration in FPGA
In conventional method, channel equilibration is realized by complex FIR filter. However, as the
bandwidth increases, the taps of equilibration filters becomes so high that it is unaffordable for
FPGA. In order to realize equilibration in actual systems, FFT based on Overlap addition method
is applied to simplify the implementation and the requirements for hardware.

Suppose the receive data is x(n), the equilibration filter is h(n), and x(n) can be divided into a
series of segments:

xi(n) =
{

x(n) iN2 ≤ n ≤ (i + 1)N2 − 1
0 others

(9)

Then the equilibration output is:

y(n) = x(n) ∗ h(n) =
∞∑

i=−∞
xi(n) ∗ h(n) (10)

The length of xi(n) and h(n) is N2 and N respectively, so convolution can be realized by FFT:

y(n) =
∞∑

i=−∞
IFFT (FFT (xi(n), L) · FFT (h(n), L)) (11)

Where L = N + N2 − 1 = 2M .

4. EXPERIMENTAL RESULTS

To demonstrate the performance and effectiveness of the channel equilibration algorithms, experi-
ments are carried out in an anechoic chamber by the DAR test-bed. When power on, the test-bed
works in calibration mode. The high-quality LFM signal with the bandwidth of 500 MHz and center
frequency of 2.7 GHz is generated by the wideband waveform generator.

The equilibration filters are designed using improved inverse Fourier Transform algorithm and
their coefficients are sent to digital module. The measured data are captured and equilibrated by
the filters, and the results are demonstrated in Figure 5(a). After equilibration, the amplitude
ripple is decreased significantly, and the phase linearity is improved effectively.
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(a) (b)

Figure 5: Processing results of measured data.Solid: before equilibration. Dash: after equilibration. (a)
Frequency domain responsesl. (b) Pulse compression.

The compare of pulse compression before and after channel equilibration are illustrated in Fig-
ure 5(b). After equilibration, the main lobe becomes narrower and the side lobes are suppressed,
leading to an increase in system resolution and dynamic range.

The convolution of equilibration filters and measured data are realized by FFT based on overlap
addition. Taking a 160-tap equilibration filter as an example, the FFT method only need only 58
DSP slices in FPGA, while the FIR filter method need 480. So the FFT method is feasible to
realize in wideband DAR systems.

5. CONCLUSION

This paper demonstrates the design and implement of channel equilibration subsystem in wideband
DAR test-bed. The wideband waveform generator is capable of generating various wideband wave-
forms by DDS. An effective structure of improved inverse Fourier Transform algorithm is presented,
which is feasible to realize in FPGA. Experiments are carried out by an 8-element wideband DAR
test-bed. The expected results have shown the effectiveness and high performance of the channel
calibration module.
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Abstract— A K-band low power voltage-controlled oscillator (VCO) using transformer coupled
dual LC tanks is implemented in a 90-nm CMOS process. The use of transformer provides tight
coupling factor between two LC tanks that improves the phase noise performance by increasing
the output signal swing and waveform symmetry of the VCO. In addition, taking advantage of
the tight-coupling transformer, the inductor layout is properly designed to obtain a high Q-factor
and a die area comparable to single-inductor VCO. The VCO core dissipates very small DC power
of 1.61 mW from a 0.7-V supply due to the benefit of tight-coupled transformer. The measured
phase noise is −97.61 dBc/Hz at 1-MHz offset from 23.99 GHz oscillation frequency.

1. INTRODUCTION

Fully integrated voltage controlled oscillators play an important role in RF transceivers. Over
the past few years, the development of low-cost and low-power RF integrated circuits for wireless
communication have attracted great attention. Numerous VCO topologies constructed in CMOS
technology have been developed to achieve the performance of low power consumption, low phase
noise and high operation frequency [1–5]. Work [1] proposed an asymmetrical current-reused oscil-
lator that used only one pair of NMOS and PMOS transistors to achieve low DC power of 1 mW.
However, as compared to conventional complementary cross-coupled CMOS counterpart, the dif-
ferential outputs of the mentioned oscillator exhibit unbalanced output power level. Even though
low-voltage operation can save the power consumption of the circuits, low-voltage operation may
limit the output signal swing which in turn reduces the signal-to-noise ratio and degrades system
performance [2]. The cross-coupled LC VCO has attracted much interest due to its easy imple-
mentation and reliable start-up condition [3, 4]. However, it limits in terms of reducing phase noise
owing to the fact that the output swing of the VCOs is constrained. oscillation frequency of 24 GHz
is −97.61 dBc/Hz. With only a power dissipation of 1.61 mW, the proposed VCO has an excellent
FOM of −183.14 dBc/Hz.

In this work, the authors propose a transformer-based VCO for high frequency application
that adopts the strength of magnetic coupling between two LC tanks to obtain large oscillation
amplitude and achieve low phase noise under low supply voltage.

2. CIRCUIT DESIGN

By using the proposed transformer, a coupled dual LC tanks VCO is fabricated in a 90-nm CMOS
technology. Fig. 1 shows the schematic of the proposed VCO. It consists of a transformer-based
resonator that includes two identical LC tanks coupled by the transformer. The cross-coupled
transistors (M1) with the size of 8µm/90 nm provide an effective negative resistance for the VCO
core to compensate the resistive loss in the LC-tanks. The fine-tuned varactors Cvar (7 ∼ 10.3 fF)
are used for frequency tuning. Lp and Ls are the self-inductances of each coil of the transformer.
Lp incorporating with Cvar acts as the primary LC tank, while Ls and MIM capacitor C2 (27.4 fF)
form the secondary LC tank. The secondary LC tank is DC isolated from the primary one, thus it
does not consume DC power from the primary LC tank. Accordingly, compared to the conventional
topology, this core power consumption can be significantly reduced. The drain voltage could swing
above the supply voltage by using the proposed transformer. Effectively, the oscillation amplitude
is enhanced, and the supply voltage can be reduced for the same phase noise with lower power
consumption or for better phase noise with the same power consumption. By using the transformer
equivalent T-model, the input admittance of transformer is shown in (1).

Yin =
1 + s2LSC2

s3C2 [LSLP −M2] + sLP
(1)

Figure 2(a) shows the equivalent circuit model I of the VCO which consists of the input admit-
tance of the transformer in parallel with the varactors. Fig. 2(b) depicts the small-signal model of
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the VCO. The oscillation frequency ω0 can be derived as (2).

ω0 =

√
A +

√
A2 − 8CvarC2(LP LS −M2)
2CvarC2 [LP LS −M2]

(2)

where A = LP Cvar + 2C2LS , M = k
√

LP LS is the mutual inductance, and krepresents of the
coupling factor between LP and LS .
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Figure 1: The proposed low-power K-band CMOS VCO. (a) Schematic of the proposed VCO. (b) Chip
photograph of the proposed VCO. (c) Top view of transformer.
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Figure 2: The proposed VCO equivalent circuit with admittance. (a) Equivalent circuit model I of the
proposed VCO. (b) Small-signal model of the proposed VCO. (c) Equivalent circuit model of the proposed
VCO.

On-chip transformer design: The implementation of the transformer is the major challenge
to facilitate the strong coupling required for two coils and the connections with the varactors.
The planar transformer is realized by the turn ratio 1 : 1 transformer as shown in Fig. 1(c).
The transformer consists of a three-turn primary coil (Lp) and secondary coil (Ls), which wound
together in a common-centric configuration. The outer dimension of the transformer is 113µm, and
the metal width of each coil is 3µm. The extracted self-inductances of the primary coil Lp and the
secondary coil Ls are 946.6 and 760.8 pH at 24 GHz, respectively. The electromagnetic simulation
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Figure 3: The quality factors and coupling coeffi-
cients of transformer and single inductor.

Figure 4: The output voltage waveforms of the cou-
pled and non-coupled VCOs.

results using ADS Momentum are shown in Fig. 3, where the coupling coefficient of the transformer
k is 0.79 at 24 GHz. k represents the transformer coupling factor between two LC tanks. Works [4]
and [5] conclude that the tighter coupling factor, the higher quality factor. Fig. 3 shows the quality
factor (Q) of the self-inductances of the transformer and single inductor. The quality factors of the
proposed transformer are higher than that of the single inductor.

Fig. 4 shows the output voltage waveforms of the coupled and non-coupled VCOs. Work [6]
suggests that the oscillator with symmetric waveform will have better phase noise performance. As
noted, the waveform of the coupled VCO has larger swing and better symmetric waveform than
those of the non-coupled one. Thus, the proposed VCO yields better phase noise than conventional
one. In transformer model, the turn ratio between primary and secondary coils can be derived as
(3).

n =

√
Ls

Lp
=

V2

V1
=

I1

I2
V2 = V1

√
L1

L2
(3)

Figure 2(c) shows the equivalent model for the transformer of Fig. 1(a), where the port voltages
of the tight-coupled lossy transformer V1 and V2 have the following relations as (4)–(5).

V1 (jω) =
Gmjω

(
ω2

o1 − ω2
)

+ jω
(

ωo1
Q1

)
∣∣∣∣∣∣
ω=ω01

=
GmQ1

ωo1
(4)

V2 =
k

M

GmQ1L1

ωo1
=

k

M
GmQ1

√
L3

1Cvar (5)

where Gm = −gm/2 , and Q1 = R1

√
Cvar/L1.

At parallel resonance, the voltage is at a maximum and the impedance is also at a maximum.
Hence, it can be derived that V2 is maximum when the resonant frequency at ωo1 = ωo2.

3. MEASUREMENTS

Measurement Results: The proposed VCO is implemented in a 90-nm CMOS technology. The
transformer provides strong coupling between the two LC tanks. The Q values of Lp and Ls are
18.5 and 19.7. Fig. 1(b) shows the micrograph of the VCO with a chip size of 0.77 × 0.62mm2,
including the pads. The phase noise is measured by an Agilent E5052B signal source analyzer. The
VCO operates at a power supply of 0.7 V and consumes a current of 2.3 mA. The measured output
power is −7.16 dBm. Fig. 5 shows the measured and simulated phase noise at 24 GHz, where the
measured phase noise at 1MHz and 10 MHz offset frequency are −97.61 and −123.6 dBc/Hz. As
seen, the phase noise of the transformer coupled VCO obtains a 15-dB improvement compared to
the non-coupled inductor VCO. The measured tuning range is from 23.6 to 24 GHz when the tuning
voltage Vc changes from 0 to 0.7 V.
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15 dB 

Figure 5: Measured (transformer coupled VCO) and simulated (non-coupled VCO) phase noise.

4. CONCLUSION

A novel dual LC tanks VCO has been proposed to obtain low power operation using the strength
of magnetic coupling in the transformer. The proposed design also makes certain symmetry prop-
erties exist in the waveform of the oscillation which improves the phase noise noticeably. The
proposed VCO has successfully demonstrated in good performance based on a 90-nm CMOS pro-
cess. The measured phase noise at 1-MHz offset frequency from the oscillation frequency of 24 GHz
is −97.61 dBc/Hz. With only a power dissipation of 1.61 mW, the proposed VCO has an excellent
FOM of −183.14 dBc/Hz.
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Abstract— This paper presents a reconfigurable, bandpass to bandstop switchable filter, based
on the square ring resonator topology with two tuning stubs, which control the filter’s response.
In the proposed design, switching between the bandpass and bandstop response is achieved by
strategically placing two PIN diodes, at locations where the diodes do not affect the resonating
response of the overall design. Skyworks SMP1345-079LF RF PIN diodes are used in order to
allow switching between bandpass to bandstop responses. The operating frequency of the filter
is at 2.4 GHz. The −3 dB bandwidth for the bandpass filter ranges from 1.9GHz to 3.2 GHz,
with an average insertion loss of 0.8 dB. For the bandstop filter the loss is 0.3 dB and the −10 dB
rejection bandwidth is from 2.2 GHz to 2.7 GHz. DC bias lines of λ/4 overall length are integrated
with radial matching stubs, to ensure compact overall size of the circuit. The key advantage of
this type of filter is the efficient switching ability between the two different operational states, the
bandpass and bandstop. The proposed filter is simulated on a commercially available, low cost
Roger 4003C substrate having εr = 3.55 and tan δ = 0.0027 and substrate thickness 0.813 mm.
The proposed filter can be a good candidate for transceivers operating in strong interference
environments, for reconfigurable radios, or for alternating transmission and reception schemes,
in the highly congested, 2.4 GHz frequency band.

1. INTRODUCTION

Microwave filters are of paramount importance when dealing with RF communication systems.
Modern day developments in this area have led to the necessity for compact, multipurpose and
efficient designs. Under this prism, electronically switchable filters are gaining wide interest from
both researchers and developers. Microwave filters are designed keeping in mind both structure
compactness and easiness in their switching ability among alternative operational modes. Using
commercially available PIN diodes, filters can be designed to switch between different geometric
shapes with different resonating frequencies which result in eventually reconfigurable structures.

The microstrip square ring resonator, has been widely used for the development of microwave
filters due to its compact size, low radiation loss and high Q factor [1]. Nowadays, emerging
wireless communication systems require multiband, multifunctional and switchable capabilities.
Under these circumstances a single filter cannot meet the requirements for all operating bands
while the use of multiple filters occupies larger surface area with higher design cost [2]. To solve
this problem, reconfigurable filters [3] are required. Bandpass and bandstop filters are two of the
most commonly encountered components for any communication system. Bandpass filters are used
to pass a specific band of frequencies while bandstop filters are required to suppress specific band
of frequencies [4]. A compact and low insertion loss, square ring resonator, bandpass filter, has
been presented in [5]. Several bandpass filters with switchable bandwidth based on the square ring
resonator using PIN diodes have been presented in the past [6–8]. Recently reconfigurable filters
from bandpass to bandstop filters were reported [9] based on varactor diodes by using odd and
even degenerate modes. In [10, 11] reconfigurable bandpass to bandstop filters with controllable
poles were presented. Although these reported reconfigurable bandpass to bandstop filters show
additional features, they are more complex in terms of design and they have considerably larger
size, when compared with the suggested filter topology.

In this paper, a simple, compact and low cost design is presented, based on a square ring
resonator with two tuning open stubs capable of switching between bandpass and bandstop response
around the center frequency of 2.4GHz. The transition from bandpass to bandstop response is
achieved using electronic switching, i.e., by using a DC voltage source to forward or reversely bias
two PIN diodes.

2. PROPOSED RECONFIGURABLE BANDPASS-BANDSTOP FILTER DESIGN

It is well known that several modes can be supported by the ring resonator and can be excited if
desired, depending on the perturbation and coupling methods. In addition resonance occurs when



1416 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

standing waves are set up along the ring something that happens when the circumference of the ring
is an integer multiple of the guided wavelength. To understand the basic phenomena underlying
the operation of the ring, it is useful to first understand its field configuration for the different
modes which are described in detail in [1]. In the absence of any discontinuity a maximum field
point occurs at the point where the feed line excites the resonator. It is also worth noting that this
point is independent of the position of the feed line that extracts microwave power. This is very
important from the standpoint of mode suppression. As it can be seen in Figure 1 the output feed
line is placed to an angle of 270 degrees where there is a field minimum for first and third modes.
As a result, since there is odd-mode excitation and the output feed line is coupled to a position
where there is a minimum electric field the ring circuit provides a stopband and exhibits bandstop
characteristic.

Figure 1: Bandstop filter based on ring resonator. Figure 2: Simulated S-parameters for the bandstop
filter (From Figure 1).

L is the common length of both feed lines and W is their width. The lengths and widths of the
two feed lines are kept the same to avoid multiple mode generation. The circumference of the ring
resonator is given by lr = nλg, where n is the mode number and λg is the guided wavelength. The
guided wave length is given in Equation (1).

λg =
c

f
√

εr
(1)

where c is the speed of light, f is the operating frequency and εr is the relative dielectric constant.
With L = 18 mm and W = 1.8mm, the full wave simulated S-parameters are displayed in Figure 2.
As it can be seen the filter provides a−20 dB band rejection from 2.3 to 2.6 GHz, while the resonance
frequency is set at 2.4 GHz.

A reconfigurable bandpass to bandstop filter using a microstrip square loop resonator is proposed
in Figure 3, in which the square ring is used as the resonator and two microstrip tuning stubs are
used as the perturbation elements. The bandpass filter is developed from the bandstop filter that
was introduced earlier in Figure 1. The proposed reconfigurable bandpass-bandstop ring resonator
filter, as shown in Figure 3, is very similar to the traditional dual-mode ring resonator filters with
stub-loaded perturbation elements.

Two tuning open stubs having length λ/4 at 2.4 GHz, placed at the centre of either side of the
ring resonator and in orthogonal to each other orientation are used to achieve a wide passband
response with a steep roll-off frequency characteristic. By changing the lengths of these two tuning
stubs, the frequency response of the ring circuit is varied. Two attenuation poles are thus created
and form a wide passband filter response. This approach can be interpreted as using two stopbands
induced by two tuning stubs in conjunction with the wide passband. The effect of the addition of
the two tuning stubs is a steeper roll-off frequency response, and wider passband zone.

In this work the filter was simulated using cost effective Roger 4003C substrate having εr = 3.55,
tan δ = 0.0027 with a substrate thickness of 0.813 mm. The Skyworks SMP1345-079LF PIN diode
switches are incorporated in order to realize the switchable design from bandpass to bandstop
filter. As can be observed from the schematic in Figure 3, the PIN diodes are located directly on
the square ring and they electrically connect and disconnect the open stubs with lengths S1 and S2
respectively. The overall inner ring size is 17.2 mm × 17.2 mm. For the circuit simulations the PIN
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Figure 3: Proposed design for reconfigurable bandpass-bandstop filter.

diodes are replaced with either 3Ω resistors, or 0.15 pF capacitors [12] for the ON and OFF state of
the PIN diodes respectively. Once DC bias voltage is applied directly on the radial stubs of the bias
lines named Bias1 and Bias3 with a forward current of 10 mA the two PIN diodes are turned ON.
Hence, open stubs S1 and S2 become connected with the ring, resulting in the wideband passband
filter response of Figure 4. When the PIN diodes are simultaneously reverse biased, the tuning
stubs are disconnected which in return produces a bandstop response as shown in Figure 5.

Figure 4: S-parameters of bandpass filter (ON
State).

Figure 5: S-parameters of bandstop filter (OFF
State)

High impedance DC bias lines of 110 Ohms characteristic impedance are integrated with radial
stubs for biasing the diodes. The angle, positions and dimensions of the radial stubs directly affect
the S parameter responses therefore they are optimized using parametric simulations. The angle of
the radial stubs is chosen to be 70 degrees after optimization. The complete list of filter parameters
is given in Table 1.

Table 1: Filter parameters
Symbol Value (mm)

l1 (Input line) 18
l2 (Output line) 18

w (Width of input/output line) 1.8
S1 (Length of stub 1) 17.8
S2 (Length of stub 2) 16.8
ws1 (Length of stub 1) 1.4
ws2 (Length of stub 2) 3

3. SIMULATION RESULTS AND DISCUSSION

The reconfigurable filter simulations have been carried out using a full wave simulator. When
both diodes are simultaneously forward biased, a bandpass filter response is achieved having −3 dB
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passband zone from 1.9 GHz to 3.2 GHz with an average insertion loss of around 0.8 dB in the pass
band zone while having a return loss below −30 dB for the larger part of the passband zone. The
presence of the two tuning stubs cause two attenuation poles at 1.85 GHz with −22 dB rejection, at
3.4GHz with −30 dB rejection. The simulated S-parameters for bandpass response, are presented
in Figure 4.

When the diodes are reversed biased, a bandstop filter response is achieved with a −10 dB
bandwidth that ranges from 2.2GHz to 2.7 GHz with a rejection level greater than 20 dB and with
an average loss of 0.3 dB. The simulated S-parameters are shown in Figure 5.

4. CONCLUSION

A simple to fabricate, low cost, reconfigurable, bandpass to bandstop filter is proposed based on
the square ring resonator. The design consists of two tuning stubs and two PIN diodes as switching
elements. By switching the PIN diodes ON and OFF a reconfigurable bandpass-bandstop filter
is achieved. The reconfigurable filter was designed with a center frequency at 2.4GHz having a
passband zone ranging from 1.9GHz to 3.2GHz and −10 dB rejection band ranging from 2.2 GHz
to 2.7 GHz. In bandpass mode the filter had less than 1 dB of insertion loss with a fractional
bandwidth of 54%. The overall filter design can be fabricated on a 57 mm × 57 mm size board.
The proposed reconfigurable filter can be a good candidate for high interference systems and for
alternating transmission and reception schemes, in the highly congested 2.4GHz frequency band.
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Abstract— In this paper the possibility of utilizing magnetic fields of magnetic resonant imag-
ing (MRI) scanners for energy harvesting is investigated. The magnetic energy is converted into
electric energy supplying small sensor systems that can be used for interventional medical appli-
cations within an MRI scanner. Suitable magnetic field components for energy harvesting are
analyzed and a corresponding inductor design is discussed. Accordingly, a power electronic circuit
is developed and successfully tested within an MRI scanner wirelessly powered by an inductor.

1. INTRODUCTION

Concerning the power supply of small power electronic applications for devices used in the inter-
ventional medical field in magnetic resonance tomography (MRT), e.g., for wireless power supply of
small sensors and electronics in catheters, this paper investigates the approach of energy harvesting
inside the MRI scanner. While in [1] basic investigations on energy harvesting in MRT were carried
out by measuring the DC output power for one setup, this paper investigates and evaluates the
induction coil design in more detail by determining the induced voltage and the self resonances of
the inductors. Additionally, the time variant magnetic RF field and the gradient field are compared
in terms of induced voltage depending on the induction coil placement relative to the isocenter,
which is the geometrical center of the magnet where the static magnetic field and the RF field are
the strongest and homogenous.

2. ANALYSIS OF MAGNETIC FIELDS IN MRT

In order to supply an electronic circuit using energy harvesting within an MRI scanner, suitable
magnetic fields need to be defined and analyzed.

2.1. Magnetic Fields in MRT
Within magnetic resonance tomography (MRT) applications magnetic fields of different orienta-
tions, magnitudes and frequencies are generated in order to produce images of different body tissues.
The three main magnetic fields that need to be distinguished are [2–4]:

• B0: strong static, uniform magnetic field in z direction.

• B1: high frequency excitation field (≈ 123 MHz for B0 = 2.89T according to Larmor fre-
quency [5]) rotating in the xy plane and having the highest amplitude in the isocenter.

• BG: gradient field with x, y, and z components with location-depending characteristics.

Figure 1 shows the corresponding geometry definitions. Considering the magnetic fields and
according to Faraday’s Law, the B1 and BG fields can be utilized to convert portions of the magnetic
energy into electric energy, as stated in [1] as well.

2.2. Field Simulation
To investigate the induction behavior of inductor with different geometries excited by the B1 field, a
numerical field simulation model was created in EMPIRE XCcelTM. B1 is homogenous and rotates
in the xy plane with a frequency of approximately 123MHz. To create a magnetic field with these
characteristics in EMPIRE XCcelTM four electromagnetic (EM) waves are superimposed, so that
the electric field components cancel out and the resulting homogenous H field is rotating in the xy

plane. Therefore, the amplitudes of the electric components ~E of the four EM waves have to be
equal. Two contrary polarized EM waves having opposite direction of propagation ~k with

~k = ~E × ~H (1)
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Figure 1: Definition of axes within an MRI scanner
and corresponding magnetic fields.

Figure 2: Orientation of two pairs of electromagnetic
waves, resulting in two homogenous H fields.

are added and result in one homogenous H field with an orientation as shown in Figure 2. Adding
the two homogenous H fields

−→
H1 and

−→
H2 rotated relatively to each other geometrically and elec-

trically by 90◦ results in a single circularly polarized homogenous H field. To realize a 90◦ phase
shift between

−→
H1 and

−→
H2 for ≈ 123 MHz a time delay of 2.0316 ns needs to be applied.

With the model of B1 the induction characteristic of different geometries can be analyzed and
compared. It is important, that the defined simulation geometry is smaller than the wave length of
the B1 field. For larger geometries the superposition of the four EM waves does not result in one
circularly polarized homogenious H field.

3. LAYOUT AND DESIGN OF PROTOTYPE

3.1. Inductor Design
For the inductor design different considerations need to be taken into account, i.e., the orientation,
frequency and strength of the exciting magnetic field. As already mentioned, the frequency of the
B1 field equals ≈ 123 MHz and it rotates in the xy plane at the location of the isocenter. Here, the
field strength is the highest and depends on the sequence of the MRT that is applied. However, the
absolute amplitude of B1 is small and hence a large number of turns might by plausible. Contrary,
a large number of turns increases the effect of capacitive coupling between turns and therefore
decreases the first resonant frequency of the inductor [6]. Only below the first resonant frequency,
the inductor behaves strongly inductive. For higher frequencies the parasitic capacitive component
may become dominant and hence the induced output voltage decreases. An optimization is reached,
when the first resonant frequency is slightly above the excitation frequency.

Additionally, the inductor can be optimized by maximizing the effective area, that is exposed
to the magnetic field. Since the direction of excitation varies between the x and y axes it is desired
to design the winding in a way, that the inductor is excited by the B1 field from both components
considering that the area which is orthogonal to the varying field represents the effective area of
the inductor. While in literature inductors with different coils for each orientation [4] or a Figure 8
coil with one orientation [7] are described, this paper proposes an approach that uses only one coil
with tilted turns wound around an acrylic glass tube. The turns are arranged with a 45◦ angle (see
Figure 3).

In Figure 4 different orientations are displayed. For orientation 1 and orientation 2 the inductor

Figure 3: Prototype induction coil with 100 turns
on cylindrical acrylic tube.

Orientation 1 Orientation 2 Orientation 3 Orientation 4

Figure 4: Orientation of winding setup on an acrylic
glass tube concerning exciting B field components.
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is excited by the x and y component of the exciting B1 field. For the other orientations only the
excitation by Bx is given. However, for orientation 3 the x-excitation is possible only because of
the tilted turns. For orientation 4 the tilted turns lead to an elliptic area, which is larger than
a circular area. Thus, the increased effective area leads to an increased inductance and therefore
increased induced voltage.

3.2. Power Electronic Circuit Design
The inductor is used as a wireless AC voltage source. In order to supply small power electronic
applications like sensors a low DC voltage is needed. Hence, the input voltage needs to be converted
using a power electronic circuit. In the first stage the input voltage is rectified with diodes and
buffered using a capacitor. Due to the fluctuation of buffered voltage a DC-DC converter with
charging management is used in the second stage, to achieve a constant output voltage. The block
diagram of the circuit is shown in Figure 5. The circuit charges an output buffer capacitor and
supplies an LED with an ohmic resistance in series.

DC-DC

converter

with

charging

manage-

ment

R L

LED

(Load)

Energy

storage

Inductor AC-DC

converter

with 

small

voltage 

drop

Energy

storage

Figure 5: Block diagram of the power electronic circuit supplying an LED [8].

Capacitor Capacitor
AC-DC-

converter

DC-DC converter

with charging management
LED with

resistance

Figure 6: Assembeled circuit board with electronic
elements.

Figure 7: Prototype with inductor and circuit board.

For the use in MRT applications, e.g., for interventional medical use, the circuit needs to fulfill
different requirements. Next to a small size, the voltage drop over the circuit elements needs to
be as small as possible to ensure a high efficiency. Furthermore, the imaging process of the MRT
should not be affected, requiring the circuit elements to be of non-magnetic material. Widely used
electronic elements with nickel alloys for solder connections can not be applied. Elements with a
copper-tin-zinc alloy serve as a substitute. Different supliers, e.g., Maxim or Texas Instruments,
have developed highly integrated circuits for energy harvesting applications, that offer a DC-DC
converter with additional charging management and different protection and charging controls
combined in a minimized package of only approximately 9 mm2. The prototype uses such an IC
that is soldered onto a circuit board (see Figure 6). The board was slid into the inductor in order
to reduce size and create a compact device as displayed in Figure 7. An SMA socket is used to
connect a measurement cable with the device to measure the induced voltage.

4. RESULTS

The induction characteristics of two inductors with different numbers of turns were compared.
For inductor 1 100 turns were applied, whereas inductor 2 has only six turns. The impedance
characteristic at the exciting frequency of ≈ 123 MHz is of higher importance. At 500 kHz the
inductance of inductor 1 is approximately 400 times larger than of inductor 2. Contrary, at ≈
123MHz both inductors show an impedance value in the same order of magnitude, as can be seen
from Table 1. The phase angles show, that the parasitic capacitances of inductor 1 have a major



1422 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Table 1: Impedance characteristic of inductors at ≈ 123MHz.

Z ϕ

Inductor 1 200 Ω −70◦

Inductor 2 450 Ω 87◦

(a) (b) (c)

Figure 8: Induced voltage for different inductors at different positions. (a) Inductor 1 at isocenter, (b)
inductor 1 outside of isocenter, (c) inductor 2 at isocenter.

influence and the impedance characteristic is not inductive any more. On the other hand, inductor
2 still shows a mostly inductive behavior.

Accordingly, the induced voltages differ. In Figure 8 the oscillograms of the induced voltages
for both inductors are shown, while the voltage of inductor 1 was measured at different positions
in relation to the isocenter. The periodicity of the three measurements is the same. At 2ms and
14ms the B1 field induces a voltage. At 5ms, 10ms, and 18ms the gradient field BG shows its
influence. Inductor 1 was placed at the isocenter as well as approximately 20 cm outside of it. Since
B1 is the strongest here, the corresponding induced voltage is the highest with 1.4 V and oscillates
with ≈ 123MHz. The voltages induced by BG are negligible. Placing the inductor 1 outside of
the isocenter leads to a reduction of the induced voltage related to B1 but increases the induced
voltages related to BG considerably (see Figure 8(b)). In Figure 8(c) inductor 2 was placed at the
isocenter and B1 induces large voltages of 4V. In this case the reduced number of turns and thus
an increased first resonant frequency leads to clearly improved induction characteristic.

This proves, that voltages with sufficient amplitudes are induced at the isocenter as well as
outside of it. Not only B1 but also BG contribute to the harvesting concept, depending on the
position.

Finally, inductor 2 was connected to the power electronic circuit and placed inside the MRI
scanner. The magnetic fields lead to an induced voltage that powered the LED wirelessly, which
therefore luminates.

5. CONCLUSION

An energy harvesting concept was presented for supplying small low power electronic devices wire-
lessly for medical applications in an MRI scanner using its magnetic fields. A fundamental sim-
ulation was parametrized to model the B1 field, so that the inductance characteristic of different
inductor designs can be simulated and compared.

Then different aspects if the inductor designs were discussed. For an optimized layout a small
number of turns is important so that the first resonant frequency of the inductor is higher than
the characteristic frequency of the B1 field. Furthermore, the orientation of the turns is important.
An elliptic design was presented, allowing a good induction characteristic independent from the
inductors orientation in the magnetic field.

A power electronic circuit was developed, that is able to supply a load consisting of an output
buffer capacitance and an LED with resistance. Finally, the prototype was successfully tested
within an MRI scanner.
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Abstract— In this paper, a fast time-domain imaging method called the fast backprojection
algorithm (FBPA) is proposed for the one-stationary bistatic forward-looking synthetic aperture
radar (OSBFSAR). First, the backprojection (BP) algorithm of the OSBFSAR is introduced.
Then, the FBPA of the OSBFSAR based on the subaperture BP imaging is provided, and the
sampling requirements of the polar subimage grid are derived from the bandwidth angle. Finally,
the implementation of the proposed FBPA is discussed. Simulation results are shown to prove
the validity of the proposed algorithm.

1. INTRODUCTION

One-stationary bistatic forward-looking synthetic aperture radar (OSBFSAR) [1] is a special bistatic
SAR (BSAR) [2] system with a stationary radar fixed on the top of a high tower or mountain,
working in the forward-looking mode [1]. It not only inherits the advantages of the BSAR, such as
reducing vulnerability for military application and improving the detectability of stealth targets,
but also carries out the high-resolution scene imaging in the forward direction [3]. However, its
larger bistatic angle and synthetic aperture may induce the complicated range-azimuth coupling of
echo data, which may increase the difficulty of the high-resolution imaging for the OSBFSAR [3].

Reconstructing the BSAR scene is performed by the BSAR imaging algorithms, divided into
two classes: the frequency-domain algorithm and time-domain algorithm. The frequency-domain
algorithms usually aim to minimize processing time, but it may lead to a number of limitations
such as integration time, motion error, approximate processing, etc., which constrains its applica-
tion. In contrast, the time-domain algorithms don’t face to these limitations, but they require a
high computational load. Time-domain backprojection algorithm (BPA) is considered as a linear
transformation from the echo data into the SAR image, thus it can be applied directly to the OS-
BFSAR imaging [4]. To reduce the computational load, the fast implementation of the BPA has
been used for the strip-map BSAR imaging, i.e., the fast backprojection algorithm (FBPA) and
fast factorized backprojection algorithm (FFBPA) [5]. However, the FBPA has not been either
mentioned or investigated for the OSBFSAR imaging in the earlier publications.

The aim of this paper is to present the FBPA to process the OSBFSAR echo data based on [5]
Note that its availability is also used to the FFBPA since the processing principles of the FBPA
and FFBPA are the same. Section 2 introduces the BPA for the OSBFSAR. Section 3 describes
the proposed FBPA for the OSBFSAR imaging in detail. Section 4 proves its validity based on the
simulation results. Section 5 gives the conclusion.

2. BPA FOR OBFSAR

Figure 1 shows the imaging geometry of the OSBFSAR. Moving radar moves along the straight
line lM parallel to the Y -axis direction at the speed VM , with the position rM (η) = (0, yM (η), zM )
at the slow time η. The position of the stationary radar B is rS = (xS , 0, zS). Assume that
the scene is always illuminated by the stationary radar, and the moving radar operates in the
forward-looking spotlight mode. P is an arbitrary scattering target in the scene, with the position
rP . The ranges from the moving and stationary radars to the target P at η are RM (η, rP ) and
RS(rP ), respectively. Thus, the traveling distance of a radar pulse radiated from the moving radar
impinging on the target P , and then reflected to the stationary radar at η is

R(η, rP ) = RM (η, rP ) + RS(rP ) = |rP − rM (η)|+ |rP − rS | . (1)

Provided that the transmitted signal is p(τ), after the demodulation and range compression, the
received signal of the target P becomes

src(τ, η) = σp · prc [B (τ −R(η, rP )/c0)] . (2)
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Figure 1: Imaging geometry of the OSBFSAR. Figure 2: Subaperture imaging geometry.

where τ is the fast time, σP is the scattering coefficient of the target P , c0 is the speed of light.
prc(·) is the range compressed pulse, B is the transmitted signal bandwidth.

It is well known that the BPA can be applied for the OSBFSAR imaging without any modi-
fication The backprojection (BP) of the radar echo for the OSBFSAR case is performed over an
ellipsoidal basis. a and b are the major and minor axes of the ellipse in Fig. 1, whose foci are
the positions of the considered moving and stationary radars. The linear eccentricity is defined as
c =

√
a2 − b2. r = (x, y, 0) is the position of an arbitrary sample in the scene, then the value of the

SAR image at the sample r is

I(r) =
∫ ηc+T/2

ηc−T/2
src (R(η, r)/c0, η) · exp [j2πfR(η, r)/c0] dη

=
∫ ηc+T/2

ηc−T/2
σP · prc [B ((R(η, r)−R(η, rP ))/c0)] · exp [j2πfR(η, r)/c0] dη. (3)

ηc is the synthetic aperture center time, f is the radar frequency, T is the integration time.

3. FBPA FOR OSBFSAR

3.1. Subaperture BP Imaging
Figure 2 shows the n-th subaperture imaging geometry. AMn is the center of the n-th moving radar
subaperture at the n-th subaperture center time ηn. The ranges from the moving and stationary
radars to the sample r at ηn are RMn and RSn, respectively. an, bn and cn have the similar physical
meanings as a, b and c in Fig. 1. The polar coordinates (ρn, θn) of the sample r are defined as
following. First, the origin of a polar grid is the central point of the positions AMn and B. Second,
ρn is the range between the origin of a polar grid and the sample r, and θn is the angle from the
major axis an to the range ρn. Thus, the polar coordinates (ρn, θn) are expressed as





ρn =
√

[xS/2− x]2 + [yM (ηn)/2− y]2 + [(zS + zM )/2]2

θn = arccos
((

c2
n + ρ2

n − ((xS − x)2 + y2 + z2
S)

)
/2ρncn

)
, θn ∈ [0, π]

. (4)

Similarly, the polar coordinates (ρnp, θnp) of the target Pcan be also defined. Tn is the n-th sub-
aperture integration time R(η, rP ) = R(η, ρnp, θnp) and R(η, r) = R(η, ρn, θn) then the n-th polar
subimage is

In(ρn, θn) =
∫ ηn+Tn/2

ηn−Tn/2
σP · prc [B ((R(η, ρn, θn)−R(η, ρnp, θnp))/c0)] · exp [j2πfR(η, ρn, θn)/c0] dη.

(5)
3.2. Sampling Requirements
To investigate the sampling requirements for the subimage polar grid, we need to calculate the
bistatic range from the moving and stationary radars to the sample (ρn, θn). Fig. 3 shows the bistaitc
range of the OSBFSAR. AMη is the moving radar position at η. RM (η, ρn, θn) and RS(ρn, θn) are
the ranges from the positions AMη and B to the sample (ρn, θn). µMη is the range between positions
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AMn and AMη. ϑMη is the angle between the straight lines µMη and RMn, and ψMη is the angle
between the straight line µMη and the major axis an. ϕMn is the angle between the straight
line RMn and the major axis an. dMn is the length of the n-th moving radar subaperture, so
−dMn/2 ≤ µMη ≤ dMn/2. From Fig. 3, R(η, ρn, θn) in (5) can be computed and approximated as

R(η, ρn, θn) =
√

R2
Mn + µ2

Mη − 2RMnµMη cos(ϑMη) + RS(ρn, θn)

≈ RMn − µMη cos(ϑMη)+RSn

≈
√

ρ2
n + c2

n + 2ρncn cos(θn) +
√

ρ2
n + c2

n − 2ρncn cos(θn)

−µMη
cn cos(ψMη) + ρn cos(θn − ψMη)√

ρ2
n + c2

n + 2ρncn cos(θn)
. (6)

Figure 3: Bistatic range calculation for the OSBFSAR.

Two-dimensional Fourier transforms of In(ρn, θn) in (5) with respect to ρn and θn is given by

IFTn(kρn
, kθn

) =
∫∫

In(ρn, θn) exp [−j2π(kρn
ρn + kθn

θn)] dρndθn. (7)

Fourier transform can be computed accurately by the principle of stationary phase. The phase
condition is {

∂ (2πfR(η, ρn, θn)/c0 − 2πkρn
ρn)/∂ρn = 0

∂ (2πfR(η, ρn, θn)/c0 − 2πkθn
θn)/∂θn = 0 . (8)

Solving the above equations shows that IFTn(kρn
, kθn

) is nonzero, when




2fmin/
(
c0

√
1 + δ2

n

)
≤ kρn

≤ 2fmax/
(
c0

√
1 + δ2

n

)

−fmaxdMn/
(
2c0

√
1 + δ2

n

)
≤ kθn

≤ fmaxdMn/
(
2c0

√
1 + δ2

n

) . (9)

where δnis defined as the ratio of cn to ρn, (i.e., δn = cn/ρn). The bounds of kρn
and kθn

can be
translated directly into the sampling requirements of ρn and θn for the n-th polar subimage grid,
then {

∆ρn ≤ c0

√
1 + δ2

n/(2(fmax − fmin))
∆θn ≤ c0

√
1 + δ2

n/(fmaxdMn)
. (10)

It is seen that the range sampling space ∆ρn depends the signal bandwidth fmax− fmin and factor
δn, while angle sampling space ∆θn depends the moving radar subaperture length dMn and the
factors fmax and δn.
3.3. Implementation
The implementation of the proposed FBPA for the OSBFSAR is similar to the FBPA for the
strip-map BSAR in [5], which can be also divided into two steps.

For the first step, the full aperture of the moving radar is split into several smaller subapertures,
which requires the segmentation of the echo data in a same way. Then the polar subimage grids
are defined and the regular BP for the considered subaperture is computed to generate the lowest-
resolution polar subimages. For the second step, all the lower resolution polar subimages are
interpolated into the Cartesian grid, and then the OSBFSAR image is reconstructed by a coherent
combination of all the Cartesian subimages.
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4. SIMULATION RESULTS

Simulation results are shown in this section to compare the performances of the proposed FBPA
and BPA. The simulation parameters are shown in Table 1. The moving radar position at η = 0
is (0, 0, 500) m. Nine scattering targets labeled as A ∼ I are located in the scene (100 m × 100m,
range × azimuth), and the scene center position is (0 m, 0m, 0 m), which are shown in Fig. 4(a).
Both range and azimuth intervals of all scattering targets are 30m, and the RCS of all scattering
targets is assumed to be 1 m2 for simplification.

Table 1: Simulation parameters of the OSBFSAR system.

Center

frequency

Signal

bandwidth

Sampling

frequency

Pulse

duration
PRF

Moving radar

altitude (speed)

Stationary radar

position

500MHz 200MHz 240MHz 1 µs 100Hz 200m (45m/s) (−500, 0, 50)m

  
(a) (b) (c) 

Figure 4: Imaging results obtained by the different algorithms. (a) Targets distribution; (b) BPA; (c) FBPA.

   
(a)  (b) (c) (d) 

Figure 5: Imaging results of targets A and E. (a) Imaging result of the target A extracted from Fig. 4(b);
(b) Imaging result of the target A extracted from Fig. 4(c); (c) Imaging result of the target E extracted from
Fig. 4(b); Imaging result of the target E extracted from Fig. 4(c).

Table 2: Measured parameters of the targets A and E.

Algorithms
Target A Target E

Resolution (m) PSLR (dB) Resolution (m) PSLR (dB)
Range Azimuth Range Azimuth Range Azimuth Range Azimuth

BPA 1.282 0.814 −13.26 −13.30 1.358 0.732 −12.97 −13.40
FBPA 1.288 0.821 −13.27 −13.29 1.360 0.734 −12.95 −13.42

Figures 4(b) and 4(c) give the scene imaging results obtained by different algorithms. From
Figs. 4(b) and 4(c), it is seen that all scattering targets are focused well. Fig. 5 give the contours
of the imaging results of the targets A and E, which are extracted from Figs. 4(b) and 4(c). It is
shown that the focusing performance of the targets A and E by the proposed FBPA is very similar
to that by the BPA. The measured parameters of the targets A and E are calculated and listed in
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Table 2. From Table 2, it is seen that the measured parameters of the targets A and E foucsed by
the two algorithms are almost identical. The processing time of two algorithms is also measured,
which is 107.2 s and 10.4 s for the BPA and proposed FBPA, respectively.

5. CONCLUSION

This paper presents a FBPA to focus the OSBFSAR echo data. This method reconstructs a SAR
scene in the ground plane instead of the slant-range plane. First, the BPA of the OSBFSAR is
introduced. Then, the FBPA of the OSBFSAR based on the subaperture BP imaging is provided,
and then the sampling requirements of the polar subimage grid are derived from the bandwidth
angle. Finally, the implementation of the proposed FBPA is discussed. This method can keep the
accuracy and robust of the BPA but with a reduced computational load. The simulation results
prove its validity.
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Rapid Echo Simulation for One-stationary Bistatic SAR Based on
FFT and Subaperture Processing

Hongtu Xie, Daoxiang An, Xiaotao Huang, and Zhimin Zhou
College of Electronic Science and Engineering, National University of Defense Technology

Changsha, Hunan 410073, China

Abstract— In this study, a rapid echo simulation method based on fast Fourier transform
(FFT) and subaperture processing for the one-stationary bistatic synthetic aperture radar (OS-
BSAR) is presented. First, the OSBSAR geometry is built in elliptical polar coordinate, and
then the scene is divided into several equidistant elliptical rings. Based on the equivalent scat-
terer model, the approximate SAR system transfer function is derived, thus each pulse echo is
calculated by the convolution of the transmitted signal and transfer function using the FFT. To
further improve the simulation efficiency, the subaperture and subscene processing are used. The
transfer function for the same subaperture pulses is calculated by the weighted sum of all the
subscene equivalent scattering coefficient in the same equidistant elliptical ring using the FFT.
Implementation of the proposed method is discussed. Simulation results are given to prove its
validity.

1. INTRODUCTION

One-stationary bistatic synthetic aperture radar (OSBSAR) [1] is a special bistatic SAR (BSAR)
system [2], with a stationary radar fixed on the top of a high tower or mountain. It inherits the
BSAR advantages, such as greater anti-jamming ability, reducing military vulnerability, getting
additional information and flexibility of the system design. Therefore, it has gained wide attention
in both military and civilian fields [3].

Echo simulation is important in the SAR research, such as the system design, algorithms test and
so on [4]. In general, the echo simulation contains the scene simulation and rapid echo generation.
The simulation of the BSAR scene scattering characteristic was studied in [5]. In this paper, we only
focus on the rapid generation of the OSBSAR echo, which means that we start with a reflectivity
map as an input.

Echo simulation methods main include the time-domain method, two dimensional FFT (2DFFT)
method and imaging inverse processing (IMIP) method. Time-domain method simulates echo
data pulse by pulse and target by target (TBT) according to the SAR geometry. It can simulate
the accuracy echo because of no approximation, but with the huge computational load. 2DFFT
method [6] and IMIP method [7] has the high simulation efficiency but with some approximate
processing in the echo simulaton. To improve the simulation efficiency but with the high simulation
precision, a subaperture based echo simulation method for monstatic SAR is given in [8], which
may be extend for the BSAR echo simulation.

This paper explores a rapid echo simulation (RES) method for OSBSAR based on [8]. Section 2
introduces the echo simulation based on equivalent scatterer. Section 3 describes the proposed RES
method for OSBSAR in detail Section 4 proves its validity based on the simulation results. Section
5 gives the conclusion.

2. ECHO SIMULATION BASED ON EQUIVALENT SCATTERER

OSBSAR geometry is shown in Fig. 1. Moving radar moves parallel to Y axis direction, with the
position (0, yM (η), zM ) at the slow time η. Stationary radar is located at (xS , 0, zS). The scene
is composed of several targets distributed on rectangle grids. Scene grid size is M × N (range ×
azimuth), and the range and azimuth spacing between adjacent grids are ∆x and ∆y, respectively.
xmin is the minimum ground range of the scene, and its azimuth center line is the X axis. Assume
that the moving and stationary radars of OSBSAR are perfectly synchronized. The bistatic range
from the moving and stationary radars to the grid (m,n) at η is

R(η, m, n) = RM (η, m, n) + RS(η, m, n)

=
√

(xmin + m∆x)2 + (yM (η)− (n−N/2)∆y)2 + z2
M

+
√

(xS − (xmin + m∆x))2 + ((n−N/2)∆y)2 + z2
S , 1 ≤ m ≤ M, 1 ≤ n ≤ N (1)
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Supposed that the transmitted signal is p(τ) = wr(τ) exp(j2πfcτ + jπγτ2). τ is the fast time, γ is
the chirp rate, wr(·) is the range envelope, c is the speed of light, fc is the center frequency. Thus
the scene echo is

s(τ, η) =
M∑

m=1

N∑

n=1

σmnwr [τ −R(η, m, n)/c] · exp
[
−j2πfcR(η, m, n)/c + jπγ (τ −R(η, m, n)/c)2

]

(2)
where σmn is the scattering coefficient of the grid (m, n).

Figure 1: Imaging geometry of the OSBSAR. Figure 2: Target distribution between two ad-
jacent equidistant elliptical rings.

To improve the speed, the fast echo simulation based on the equivalent scatterer is first intro-
duced. Basic idea is to divide the scene into several equidistant elliptical rings, and the targets in
scene are considered as distributing in the equidistant elliptical rings. The scattering coefficient
of targets in the same equidistant elliptical ring is substituted by that of an equivalent scatterer.
Assume that ∆s is the interval between the adjacent elliptical rings. Rmin(η) and Rmax(η) are
minimum and maximum ranges from the moving and stationary radars to the scene. The number
of equidistant elliptical rings is

Np(η) = round((Rmax(η)−Rmin(η))/∆s) + 1 (3)

The target distribution between two adjacent equidistant elliptical rings is shown in Fig. 2. p − 1
and p are two adjacent equidistant elliptical rings, and the bistatic ranges from them to the radars
are Rmin(η) + (p− 1)∆s and Rmin(η) + p∆s, respectively. The spacing between the (p−1)-th and
p-th equidistant elliptical rings is the p-th equidistant elliptical ring domain. The dashed ring is its
center, and the bistatic range from it to the radars is

R(η, p) = Rmin(η) + (p− 1/2)∆s (4)

To calculate targets’ scattering coefficients in the center of the equidistant elliptical ring domain,
the bistatic ranges from the radars to all targets in this domain is replaced by the bistatic range
from the radars to its center. So, an equivalent scatterer is substituted for all targets in this domain,
whose scattering coefficient is

σ(η, p) =
Ip∑

i=1

σi exp [−j2πfc∆Ri(η, p)/c] (5)

Ip is the number of targets in the p-th equidistant elliptical ring domain, σi is the i-th target’s
scattering coefficient. ∆Ri(η, p) is the difference between the bistatic range from the i-th target to
the radars and bistatic range from the center of the p-th equidistant elliptical ring domain to the
radars, then we have

∆Ri(η, p) = Ri(η)− (Rmin(η) + (p− 1/2)∆s) (6)
Based on the equivalent scatterer, the scene echo is rewritten as

s(τ, η) =
Np(η)∑

p=1

σ(η, p) exp [−j2πfcR(η, p)/c] · wr [τ −R(η, p)/c] exp
[
jπγ (τ −R(η, p)/c)2

]
(7)
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We can find that the latter two items in (7) are only related to τ . So, the scene echo can be
rewritten as

s(τ, η) = wr(τ) exp(jπγτ2)⊗τ

Np(η)∑

p=1

σ(η, p) exp [−j2πfcR(η, p)/c] · δ [τ −R(η, p)/c] (8)

⊗τ is the convolution versus τ . It is well known that the convolution can be performed by the FFT.

3. RES FOR OSBSAR

To further improve the simulation speed, the subaperture and subscene processing is used. First,
the system transfer function for the same subaperture pulses is calculated by the weighted sum
of all the subscenes equivalent scattering coefficient in the same equidistant elliptical ring domain,
and then the subaperture pulse echo is simulated by the convolution of the transmitted signal and
system transfer function using the FFT.
3.1. Geometry in Elliptical Polar Coordinate
Geometry in elliptical polar coordinate is shown in Fig. 3. Aηc

is the moving radar position at
the aperture center time ηc, and Aη is the moving radar position at η. B is the stationary radar
position. The position of the arbitrary scene grid (m,n) is (xm, yn, 0). The range between the grid
(m,n) and Aηc

is rM , and rS is the range from the grid (m,n) to B. Let ρ be the bistatic range of
the grid(m,n) and θ be the angle between rM and Y axis positive direction at ηc, respectively. ∆θ
is the angular sampling spacing of the scene. So the elliptical polar coordinates of the grid (m,n)
are defined as follow

{
ρ = rM + rS = RM (ηc,m, n) + RS(ηc,m, n)
θ = arccos ((yn − yM (ηc))/rM ) ,θ ∈ [(π −Θ)/2, (π + Θ)/2] (9)

Θ is the moving radar beam width. As shown in [1], rM and rS can be expressed as a function of
(ρ, θ).

Figure 3: Geometry in elliptical polar coordinate. Figure 4: Subaperture processing in the echo sim-
ulation.

In Fig. 3, the scene is divided into several elliptical polar subscenes, and the targets in scene is
considered as distributing in the elliptical polar subscenes. R(η, ρp, θk) is the bistatic range from
the Aη and B to the k-th elliptical polar subscene in the p-th equidistant elliptical ring domain.
Thus, the scene echo is given by

s(τ, η) = wr(τ) exp(jπγτ2)⊗τ

Np(η)∑

p=1

Nk(η)∑

k=1

σ(η, ρp, θk)·exp [−j2πfcR(η, ρp, θk)/c]·δ [τ −R(η, ρp, θk)/c]

(10)
where Nk(η) is the number of the elliptical polar subscenes in the p-th equidistant elliptical ring
domain at η. σ(η, ρp, θk) is the scattering coefficient of the k-th elliptical polar subscene in this
domain, which is

σ(η, ρp, θk) =
Ip,k∑

i=1

σi exp [−j2πfc (Ri(η)−R(η, ρp, θk))/c] (11)
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Ip,k is the number of targets in the k-th elliptical subscene in the p-th equidistant elliptical ring
domain.

3.2. Subaperture Processing
Radar pulses are split into several groups, i.e., subapertures (See Fig. 3). Each subaperture contains
the same number of radar pulses. Assume that the subaperture time is very short, so all pulses in
the same subaperture is considered as sharing the same scene scope [8]. Subaperture processing
in the echo simulation is shown in Fig. 4. Suppose that ηnc is the n-th subaperture center time,
Aηnc

is the radar position of the central pulse at ηnc, Aηn
is the radar current position at ηn. The

elliptical polar coordinates (ρn, θn) are defined similar to (ρ, θ) in Fig. 3. ∆θn is the scene angular
sampling spacing. dηn

is the length of Aηnc
Aηn

. T ′(ρnp, θnk) and T (ρnp, θn0) are two elliptical
subscenes in the p-th equidistant elliptical ring domain, and θnk = θn0 + k∆θn. Considering the
central pulse position Aηnc

, the range R(η, ρp, θk) in (10) is the same for all elliptical subscenes in
the p-th equidistant elliptical ring domain. Thus, (10) can become

s(τ, ηnc) = wr(τ) exp(jπγτ2)⊗τ

Np(ηnc)∑

p=1

Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηnc, ρnp, θnk)

· exp [−j2πfcR(ηnc, ρnp)/c] · δ [τ −R(ηnc, ρnp)/c] (12)

R(ηnc, ρnp) is the bistatic range from radars Aηnc
and B to the p-th elliptical ring domain. As

considering other pulse position Aηn
, the bistatic range R(ηn, ρnp, θnk) is different from the bistatic

range R(ηnc, ρnp). But R(ηn, ρnp, θnk) can be computed from R(ηnc, ρnp). Thus, we have

R(ηn, ρnp, θnk) =
∣∣AnηT

′∣∣ +
∣∣BT ′

∣∣=
(∣∣AncT

′∣∣ +
∣∣BT ′

∣∣) +
[(∣∣AnηT

′∣∣ +
∣∣BT ′

∣∣)− (|AnηT |+ |BT |)]

+(|AnηT | − |AncT |) = R(ηnc, ρnp) + ∆R1 + ∆R2 (13)

From (13), we can find that the ranges R(ηnc, ρnp) and ∆R2 is independent of k. Thus, (10) can
be written as

s(τ, ηn) = wr(τ) exp(jπγτ2)⊗τ

Np(ηnc)∑

p=1

Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηn, ρnp, θnk)

· exp [−j2πfc (R(ηnc, ρnp) + ∆R1 + ∆R2)/c] · δ [τ −R(ηn, ρnp, θnk)/c] (14)

Provided that the subaperture time is very short, it is reasonable that scattering coefficient σ(ηn,
ρnp, θnk) can be approximately substituted by σ(ηnc, ρnp, θnk). Further assume that the radar
beam width is not very wide, so δ [τ − 2R(ηn, ρnp, θnk)/c] and δ [τ − 2R(ηn, ρnp, θn0)/c] are almost
identical. Therefore, (14) becomes

s(τ, ηn) ≈ wr(τ) exp(jπγτ2)⊗τ

Np(ηnc)∑

p=1

{σ(ηn, ρnp)

· exp [−j2πfc (R(ηnc, ρnp) + ∆R2)/c] · δ [τ −R(ηn, ρnp, θn0)/c]} (15)

σ(ηn, ρnp) is the scattering coefficient of the p-th equidistant elliptical ring domain at the position
Aηn

, i.e.,

σ(ηn, ρnp) =
Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηnc, ρnp, θnk) · exp [−j2πfc∆R1/c] (16)

rMnp is the range from the central pulse position Aηnc
to the elliptical subscene T (ρnp, θn0), and

the range from the stationary radar to the elliptical subscene T (ρnp, θn0) is rSnp. r′Mnp is the range
from the current pulse position Aηn

to the elliptical subscene T ′(ρnp, θnk), and the range from the
stationary radar to the elliptical subscene T ′(ρnp, θnk) is r′Snp. Thus, we have

|AnηT |+ |BT |=
√

r2
Mnp + d2

ηn
+ 2rMnpdηn

cos(θn0) + rSnp ≈ rMnp + rSnp + dηn
cos(θn0) (17)
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In a similar way, the range |AnηT
′|+ |BT ′| is approximated as

∣∣AnηT
′∣∣ +

∣∣BT ′
∣∣ ≈ r′Mnp + r′Snp + dηn

cos(θn0 + k∆θn) (18)

Then, the range difference ∆R1 can be calculated by

∆R1 ≈ r′Mnp + r′Snp + dηn
cos(θn0 + k∆θn)− (rMnp + rSnp + dηn

cos(θn0)) (19)

Under the assumption that radar beam width is not very wide, then k∆θn is usually small enough.
Thus, cos(θn0+k∆θn)−cos(θn0) ≈ −k∆θn sin(θn0) is reasonable. Besides rMnp+rSnp = r′Mnp+r′Snp,
then (19) is approximated as

∆R1 ≈ −dηn
k∆θn sin(θn0) (20)

Therefore, (16) can be written as

σ(ηn, ρnp) =
Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηnc, ρnp, θnk) · exp [j2πfcdηn
k∆θn sin(θn0)/c] (21)

If the scene angular sampling spacing is meet

∆θn = c/(fcdLn
sin(θn0)) (22)

dLn
is the range from the central pulse position Aηnc

to edge pulse position, then (21) becomes

σ(ηn, ρnp) =
Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηnc, ρnp, θnk) · exp [j2πkdηn
/dLn

] (23)

The size of the n-th subaperture is 2Ln, and its index is ln = −Ln · · ·Ln, then the discrete expression
of (23) is

σ(ln, ρnp)=
Nk(ηnc)/2∑

k=−Nk(ηnc)/2

σ(ηnc, ρnp, θnk) · exp [j2πkWln ] (24)

Wln = dln/dLn
= ln/Ln, and dln is the value of dηn

at the ln radar pulse position. Compared with
the formula of the FFT, it is seen that (24) can be calculated by the FFT. The scene echo for the
n-th subaperture is

s(τ, ηn) ≈ wr(τ) exp(jπγτ2)⊗τ

Np(ηnc)∑

p=1

{FFT [σ(ηnc, ρnp, θnk)]

· exp [−j2πfc (R(ηnc, ρnp) + ∆R2)/c] ·δ [τ −R(ηn, ρnp, θn0)/c]} (25)

Similarly, (25) can be performed by the FFT operation.

3.3. Implementation

According to the proposed RMS method, its implementation is given as follows:
(1) Set the simulation parameters and scene scattering coefficients; (2) Generate the transmitted

signal and compute its FFT; (3) Divide the moving radar synthetic aperture into several subaper-
tures; (4) Start the subaperture processing, separate the scene into several equidistant elliptical ring
domain and elliptical subscenes; (5) Calculate the equivalent scattering coefficients of the elliptical
subscenes at the subaperture central pulse. Based on this elliptical subscene scattering coefficients,
calculate the equidistant elliptical rings’ scattering coefficients for all the subaperture pulses using
the FFT; (6) Calculate the system impulse response function and its FFT for all subaperture pulses;
(7) Multiply the results of (2) and (6), and then transform their product into the time-domain using
the IFFT and the obtain the subaperture pulse echo; (8) In terms of the subaperture order, repeat
(4)–(7), and then the scene echo can be generated.
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4. SIMULATION RESULTS

Simulation results are shown to verify the validity of the proposed RES method. Echo simulated by
the TBT method is used as the referenced echo. To prove its correctness by the evaluation of imaging
results, echoes simulated by different simulation methods are processed by the backprojection
algorithm (BPA).

Simulation parameters are shown in Table 1. 81 scattering targets are located in the scene
(200m × 200 m, range × azimuth), and are arranged in 9 rows and 9 columns. Range and azimuth
spacing between the adjacent scattering targets are 20.98 m and 22.44m. Central target position
is (1100 m, 0 m, 0m). Scattering coefficients of all targets are assumed to be 1, and effects of the
jamming, noise and multipath aren’t considered.

Table 1: Simulation parameters of the OSBSAR system.

Center

frequency

Signal

bandwidth

Sampling

frequency

Pulse

duration
PRF

Azimuth

beam

width

Moving

radar

altitude

(speed)

Stationary

radar

position

500MHz 200MHz 240MHz 1 µs 100Hz 10.2◦ 100m(45 m/s) (400, 0, 10) m

Figure 5 shows echoes simulated by the TBT and proposed RES methods. It is seen that
the amplitude and phase of simulated echoes are very similar. Simulated echoes in Fig. 5 are
processed by the BPA, and imaging results are shown in Fig. 6. It is found that the imaging results
in Figs. 6(b) and 6(d) are very similar to that shown in Figs. 6(a) and 6(c), but their focusing
qualities are slightly degraded due to the approximations in echo simulation. Processing time of
the TBT and proposed RES methods are 20067.3 s and 1425.4 s, respectively. Compared with the
TBT method, the simulation efficiency of the proposed method is improved about 14.1 times.

    
(a) (b) (c) (d) 

Figure 5: Scene echoes including 81 scattering targets. (a), (b) Amplitude and phase of the scene echo
simulated by the TBT method; (c), (d) Amplitude and phase of the scene echo simulated by the proposed
RES method.

   
(a) (b) (c) (d) 

Figure 6: Imaging results. (a) Imaging result of the echo in Figs. 5(a)–(b); (b) Imaging result of the echo in
Figs. 5(c)–(d); (c) Imaging result of the central target in Fig. 6(a); (d) Imaging result of the central target
in Fig. 6(b).

5. CONCLUSION

This paper presents a rapid echo simulation method based on FFT and subaperture processing for
OS-BSAR. The equivalent scatterer, subaperture processing and FFT operation can achieve great
efficiency improvement in the OSBSAR echo simulation. The proposed RES method is verified by
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the simulation results, which has enriched the echo simulation method and will provide reliable
echo source for the further OS-BSAR research.

ACKNOWLEDGMENT

This work was supported by the National Natural Science Foundation of China: Research on the
key techniques of low frequency ultra wideband synthetic aperture radar interferometry (61201329)
and Research Project of National University of Defense Technology (JC14-04-02).

REFERENCES

1. Xie, H. T., D. X. An, X. T. Huang, X. Y. Li, and Z. M. Zhou, “Fast factorised backprojection
algorithm in elliptical polar coordinate for one-stationary bistatic very high frequency ultrahigh
frequency ultra wideband synthetic aperture radar with arbitrary motion,” IET Radar Sonar
Navig, Vol. 8, No. 8, 946–956, Oct. 2014.

2. Xie, H. T., D. X. An, X. T. Huang, and Z. M. Zhou, “Fast time-domain imaging in elliptical
polar coordinate for general bistatic VHF/UHF ultra-wideband SAR with arbitrary motion,”
IEEE J. Sel. Topics Appl. Earth Observ., Vol. 8, No. 2, 879–895, Feb. 2015.

3. Henke, D., A. Barmettler, and E. Meier, “Bistatic experiment with the UWB-CARABAS
sensor-first results and prospects of future applications,” Proc. IGARSS, Capetown, South
Africa, Jul. 2009, 234-237.

4. Franceschetti, G., M. Migliaccio, D. Riccio, and G. Schirinzi, “SARAS: A synthetic aperture
radar (SAR) raw signal simulator,” IEEE Trans. Geosci. Remote Sens., Vol. 30, No. 1, 110–123,
Jan. 1992.

5. Zhang, M., Y. W. Zhao, Y. Zhao, and H. Chen, “A bistatic synthetic aperture radar imagery
simulation of maritime scene using the extended nonlinear chirp scaling algorithm,” IEEE
Trans. Aerosp. Electron. Syst., Vol. 49, No. 3, 760–776, Jul. 2013.

6. Franceschetti, G., A. Iodice, A. Natale, and D. Riccio, “Bistatic SAR simulation time and
frequency domain approaches,” Proc. DSP, 1–7, Corfu, Greece, 2011.

7. Qiu, X. L., D. H. Hu, L. J. Zhou, and C. B. Ding, “A bistatic SAR raw data simulator based
on inverse ω-k algorithm,” IEEE Trans. Geosci. Remote Sens., Vol. 48, No. 3, 1540–1547, Mar.
2010.

8. Wen, L. and T. Zeng, “A sub-aperture based SAR raw signal generation method,” Proc. IET
International Radar Conference, 89–92, Guilin, China, Jan. 2009.



1436 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Shielding and Mitigations of the Magnetic Fields Generated by the
Underground Power Cables
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Abstract— In urban areas, especially in city centres, underground power cable usage in power
distribution lines has been increasing dramatically. In this study, shielding the source and shield-
ing the underground power cable raceway are investigated. In order to mitigate the magnetic
field caused by underground power cables, two different shield topologies, the flat plate and the
reverse-U shape shielding screens, are examined theoretically and practically on currently used
cable raceways. The most appropriate shielding type is investigated.

1. INTRODUCTION

In recent years, increasing energy demand results in more loading in power transmission lines and
correspondingly more magnetic field occurrence around transmission lines. These excessive mag-
netic fields can cause harmful effects on human health. These fields can also lead to deteriorating
effects on the sensitive electronic equipment due to the electromagnetic interference. Therefore, in-
vestigation of the magnetic field that occurs around the underground cable lines used in the energy
distribution network has become an important research topic. There are number of design options
that would mitigate the magnetic field. However, magnetic field management can be basically
classified into two main categories; which are shielding the subject and shielding the source. High
voltage power line magnetic fields can occur at the top of the underground cable channels in city
centers, playgrounds near the substations, on sidewalks, at business centers and many other vital
areas which have energy demands. According to the studies, although the harmful effects of electro-
magnetic fields over human health are not totally confirmed, the results are sufficient to make the
people worry, and hence, some of the countries have published safety standards for electromagnetic
fields [1–4]. Measurement results are evaluated according to the limits of international standards
or national standards according to the limit values which are considered as not to be damaging to
the human health [5, 6].

In this study, the magnetic field levels on the underground power cable channels were measured
and the behaviors to reduce the magnetic field of the different shielding materials were evaluated.
The results are evaluated in the light of safety limits and recent studies maintained in this regard,
and the optimal screen type for cable channels have investigated.

2. THE THEORY OF SHIELDING AND SHIELDING MATERIALS

Electric field shielding effectiveness (SEE) and the magnetic field shielding effectiveness (SEM ) of
a plate shield are obtained by the following equations.

SEE = 20 log10

∣∣∣∣∣
Êinc

Êtran

∣∣∣∣∣ , (dB) (1)

SEM = 20 log10

∣∣∣∣∣
Ĥ inc

Ĥ tran

∣∣∣∣∣ , (dB) (2)

where, Ê is the electric field intensity (V/m), Ĥ is the magnetic field intensity (A/m), inc is the
incident wave, tran is the transmitted wave, and SE is the function of frequency. In shielding,
the attenuation of electromagnetic waves from the air/conductive surface and with regard to the
interaction enters the screen conductor takes place in three stages. These are: Reflection Losses
(RdB), Absorption Losses (AdB) and Multiple Reflections (MdB). The priority phase of the shielding
is a reflection. To reflect wave with shielding, shielding is required to have load carriers (electrons
and holes) which interact to each other. As a result, the shielding must be electrically conductive.
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The Shielding Effectiveness of (dB) is denoted by the following expression:

SEdB = RdB + AdB + MdB (3)

SEdB ≈ 20 log10

∣∣∣∣
η0

4η

∣∣∣∣
︸ ︷︷ ︸

RdB

+20 log10 et/δ

︸ ︷︷ ︸
AdB

+20 log10

∣∣∣1− e−2t/δe−j2t/δ
∣∣∣

︸ ︷︷ ︸
MdB

(4)

E/H ratio varies depending on the characteristics of the source in the near field region. If the source
has high current and low voltage character, the magnetic field is dominant in the near field region
and the ratio of E/H < 377Ω. Whenever getting farther from this region, H decreases by 1/r3

and E decreases by 1/r2 ratio. On the other hand, if the source has high voltage and low current
character, the electric field is dominant in the near field region and the ratio of E/H > 377Ω.
Whenever getting farther from this region, H decreases by 1/r2 and E decreases by 1/r3 ratio. In
the near field, the wave impedances of E and H fields are expressed as;

ηE =
η0λ0

2πr
À η0 and ηH =

η02πr

λ0
¿ η0 (5)

The electrical properties of some materials used in shielding are given in Table 1. The effect of
the thickness of the shielding material versus shielding effectiveness is shown in Figure 1.

Table 1: Electrical properties of some shielding materials.

Material
Resistivity

(ρ) (Ωm)

Conductivity

(σ)

(Siemens/m)

Magnetic

Permeability

(µr)

Skin Depth (m)

Frequency

50Hz

Frequency

60Hz

Frequency

100Hz

Aluminum 2.82× 10−8 3.5× 107 1 0.012 0.01 0.008

Copper 1.68× 10−8 5.58× 107 1 0.0092 0.0084 0.0065

Iron 9.58× 10−8 1.04× 107 500 0.0031 0.0028 0.0022

Steel 1.61× 10−7 6.21× 106 100 0.0029 0.0026 0.0020
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Figure 1: Shielding effectiveness versus material
thickness for iron, copper and aluminum materials.

Figure 2: Measurement in the high voltage channel
with reversed U galvanized shielding.

3. MAGNETIC FIELD MITIGATIONS OF UNDERGROUND POWER CABLES

In this study, 2 mm thick galvanized flat sheet, 2 mm thick flat iron plate, and 2 mm thick reversed
U-shaped galvanized sheet (see Fig. 2) is used in the cable channels measurements as an electromag-
netic field shielding material. Three-axis Hioki FT3470 brand magnetic field measurement device
was used in the magnetic field measurements. This device is capable of RMS measurements in the
range of 2 micro Tesla–2mT, 0.5 mG–20 Gauss, 0.040A/m–1592 A/m within 250ms time periods
with ±3.5% accuracy in the X, Y , Z-axis. Frequency range is from 10 Hz to 400 kHz.

The cable channel included HV cables has 80 cm depth and 66 cm width. There are 3 piece
of 1 × 240/25 mm2 cross sectional XLPE cable for R, S, T phases. Line voltage of the plant is
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31.5 kV. During the measurement, the load was recorded as 400 kW (pf = 0.97) and the current
was observed as approximately 7.55A. Shielding material thickness of 2 mm flat iron sheet and
2mm reversed U galvanized sheet was used for the electromagnetic field measurements in the HV
cable channel. For each shielding material, measurements were taken with 20 cm intervals from the
vertical plane of the cable channel through the central axis of the ground level and the values were
recorded. The measurement results are shown in Table 2.

Table 2: Magnetic field measurements in the HV cable channel.

HEIGHT
Usage of Uncovered

Channel (µT)

Usage of Reversed U

Type Galvanized Sheet (µT)

Usage of 2mm thick Flat

Iron Plate (µT)

0 cm 0.462 0.387 0.263

20 cm 0.385 0.332 0.227

40 cm 0.282 0.248 0.181

60 cm 0.181 0.164 0.129

80 cm 0.157 0.145 0.117

100 cm 0.134 0.125 0.11

Figure 3: Representation of LV cable channel.

Figure 4: Comparison of LV measurement results. Figure 5: Shielding effect of iron sheet in the LV
cable channel.

While the cable channel is uncovered and the top of the channel is covered with galvanized
and iron sheets, the measurements of the magnetic field were carried out. Since multiple cable
arrangement has been used, the current value was not measured separately for each cable channel.
The LV output of the facility has been installed as balanced and approximately 38 kW load existed
in each phase during the measurements.

For each shielding material, measurements were acquired at the central axis of the cable channel
from ground level through 10 cm intervals at a vertical plane and the values were recorded. While
the change of the shielding effectiveness of reversed-U galvanized in the LV power channel is shown
in Fig. 4, the shielding effectiveness of the iron plate is shown in Fig. 5.
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It is concluded that, better shielding efficiency is achieved when closed shields are used. On the
other hand, in case of the flat plate shield usage, the efficiency depends on the electrical properties
and the thickness of the material.

4. CONCLUSION

When measurements and the research findings which are obtained with established mechanisms with
different shielding materials in the LV and HV cable channels are analyzed, the results denoted that
“the shielding materials used and the distance between the source of the electromagnetic wave and
the shielding material directly affects the shielding effectiveness”. The measurement results made
with different shielding materials showed that when the iron plate is used as the magnetic field
shielding material, the highest shielding effectiveness is reached. U-typed screen displays are more
effective than plain plate shaped. Accepted magnetic field limits should be revised, and in the light
of recent research, regulations all over the world should be updated by reducing the general trend
under the 0.3–0.4µT level. While facilities and power transmission lines are being designed, the
magnetic field calculation of the cable channels and their panels should be carried out. The analysis
of power losses that occur in the screen materials for the lines to be screened, it is recommended
as a further study subjects that can be done in this field.
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Occupational Exposure Assessment of Power Frequency Magnetic
Field in 154/31.5 kV Electric Power Substation in Turkey
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Abstract— The survey of magnetic field measurements from the 154/31.5 kV substation in the
city of Antalya have been proposed for an occupational exposure assessment. The magnetic field
measurements are carried out from a substation equipment; including all transformers, circuit
breakers, feeders and buses, under the in-coming and out-going power lines and operator tables
surrounding the substation. The magnetic field is measured as 0.46 µT at the minimum loaded
season and 1.34 µT at maximum loaded season over the operator desk. Workers are exposed to
0.3 µT and even more magnetic field for eight hours period per day. In switchgear regions, the
maximum magnetic field measurement is 20 µT at the minimum loaded season and may reach
up to 65 µT. Outdoor magnetic field values at the circuit breaker region may approach to 45 µT
depending on operator heights.

1. INTRODUCTION

The effects of exposure to power frequency electromagnetic fields take the attention of the public as
an important topic. These 50-Hz field exposures raise the question of what kind of effects these may
have on human health. Some epidemiological studies have found weak associations between the
exposure to power-frequency EMFs and some forms of cancer, such as leukemia; while other studies
have failed to find such associations. Accordingly, the risk of the adverse health effects is getting
higher [1, 2]. The scientific evidence suggesting that ELF-EMF exposures pose any health risk is
not sufficient. The strongest evidence for health effects comes from associations observed in human
populations with two forms of cancer: childhood leukemia and chronic lymphocytic leukemia in
occupationally exposed adults. While the support from individual studies is not adequate, the
epidemiological studies demonstrate for some methods of measuring exposure, a fairly consistent
pattern of a small, increased risk with increasing exposure that is somewhat weaker for chronic
lymphocytic leukemia than for childhood leukemia. Scientists [3–6] observed an increased leukemia
risk for children in one or more exposure group, and the risks of adult cancer based on residential
exposure to ELF-EMF have been evaluated in a number of studies. Of great concern are the findings
of an Auckland university study detailing very high magnetic fields beneath lines in Auckland with
significant effects on occupants [6]. This paper presents the results of measurements of the power
frequency magnetic fields on a 154/31.5 kV substation in Turkey. A real time measurements were
carried out in substations, since the actual magnetic field exposure to occupants is important.

2. DESCRIPTION OF THE SUBSTATION AND MEASUREMENTS

The substation is situated in a residential area about 10 km west side of city of Antalya. Figure 1
depicts part of the substation and Figure 2 shows the simple layout of the substation. There are
two 154 kV incoming lines and two outgoing lines, and twelve 31.5 kV outgoing lines. Tables 1 and 2
depict the power and current load details of feeders loading at the time of measurement recorded.

Magnetic fields in the substation was measured by using a commercially available magnetic field
meter, ELT-400 Exposure Level Tester, Narda Safety Test Solutions, and Wandel & Golterman,
Germany. Figure 3 depicts the magnetic field variations throughout the control room of the sub-
station. The location of the peak magnetic fields obtained in the control room is the location where
AC-DC power unit is present, and magnetic field value reaches up to 4µT for the substation. For
three-control room, operator desks read between 0.33µT and 1.1µT. Figure 4(a) represents the
magnetic field measurements taken in front of the cells and from the back of the cells. In the
switchgear region of substation, measured magnetic field value goes up to 20µT at both front and

Table 1: 154/31.6 kV Substation loads during the measurements of 31.6 kV lines.

Feeder No. 1 2 3 4 5 6 7 8 9 10 11 12
Amp. 94 265 35 70 1.9 7.8 14 25.5 220 177 117 176.8
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Table 2: The measured magnetic field different locations in the open areas of the substation.

Measurement Locations Magnetic field (µT)
31.5 kV side of TR-A 4.7

31.5 kV side of TR-B (2m from TR-B) 7.4
In front of the circuit breaker (SF6) 8.8

Under the 154 kV busbar for TR-B input 3.95
Under the 154 kV busbar for TR-A input 6.5

Figure 1: Open areas of the substation.
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154/31.6 kV
80/100MVA

TR-B 
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Figure 2: Simple plan layout of the substation.
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Figure 3: Magnetic field variation for the operator office and daily working room.
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Figure 4: (a) Magnetic field (µT) values at operators working locations. (b) Represents the magnetic field
variations over the operator body height while standing in front of 31.5 kV command panel of TR-B.

backside of the related cell. These values are valid at one of the measurement dates. Figure 4(b)
shows magnetic field variation over the operator body height while standing in front of 31.5 kV
command panel for TR-B. As demonstrated at Figure 4(b), the longitudinal magnetic field varies
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between 20µT and 62µT at the substation.

3. INDUCED ELECTRIC FIELD AND CURRENT DENSITY

The interaction of time varying electric fields with the human body results in the flow of electric
charge (current), the polarization of bound charge (for motion of electric dipoles), and reorientation
of electric dipoles already present in tissue. The relative magnitudes of these different effects depend
on the electrical properties of the body — that is, electrical conductivity and permittivity. Electric
conductivity and permittivity vary with the type of body tissue and depend on the frequency of
the applied field. Electric fields to the body induce a surface charge on the body; this results in
induced currents in the body, the distribution of which depends on exposure conditions, size and
shape of the body, and the position of the body in the field [7, 8]. To determine the current density
that is induced inside human body standing different locations at substation. The human body
is simulated as prolate spheroid [9]. According to Faraday’s law, a changing external magnetic
field produces an internal electric field inside the body. Thus, the internal induced electric field
components can be expressed by the following equations:

~Ex = jω

(
zBy

2
− b2yBz

a2 + b2

)
(1)

~Ey = jω

(
a2

a2 + b2

)
(xBz − zBx) (2)

~Ez = jω

(
b2yBx

a2 + b2
− xBy

2

)
(3)

where Bx, By, and Bz are the three components of the external magnetic field and ω is the
angular frequency the external magnetic field. Total electric field ~E induced inside the body can
be expressed by E = (E2

x + E2
x + E2

x)1/2, and the current density ~J induced inside the body by the
internal field can be determined as ~J = σ ~E. Where σ is the electric conductivity of the body tissue
(S/m). Since we are dealing with the biological body and considering the ELF magnetic field,
we have σ À ωε (ε; permittivity of the body), and hence the displacement current component
can be neglected [10–12]. The second-order magnetic field due to the current induced inside the
model is also neglected. For this reason, the magnetic field inside the body can be regarded as a
uniform. Here, the frequency of external magnetic field is 50 Hz and the conductivity of the body
is 0.2 S/m [13]. Table 3 summarizes the maximum induced electric fields and current densities at
different operation locations in the substation corresponding to the average magnetic field values
resulted from the measurements in the substations.

Table 3: Maximum induced electric fields and current densities for different locations in the substation.

Measurement Locations Magnetic field (µT) J (µA/m2)
Operator desktop 0.35 1.517

In front of 31.5 kV Command panel for main bar 40 173.416
31.5 kV side of TR-A 4.7 20.376

31.5 kV side of TR-B (2m from TR-B) 7.4 32.082
In front of the circuit breaker (SF6) 8.8 38.15

Under the 154 kV bus bar for TR-B input 3.95 17.124
Under the 154 kV bus bar for TR-A 6.5 28.18

A location that the occupants are working under the maximum average magnetic field was chosen
for the data collection. Occupants’ desks are reading an induced current density of 1.517µA/m2.

4. CONCLUSION

There are four occupants staying 8 hours of shift. Operator desks at substation read a lowest
magnetic field of 0.35µT at minimum loaded season and reached up to 1.1µT at maximum loaded
season that means operators exposed to a magnetic field of 0.35µT and more by eight hours a day
during a year. In switchgear regions, the maximum magnetic field reading is 20µT at minimum
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loaded season and reached up to 65µT. Outdoor magnetic field measurement at circuit breaker
region goes up to 40µT with respect to operator heights. Instead these values are in the limit
of International Radiation Protection Association, results given by open literature say that those
values are unfortunately in the risk region [1–9]. That’s why, employer should force scientists to
find a way of decreasing magnetic flux density for such working or living places. For the chosen
substations, under the normal load conditions, a maximum magnetic field of 40µT is measured at
31.5 kV main bus and in the substation. For this magnetic field strength, the maximum internal
induced current density is about 173.4µA/m2. For this type of work places, epidemiological and
biological studies should be taken into account for a low level magnetic field strength.
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Abstract— The paper describes the recent development in the area of renewable energy sources
(RES). Shows the situations in countries supporting a great growth of RES, particularly in
photovoltaic energy what leads to the big problems. The modelling of situation shows that
in a very near future there will be a big overflow of electrical energy production in the low
voltage networks (LVN). It would evoke necessity to transfer energy into higher voltage networks.
However it’s not possible, because of the protection systems of high voltage networks (HVN) are
developed for the opposite flow of energy. The traditional power engineering industry assumes
centralized energy sources (power plants), and delivers electrical energy into consumers via very
high voltage networks (transition networks VHN), high voltage networks (HVN) into LVN. In the
low voltage networks the energy is totally consumed. Because of the existing protection systems
in the HVN, and the recent energy distributors and producers correspond with this traditional
conception, is necessary to consume all energy from RES in the low voltage networks where it
was produced. Our contribution deals with this phenomenon and offers some part solution of the
problem.

1. INTRODUCTION

Recent development in the area of RES shows, that situation in countries supporting a great growth
of RES, particularly photovoltaic leads to big problems. Modelling studies shows that, in a very near
future there will be a big overflow of electrical energy production in the networks of NN (low voltage
networks). It would evoke necessity to transfer energy into higher voltage networks. However it will
not be possible while protection systems of high voltage networks are developed for the opposite
flow of energy. The traditional power engineering industry assumes that centralized energy sources
(power plants) deliver electrical energy into consumers via very high voltage networks (transition
networks VVN), high voltage networks (transition networks VN) into low voltage networks (NN).
In low voltage networks is the energy totally consumed. Because the existing protection systems,
the recent short-time task for energy distributors and producers, corresponding this traditional
conception, is to consume all energy from RES in low voltage networks where it was produced.

2. STATE OF THE ART

On the Fig. 1 is shown a typical star topology of an energy network. The energy, produced in
power plants is transformed from 6 to 30 kV typically to 115 kV or 230 kV (VVN). Let us assume
an energy network, i.e., from smaller power plants. The energy from turbines will be transformed
to the high voltage 115 kV phase AC transmission network. In the Fig. 1 there are shown several
lines of the VVN (very high voltage network). Each of the lines goes into a transform station (DTS
GROUP) and is transformed and distributed into several (e.g., ten) high voltage lines (22 kV AC).
These lines (i.e., outsides VN distribution lines) go to single localities and there are transformed
to 400 V AC of the low voltage distribution lines NN. These NN distribution lines goes to single
consumers (households, schools, institutions, SMEs), i.e., to OMs.

In the recent time situation in the single OMs as well as in the whole NN network can be more
complicated in the past. The task for electrical energy distribution in the past was to deliver enough
energy in a high quality (voltage and frequency) to consumers. Next tasks in a near future will
be specified as how and where to spend surplus energy which will be produced in NN networks by
non-stable distributed photovoltaic (FV) [7], wind power plants and etc. [10]. Simulation which
goes from information of installed and contract promised power from RES shows, that power and
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Figure 1: Topology of electrical networks.

energy volume from RES will be greater then consumed power and energy in the existing NN
framework [9].

Therefore distributors and producers of electrical energy have to solve the problem where and
how to spend so much energy in the framework of the NN network where it was produced or
in the all NN networks behind one transformer 22 kV/400 V AC. In emergency case would be still
acceptable to spend an surplus of the energy volume in the framework of more then one NN network.
The contribution deals with possibilities how to influence energy consumption in NN networks by a
smart control combining operator control as well as individual control from OMs. At present only
an operator control from a central operator level is realized in so called two tariff system. Authors
assumed that individual control of energy consumption in the NN network’s framework, combined
with still existing two tariff system could be an important mean for stability of electrical grids with
RES.

Solution of the problem has several aspects. The first one is a data acquisition and prediction of
the possible development of energy loss or energy surplus in the NN network framework behind one
DTS 22 kV/400 V. It will depend much on a weather forecast in the area concerned. Second aspect
consists in an equipment of any OM, i.e., monitoring and measurement instrumentation to measure
OM’s own energy consumption [5]. The last aspect consists in creation a motivation mechanism to
motivate OMs to cooperate with central operator station to stabilize the NN grid. Authors assume
the dynamic tariff of energy will be the most motivation mechanism.

3. SUBJECT OF THE PROBLEM

Contribution deals mostly with technical aspects of the problem of the stability NN grids with
important quotient of energy from renewable energy sources. As it was already said, central operator
stations as well as OMs have to be equipped by instrumentation for energy monitoring, individual as
well as centralized appliances control (switch on-switch off) and by prediction of time development
of energy prices.

Such prerequisites to stabilize NN networks is named “smart metering system” and its possible
solution named smart-energo system is specified in next chapters.
3.1. Smart Metering and Control System [1, 2]
In the Fig. 2 is shown the complete project conception of the system for monitoring, planning and
energy saving with stabilization of a grid with important ratio of renewable energy sources [3, 8].
The concept of the system goes out from the fact that households are equipped mostly by one or
three phase electrical installation with one central distributor. There are current protectors and
energy meters. Next the electrical installation is split into more light and socket’s networks, which
are protected by one or three phase protectors. From the electricity meter the electrical installation
is user available. The system smart-energo uses two types of energy monitors [6].

The first one is the SM1 (Smart Meter 1) [4] and it makes monitoring of the whole energy
consumption of the flat or house (households) or the whole energy consumption of a small energy
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consumer (SMS, institutions, offices, etc.). The SM1 is situated at the distributor behind the energy
meter and monitors the whole energy consumption in one or three phases. The second element [4]
of the system smart-energo is the SM2. It is an element for energy consumption monitoring of
an electrical appliance that is connected in one socket. The SM2 can by realized as a special wall
socket (with additional measuring sensors, processing electronic and communication interfaces).
A communication of SM2 is done by WLS or via power line. In this epoch when households are
not totally equipped by internet we decided to realize SM2 in these two options. The SM2 can
be realized on demand as a pass-through module or as a special wall socket with embedded SM2
functionality additionally to the standard power functions of the socket.

One new option of the system smart-energo for internet based monitoring (PDA, netbook,
notebook, PC, tablet) is its total distribution. That means, data of energy consumption are written
in local memories of each SM2s and because of the fact, that SM2s are developed by WIFI interface,
data can be observed directly in PDAs, netbooks, notebooks, tablets, PCs in WLS intranet of the
households or enterprises, institutions etc. System would enable a distance monitoring by users via
internet in a near future. As shown in the Fig. 2, SM1s are equipped by internet interface (Ethernet,
GPRS and other interfaces). The world first internet based system which is equipped by such a
service is Google energy monitoring system. Users have access to individual user’s database with
historical data of their individual energy consumption from anywhere.

The recommended PWL (Power Line) option for SM2 (recommended by energy distribution
firms for this temporary time period) enables direct translation data from SM2s to the SM1 without
WLS (Wireless) interfaces in SM2s via power lines connecting any wall socket for energy purposes.
The price for such a solution is not cheaper in general and authors believe on a final solution in the
WLS option. The block diagram of the SM2 is described in the Fig. 4.
3.2. SM1 Module for Monitoring of the Whole Energy Consumption of a User

 

Figure 2: Complete project conception.

 

Figure 3: Block diagram of SM1.

This module (Fig. 3) is intended to be situated and installed in energy distributors of households
or in central energy distributors of smaller energy consumers. The SM1 is only one device for a
consumer. The SM1 will monitor the total energy consumption continuously over the all day, week,
and years. Module is supplied directly from a power line. Module SM1 is connected to a power
lines directly in the main distributor via current measuring transformer and enables to measure
the total current and power of individual smaller energy consumer. The installation of SM1 is as
simple as possible to motivate consumers to accept it. System is equipped by a simple display for
visual monitoring and indication of the function.

As mentioned above the SM1 will collect data from SM2s and send them to the user or to the
database of a provider via internet.
3.3. SM3 Module for Monitoring And Distance Control
The principal block diagram of the module SM3 [4] is in the Fig. 5. This diagram is very similar
to the SM2’s diagram, but its function is smarter. By means of energy breaker (just in the power
socket) the electric current into the socket is switched on and switched off. These actions are
controlled by en embedded microcontroller. The SM3 is controlled by individual user (from the
central SM1 and/or intranet/internet) and/or central control station of the smart grid system.
Communication of the SM3 in the household framework is via WLS and/or PWL and no direct
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connection of SM3 towards central control station of the smart grid and towards direct internet
based access of user is planned. The basic higher level communication of the smart-energo system
via internet is possible from the SM1 module only.

Thanks to the module SM3 the smart-energo system realizes an important step from a pure
smart metering system towards smart-grid functionality. Its future enhancements, an individual
user could influence an individual energy consumption according the lower or higher tariff for
energy and in the same moment to contribute to the stabilization of the grid with important share
(ratio) of renewable energy sources. A new generation of the SM3 should take into account also
appliances equipped by an embedded individual control systems which don’t enable switching by
simple connection/disconnection of the power line in the socket.

4. SW FOR DATA PROCESSING AND CONTROL

The measured data from the SM1 and individual SM2s will be stored in individual data storages of
SMs with defined size. Historical data will be stored in the central database of the smart grid/smart
metering system for marketing and management as well as for research purposes.

Another important function of the SW will be information about the dynamical tariff of costs
for energy. The tariff is proposed to correspond with excess or lack of energy in the smart grids.
And the excess or lack of energy should dynamically depend on the weather situation in area of
PV and wind farms. The smart-energo system expects to utilize precise weather forecasts from
internet sources (Nordic servers and others).

Next generation of the system will be equipped by more sophisticate SW with advisory functions
to help users to economize their energy consumption according adaptive and learning algorithms.

5. CONCLUSION

Contribution deals with the idea of NN network stability by a combination of an operator and a lot
of individual smart control systems in OMs. The system is intended for NN distribution networks
with important deal of RESs. Presented system smart-energo contributes to NN grids stability by
means of individual control based on economical behaviour of many small energy consumers. System
is modular and enables not only monitoring but will more and more enable an individual control of
bigger electrical appliances in households and by smaller energy consumers in order to save money
for electrical energy. By proposed dynamical tariff for energy, smart-energo will contribute to a
better stabilization of grids with great ratio of renewable energy sources by following mechanism:
price for energy unit will dynamically correspond to excess or lack of energy from renewable sources
(PV and wind farms).

There are described block diagrams of smart-energo hardware elements SM1, SM2 and SM3 and
their functions specification in the contribution, as well as the basic specification of an user’s SW.
The smart-energo system is conceived to utilize internet weather forecast services to predict an
excess or a lack of energy from renewable energy sources to plan strategy for energy consumption
by households and by smaller energy consumers.
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Abstract— This paper discusses the sensing of physical variables used in smart grid power mod-
eling. In the applied distant power sources, we measured the interdependence between physical
variables such as lighting (in the photovoltaic power plant) and water level (in the hydroelectric
power plant). The data were transferred via a DA4 datalogger, which used the GPRS; the data
represented physical variables stored in an SQL database. In our 24V smart grid, the power
obtained from a power source was measured. In the hydroelectric power plants was problem with
non-harmonic voltage and current generated turbine. The module designed for accurate power
measurement included an analog multiplier, and it was powered — together with the datalogger
— by a small photovoltaic panel. Functionally, the module was directly connected with a cable
to a PC hosting the Compact Rio program. The last of the renewable energy sources utilized
was a battery-powered, self-charging wind power plant.

1. INTRODUCTION

The distant power source experiments were performed using an experimental energy network
(E.E.N.) formed within the Centre for Research and Utilization of Renevable Energy (CRURE).
The obtained energy was measured on the spot, directly or indirectly, and transmitted via a DA4
datalogger and the GPRS to an SQL database. The values accumulated in the database were sub-
sequently processed by CompactRIO and employed during the laboratory simulation. For correct
modeling of the performance, we placed sensors in the given locations and measured the power
transfer characteristics of the applied renewable sources [1].

2. CONFIGURATION

Small power plants utilizing renewable energy sources are connected to a grid. Some of these plants
are shown at the Laboratory of Automation, Brno University of Technology, where the E.E.N. is
located. A PV panel and a small wind power plant are situated on the roof of the building; the
hydropower plant, however, is located elsewhere for practical reasons. A hydrogen fuel cell will be
connected to the smart grid in the nearest future. The electric energy produced by these remote
sources is materialized and connected into the E.E.N. by means of RES (Remote Energy Sources)
boxes, see the Appendix. Each RES box is controlled by the CompactRIO and LabView control
systems according to the information provided by the GPRS wireless data logger situated near the
remote source to measure its power Pi.

The resources supplying the E.E.N. are a wind and a water turbines, a fuel cell, solar panels,
and possibly other renewable elements (such as a gas turbine). Each of these items supplies approx-
imately 200–500 W peak to the E.E.N. Given the simplicity of the physical realization, the safety
experiments, and the low cost, the E.E.N. works with 24 V DC.

The authors are convinced that this simplification is acceptable for most variants of the control
algorithm in the smart grid design methodology. In this context, one of the objectives is to develop
a strategy for switching and controlling the amount of energy supplied by the varied energy sources.
Within the development of such a strategy, it will be necessary to consider consumption fluctuations
and stochastic changes in the wind, sunshine, and partly also the water flow. The designed E.E.N.
is equipped with a number of batteries for each individual power source; however, the introduction
of centralized battery storage is proposed. Although the storage of electric energy in the form of
hydrogen does not seem to be a promising approach, a hydrogen fuel cell (FC) (one metal-hydride
container as a form of hydrogen storage) will be integrated into the E.E.N. in order to materialize
a source of peak energy.
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Personal computers physically connected via simple DC/AC converters without the need for
strict adherence to the phasing and frequency constituted an important portion (appliance) of the
E.E.N. Other appliances so connected to the E.E.N. included heaters, car battery charges, and
also electrolysers (EL) as a backup to store the energy produced by overgeneration. The energy
consumption is controlled by the CompactRIO/LabView control systems and the Control Block
(CB2), see the Appendix. At this point, the researchers simplified their situation: to switch and
control the sources into a common energy grid, the CB2 controls the current (and power) only
because the E.E.N. is a DC grid. The authors assume that the optimal control strategy, developed
for the DC E.E.N., will be adequate to that commonly developed for a three-phase AC grid, where
the resources are connected and synchronized at the same frequency and phasing. The reason
for such assumption consists in the fact that the control of each energy source frequency and its
proper phasing is a standard question and a standard technical solution of each AC energy source.
These features do not correspond with the higher strategic algorithms of distribution, production,
consumption, and optimality (the time optimum, and the energy and fuel optimal real time control)
of the grids in general. Hence, such strategic algorithms to be developed, simulated, and evaluated
in experiments with the E.E.N. will be appropriate for any other smart grid.

3. MONITORING

Two solar panels with the total power of 360 Wp were installed on the roof of the central laboratory
building; these devices supply the experimental Smart Grid. The solar panels are manufactured by
Solartec, which also delivers the battery charging regulator.

The applied four lead-acid batteries exhibit the total capacity of 120Ah. They are connected
in parallel and provide the total voltage of 12 V when charged. If the solar panel voltage is higher
than that of the batteries, the regulator will initiate the charging cycle. The regulator includes
overvoltage protection; if the batteries are fully charged, the cycle is terminated. The device is
shown in Fig. 1.

(a) (b)

Figure 1: (a) The battery charging regulator of the solar power plant, (b) the solar cell system: power
measurement.

Generally, the regulator facilitates the recording of the charging current and battery voltage
from the USB interface. However, the value of the current did not correspond to reality, and we
had to create a module to measure the current at the input and the voltage at the output of the
regulator. The related block diagram is indicated in Fig. 1(b).

In the previous phases of solar cell modeling [2], the solar power plant source and the supplied
power values were measured in remote laboratories; in the current system, the power station is
connected directly to the grid, and this arrangement enabled us to find the transfer function between
the power and the lighting. The solar cells with the applied photometer are shown in Fig. 2.

Figure 3(a) indicates the dependence of both values (LUX Solar) in winter, on the morning of
15 March 2014. The main problem we had to face was the cloudy weather and low angle of the
solar rays illuminating the cells. The transfer function is linear, and it is shown in Fig. 3(b).
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(a) (b)

Figure 2: The solar cells and the (a) photometer and (b) detailed.
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Figure 3: The relationship between (a) the lighting and the power provided by the solar cells lant, (b) the
transfer function between solar power and lighting.

4. HYDROPOWER MONITORING

To enable on-line monitoring of the voltage in the battery positioned in the research laboratory, we
used a DA4 datalogger placed in a telephone pillar. This datalogger included a SIM card, which sent
the data to a CRURE server via the T-Mobile GSM network operator [3]. From this server, the data
were resent to the central system server of the provider. This CRURE-based system allowed us to
observe the electrical variables in a solar panel. The acquired information was used to simulate the
solar panels in the experimental smart grid. We utilized the power supply of 80 V/50A controlled
through Labview. In the measuring intervals, we established the water level and the voltage of the
datalogger supplied from a small solar panel. Thus, it was possible to model the behavior of a solar
panel in the smart grid. The selected time interval was chosen as a compromise between the real
(simulated) hydropower plant and the cost of the data transfer. The sensing of this variable was
realized by means of an auxiliary CIO unit with 10V analog voltage inputs.

Figure 4 shows the general structure of the hydropower plant. The main part of the station is a
hydroelectric turbine, which generates energy in the form of an electric field. The energy produced
by the turbine is fed to a regulator, which should keep the harmonic network voltage at 230 V
and maintain the frequency of 50Hz. It is possible to connect a load (and also a charger) to the

Turbine

Regulator 
230 V/500 W

Load 
(bulb, heater)

Batery 
charger 

Figure 4: A block diagram of the hydroelectric unit.
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Figure 5: (a) The water level sensors and the measurement module and (b) the three-hour record turbine
output power.

output of the regulator. The function of the charger is to charge the 12 V battery of the datalogger
transmitting to an SQL server the data related to the water level and the current output power
value.

The measurement was performed at the small hydroelectric station. Our aim was to determine
the conversion characteristics between the water level in the weir and the corresponding actual
output power. The switchboard cabinet comprising the hydropower plant regulator and a load
was completed with a water level measuring module, a power meter, and a voltmeter for the non-
harmonic waveform. Fig. 6 right shows the three-hour record of the turbine output power; the
decrease power is depend leaves and water turbulence.

5. CONCLUSIONS

The paper presents the output power characteristics of a photovoltaic and a hydroelectric power
plants; these characteristics can be suitably utilized in the modeling of an E.E.N.. The power units
can be connected directly to the grid loads via a regulator; alternatively, the energy can be stored
in batteries. Data loggers are located in the stations to transmit the measured output power data
to an SQL server. In the future, the data could be used to support the entire process of modeling
the E.E.N. functions.
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Low-complexity Design of an 8×8 Modulation Configurable K-best
MIMO Detector

Muh-Tian Shiue and Syu-Siang Long
Department of Electrical Engineering, National Central University, Zhongli 32001, Taiwan

Abstract— In this paper, a low complexity 8× 8 MIMO detector supporting QPSK, 16-QAM,
and 64-QAM is presented. A breadth-first type known as distributed K-best (DKB) algorithm
is applied in the design. Compared with the conventional K-best algorithm, the DKB reduces
the number of visited nodes at each layer from K

√
M to 2K − 1, where K and M are the

quantity of candidates and constellation size, respectively. To further reduce power consumption,
a shift multiplier which simply operates bits shifting and additions is proposed to replace the
conventional multiplier. In addition, the proposed multi-stage circuit architecture only requires
K clock cycles to find the best K candidates, and the sorting circuits for the conventional K-best
can be avoided in our design. The proposed 8 × 8 MIMO detector has been implemented by a
90-nm CMOS technology with a core area of 0.99× 0.99 mm2. The average power consumption
is about 17.2 mW at 74 MHz and 1V supply voltage.

1. INTRODUCTION

Multiple-input multiple-output (MIMO) technologies have become a trend in the recent commu-
nication standards to enhance the channel capacity and signal reliability. From standpoint of
improving bandwidth efficiency, Spatial multiplexing is the most studied MIMO technique, which
can effectively increase the data throughput within a limited bandwidth. Let us consider a spatial
multiplexing MIMO system with Nt transmitter antenna and Nr receiver antenna. The real-valued
baseband equivalent model can be written as:

Y = Hs + n. (1)

In (1), s = [<{s1 s2 . . . sNt
}={s1 s2 . . . sNt

}]T is the transmitted symbol vector. For each element
si is independently chosen from M -QAM constellation set Ω and transmitted by ith antenna,
where <{·}, ={·} and [·]T imply taking real and imaginary part of a signal and transposing of a
matrix; Y = [<{y1 y2 . . . yNr

}={y1 y2 . . . yNr
}]T is the received symbol vector by Nr antennas; H

denotes the real-valued channel matrix of size 2Nr×2Nt, whose entries are identically independent
distributed (i.i.d) zero-mean Gaussian random variables; and n = [n1 n2 . . . n2Nr

]T is a white
Gaussian noise vector with variance σ2

2 . The optimum solution for (1) is called maximum-likelihood
(ML) decoding, which finds out the most likely symbol vector ŝ according to minimum-distance
criterion as follows:

ŝ = arg min
s∈Ω2Nt

‖Y −Hs‖2 . (2)

The ML decoder should exhaustively compute
√

M
2Nt possible symbol vectors to determine one

ŝ. Its complexity grows exponentially with the number of antenna and constellation order. Thus,
such ML decoder is not feasible for hardware implementation.

Consequently, some simplified recursive searching algorithms have been developed for practi-
cal realization. According to the searching direction, these approaches can be classified into two
categories, the depth-first type and breadth-first type [1]. Compared with depth-first algorithm,
K-best belonged to the breadth-first algorithm is suitable for a high throughput MIMO detector
design. Because K-best owns forward tree-searching path and regular path pruning rule, it can
be implemented in a paralleled pipelined fashion. Several researches have investigated the MIMO
detection based on K-best algorithm [1–4]. However, most of these published studies only provide
4× 4 antenna configuration and cannot support multiple modulation schemes.

To transforming ML decoding into tree-branch searching, thanks to QR decomposition, i.e.,
H = QR, where R and Q are upper triangle matrix and unitary matrices, respectively. By
applying QH at both left and right sides of (1), results in Ỹ = QHY = Rs + QHn = Rs + w.
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Since R is an upper triangular matrix, (2) can be re written in recursive form by above formula:

ŝ = arg min
s∈Ω2Nt

2Nr∑

i=1

∣∣∣∣∣∣
ỹi −

2Nt∑

j=i

Rij sj

∣∣∣∣∣∣

2

︸ ︷︷ ︸
ith layer PED: ei(s(i))

. (3)

The tree-searching process starts from layer-2Nt down to layer-1 and calculates accumulated partial
Euclidean distance (PED): Ti(s(i)) = Ti+1(s(i+1)) + ei(s(i)) at ith layer to find the best path which
owns minimum PED in (3).

The conventional K-best scheme can concurrently expand and sort the children nodes to find
the candidates. However, the best K candidates of DKB scheme are one by one sequentially listed
in Ki within K clock cycles. Owning to this feature, the DKB can avoid the complicated sorting
circuit and only requires a minimum finder circuit to select the child in Li which has minimum PED.
It should be noted that the number of visited nodes at each layer is 2K − 1, which is independent
of the constellation size M . Therefore, the DKB is more suitable to apply to expand to high-order
constellation modulations. The total number of visited nodes for DKB is

√
M +(2Nt−1)(2K−1).

Compared to the conventional K-best algorithm, the DKB scheme is a efficient procedure to choose
the best K candidates.

In this paper, the 8×8 MIMO detector which can flexibly support various modulation schemes,
such as QPSK, 16-QAM and 64-QAM, is presented. Besides, the proposed detector also supports
unequal modulation, i.e., different spatial streams can apply unequal modulation schemes. In our
design, we adopt a modified K-best algorithm with lower computational complexity to save power
consumption. In addition, a novel shift multiplier (SM) is proposed to simplify the multiplication
complexity.

2. ARCHITECTURE AND CIRCUIT DESIGN

The architecture of the proposed multi-stage 8× 8 MIMO detector is depicted in Fig. 1. The DKB
building block consists of a first child unit (FCU), a next child unit (NCU) and register banks.
The register banks are used to store the PEDs, the contender list Li and the K-best candidate
list Ki at i-th layer. According to the K-best candidates result Ki+1 from the previous layer, in
the first, the FCU finds out the corresponding K FCs and stores them into the contender register.
Their PEDs are also stored into the PED register. As all the K PEDs have been computed by the
FCU, the NCU will find the minimum PED index and select the corresponding FC into the K-best
candidate register Ki. Meanwhile, the NCU enumerates its best sibling node as the next child
(NC). Then the selected FC in contender register Li is replaced by this NC and the PED register
is also updated with this NC PED. In each cycle, the FCU and NCU can determine one FC and
NC, respectively. Therefore, each DKB stage completes the best K candidates and delivers them
to the next pipelined stage within K clock cycles. An advantage of this DKB pipeline architecture
is that the K-value can be configured flexibly due to its regular hardware manner.
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Figure 1: Circuit architecture of the proposed multi-stage 8× 8 MIMO detector.
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2.1. Shift Multiplier
From (3), it can be seen that the multiplication of Rij and sj play the most complicated roles
in the PED computation. In order to simplify the multiplication complexity, we propose a shift
multiplier (SM) approach which can reduce the area and critical path delay of the multiplication
significantly. In convention, sj ∈ Ω = {−√M + 1, . . . ,−1, 1, . . . ,

√
M + 1} is an odd number set in

the real-valued axis, and Rij sj requires a real multiplier. The SM approach uses a new signal set
Ω′ = {−√M, . . . ,−2, 0, . . . ,

√
M} instead of Ω by left shifting the original axis by one. The new

signal set Ω′ is represented in Fig. 2(a). In the case of 16-QAM, each value of new signal set is
power of two, i.e., Ω′ = {−4,−2, 0, 4}.

(a) Representation of the shifted signal set (b) Circuit diagram of the shift multiplier

Figure 2: (a) Representation of the shifted axis. (b) Hardware implementation of the shift multiplier.

Therefore, Rij multiplied by the shifted signal can be implemented by the proposed SM circuit.
The received signal vector Ŷ can be represented by:

Ŷ = R(s− e) + Re + w, (4)

where e = [1 1 . . . 1]T is a 2Nt × 1 all one vector. Let x = s− e be the new shifted signal vector in
set Ω′. Then (4) can be rewritten as:

Ŷ′ = Ŷ −Re = Rx + w. (5)

The decoding process of (5) is identical to the (2) except the new shifted signal x and the new
received vector Ŷ′

Since our design supports multiple modulation schemes from QPSK to 64-QAM, the new maxi-
mum range of signal set xj ∈ Ω′ = {−8,−6,−4,−2, 0, 2, 4} should be considered. Rij multiplied by
values (±2,±4, 8) is realized by only shift operation. The computation of ±6Rij can also be easily
implemented by (±2Rij , ±4Rij ) with summation. The block diagram of the proposed SM circuit
is depicted in Fig. 2(b). The “neg” block denotes the sign inversion operation.

2.2. FCU and Configurable NCU
For each parent node in Ki+1, the FCU of the i-th layer is used to find the FC with the smallest
PED. Eq. (3) shows that the FC of a parent node in Ki+1 is the one which has the minimum
distance increment |ei(x(i))|2, i.e.,

xi,FC = arg min
xi∈Ω′

∣∣∣∣∣∣∣∣∣∣∣

ŷ′i −
2Nt∑

j=i+1

Rijxj

︸ ︷︷ ︸
center Ci(x(i))

−Riixi

∣∣∣∣∣∣∣∣∣∣∣

2

, (6)

where Ci(x(i)) is referred to as center. Thus the FC can be found by quantizing Ci(x(i))/Rii to the
nearest constellation signal in Ω′.

When the FC is decided, the NC that belongs the same parent node can be enumerated based
on zigzag principle. The zigzag operation of 1D SE-enumeration for 16-QAM is given in Fig. 3(a).
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The l-th enumeration of NC can be expressed as follow:

NC(l + 1) = NC(l) + d(l)× µ(l)
µ(l + 1) = µ(l) + 2

d(l + 1) =
{−d(l), if BoundFlag = 0

d(l), if BoundFlag = 1,

(7)

where l starts at zero and NC(0)=FC; d(l) denotes right or left enumerative direction, and d(0) =
+1 or −1 depends on the center falling on right or left side of the FC; µ is the enumerative step-size
and µ(0) = 2. The step-size is accumulated by two after each enumeration. Since there are K FC
candidates that may enumerate their NCs, we need to record three current statues of the K NCs
for the next enumeration. The three status are enumeration direction, step-size and NC value.
The enumeration circuit diagrams are shown in Fig. 3(b). In each clock cycle, the step-size with
“MinIdx” is accumulated by two and change direction by multiplying (±1). The the MinIdx -th
NC can be enumerated according to (7).
2.3. Chip Implementation and Comparison
The proposed 8 × 8 MIMO detector is implemented in 90-nm CMOS technology. The core area
of this chip is 0.99 × 0.99 mm2 and the power consumption is 17.2 mW operating at 74 MHz and
1V supply voltage. The throughput of this design is given by Φ = (Nt log2 M)fclk/K, where fclk

is the clock frequency. Since our design supports two K-value configurations, i.e., K = 5, 10, this

(b)(a)

Figure 3: (a)Representation of the 1D SE-enumeration for 16-QAM. (b) Circuit diagram of the configurable
NC enumeration.

Table 1: Chip comparison of the MIMO detectors.

Reference design

Antenna

Modulation

Algorithm

Technology

Gate count

Max. clock rate

Max. throughput  
(Mbps)

Power (mW)

Normalized power
(pJ/bit)

Area (mm  ) 2

JSAC' 06 [1]
IC1

4 × 4

16-QAM

626

53.5

91 K

100 MHz

0.35 µm

5.76

K-best

JSSC' 05 [6] ISSCC' 09
[7]

4 × 4

64-QAM

135

675

114 K

282 MHz

0.13 µm

2.31

DKB

Model 
(Real/Complex) Real Real

This work

DKB

Real

0.09 µm

K=5

Output type Hard HardHard

4 × 4

16-QAM

360

73.5

117 K 

51 MHz

0.25 µm

N/A

Depth-firs t

Complex

Hard

384
(7.28%)

282
(5.35%)

82
(1.55%)

TVLSI' 07 
[4]

4 × 4

64-QAM

94

8.57

280 K

270 MHz

0.13 µm

2.38

K-best

Complex

Soft

5273
(100%)

K=10

8 × 8

17.15 17.2

323 K

0.98

710

74 MHz

355

49
(0.92%)

24
(0.46%)

N  = 2 ~ 8t
N  = 2 ~ 8r

QPSK
16-QAM
64-QAM

MBF-FD

Complex

Soft

QPSK
16-QAM
64-QAM

350 K

198 MHz

0.13 µm

1.77

429
(88, 64-QAM)

74.8

71
(1.35%)

JSSC' 10 [8]
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chip can provide a maximum throughput at 710 Mbps. Table 1 lists the performance comparison
between this chip and other MIMO detector ICs. To eliminate the process factor, the normalized
power is formulated as

Pnorm = power×
(

1.0
Vdd

)
×

(
0.09
Tech

)
×

(
1

Throughput

)
.

From Table 1, our design consumes less power and has high power efficiency than other listed ICs.

3. CONCLUSION

In this paper, we have presented a low-complexity design of 8× 8 modulation configurable MIMO
detector. From the algorithmic aspect, the DKB scheme provides efficient candidate searching
procedure. In terms of hardware design, the new signal set Ω′ allows the SM to replace the
conventional complicated multiplier. Furthermore, multiple modulation schemes from QPSK to
64-QAM are flexibly supported in our design. This chip is implemented in 90-nm CMOS technology
and achieve significant improvement in power consumption by low complexity hardware design.

ACKNOWLEDGMENT

The authors would like to thank Chip Implementation Center of National Applied Research Lab-
oratories (CIC/NARL) for providing chip design service. This work was supported by Ministry of
Science and Technology, Taiwan, under Grant 103-2220-E-008-004.

REFERENCES

1. Guo, Z. and P. Nilsson, “Algorithm and implementation of the K-best sphere decoding for
MIMO detection,” IEEE J. Sel. Areas Commun., Vol. 24, No. 3, 491–503, 2006.

2. Wenk, M., M. Zellweger, A. Burg, N. Felber, and W. Fichtner, “K-best MIMO detection VLSI
architectures achieving up to 424Mbps,” Proc. of ISCAS, 1151–1154, 2006.

3. Shabany, M. and P. G. Gulak, “Scalable VLSI architecture for K-best lattice decoders,” Proc.
of ISCAS, 940–943, 2008.

4. Chen, S., T. Zhang, and Y. Xin, “Relaxed K-best MIMO signal detector design and VLSI
implementation,” IEEE Trans. on Very Large Scale Integr. (VLSI) system, Vol. 15, No. 3,
328–337, Mar. 2007.

5. Shabany, M., K. Su, and P. G. Gulak, “A pipelined scalable high-throughput implementation
of a near-ML K-best complex lattice decoders,” Proc. of ICASSP, 3173–3176, 2008.

6. Burg, A., M. Borgmann, M. Wenk, M. Zellweger, W. Fichtner, and H. Bolcskei, “VLSI im-
plementation of MIMO detection using the sphere decoding algorithm,” IEEE J. Solid-State
Circuits, Vol. 40, 1566–1577, 2005.

7. Shabany, M. and P. G. Gulak, “A 0.13µm CMOS 655 Mb/s 4 × 4 64-QAM K-best MIMO
detector,” Proc. of IEEE Int. Solid-State Circuits Conf. (ISSCC), 256–257, 2009.

8. Liao, C.-H., T.-P. Wang, and T.-D. Chiueh, “A 74.8mW soft-output detector IC for 8 × 8
spatial-multiplexing MIMO communications,” IEEE J. Solid-State Circuits, Vol. 45, No. 2,
411–421, 2010.



1458 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Analysis and Construction of Static Inverter with Multi-windings
Transformer for High Power Voltage Source

J. M. Grochowalski and Z. Fra̧ckiewicz
Faculty of Electrical Engineering, West Pomeranian University of Technology, Szczecin, Poland

Abstract— High power static voltage inverters found their application in a power conversion
for isolated power grids, especially in the shipbuilding and the maritime industry. Most of the
problems related to the design of such inverters are that very often nominal power of such devices
is comparable to nominal power of its load. In this contribution a design of such voltage source,
its computer simulations and experimental results are shown.

1. INTRODUCTION

Ships and shipping industry is a big part of global economy. Without shipping international trade,
import/export of raw materials or goods would be not possible. Global trade has permitted a
variety of resources to be widely accessible.

At December 2010 world fleet of propelled sea-going merchant ships of no less than 100GT
includes 104 304 ships with an average age of 22 years and cargo carrying fleet in 2011 is 55 138
ships of an average age 19 years [1].

For shipyards or ports located in the city area it is important to reduce the impact of the activity
of such facilities on the local community. To reduce pollution and noise generated by an on board
generators or in case of technical reasons (vessel is under a maintenance is shipyard, and it cannot
use its own on board power generator) shipyards or ports owners can install an on-shore power
supply [2].

Additionally this solution gives economical savings — power from the local electrical net-work is
cheaper than generated by diesel generators, particularly when the oil prices continuously growth.

The problem arises, when the ship’s electrical network standard is different from the local
electrical grid — it cannot only be used transformers to change voltage level, but it also it is
needed to change the frequency.

To do this a converter is necessary, which transforms electrical energy from local network to
the required by the ship network. One type of converters is the power inverter, which is a power
electronics device that converts energy from local grid to the ship’s electrical network.

2. REQUIREMENTS FOR THE VESSEL’S ELECTRICAL POWER SUPPLY

A voltage source which is used to supply ship’s internal electrical network need to meet specific
characteristic imposed by the country of registration of the vessel laws. This regulations describes
minimal requirements for the electrical generators, if it should be used as a power supply for ship’s
electrical network. This requirements also relates to an auxiliary power supply such us the on-shore
power supply.

Vessels, according to its type, registered in Poland has to follow rules presented in the Rules for
the Classification and Construction of Sea-going Ships, Rules for the Classification and Construc-
tion of Small Sea-going Ships, Rules for the Classification and Construction of High Speed Craft
or Rules for the Classification and Construction of Inland Waterways Vessels of the Polski Rejestr
Statków.

Requirements for main source of electric power for Sea-going Ships are presented in Part VIII.
Electrical Installations and Control Systems. Table 1 shows main requirements for ship’s electrical
power supply [3].

As it is stated above there are two main problems associated with the design of electrical power
supply — maintain voltage in specific range with low voltage deviation (low harmonics distortion)
and withstand overload and short-circuit currents. This has to be kept in mind while designing
such devices.

3. HIGH POWER VOLTAGE SOURCE SYSTEM

The voltage source proposed in this paper consist of two main parts: a Voltage Source Inverter
(VSI) controlled by a microcontroller and a multi-winding transformer. A block diagram of this
device is shown in Figure 1.
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Table 1: Main requirements for ship’s electrical power supply (A.C. system).

No. Type of Requirement Overview of Requirement
1 Overcurrent A.C. system — 50% for 120 s

2 Short Circuit
Withstand three-fold rated current for 2 s

Peak value of short-circuit current less then
fifteen-fold rated current

3 Voltage Changes Voltage in maintained within ±3.5% at rated load
4 Voltage in Load Changes 85%–120% of the nominal voltage for maximum 1.5 s
5 Voltage Deviation Less than 5% — voltage instantaneous value to the first harmonic:

The multi-winding transformer is a three phase transformer with the one winding with N turns
of coil per phase on the primary side and the two windings with N1 and N2 turns of coil per phase
on the secondary side. The schematic of the transformer is shown in Figure 2.

The main elements of the Voltage Source Inverter (VSI) are switching devices. For small to
medium power systems (up to 100 kVA) it is possible to use IGBT modules. With high working
frequency (about 10 kHz) and output filters it is easy to generate sufficient output voltage with
very low distortions [4].

The problem arises for high power systems (over 1 000 kVA). In that case none transistors can
be used. Instead thyristors are used. Working frequency is lower — about 1 kHz and less for higher
powers.

The Voltage Source Inverter (VSI) presented in this paper is a three phase inverter with thyris-
tors as a switching device [5]. The output phase voltage is a square wave, with working frequency
50Hz and conducting angle between 120 to 180 degrees. Figure 3 shows an example of VSI output
phase voltage.

With low working frequency of the VSI the transformer parameters like number of turns of the
coil in secondary windings and connections of those windings was optimized to minimize the Voltage
Deviation and the Total Harmonic Distortion (THD) in output voltage. The Voltage Deviation
mentioned in the part 2 of this contribution is measured according to this equation:

uw =
∆Um√

2U1

· 100% (1)

Figure 1: Block diagram of the proposed high power voltage source.

Figure 2: Schematic of the multi-winding trans-
former.

Figure 3: The VSI output phase voltage. Frequency
f = 50 Hz, conducting angle Θ = 150◦.
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where:
∆Um — the maximum value of the distorted voltage,
U1 — the first harmonic effective value of voltage,
and THD according to this equation:

K =
1

UN

√√√√
n∑

v=2

U2
v · 100% (2)

where:
UN — effective value of the network voltage (RMS),
Uv — effective value of voltage of v-number harmonic,
n — number of higher harmonic.

4. COMPUTER SIMULATIONS

The proposed High Power Voltage Source with multiple configurations of the transformer was
simulated in MATLAB. Additionally it was optimized for the minimal THD and minimal Voltage
Distortion in the output voltage in MATLAB. All simulations was made with this parameters:

• High Power Voltage Source VSI — 3-phase, output frequency 50 Hz, square wave, output
phase voltage 230 V (RMS), variable conducting angle,

• High Power Voltage Source Transformer — 3-phase, power SN = 1 000 kVA, input/output
phase voltage 230 V/230 V (RMS), UK = 6%, I0% = 1.3%, P0 = 2 000 W, PN = 10 500 W,
variable N1 and N2,

• Load — 3-phase, resistive, 750 kW.

Figure 4 shows output voltage waveforms for different transformer configuration (primary wind-
ing connected in a wye and delta) with a first harmonic compound and calculated parameters
(THD, Voltage Deviation, etc.).

5. EXPERIMENTAL RESULTS

The experimental system was build and tested according to simulation results. It consisted of
a DC voltage source, a VSI controlled by microcontroller (ARM7) and an output multi-winding
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Figure 4: The output voltage waveform (solid) and first harmonic (dashed) for different configurations of
the transformer: (a) primary winding connected in wye, (b) primary winding connected in delta.
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Figure 5: The photo of the experimental setup.
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Figure 6: The output voltage waveform on the load for different configurations of transformer: (a) primary
winding connected in wye, (b) primary winding connected in delta.

transformer. A load was wye connected three resistors. Figure 5 shows photo of the experimental
setup and the Figure 6 phase voltage across the load.

The differences between the simulation and experimental results are mainly caused by a simplifi-
cation in the theoretical model used in simulations (i.e., excluding a non-linearity of the transformer,
ideal switching devices and a non-inductive load).

6. CONCLUSION

A concept of the high power static voltage source, which could be used as an external power
source for ship’s internal electrical network, was proposed in this contribution. After theoretical
study, computer simulations and optimization, experimental model was created. In particular, the
properties of the system in frequency domain were studied in order to minimize THD and Voltage
Distortion level.

It is our opinion that the concept proposed is promising and we expect in the future to get
further improvements, despite the actual system did not meet successfully all imposed by the law
requirements.
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Abstract— This paper describes the behavior of a microwave external modulation link com-
posed of: optical and radio frequency sources, Mach-Zehnder modulator (MZ), optical fiber and
photodetector. The electro-optical circuit modulates the RF signals and transmits them to the
detector through the optical fiber. The main contribution of this paper lies on the different
approach to the system analysis; we consider an off-quadrature biased MZM.
By extending the mathematical model found in the literature for the case of different bias voltages,
we compute a few performance parameters of the system like Gain and SFDR. For computing
those parameters we use a custom made program written in the MATLAB environment.
In addition to the system’s characterization and insights on its off-quadrature operation, another
contribution of this article is the model validation. We assembled the electro-optical circuit and
measured some performance parameters for different values of bias voltages. By comparing the
experimental results with the theoretical ones, we validated the model. Finally, we also consider
the applications for microwave signals distribution by optical fiber links.

1. INTRODUCTION

The low attenuation inherent to optical fibers, its immunity to electromagnetic interference and its
physical dimensions [1] are factors that contributed to the widespread utilization of this propagation
channel in a variety of communication systems in high frequencies.

Analog optical links are the basis of many applications in microwave photonics, such as: signal
processing, telecommunications, networking, radars and other systems; being them military or
commercial. This variety of applications stimulates research on the field of high capacity optical
links. Some examples of related topics are the development of systems that operate at wavelengths
in which the fiber attenuation is low [2], the chromatic dispersion of optical sources is reduced [3]
and the performance of photodetectors is optimized [1].

In this paper, we present metrics such as Gain and Spurious Free Dynamic Range (SFDR) of
an analog optical link based on a Mach-Zehnder (MZ) external modulation scheme. Starting with
an on quadrature modulation the gain and SFDR are considered in the sense of link gain control
without change the laser source power, the radio frequency modulation power or the MZ modulator.
Instead those changes it is considered an off quadrature link operation and the corresponding effect
on the SFDR.

2. ANALOG FIBER OPTIC LINK

The optical link is composed of three stages: modulation, transmission and photodetection [3, 4].
As illustrated in Figure 1, the analog signal is applied to a MZ optical modulator that controls the
intensity of a carrier generated by a laser. The MZ output is transmitted through a low-loss optical
fiber and detected by a high-speed photodetector.

Laser MZM

RF input

VBIAS

RF output

Electrical Domain
Optical Domain

Photodetector

Figure 1: Optical link.
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Based on models of this optical link [5, 6], we calculate the total gain of the optical power (gTme)
as a function of the MZM slope efficiency (smz ) with general bias (VDC ):

smz =
√

RS

PRF

(
TmzPCW

2

)[
sin

(
π

(
VDC +

√
PRF RS

)

Vπ

)]
(1)

gTme =
4 · S2

mz · r2
d ·R2

mz · T 2
F[

(Rs + Rmz)
2 + (ω · Cmz ·Rs ·Rmz)

2
]
·
[
1 + 4 · (ω · CD ·RL)2

] (2)

GT = 10 · log (gTme) (3)

where: Rs (modulation source resistance), ω (angular velocity of the RF signal), CD (photodetector
junction capacitance), RL (laser resistance), rd (optical receptor responsivity), CMZ (MZM capac-
itance), PCW (optical power of the laser), TMZ (optical transmission coefficient of the MZM), TF

(optical transmission coefficient between the modulation and detection devices), Rmz (resistance of
the MZM) e Vπ (half-wavelength voltage). On the Table 1 it is shown the values for the parameters
used together the Equations (1), (2) and (3).

Using custom made MATLAB software we obtained the MZ transfer function for any Vdc bias
voltage value.

In Table 1, we present the values of the parameters used to obtain the optical link gain according
to the equations above.

Table 1: Values of the parameters.

Rmz = 43Ω k = 1.38× 10−23 J/K Rs = RL = 50Ω f = 1 GHz Vπ = 2.92V
Cmz = 8.33 pF PRF = 0 dBm Tmz = 0.3 rD = 1 ∆f = 5 GHz
CD = 0.3 pF VDC = 0.73 V TF = 0.3 PCW = 10mW–15 mW T = 293 K

3. RESULTS AND DISCUSSIONS

The theoretical results are obtained as mentioned before from a custom-made program in MATLAB,
which is based on the generalized equations mentioned in Section 2. For validating the routines we
considered the optical link showed in Figure 1. After the measurements we obtained the following
results for VDC equal to 0 V: Pcw = 10mW, GT = −34 dBm and SFDR = 84 dB·Hz2/3.

Figure 2 shows the output optical link for the above parameters with VDC equal to 0 V as
mentioned.

Figure 3 shows the SFDR obtained with MATLAB routine to VDC = 0V.
Figure 4 shows the output optical link for the above parameters with VDC equal to 0.73 V.

Figure 2: Optical link output for PCW = 10 mW and VDC = 0 V.
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Figure 5 shows the SFDR obtained with MATLAB routine to VDC = 0.73V.
As we can see the GT is a function of VDC . The role characteristics of the optical link as gain

and SFDR, for example, depend on VDC .
The optical link characteristics controlled by the VDC , enable the adjustment the link output

Figure 3: SFDR with VDC = 0 V.

Figure 4: Optical link output for PCW = 10mW and VDC = 0.73V

 

Figure 5: SFDR with VDC = 0.73V.
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characteristics without changing the parameters from Table 1. It is not necessary to change the
laser source, the modulator or the photodetector.

For validating the model we investigate the optical link at different operation points.
As before, we obtained the following results for VDC equal to 0.73 V: Pcw = 10 mW, GT =

−37 dBm and SFDR = 86 dB·Hz2/3.

4. FINAL REMARKS

To summarize the article, we first introduced a generalized theoretical model for the analog link
and then we validated the model by comparing experimental data with the equivalent values from
the mathematical model (obtained from the MATLAB program or by simple algebra, depending
on the case). The general results agree with the analysis based on the custom-made MATLAB
routine. The authors are going to investigate more detailed optical link characteristics in the sense
of RF input bandwidth and power. Such analysis will enable an electronic optical link control.

On a final remark, we emphasize the importance of the subject. Transmitting microwave signals
through optical fibers can benefit many applications, ranging from transmission and distribution to
high frequency reception systems. Its low attenuation and immunity to electromagnetic interference
are the characteristics that stand out when dealing with long-range transmissions of signals, e.g.,
radars and mobile telephony. For this reason, modeling and assessing the characteristics of analog
electro-optical links is increasingly important.
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Abstract— The novel ternary europium(III) complex is synthesized. The photophysical sensi-
tization process involves an energy transfer from functional hemicyanine (aminostyrylpyridinium)
cation. The sensitization mechanism follows the Förster, which is significantly different from the
Dexter, the most commonly used energy transfer mechanism from ligand. When the complex
is dissolved in a variety of solvents (acetone, dimethylformamide, ethanol and acetonitrile), a
remarkable solvent effect is observed. The emission intensity of europium(III) complex in ace-
tonitrile is much stronger than that in other solvents. The solvent effect on the photophysical
properties is studied. The result indicates that the solvent influences the emission intensity by
aid of many factors not only polarity.

1. INTRODUCTION

Lanthanide ions and their coordination complexes have been attracting considerable attention ow-
ing to their unique optical properties, such as large stokes shifts, high color purity and long lu-
minescence lifetimes [1, 2], which gives rise to many potential applications, including biological
imaging [3, 4] and medical diagnostics [5, 6]. In recent years combining the advantages of both
lanthanide and two-photon scanning microscopy, two-photon sensitized luminescence of lanthanide
complexes attracts great attention, which is in favor of less-harmful labeling and deep-penetrating
bioimaging applications. For one- and two-photon absorption induced luminescence of lanthanide
complexes, the sensitization by the so-called antenna effect is frequently used to overcome the low
molar absorption coefficient of the Laporte forbidden f -f transitions (ε < 1L mol−1 cm−1). The
most popular sensitization of lanthanide luminescence is via an energy transfer from the triplet
excited state of ligand [7–9], and the energy transfer follows Dexter mechanism [10].

Recently, the sensitization from charge transfer (CT) excited state of organic chromophore pro-
vides an alternative process resulting in a red-shift of the excitation wavelength [11, 12]. This
process due to the design of antenna with donor-accetpor charge transfer transitions. There-
fore, a novel europium(III) complex [Eu(tta)4·DEASPI] is synthesized by using trans-4-[p-(NN -
Diethylamino)styryl]-N -methyl-pyridinium (DEASPI) as counterion to combine with a europium
(III)-thenoyltrifluoroacetonato(tta) moiety. The spectra of Eu(tta)4·DEASPI also demonstrate that
the sensitization is through CT states of DEASPI and follows the Förster mechanism.

The europium(III) complexes as luminescent probe are extensively applied in the aqueous solu-
tion, the solvent effect on the luminescence properties of complexes has to be taken into consider-
ation [13–15]. However, the solvent effect on energy transfer via CT excited states in lanthanide
complex has rarely been reported. In this manuscript, the study of the solvent effect on the pho-
tophysical properties of Eu(tta)4·DEASPI is provided. It will be helpful for the synthesis and
application of europium complexes.

2. EXPERIMENTAL

2.1. Syntheses and Structures of the Molecules
Nuclear magnetic resonance spectra were measured on a FX-90Q NMR spectrometer. Element
analyses were performed on a Perkin 2400(II) autoanalyser. The melting pointsand decomposition
temperatures were measured on Perkin Elmer DTA 1700 differential thermal analyzer and on a
Perkin Elmer TGS-2 thermogravimetric analyzer at a heating rate of 20◦C min−1 under nitrogen
atmosphere, respectively.
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Synthesis of 4-methyl-N-methyl-pyridinium iodide (A): Using a three-neck flask fitted with a
stirrer, thermometer, and condenser, 4-picoline (1 equiv) and methyl iodide (1.1 equiv) were mixed
in toluene. The solution was stirred at room temperature for 4 h and then refluxed for 30 min.
After cooling, the solution was filtered and the solid was washed with ethyl ether. The pale yellow
solid was dried under vacuum, yield 21.2 g (90%). lH NMR (DMSO-ds) δ 2.56 (s, 3 H), 4.20 (s,
3H), 7.0 (d, 2 H), 8.90 (d, 2 H) ppm.

Synthesis of trans-4-[p-(N,N-Diethylamino)styryl]-N-methylpyridinium iodide (B): A mixture of
A (1 equiv) and 4-(N ,N -dimethylamino)-benzaldehyde (1 equiv) in dried ethanol was treated with
piperidine and was refluxed for 4 h. The resulting suspension was cooled. The precipitate was
filtered off. Yield (82%) and Td 264.7◦C. Purified by column chromatography on silica gel using
ethanol as eluent. 1H NMR (DMSO-d6) δ: 8.67 (2 H, d, J 6.84Hz), 8.04 (2H, d, J 6.84Hz), 7.91
(1H, d, J 15.61Hz), 7.58 (2 H, d, J 8.79Hz), 7.12 (1 H, d, J15.63Hz), 6.75 (2H, d, J 8.80Hz), 4.18
(3H, s), 3.43 (4H, q, 6.84), 1.13 (6 H, 6.84). Anal. calcd for C18H23N2I: C 54.83, H 5.88, N 7.10, I
32.19; found: C 54.94, H 5.92, N 7.06, I 32.08.

Synthesis of trans-4-[p-(N,N-Diethylamino)styryl]-N-methylpyridinium tetrakis(α-thenoyltriflu-
oroacetonato) europium(III): to a mixture of B (1 equiv) and of HTTA (4 equiv) neutralized with
aqueous ethanol-NaOH solution (4 equiv) was added dropwise of aqueous Eu(NO3)3 (1 equiv)
under constant stirring. The resulting precipitate was filtered off. A nearly saturated solution of
the precipitate in 95% ethanol was allowed to evaporate slowly, and after 24 h red powder was
obtained. Anal. calcd for C50H43N2F12O8S4Eu: C 45.91, H 3.31, N 2.14, Eu 11.62; found: C 45.34,
H 3.52, N 2.46, Eu, 11.24.

The formula of Eu(tta)4·DEASPI used in this work is trans-4-[p-(N ,N -Diethylamino)styryl]-
N -methyl-pyridinium tetrakis (α-thenoyltrifluoroacetonato) europium(III). The anion Eu(tta)−4 is
balanced in charge by the pyridine-cation DEASPI, which is close to europium ion through Coulom-
bic interaction The three-dimensional structure of Eu(tta)4·DEASPI is shown in Scheme 1. The
anion Eu(tta)−4 whose eight ligand conjugated structure is formed by Eu3+ and the oxygen atoms of
the four α-thenoyltrifluoroacetonato (HTTA). The cation DEASPI is used as one- and two-photon
sensitizer for europium ion.

2.2. Methods and Instruments

The UV-vis absorption spectra were recorded by a UV-Vis-NIR scanning spectrophotometer (Shi-
madzu, model UV-3101PC). The fluorescent spectra were measured by a fluorescence spectropho-
tometer (Hitachi, model F-4500). The quantum-yield was measured by the standard comparison
method [16], using Rhodamine 6G as the reference standard.

For the measurement of transient behavior, the excitation source is an OPA pumped by the
third harmonic of a mode-locked Nd : YAG laser (Continuum, PY61C-10) with a repetition rate of
10Hz. The tunable range of this OPA is from 760 to 1090 nm. An optical multi-channels analyzer
was used as the recorder. The ultrafast laser beam passed firstly through a couple of Nicol’s prisms,
which were used as an attenuator to obtain a tunable excitation intensity. The laser beam was
focused into the sample by a lens of f = 5 cm. The fluorescence was collected by a telescope system
at the perpendicular direction of the pump beam. Before the input slit of optical multi-channels
analyzer, a HA30 filter was inserted for cut off the excitation laser

The TPA cross section δ was determined by comparing its TPA induced up-conversion fluores-
cence to that of Rhodamine 6G according to Eq. (1) [17]:

δ = δcal
Fnccalφcal

Fcalncalcφ
(1)

where, φ is the fluorescence quantum yield, c is the concentration, n is the refractive index, and
F is the intensity of up-conversed fluorescence. The cal subscript refers to the standard reference
solution.

3. RESULTS

The UV-vis absorption spectra of DEASPI (in solid) and Eu(tta)4·DEASPI (in dash) in acetonitrile
at the concentration of 1 × 10−5 mol L−1 are shown in Fig. 1. In the absorption spectrum of
Eu(tta)4·DEASPI, two absorption bands around 340 nm and 485 nm are observed. Among them,
the ultraviolet absorption band is attributed to tta [18], and the blue one results from DEASPI. In
the spectral range of 600–900 nm, there is no intrinsic linear absorption for the two molecules.
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Figure 1: The UV-vis absorption spectra of
Eu(tta)4·DEASPI (in solid) and DEASPI (in dash)
in acetonitrile (1× 10−5 mol L−1).

Figure 2: Fluorescent emission spectra of
Eu(tta)4·DEASPI, solided line: λex = 485 nm;
dashed line: λex = 340 nm.

The fluorescent spectra of Eu(tta)4·DEASPI under 485 nm excitation are measured (as shown in
Fig. 2). In the fluorescent spectra of Eu(tta)4·DEASPI (dashed line for λex = 340 nm, solided line
for λex = 485 nm), the distinct emission peak of 611 nm corresponds to the hypersensitive transition
5D0 →7F2 of Eu3+ [19]. Under 340 nm excitation, there are only emission peaks of Eu3+ in the
emission spectrum. Under 485 nm excitation, the emission spectrum of Eu(tta)4·DEASPI consists
of not only emission band of DEASPI but also the characteristic emission peak 5D0 →7F2 of Eu3+.
485 nm corresponding to the absorption peak of DEASPI, therefore, it can be concluded that the
fluorescence of Eu3+ in Eu(tta)4·DEASPI under 485 nm excitation is sensitized by CT states of
DEASPI rather than f -f transitions of Eu(III).

Eu(tta)4·DEASPI is dissolved in acetone, DMF, ethanol and acetonitrile, respectively. The
complex exhibits effective europium(III) luminescence in acetonitrile, however in other solutions the
fluorescence intensity decreases obviously. For dissolved in different solvents, the emission intensity
of Eu(tta)4·DEASPI is in the order of acetonitrile>DMF>acetone>ethanol. This ordering is not
in accordance with polarity of solvent, indicate that solvent influence the fluorescence not only by
polarity. Furthermore, the emission peak of DEASPI shift with different solvents, indicate that
the solvent influence the CT states of DEASPI. Detailed analysis of solvent effect is provided in
following Discussion.

4. DISCUSSION

DEASPI is a stilbene-type chromophore with high thermal stability and photostability, and it
has donor-π-bridge-acceptor (D-π-A) character [20]. The D-π-A structure is a typical charge-
transfer structure. In DEASPI, the nitrogen of the pyridinium group loses an electron and makes
the group prone to attract electrons from the amino group on another end of the DEASPI. i.e.,
pyridinium group plays as an acceptor and the amino group plays as a donor. The inherent
electrical dipole moment appears in DEASPI. A solvent cage is formed when solvent molecules
cover the outermost layer of DEASPI, which increases the geometrical distance between the cation
and anion. The electronegativity in DMF and acetone is stronger than acetonitrile, which gives
rise to more prominent solvent cage effect and decreases the fluorescence.

In addition, it is well known that ‘hypersensitive transitions’ is a unique property for lanthanide
ions, which is very sensitive to the surrounding environment. These transitions are described
by the term ‘pseudo-quadrupole transitions’, they obey the selection rule |∆J | ≤ 2, |∆L| ≤ 2,
∆S = 0 [21]. According to Binnemans [22], the hypersensitive transitions are evidently influenced
by Judd-Ofelt intensity parameter Ω2, which is determined by the asymmetry of the coordination
environment of the lanthanide ion. Our previous study indicates that the increase of the asymmetry
leads to the enhancement of hypersensitive transitions [23]. In this manuscript, the hypersensitive
transition 5D→7F2 (612 nm) was significantly affected by the solution medium. It is because Eu(III)
can provide nine coordination bonds, there are unsaturated for Eu(III) in Eu(tta)4·DEASPI, as
illustrated in Fig. 3. In this case, solvent molecules can take part in the coordination to the Eu3+,
such as water molecule can take part in the coordination to the Eu3+ ions [24]. Compared with
other organic solutions, acetonitrile provides more asymmetry of the coordination environment of
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Figure 3: The emission spectra of Eu(tta)4·DEASPI in acetone (in dot), DMF (in dash), ethanol (in solid)
and acetonitrile (in dash-dot) at 485 nm excitation.

Eu(III) ion. Therefore, the emission intensity of transition 5D→7F2 is much higher than in other
solutions.

5. CONCLUSION

In conclusion, the prominent solvent effect on the optical properties of Eu(tta)4·DEASPI is ana-
lyzed: Firstly, the formation of solvent cage changes the geometrical distance between the donor and
the acceptor; Secondly, the solvent molecules take part in the coordination environment of Eu(III)
ion, which changes the emission intensity of hypersensitive transition 5D→7F2. All of factors lead
to the solvent effect is remarkable in this kind of europium complex.
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Abstract— Metamaterial-based optoelectronic devices including Terahertz filters play a defini-
tive role in advancement of THz technology. In this article we present a design procedure to obtain
voltage-dependent carrier density control in a GaN-based heterostructure with a Schottky gate
configuration which serves as the substrate for a THz bandpass filter (BPF). The introduced
structure consists of a cross shaped metallic layer on the AlGaN/GaN heterostructures. Then,
we investigate tuning of transmission properties and the tunability of the filter. An overall tun-
ability of about 103 GHz in the resonance frequency was obtained by varying the applied voltage
from −8V to 2V. Also, a plasmonic metamaterial based on the graphene cross-shaped structure
is studied and a comparison has been performed between the optical properties of graphene-based
cross-shaped structure and the original structure.

1. INTRODUCTION

Among different THz passive devices, THz wave band pass filters with multi frequency operations
are crucial elements to enhance the efficiency in applications such as astronomy, terahertz signal
processing, imaging, communications, and biomedical and chemical sensors [1, 2]. On the other
hand, the exciting possibilities of artificially designed metamaterials with sub-wavelength scale,
customizable electromagnetic (EM) properties and ability to control them at unit cell level, make
them promising candidate for development of versatile THz components [3, 4]. However, due to the
resonant nature of metamaterials, their operation has been confined to a narrow spectral range.
The performance of metamaterial-based THz wave BPFs could be extended tremendously if their
response is dynamically tuned. In this article we mainly focus on the active tuning of the filtering
characteristics of metallic and graphene based structures.

2. RESULTS AND DISCUSSION

The considered metallic structure consists of a cross shaped metallic layer on the AlGaN/GaN
heterostructures as illustrated in Figure 1. The transmission properties of the designed structure
at different bias voltages have been depicted in Figure 2.

Figure 1: Cross-shaped THz BPF considered for
study.

Figure 2: Transmission characteristics of the THz-
BPF as a function of applied bias voltage.
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To explore the active tuning of this structure, we have reduced the thickness of metal parts to
0.2µm and the metallic part has been embedded on an AlxGa1−xN/GaN heterostructures with rel-
ative thickness of 20 nm and 0.35µm for AlxGa1−xN and GaN layers, respectively as the substrate.
In order to enable voltage-controlled conductivity of the substrate, metallic parts are electrically
connected with 1µm wide metallic (copper) connections which make the structure sensitive to
polarization of THz wave. All simulations have been done for normal incidence. The array and
substrate effectively form a Schottky diode, where dielectric properties of the substrate can be
controlled by controlling the carrier density via applied gate voltage. An electric signal affects
the high-frequency conductivity as well as the dielectric constant of the substrate in critical ar-
eas near the designed meta-molecules and thus, affects their resonant response. A self-consistent
Schrödinger-Poisson approach has been utilized to obtain the energy subbands and the Fermi level
in which the voltage-dependent sheet carrier density for AlxGa1−xN/GaN structure has been in-
cluded through

Ns =
ε (x)

e (dd + di)

(
Va − Vth −

Ef (x)
e

)
(1)

where ε(x) is the dielectric constant, Ef is the Fermi level, dd and di are doped and undoped AlGaN
thickness, and Va and Vth stand for applied voltage and threshold voltage respectively, given by

Vth(x) = φb(x)−∆E(x)− eNdd
2
d

2ε(x)
− σ(x)

ε(x)
(dd + di) (2)

The threshold voltage depends on the conduction band discontinuity between AlxGa1−xN/GaN
denoted by ∆E(x), ϕb as the Schottky barrier at metal/AlGaN interface, dopant concentration, Nd,
and the polarization induced charge density, σ(x), at AlxGa1−xN/GaN interface. Depending on
the dopant concentration and Al mole fraction and consequently, the Fermi level, one may assume
several confined energy levels, n, to obtain the total sheet carrier concentration inside the well
through

Ns =
n=n0∑

n=1

mkbT

π~2
ln (1 + exp ((Ef −En) /kbT )) (3)

Plasma frequency of the (2DEG) can be then defined by ωp = (Nse
2/ε0m

∗)0.5 where m∗ = 0.22m
is the effective electron mass in GaN and m is the free-electron mass.

As illustrated in Figure 2, an overall tunability of about 103 GHz in the resonance frequency
was obtained by varying the applied voltage from −8V to 2V.

It is noteworthy to mention that graphene-based THz filters are more flexible to achieving
tunability, and the continuous forms of graphene can be transferred to a flat substrate and the
carrier concentration of each layer in a graphene-based multi-layer filter can be dynamically tuned.

The surface conductivity of graphene that contains the effect of interband and intraband tran-
sitions has been calculated through the local limit of random-phase approximation (RPA). The
surface conductivity depends on the temperature, the intrinsic carrier relaxation time, τ , and the

Figure 3: Transmission characteristics of the THz-BPF based on graphene as a function of Fermi energy.
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Fermi level (which depends on the external bias voltage). Obtained results show considerable
resonance strength and dynamically controllable feature.

Figure 3 shows the obtained transmission characteristics for the graphene-based THz filter which
has the same structure as the metallic (copper) filter designed in this study. Beside the resonance
shift which arises from the difference in the dielectric function of the copper and graphene at THz
frequencies, a similar behavior is seen in graphene-based filter with varying the Fermi energy. As
it is clear from Figure 3, increasing the voltage-induced Fermi energy increases the electron density
and consequently, shorts the gap in the structure resulting in the reduced transmission of the
structure.

The surface conductivity of graphene that contains interband and intraband transitions can be
calculated through [5]

σs(ω) =
2e2kbT

π~2

i

ω + iτ−1
log

[
2 cosh

(
EF

2kbT

)]
+

e2

4~

[
H

(ω

2

)
+

4iω

π

∫ ∞

0

H(ε)−H(ε/2)
ω2 − 4ε2

dε

]
, (4)

where
H(ε) =

sinh (~ε/kbT )
cosh (EF /kbT ) + cosh (~ε/kbT )

, (5)

Here, T is the temperature and EF is the Fermi energy.
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Abstract— Autism spectrum disorder (ASD) is a neuro-developmental disorder, characterized
by two major domains: impairments in the social cognition and communication as well as re-
stricted, repetitive, stereotyped interests and behaviors. In this study, functional near-infrared
spectroscopy (fNIRS) was applied to investigate the atypical activation pattern of language areas
(bilateral inferior frontal gyrus and bilateral temporal cortex) and uncover the impact of a spe-
cific interest on the brain function of children with ASD. We employed a listening comprehension
task to stimulate the language areas of 2 ASD boys (A1 and A2) who had strong interests in
the experiment material (“Lightning McQueen”) and another 2 ASD boys (A3 and A4) who
were matched with A1 and A2 respectively by age, intelligence quotient, language ability and
the severity of symptoms. Our results showed that, during the task, the picture of “Lightning
McQueen”, but not the words of “The little red car”, elicited stronger activation in the bilateral
inferior frontal gyrus and temporal cortex of A1 and A2 than A3 and A4. These results could
facilitate our understanding of language development of ASD and reconsider the role of specific
interests (especially visual stimuli) played in the brain functional development of ASD.

1. INTRODUCTION

Functional near infrared spectroscopy (fNIRS) is an emerging non-invasive optical method for
neuroimaging, which is increasingly applied to study infants, children, adolescents, adults and
clinical populations, with the purpose of revealing typical and atypical developmental patterns of
the brain [1]. Autism spectrum disorder (ASD) is a neurodevelopmental disorder, characterized
by impaired social cognition and communication, rigid, repetitive, and stereotyped patterns of
behavior and interests. Previous studies have demonstrated that adults and adolescents with ASD
exhibited atypical activation and connectivity pattern in the language area of the brain [2, 3],
including the bilateral inferior frontal gyrus (IFG) and temporal cortex (TC), which suggested the
disrupted developmental pattern of language regions of ASD. However, IFG and TC were not only
responsible for language processing but also contributed to social perception and cognition [4, 5].
Hence, in this study, we used fNIRS to measure the hemodynamic responses of IFG and TC when
ASD children were performing a listening comprehension task and investigate how a specific interest
in the task, as a social cognition component, could influence the activation pattern of IFG and TC.
We hypothesized that a specific interest would improve the malfunction of language areas of children
with ASD.

2. MATERIALS AND METHODS

2.1. Participants and Experiment Protocol
Participants were 4 children from 7 to 9 years of age who were diagnosed as ASD. All of the
participants were boys and right-handed. During the listening comprehension task, children were
asked to listen to a list of sentences and then answered the questions with two different types of
promptings (pictures or words). There were 4 trials in each block and 2 blocks in the experiment.
One block included the prompting of pictures of “Lightning McQueen” and another block included
the prompting of words of “The little red car”. All the trails in each block and all the blocks were
presented by e-prime 2.0 randomly. The experiment protocol was approved by the Institutional
Review Board of Guangzhou Rehabilitation and Research Center for Children with ASD.

*Corresponding author: Huilin Zhu (huilin.zhu@coer-scnu.org).
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Figure 1: The block procedure (with the prompting of pictures).

Among the 4 children, 2 children with ASD (A1 and A2) showed strong interests in a cartoon
character named “Lightning McQueen” which was one of the materials used in the experiment. A1
was preoccupied by “Lightning McQueen” and its relevant movies, games and pictures, whereas
A2 was a car expert who knew “Lightning McQueen” very well, but his interest also extended to
other cars, especially to red racing cars. Therefore, we compared the brain performances of A1 and
A2 with another 2 ASD boys (A3 and A4) who were match with A1 and A2 respectively in age,
intelligence quotient, language ability and the severity of symptoms.

2.2. NIRS Measurements

Measurements were performed with a fNIRS system (FOIRE-3000, Shimadzu Corporation, Kyoto,
Japan) working at three wavelengths, 780 nm, 805 nm and 830 nm with a sampling rate of 14.286 Hz
(time resolution = 70 ms). The distance between the emitter and detector was fixed at 3 cm. The
measured brain regions and channel configurations were shown in Figure 2.

Figure 2: Channel configurations in IFG and TC. There were 14 channels (left hemisphere: from Channel
1 to Channel 7, right hemisphere: from Channel 23 to Channel 29) covering IFG and 30 channels (left
hemisphere: from Channel 8 to Channel 22, right hemisphere: from Channel 30 to Channel 44) covering
TC. We used international 10-10 system to locate: Channel 4 and 26 were located in F7 and F8; Channel 9
and 31 were located in the FT7 and FT8.

2.3. Data Analysis

Only HbO data was included in analysis. We used NIRS-SPM [6] to preprocess and statistically
analysis the data and define the spatial correlates underlying the different conditions. For each par-
ticipant, the raw time course data were preprocessed to remove sources of noises and artifacts by
the hemodynamic response function (hrf) and wavelet-MDL detrending algorithm (wavelet-MDL).
Then, we performed a general linear model (GLM) to test the effect of different promptings by con-
volving the task with the hemodynamic response function (without time or dispersion derivatives)
and computing parameter estimates (beta values of the GLM as the weights). The F contrasts were
calculated for one-way comparison: promptings (pictures and words) at each channel. To control
for false positives caused by multiple comparisons, all p values were corrected by false discovery
rate. The significant channels were mapped onto the corresponding location of the cortex.

3. RESULTS

We analyzed and compared the brain activation (HbO) between A1 and A3, as well as between A2
and A4, who were matched in pairs with age, intelligence quotient, language ability and the sever-
ity of ASD symptoms respectively. Compared to A3 and A4, A1 and A2 were very interested in
“Lightning McQueen”. As the statistical parametric mapping shown in Figure 3, A1 and A2 showed
significant stronger activation in the bilateral IFC and bilateral TC than A3 and A4 when perform-
ing the listening comprehension task under the prompting of the pictures (with visual stimuli of
“Lightning McQueen”). In particular, for A1 who was preoccupied by “Lightning McQueen”, there
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Figure 3: The statistical parametric mapping of all the children with ASD. The regions with color were sta-
tistically significant channels by general linear model analysis (PFDR < 0.05). There were obvious activation
of IFG and TC to experiment condition with the pictures of “Lightning McQueen” in A1 and A2 but not in
A3 and A4.

was more activation in the bilateral IFC and bilateral TC to the pictures of “Lightning McQueen”
than A3.

4. DISCUSSION

In the present study, we employed fNIRS to detect the activation pattern in IFG and TC under
listening comprehension task and reveal the effect of a specific interest on brain function of children
with ASD. Previous studies have demonstrated the language areas, such as Broca’s area (left
IFG) and Wernicke’s area (left superior TC) were significantly less activated in adolescents and
adults with ASD underlying language and communication defects. However, we observed that 2
children with ASD, named A1 and A2, who were very interested in one of the materials in the
experiment (“Lightning McQueen”), exhibited pronouncedly stronger activation in the bilateral
IFG and bilateral TC than A3 and A4 children, who did not show any interests in the experiment
stimuli. In line with another study with functional magnetic resonance imaging [7], our results
implicated that a specific interest may play an important role in the functional development of
brain language areas of children with ASD. Furthermore, the visual preference of participants with
ASD was also observed in our results. Previous fMRI studies have indicated that participants
with ASD prefer to use visual coding strategy rather than verbal coding strategy during language
processing [8]. We found that, although A1 had a restricted interest in the pictures of “Lightning
McQueen” whereas A3 had extended interests in both the pictures of “Lightning McQueen” and
the words of “The little car”, they consistently exhibited stronger activation in the bilateral IFG
and bilateral TC to the pictures of “Lightning McQueen” than to the words of “The little car”,
which suggested that there was enhanced visual processing in domains such as language in ASD.

5. CONCLUSION

In summary, by using fNIRS to investigate how a specific interest could affect the atypical brain
function of language areas of children with ASD, we mainly found, 2 ASD children showed pro-
nounced stronger activation in the bilateral inferior frontal gyrus and temporal cortex in response
to their favorite cartoon character than matched ASD children. Our results implied that specific
interests in visual stimuli, like some pictures of favorite cartoon character, could have a positive ef-
fect on improving the atypical brain function of children with ASD underlying social cognition and
language impairments. Additionally, our study also suggests that fNIRS is a feasible and effective
technique to monitor the brain activity of awoken children with autism spectrum disorder.
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Abstract— A broadband cross polarization converter (CPC), formed from a Twisted-F Shaped
Chiral Metamaterial (TFSCM), having high optical activity is reported in this work. The pro-
posed structure supports high polarization conversion efficiency which is demonstrated numer-
ically. The enhanced optical activity is observed which exhibits the presence of cross coupling
phenomena between magnetic fields and is explained on the basis of surface current distribution.

1. INTRODUCTION

Metamaterials are tailored composite man-made materials made up of sub-wavelength size build-
ing blocks. It possessed different properties from their constituent materials. Those properties
are produced mainly due to geometry of unit cell structure. By properly designing these struc-
ture one can achieve unique properties such as negative refractive index, extreme permittivity or
permeability values, and negative magnetic permeability which are beyond from natural available
materials. This unique property leads to new solutions and possibilities in various applications
from information processing and telecommunication to sensing, imaging and security [1]. Specially
the property of negative refractive index have possibility to produce the light of high resolution
without any diffraction limits that will leads to new possibilities in data storage devices, imaging
and lithography [1]. As well as the property of backward wave propagation (phase and group ve-
locity are anti-parallel) can be used in variety of telecommunication devices such as transmission
lines, waveguides, antenna, filters etc. [1].

A very interesting category of metamaterial is Chiral metamaterial. Now days it attracted much
attention in controlling light polarization. It exhibits high value of optical activity (polarization
rotation of linear polarized wave) and circular dichroism (left- and right-handed circularly polarized
light absorption difference) that will highly exceeds these phenomena [2–4]. Another unique capa-
bility of Chiral metamaterial is in achieving, negative refraction through alternative Chiral route.
It provides negative refractive index for circular polarized light.

In this work we present, Twisted-F Shaped Chiral Metamaterial (TFSCM) structure which
supports high cross-polarization efficiency due to presence of large optical activity.

2. TFSCM DESIGN AND OPTICAL ACTIVITY

In Fig. 1(a), geometry of unit cell of TFSCM is shown. It consists of Chiral metallic pattern
printed on both side of dielectric spacer. FR-4 substrate of 1 mm thick used as dielectric spacer
having dielectric constant and loss-tangent respectively is 4.3 and 0.025. On front and back side
of dielectric spacer, metallic pattern of F-shaped is printed and rotated opposite by 25◦ along the
direction of electromagnetic wave propagation.

16 18 20 22 24 26 28 30 32
Frequency (GHz)

Txy
Tyy

0

0.2

0.4

0.6

0.8

1

T
xy

 a
nd

 T
yy

(a) (b)

Figure 1. (a) Unit cell of TFSCM structure. F-shaped metallic inclusions are printed on both side of FR-4
dielectric substrate. (b) Cross (Txy) and co-polarization (Tyy) transmission coefficients of the TFSCM.
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To understand the optical behavior of TFSCM, we perform numerical simulations of the struc-
ture. For that purpose we used, Finite Integration Technique/Method based CST Microwave Studio
(Computer Simulation Technology GmbH, Darmstadt, Germany) software. In simulation, periodic
boundary is applied in x and y directions and absorbing boundary is applied in z direction. At one
side of the structure, linearly polarized EM wave is incidents having electric field in y-direction. On
other side of the structure, transmitted electric field is measured in x and y directions. Further the
value of electric field is used in order to calculate, cross (Txy) and co-polarization (Tyy) transmission
coefficients as per Equations (1) and (2) [2].

Txy = Et
x/Ei

y (1)

Tyy = Et
y/Ei

y (2)

Here Ei
y is incident electric field in y direction, Et

y is transmitted electric field in y direction and
Et

x is transmitted electric field in x direction. In Fig. 1(b), the numerical simulation results of Txy

and Tyy are presented. It is observed that regime of cross-polarization is found in frequency range
23.26 to 29.25 GHz. Other distinct features of TFSCM seen in Fig. 1 are (i) The regime of maximum
cross-polarization also have non-zero value of co-polarization (e.g., co-polarization transmission level
at 24.4 GHz is Tyy = 0.43). (ii) Regime of cross polarization also consists frequency points where
transmission amplitude of co-polarization is almost zero (e.g., cross and co-polarization amplitude
level respectively at 25.95GHz are Txy = 0.013 and Txy = 0.39).

The proposed design supports high transmission level of cross polarization conversion (Txy)
which is a sign of large optical activity. To derive the full picture of optical activity of the proposed
structure one need to analyse transmission level of circular polarized wave. This information is
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directly obtained from transmission data of linearly polarized wave by Equations (3) and (4) [1].

T++ = 1/2((Txx + Tyy) + i(Txy + Tyx) (3)
T−− = 1/2((Txx + Tyy)− i(Txy + Tyx) (4)

Here T−− and T++ respectively are left and right handed circular polarization coefficients. Ellip-
ticity (η), Polarization rotation angle (θ) and Circular Dichroism (CD) are also used in order to
characterize optical activity of the structure. The value of those parameters are calculated from
the transmission levels of LCP (T−−) and RCP (T++) by Equations (5), (6) and (7).

θ = 1/2[arg(T++)− arg(T−−)] (5)
η = 1/2 tan−1[(|T++| − |T−−|)/(|T++| − |T−−|)] (6)

CD = |T++|2 − |T−−|2 (7)

The polarization rotation angle is plotted in Fig. 2(a). It is observed that the value of polarization
rotation angle is sustain around 90◦ for spectrum 23 to 26.8 GHz. In this spectrum y-polarized
beam is converted to x-polarized beam. In identifying, pure optical activity the Ellipticity is a
prime indicator. The Chiral metamaterial should possess pure optical activity for CPC design.
For that the value of Ellipticity should be minimum. The Elliptcity is a measure of degree of
circular/elliptical polarized wave and its low level describes the maintaining linearly polarized state
at output. It is observed from Fig. 2(c) that the structure supports pure optical activity for a wide
frequency spectrum 23.12 to 29.15GHz. From Figs. 2(b) and (d) this can be confirmed, where
Fig. 2(b) dictates that for corresponding spectrum (22.98 and 26.82 GHz) transmission levels of
LCP and RCP are almost same and Fig. 2(d) shows that at frequency of 22.98 and 26.82 GHz
Ellipticity become almost zero which is a desirable feature of an ideal CPC design.

In order to describe the mechanism of cross polarization and strong optical activity of TFSCM.
We analyse the surface current distribution on twisted F-shaped structure. In Fig. 3, simulation
results of surface current distribution is shown at 23.12 GHz. It is observed that magnetic dipoles
are excited on top and bottom layer by incident EM wave and arrange anti-symmetrically due
to anti-parallel flow of current in top and bottom metal plates. The coupling in between pair of
magnetic dipoles leads to cross polarization transmission and strong optical activity.

3. CONCLUSION

In this paper, we have presented a new geometry of Chiral metamaterial and explore its optical ac-
tivity numerically. Simulation results show that TFSCM supports cross-polarization characteristics
over a wide frequency spectrum.
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Abstract— Functional near-infrared spectroscopy (fNIRS) is an emerging brain-imaging tech-
nique which has been used to various areas. Previous studies have indicated that frequent de-
ceiving would make deceiving easier. In this study, fNIRS was used to explore the effect of
frequent degree of deceiving on the prefrontal cortical response to deception. Self-related ques-
tions were used in the experiment. The results showed different patterns of neural activation
between non-frequent deceiving and frequent deceiving. In Channel 11 (in the left prefrontal
cortex), non-frequent deceiving led to a greater neural activation than telling the truth, while
this pattern did not appear in frequent deceiving. Our finding suggested that fNIRS has ability
to detect deception under different situations.

1. INTRODUCTION

Functional near-infrared spectroscopy (fNIRS) is a new brain-imaging technique which can mea-
sure the neural activities of the cortical regions of the brain [1]. It can simultaneously assess the
concentration changes of oxy hemoglobin (HbO), deoxy hemoglobin (Hb) and total hemoglobin
(HbT) [2], which are the three indicators of cerebral metabolism. In recent years, fNIRS has been
widely used because of its non-invasiveness, low cost, excellent temporal resolution and reasonable
spatial resolution [3–5].

Deception is a common behavior in the social circumstances. In real life, deceiving requires
more effort in contrast to telling truth [6]. Recent fNIRS studies have consistently revealed that
deceiving could cause greater neural activation than telling truth in the prefrontal cortex [7, 8].
However, many other factors can affect the brain activities of deceiving, such as the frequent
degree of deceiving. Verschuere et al. found that frequent deceiving could make deceiving easier, in
other words, people needed not put too much effort to deceive when they deceived frequently [9].
In agree with this finding, other fMRI studies confirmed that deceiving more could decrease the
neural activation during deceptions [10, 11].

In the present study, we firstly used fNIRS to investigate the effect of the frequent degree of
deceiving on the neural activities of the deception. In order to increase the ecological validity of
this study, we used self-related questions in the experiment because self-related questions are more
meaningful to the participants. Furthermore, previous studies provided evidence that self-related
deception could lead to greater neural activation than non self-related deception [12, 13]. Therefore,
we inferred that self-related deception was more sensitive to the frequent degree of deception.

2. METHODS

2.1. Participants and Protocol
12 college students participated in this study. They were all right-handed and had no neurological
or psychiatric diseases.

Before the experiment, each participant was required to fill out a questionnaire which contained
64 self-related questions (for example, “Do you have a younger male cousin?”). Then each partic-
ipant was told to complete two conditions: baseline condition and task condition. In the baseline
condition, participants were required to tell the truth all the time when asked self-related questions;
In the task condition, participants were required to make skillful deception. They could decide by

*Corresponding author: Huilin Zhu (huilin.zhu@coer-scnu.org).
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their own whether or not to deceive in a given question. Each condition had 32 questions, which
were the same as the questionnaire. 32 questions in one condition were set in a random order.

2.2. Experimental Setup
42 channels of an fNIRS system (FOIRE-3000, Shimadzu Corporation, Kyoto, Japan) with three
wavelengths (780 nm, 805 nm, and 830 nm) were used. The parameters of concentration changes
of oxygenated hemoglobin (HbO), deoxygenated hemoglobin (HB) and total hemoglobin (HbT)
were measured. These three parameters were determined with the modified Beer-Lambert law.
The international 10-10 system [14] was used to localize the different areas of the prefrontal cortex
(PFC) (Fig. 1).

Figure 1: 42 channels covering the prefrontal cortex of the brain.

2.3. Data Analysis
By using the NIRS-SPM [15], the hemodynamic response function filter and a wavelet-MDL (min-
imum description length) detrending algorithm were used to remove physical noise and artifacts.
In this study, only the data of change in HbO was selected because HbO signal was most sensitive
to neural activation.

To explore the effect of the frequent degree of deceiving on the neural activities of the deception,
several steps were performed: Firstly, the number of deceiving in the task condition was calculated
for each participant. Then all the participants were ranked according to the number of deceiving
from high to low. The top 50% of the participants were divided into frequent deceiving group,
and other half were divided into non-frequent deceiving group. Secondly, the truth-telling trials in
the baseline condition and the deceiving trials were selected for further analysis. The truth-telling
trials were defined as the trials in which the answers of self-related questions were consistent with
the questionnaire, and the deceiving trials were defined as the trials in which the answers of self-
related questions were not consistent with the questionnaire. Thirdly, truth-telling trials in the
baseline condition and deceiving trials in the task condition were averaged channel by channel for
each participant. At last, 2 (truth-telling vs. deceiving) ×2 (frequent deceiving vs. non-frequent
deceiving) repeated measurement analysis of variance was performed.

For depicting HbO activation maps of different groups, the HbO data of truth-telling trials and
deceiving trials were averaged across the participants respectively in each group, then the HbO
data of “deceiving trials minus truth-telling trials” of the two groups were calculated.

3. RESULT

HbO activation maps were shown in Fig. 2. Greater HbO activation was observed in the case of
deceiving (whether non-frequent deceiving or frequent deceiving) as compared to the case of telling
the truth. In addition, different HbO activation patterns were shown in non-frequent deceiving and
frequent deceiving.

The statistical analysis showed that the main effects of trial type were significant (p < 0.05)
in channels 36 and 42. In these two channels, deceiving trials during deception led to significant
increase in HbO than truth-telling trials in the baseline. The results also showed that the main
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(a) (b)

Figure 2: HbO activation maps of two groups. (a) The brain response to “deceiving trials minus truth-telling
trials” of non-frequent deceiving group. (b) The brain response to “deceiving trials minus truth-telling trials”
of frequent deceiving group.

effects of group were significant (p < 0.05) in Channel 30, 38 and 39. In these three channels, the
non-frequent deceiving group showed significant increase in HbO than frequent deceiving group. In
particular, the results indicated that the interaction effect of trial type and group was significant
(p < 0.05) in channel 11. Simple effect analysis showed that the left prefrontal area of non-frequent
deceiving group showed significant increase in HbO in deceiving trials during deception than truth-
telling trials in the baseline, whereas the comparison between the deceiving trials and truth-telling
trials in the frequent deceiving group was not statistically significant (Fig. 3).

Figure 3: Change in HbO in channel 11 of two groups. A represents non-frequent deceiving group, and B
represents frequent deceiving group.

4. DISCUSSION

Recently, fNIRS has been increasingly used in various areas. In this study, we utilized fNIRS to
explore the effect of frequent degree of deceiving on the neural activities of deception. We used
self-related questions in this experiment.

In this study, we have found that in general deceiving led increased HbO in the prefrontal cortex
of the brain than telling truth. This result was in accordance with previous study [12, 13], indicating
that when people made self-related deception, they also needed more cognitive effort than telling
the truth. Specially, our study showed that when participants deceived, non-frequent deceiving
group exhibited greater neural activation in channel 11 in the left prefrontal cortex. However, this
pattern did not appear in the frequent deceiving group. This result was in line with previous fMRI
studies [10, 11], suggesting that frequent deceiving would make deceiving easier so that people no
longer need to put much effort in it [9]. In addition, the function of the prefrontal cortex was
related to inhibiting and task switching [16]. Thus frequent deceiving participants did not need
too many cognitive resources to inhibit the truth and produce a new response. The present study
demonstrated that fNIRS could distinguish the neural response between non-frequent deceiving
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and frequent deceiving, which implied that fNIRS could be used to detect deception under different
situations.

5. CONCLUSION

In summary, we have used fNIRS to examine the effect of frequent degree of deceiving on the
prefrontal cortical response to deception. Our findings have shown that non-frequent deceiving and
frequent deceiving could cause different prefrontal cortical responses. In the left prefrontal cortex,
non-frequent deceiving would lead to greater neural activation than telling the truth, while frequent
deceiving would not have such a pattern. These results suggested that fNIRS has the ability to
detect deception under different situations.
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Abstract— Photons energy can be conventionally converted into mechanical work through a
series of energy expensive steps. It has been shown how some of these steps can be bypassed
obtaining a direct conversion of photons energy into mechanical work. The most common way
consists of using light in the visible or near infrared to move small objects floating on fluid
surfaces exploiting the Marangoni effect. In this work we use a low power visible light source to
induce a thermal surface tension gradient thus moving a floating object on a fluid surface. By
real time tracking of the object trajectory we can determine some physical properties related to
the floating object and to the supporting fluid. Moreover from the experimental data fitting we
can evaluate the applied driving force due to light irradiation and object heating. In addition we
show how even transparent object can be moved by light when the supporting fluid is properly
doped.

In order to study the light induced motion of small objects on fluids [1–5] we performed a series
of experiments by using an experimental setup based on an Argon Ion cw laser impinging on a
small cork disc floating on three different fluids: water, ethanol and a solution of ethanol and an
azo-dye whose absorption spectrum is centered around the blue wavelength of λ = 476.5 nm used
to irradiate the cork. Fig. 1 shows the steps of the irradiation process at different time intervals
when a small cork disk, whose diameter is 5mm thickness 2 mm and mass m = 0.058 g, floats
on ethanol. As it is shown in Fig. 1(a), at the beginning of irradiation the cork disc is partially
heated by light in order to induce the thermal gradient necessary to its motion. Indeed, with
a uniform irradiation the object will not move along any particular direction because a thermal
gradient cannot be established. After 1.5 seconds of irradiation (corresponding to Fig. 1(b)), the
object motion starts along the direction defined by the induced gradient. The effect of irradiation
becomes negligible when the object moves outside the light beam; after that a deceleration process
occurs until the motion stops in about 6 seconds from the beginning of the irradiation. A typical
object’s displacement vs. time is shown in Fig. 2.

The object motion along the x direction can be described by the following equation:
(

d2x

dt2

)
+

D

m

(
dx
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− 〈F 〉
m

= 0 (1)

where 〈F 〉 is the average force due to light irradiation and D is defined by D = 1/2ρSCD, being
ρ the density of the solution, S the displaced area and CD the drag coefficient. When the heating
effect prevails on the dissipative term the object velocity increases until a maximum value is reached.
At this location the acceleration is zero and there is an equilibrium between the two forces. After
that the motion slows down and stops. By neglecting the driving force when the object is out of
the light beam we can drop this term for the second part of motion and write:
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Which can be easily solved and gives:
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(3)

Equation (3) can be successfully used to fit the experimental data concerning the deceleration
process. As an example in Fig. 2 it is reported as dashed line the data fit made by using D =
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0.04 g/cm and v = 0.5 cm/s. Once D is known the drag coefficient or the density of the solution
can be easily calculated. Also the value of D derived from the experimental data fit can be used in
Eq. (1) to determine the average value of Fl by fitting the first part of the curve using the solution
of Eq. (1):

x = x0 +
m

D
log

(
cosh

(√
〈Fl〉D

m
(t− t0)

))
(4)

The fit reported in the inset of Fig. 2 allows evaluating 〈Fl〉 = 0.5 mN. This value is compatible
with an induced temperature gradient of about 1.5◦C, see Fig. 3, measured when the cork sample
is replaced by a PT100 resistance temperature detector.

As can be seen from the Fig. 3, after the start of irradiation the temperature change in ethanol
reaches quickly the maximum value of ∆T = 1.5◦C where as in other fluids such as water it takes

(a) (b)

(c) (d)

Figure 1: Position of a cork disc floating on ethanol
after (a) 1.0, (b) 1.5, (c) 5.0 and (d) 6.0 seconds from
the start of laser irradiation (power P = 300mW,
λ = 476.5 nm, spot diameter d = 3 mm).
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Figure 2: Typical object’s displacement vs time.
The dashed line represents the data fit of the de-
celeration process using D = 0.04 and v = 0.5 cm/s.
The inset shows the data fit related to the initial
part of motion using Eq. (4).
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Figure 3: Induced temperature change in ethanol
as function of the irradiation time measured using
a PT100 thermocouple placed near the upper liquid
surfaces. The irradiation power is 300mW at λ =
476.5 nm.
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Figure 4: Sample displacement in ethanol doped
with an azo-dye. The laser spot is 2mm far from
the cork disc.
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a much longer time to geta comparable change. These results can be explained taking into account
the different specific heat capacities of the two fluids. How this different physical behavior reflects
on the motion of the floating object is still under investigation. It is worth remarking how by
doping the ethanol with a proper azo-dye able to absorb part of the irradiated energy the object
can be slowly moved even in a no contact mode. Acting this way transparent objects can be moved
on floating liquids as shown in the preliminary results in Fig. 4.
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of light to work,” J. Am. Chem. Soc., Vol. 131, 5396–5398, 2009.

3. Florea, L., K. Wagner, P. Wagner, G. G. Wallace, F. Benito-Lopez, D. L. Officer, and D. Di-
amond, “Photo-chemopropulsion-light-stimulated movement of microdroplets,” Adv. Mat.,
Vol. 19, 7339–7345, 2014.

4. Diguet, A., R.-M. Guillermic, N. Magome, A. Saint-Jalmes, Y. Chen, K. Yoshikawa, and
D. Baigl, “Photomanipulation of a droplet by the chromocapillary effect,” Angew. Chem. Int.
Ed., Vol. 48, 9281–9284, 2009.

5. Diguet, A., et al., “Photomanipulation of a droplet by the chromocapillary effect,” Angew.
Chem. Int. Ed., Vol. 48, 9281–9284, 2009.



Progress In Electromagnetics Research Symposium Proceedings 1489

Fabrication of a Nanoscale Plasmonic Fishnet Structure for the
Enhancement of Absorption in Thin Film Solar Cells

Sayan Seal, Vinay Budhraja, Liming Ji, and Vasundara V. Varadan
Department of Electrical Engineering, University of Arkansas, USA

Abstract— Incorporating plasmonic structures in the back spacer layer of thin film solar cells
(TFSC’s) is an efficient way to increase the yield. The plasmonic fishnet structure is one such
geometry using which this effect can be realized. Numerical simulations have shown the ability
of these structures to bring about an enhancement in the short circuit current density of TFSCs
at specific wavelengths. We show that light absorption in the a-Si absorber layer is enhanced by
a factor of 10.6 at the design wavelength of 690 nm due to the presence of the fishnet structure.
Furthermore, the total absorption over all wavelengths was increased by a factor of 3.2. The short
circuit current density of the TFSC was increased by 30% as a result of including the fishnet.
This paper presents the fabrication process of the fishnet structure. A fishnet structure made of
silver was fabricated using a combination of electron beam lithography and thermal evaporation.
A complete TFSC was fabricated using PECVD to deposit a-Si on the fishnet structure. In effect,
the fishnet was placed in the back spacer layer preventing shadowing effects. The final structure
optically resembled a TFSC in all respects except that there were no doped layers. The fishnet
structure is essentially a mesh of linewidth 100 nm, and a thickness of 20 nm.

1. INTRODUCTION

Solar cells are among the most widely researched form of renewables in the world today. What
makes solar cells and renewables in general, attractive is the fact that it is a one-time investment.
However, there is also good reason why solar cells are not preferred over fossil fuel based solutions
despite their obvious advantages. The reason is that the efficiency of solar cells does not compare to
conventional energy sources. Hence the cost per watt of solar cell technology is far from competitive
as it stands today. One plausible option to reduce the cost per watt figure is to use less material
for the active region of the solar cell. In fact, the cost of silicon (Si), the most prevalent material
used in wafer solar cells today, constitutes a majority of the cost of production [1, 2].

However, reducing the amount of material in the active region would automatically reduce
efficiency further — this is because the probability of absorption of an incoming photon reduces
drastically as the volume of material decreases. If a suitable method can be devised to ensure that
the absorption within a smaller volume of material is comparable to that within a comparatively
thicker wafer, the overall production costs may be greatly reduced. Thin Film Solar Cells (TFSCs)
offer such a solution. Instead of expensive crystalline Si wafers, these cells use cheap, vapor-
deposited amorphous Si (a-Si) as the active material. The principle of making this thin layer of
a-Si (usually only a fraction of the wafer thickness of wafer-based cells) appear optically comparable
to a Si wafer is simple to understand. Multiple reflections are induced within the thin film, so that
the effective path length of an incoming photon is increased within the active material. This is
achieved by scattering the incoming light (photons) at the back surface of the active layer, giving
rise to diffuse reflections and enhancing the optical path of the photon within the absorber layer.

Several solutions for achieving this back-surface scattering have been offered in the form of
nanodomes [3, 4], blazedgratings [5], and incorporating plasmonic nanoparticles in the spacer lay-
ers [6–8]. Of the aforementioned solutions, the embedding of nanoparticles to achieve enhanced
scattering has been the subject of greatest interest and debate. To begin with, they are easy to
process, and offer significant increase on absorption with a minimal increase in volume.

However, plasmonic nanoparticles do offer advantages with one major drawback — they resonate
only at specific frequencies dictated by the size and distribution of nanoparticles. A better solution
would be one that has all the benefits offered by a plasmonic back-surface design, but without
the frequency limitation. The plasmonic fishnet structure proposed by Ji and Varadan [9] offers
precisely that. A metallic fishnet at the back spacer layer of a TFSC was predicted to cause an
enhancement in the useful absorption within the active layer. It must be noted that the entire
enhancement in absorption as a result of employing plasmonic structures does not necessarily
translate to the generation of an EHP which will lead to subsequent increase in the current output
from the cell. A large percentage of the absorbed energy is dissipated as loss in the nanoparticles.
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It was demonstrated that for a plasmonic fishnet structure, the loss in the fishnet was negligible,
and most of the scattered radiation was absorbed by the active region of the solar cell.

However, the fishnet TFSC was a theoretical concept. Despite its advantages, the major barrier
standing in the way of this theory becoming a commercial solar cell was the fabrication process for
the super fine metallic fishnet. The subject of this paper is the design of a reliable and repeatable
process for the fabrication of a metallic fishnet, designed to resonate around a wavelength of 700 nm.

2. MATERIALS AND METHODS

Figure 1 shows a schematic that outlines the various steps required to fabricate a fishnet solar cell.
The inset figure shows a schematic of the complete TFSC structure. The design of the fishnet
corresponded to a plasmonic resonance at 700 nm, since the goal was to optimize the absorption in
this wavelength range. This is because the absorption of a-Si, the material of choice for the active
region of the cell, has very low absorption near this wavelength. The line width of the optimized
fishnet was 100 nm, spaced 600 nm apart, and 20 nm thick.

Figure 1: Schematic showing the fabrication process for the fishnet thin film solar cell.

The most involved step in the fabrication process is Electron Beam Lithography — the process
that allows us to literally draw the fishnet pattern onto a substrate. The JBX 550ZD system
from JEOL was used for this purpose.Obtaining a successful pattern is a combination of the resist
thickness, electron dose and development time. Prior to lithography, the substrate was coated
with an electron beam sensitive resist, Poly-Methyl-Methacrylate (PMMA). Ideally the resist layer
should be made as thin as possible. This would allow us to use a smaller electron dose and enable
us to write patterns with very small line widths, but thick enough so that the lift-off process would
not be inhibited. After this step, the sample has to be dipped in acetone to dissolve the remaining
PMMA, thus getting rid of the metal layer above the PMMA, as if we “lift off” the metal. The
resist thickness was chosen to be around 180 nm for this design. The spin speed was chosen as
4000 rpm from the spin speed curves for 4% PMMA provided by MicroChem.

The thickness of the resist layer was measured to be around 180 nm averaged over ten measure-
ments across randomly chosen points on the sample surface. Once the proper resist thickness was
determined, the Electron Beam Lithography (EBL) process followed. The principle of EBL is in
similar to photolithography in many respects. The surface of the substrate was spin coated with
an electron sensitive resist. A controlled electron beam then engraved the pattern onto this resist.
No mask was required like in photolithography.

The number of electrons incident on the resist per square cm is defined as the dose. It is measured
in µC/cm2. This dose was optimized for this particular design. For the fishnet structure was varied
from 500µC/cm2 to 800 µC/cm2. The best results were obtained for a dose of 800µC/cm2. After
the writing process was completed, the sample was developed using a solution of MIBK : IPA (1 : 3).
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The final development time for a 1 mm×1mm fishnet pattern was 25 seconds. After development
there was a fishnet shaped groove in the PMMA layer. The sample was washed using IPA for
30 seconds to remove any residual developer within the grooves and the sample was blown dry
using nitrogen. Following this, the resist was baked at 100◦C on a hot plate for 60 seconds. This
rid the sample surface of moisture or organic residues, and made the PMMA columns structurally
more rigid.

The next step was to evaporate metal onto the grooves to obtain a metallic fishnet structure on
the substrate. The sample was loaded onto a thermal evaporator. According to design specifica-
tions, the thickness of the fishnet should be 20 nm, but it was found that thin films of silver had
issues adhering to the AZO surface. So a 7 nm layer of chromium was used below the silver layer
to promote adhesion. Once evaporation was completed a lift off had to be performed, followed by
the deposition of the final layers of a-Si and AZO.

3. RESULTS AND DISCUSSIONS

The theoretically optimized design for the silver fishnet structure had a linewidth of 100 nm. Fig. 2
shows the result obtained in the first trial. A dose of 1000µC/cm2 was used initially and the
fishnet was patterned on a 180 nm thick layer of resist. The development time was varied between
35 seconds and 30 seconds.

(a) (b)

Figure 2: Optimization of development time. (a) Development time = 35 seconds. (b) Development time =
30 seconds.

A development time of 35 seconds worked best giving a linewidth of 115 nm. However the
linewidth was not uniform over the entire pattern and varied between 108 nm to 123 nm. 30 seconds
gave narrower linewidths overall, but regions around the corners showed signs of underdevelopment.
The linewidth obtained was still around 115 nm, but there was much more consistency in the
linewidth than before.

A dose optimization was performed next to get close toa 100 nm line width. Keeping the
development time constant at 30 seconds, the dose was changed from 500µC/cm2 to 800µC/cm2

in steps of 100µC/cm2. From the results [Fig. 3], it can be observed that a dose of 800µC/cm2 gave
an average linewidth of about 105 nm. Using a dose smaller than this resulted in underexposure.

It was expected that using a marginally shorter development time could give us a perfect 100 nm
linewidth. The best results were obtained using a development time of 25 seconds [Fig. 4]. The

(a) (b) (c) (d)

Figure 3: Final dose optimization step at: (a) Dose = 800 µC/cm2; (b) Dose = 700µC/cm2; (c) Dose =
600 µC/cm2; (d) Dose = 500 µC/cm2.
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(a) (b)

Figure 4: 100 nm linewidth pattern using a dose of 800 µC/cm2, design linewidth of 85 nm, and develop time
of 25 seconds. (a) Linewidth = 100 nm. (b) Pattern uniform over whole area.

linewidth was found to be uniformly 100 nm at the center of the pattern as well as the corners, with
proper lift off across the entire patterned area. Also a consistent pitch size of 598 nm was obtained.

The above recipe was repeated on at least eight fishnets to make sure that a repeatable and
reliable fabrication process was developed. The SEM showed the same 100 nm linewidth for all
samples that were fabricated using the above recipe. Following the fabrication of the fishnet, the
rest of the steps in Fig. 1 had to be completed to obtain a complete thin film solar cell structure.
50 nm of AZO was deposited using DC sputtering, followed by 500 nm a-Si using PECVD. The
50 nm AZO front spacer was deposited using DC sputtering as well. Thus the fabricated structure
optically resembled a thin film solar cell in all respects. Fig. 5 shows that the absorption increased
by a factor of 12.8× at the design wavelength of 700 nm as a result of including the fishnet.

Figure 5: Experimental results showing a 12.8× enhancement in the absorption.

4. CONCLUSIONS

A reliable and repeatable process for the fabrication of a fishnet TFSC was established. The process
allows for a clean pattern, tailored to meet the specifications of the solar cell. The key to the sucesful
fabrication of this structure involved an appropriate combination of resist thickness, exposure dose,
and development time. Measurements taken on the fabricated cell showed a 12.8× increase in the
absorption of the solar cell, which predicted a 30% increase in the JSC .
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Abstract— The square vortex lattice is studied using the full Maxwell-Bloch system. Properties
and conditions of formation stationary and nonstationarylattices are investigated. The frequency
of vortex oscillations and necessary conditions for these oscillations are obtained.

1. INTRODUCTION

The paper studies the spontaneous formation of square optical vortex lattice (SVL) in broad-area
lasers theoretically. The possible motion of vortices is also studied. The nonlinear interaction of
numerous transverse modes in broad-area lasers can lead to the spontaneous formation of complex
spatiotemporal optical structures including the SVL. The SVL is experimentally observed in the
Nd:YVO4 laser [1–3], in a broad-area CO2 laser operating at a single longitudinal mode [4], in the
solid-state laser with optical pumping on a chip LiNdP4O12[5], in a Na2 laser [6], in the vertical
cavity surface emitting laser [7].

2. BASIC EQUATIONS

We studied the formation of SVL both analytically and numerically using the full Maxwell-Bloch
model:

dE/dt = σ (P −E) + ia∆E; dP/dt = − (1 + iδ) P + DE; dD/dt = −γ[D − r + 0.5 (E∗P + EP ∗)],
(1)

where ∆ is the transverse two-dimensional Laplace operator, E, P are, respectively, the dimension-
less electric field and polarization amplitudes, D is the dimensionless population inversion. σ, γ are
the dimensionless electric field and inversion decay rates, respectively, r is the pump parameter, δ
is the detuning.

3. TRAVELLING WAVE SOLUTION

The simplest solution of Equations (1) is travelling wave solution [8]:

E = E0 exp
(
i~k~r − iΩt

)
, P = P0 exp

(
i~k~r − iΩt

)
, D = D0, (2)

where E0 =
√

r −D0, P0 = (σ+i(−Ω+ak2))
σ E0, Ω = δσ+ak2

σ+1 , D0 = 1 +
(

δ−ak2

σ+1

)2
.

Here, ~k is the transverse component of radiation wave vector. In case δ ≤ 0, the most attracting
solution is the steady-state solution (travelling wave with k = 0), which corresponds to the radiation

along the optical axis of the resonator. If δ > 0, the travelling wave with k =
√

δ
a ≡ k0 is the most

attracting solution, which corresponds to the radiation withsome small angle to the optical axis.
In this paper, we consider the case δ > 0. Then, solution (2) has the form:

E = P =
√

r − 1 exp
(
i~k0~r − iδt

)
, D = 1 (3)

4. SQUARE VORTEX LATTICE SOLUTION

Transverse plane (x, y) is isotropic. The direction of vector ~k0 is arbitrary. A solution in form of
superposition of traveling waves of form (3) is possible. In broad-area lasers,the square vortex latti-
ceis observedas a result of four waves nonlinear interaction. Let us find the solution of Equation (1)
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in the form of superposition of four waves:

E(t, r) =
4∑

j=1

Ej(t) exp
(
i
(
~kj~r − δt

))
, P (t, r) =

4∑

j=1

Pj(t) exp
(
i
(
~kj~r − δt

))
, (4)

D(t, r) = D0 +
4∑

j=1

dj,j(t) exp
(
2i~kj~r

)
+

4∑

j=1

dj,j+1(t) exp
(
i
(
~kj + ~kj+1

)
~r
)
,

where ~k1 ↑↓ ~k2, ~k3 ↑↓ ~k4, ~k1⊥~k3, j = 1, 2, 3, 4, 1, 2, . . .
After substituting (4) in original system (1) and taking into account only the lowest-order

harmonics, original system (1) is reduced to the system of ordinary differential equations describing
interaction of four waves:

∂tEj = σ (Pj − Ej)
∂tPj = −Pj + D0Ej + Ej+1dj,j + Ej+2dj,j+3 + Ej+3dj,j+1

∂tD0 = −γ


D0 − r +

1
2

4∑

j=1

(
E∗

j Pj + EjP
∗
j

)

 (5)

∂tdj,j = −γ

[
dj,j +

1
2

(
E∗

j Pj+2 + Ej+2P
∗
j

)]

∂tdj,j+1 = −γ

[
dj,j+1 +

1
2

(
EjP

∗
j+3 + Ej+1P

∗
j+2 + E∗

j+2Pj+1 + E∗
j+3Pj

)]

System (5) has several equilibrium points. Each equilibrium point matches different spatiotem-
poral structures: single travelling wave, standing wave or SVL. The SVL solution has a form:

|Ej |2 = |Pj |2 =
r − 1

5
, D0 = 1 +

r − 1
5

, dj,j =
1− r

5
exp (i (φj − φj+2)) , dj,j+1 = 0 (6)

(φ1 + φ3)− (φ2 + φ4) = π (7)
The SVL is the result of interference of four travelling waves with the phase condition (7). The

SVL consists of first order optical vortices. Moreover, the SVL solution is stable for the pump
parameter r near the threshold value r ≥ rth. Distance between neighboring vortices could be
founded:

λSV L = π
√

a/δ (8)

5. NUMERICAL SIMULATION

For numerical simulation of Equation (1), we used the split step Fourier method. Random initial
conditions were used. For δ > 0, the nonstationary process of SVL formation was observed begin-
ning with the appearance of numerous random vortices. In sufficiently long time, they occupy the
stationary positions and form the ordered structure — SVL (Figs. 1(a), (b)). Relation (8) is in a
good agreement with our numerical results. For r ≈ rth, the SVL is stationary. In the far field, we
obtain four bright spots corresponding to four travelling waves (Fig. 1(c)).

The SVL becomes unstable with increase of r > rcr. The critical value of pump r = rcr depends
on parameters of model (1). In this case, the motion of vortices around equilibrium points is
observed (Figs. 2(a), (b)). In the far field, we obtain eight bright spots (Fig. 2(c)).

The radius R of the vortex trajectory depends on the pump value R ∼ sqrt (r − rcr). This type
of stability loss is close to the supercritical Hopf bifurcation.

6. ANALYTICAL DESCRIPTION OF OSCILLATIONS IN VORTEX LATTICE

Eight bright spots in the far field (Fig. 2(c)) correspond to two square vortex lattices. As we can
see in Fig. 2(c), the secondary SVL have a wavenumber k =

√
2k0. Using relations (2) and (4), we

can find the secondary SVL solution in the analogous form. Superposition of two SVLwith different
wave numbers k = k0 and k =

√
2k0 and appropriate different frequencies gives the oscillating SVL.

A frequency of these oscillations was calculated from (2):

ω = δ/ (σ + 1) (9)
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(a) (b) (c)

Figure 1: Stationary square vortex lattice: (a) intensity distribution, (b) phase distribution and (c) far field.
Here, x, y are transverse coordinates and kx, ky are appropriate wave numbers.

(a) (b) (c)

Figure 2: Stationary square vortex lattice: (a) intensity distribution, (b) |P (x, y)| and (c) far field.

This formula is in a very good agreement with our numerical results. Also from (2) we obtained
the necessary condition for the existence of these two square vortex lattices: r ≥ 1+ω2. The vortex
motion is observed only if this condition is satisfied.

7. CONCLUSION

We studied the formation of SVL both analytically and numerically using the full Maxwell-Bloch
model. The single travelling wave solution was investigated. Interaction of four travelling waves
was investigated as well. The square vortex lattice solution was obtained analytically. A distance
between neighboring vortices were found analytically. The split step Fourier method was used for
numerical simulation of Maxwell-Bloch equations. Formation of SVL was observed numerically. For
r ≈ rth, the SVL is stationary. The SVL becomes unstable with increase of r > rcr. In this case,
the motion of vortices around equilibrium points is observed. In the far field, we obtain eight bright
spots. Eight bright spots in the far field correspond to two square vortex lattices. This simple idea
allows us to calculate the frequency of vortex oscillations. Also we obtained the necessary condition
for the existence of these two square vortex lattices.
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Abstract— Characteristics, technological aspects and test results of thin film dielectric gradi-
ent optical structures for space and aviation photonics are considered. The perspectives of pulse
magnetron sputtering for manufacturing optical structures are shown. The gradient and nanogra-
dient refraction index profiles provide wide-band and wide-angle working spectral characteristics
of the systems and their stability against power laser radiation and space environmental factors.

1. INTRODUCTION

Photonics plays an important role in space and aviation technology. It includes devices for optical
and laser navigation, detection of objects by their emission, reflection, transmission, or absorption
and then their location, tracking, and recognition, etc.. The basis for many devices is interference
structures (IS). They typically present themselves as dielectric optical coatings from alternating
layers of materials with high nh and low nl refractive indexes n. The high level of complexity
of tasks solved with space and aviation photonics brings new higher requirements to IS; as an
example of such requirements one can point out requirements to spectral characteristics of IS:
superwide working wavelength band (e.g., λ = 0.5 . . . 5.0µm), simultaneous operation on multiple
wavelengths, wide viewing angle, deep modulation of amplitude characteristics (e.g., R1 > 99.9%,
R2 < 0.1%, and so on, here R is reflectance), high spectral resolution (e.g., ∆λ0.5 < 2 nm at
transmission T0.5 > 0.8), low optical losses (1− T −R < 5 · 10−5).

The huge challenge is to ensure resistance and spectral characteristics stability of IS over a
long time period (up to tens years) against action of space environment factors, including inter-
mittent high-intensity heating and deep cooling, UV radiation, and against factors related to the
functioning of spacecraft, in particular, laser radiation with high power density (W > 109 W/cm2)
and plasma. Authors’ experience in the design and manufacture of precision optical coatings and
lasers assumes that these problems can be solved by use of thin film dielectric optical structures
with gradient profiles of refractive indexes n instead of the conventional multilayer IS with an
abrupt stepwise changes of the refractive index nh/nl and nl/nh at the layer boundaries in going
from one layer to another [1, 2]. The latter negatively affects mechanical and thermal stability
and laser damage resistance. The gradient optical structures have been shown to satisfy the above
mentioned requirements to spectral characteristics and provide obtaining different kinds of filters,
mirrors, high-contrast polarizers, phase converters and antireflection coatings. However we should
know what is resistance of these structure to action of space environmental factors and laser radi-
ation. Therefore, design, technological aspects and test results of thin film dielectric gradient and
nanogradient optical structures for space and aviation photonics are considered in the paper.

2. DESIGN OF GRADIENT OPTICAL STRUCTURES

If the permittivity ε = ε(z) and, accordingly, the refractive index n = n(z) continuously, gradually
distributed by a certain law along the normal axis (thickness) z of a thin film dielectric optical
structure, the latter is called as gradient one with longitudinal 1Dz gradient [1], while optics com-
prising such structure is called as gradient optics. If change of ε or n occurs on the thickness less
than 100 nm, such structure is called as nanogradient one. The use of various refractive index
profiles n(z) (linear, quadratic, sinusoidal-like, polynomial of fifth degree and others) can improve
the amplitude-spectre, angle, polarization, phase characteristics; in particularly, very wide working
spectrum band and wide operation angle may be provided. For example, Figure 1 depicts the
gradient profile n(z), leading to excellent characteristics of hyperwide-band (0.5–5µm) gradient
antireflection coating for sapphire optical elements at incident angles of 0◦, 10◦ and 25◦. Note, the
given profile n(z) has not very complex shape.
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Figure 1: Antireflection feature of the gradient coating at three values of incident angles (upper plot) and
its refractive index profile n(z) (lower plot).

For the design of gradient optical structures a new method of analytical and numerical syn-
thesis for given spectrum characteristics has been developed. It is based on a combination of two
algorithms: analytical one, using Fourier analysis to determine the gradient construction, and a
heuristic algorithm of its searching to solve the problem of optimization. On the basis of the new
synthesis method an engineering program for computer simulation of thin film gradient optical
structures has been developed.

3. TECHNOLOGICAL ASPECTS OF MANUFACTURING GRADIENT COATINGS

There are different approaches to deposition of thin film dielectric gradient structures. Among them
one can point out some known methods: glancing-angle deposition with electron beam evaporation
of source materials and plasma-enhanced chemical vapor deposition from gas precursors [3]. The
more prefarable technique, to our best knowledge, is based on ion sputtering of source materials
(targets), especially, ion sputtering in a magnetron discharge allowing deposition of precision optical
structures [1–5]. The magnetron discharge is a low pressure gas discharge in crossed electric and
magnetic fields where cathode serves as a sputtered target.

Therefore, an automatic two-magnetron sputtering system with computer control and monitor-
ing in situ has been developed [1] and successfully employed for obtaining various thin film gradient
optical structures with filtering, reflection or antireflection properties. Figure 2 depicts the diagram
of magnetron set-up for deposition of longitudinal 1Dz gradient coatings. Magnetrons sputter dif-
ferent materials (M1 — Si; M2 — metals: Nb, Ta, Ti) in atmosphere of reactive gas mixture
Ar + O2. Coordinates X1, X2 and X3, algorithm of substrate movement over the magnetrons, and
sputtering power of each magnetron determine composition of material deposited on the substrate.
The deposited material composition in turn determines the current value of n(z). Ar is used as a
sputtering gas. O2 is used for oxide synthesis from deposited Si and metal on the substrate surface.
Oxygen is chemically activated in magnetron discharge plasma as well as in activator A and due to
UV laser radiation directed towards the substrate. The mid-frequency pulse mode of magnetron
operation is used [1]. The monitoring in situ system (spectrovisor) allows to test optically the
deposit directly during the fabrication process and to make corrections of operation parameters if
it is necessary.

4. TESTING GRADIENT OPTICAL STRUCTURES

Testing the fabricated thin film optical structures was carried out to confirm their comprehensive
long time period resistance to intense laser and other kinds of radiation, thermomechanical action
(cyclic temperature changes) and other aerospace factors (including vacuum). It was accepted the
quick and cheapest way to evaluate the properties of optical structures is acceleration of testing
by forcing degradation processes. The accelerated testing was carried out in laboratory conditions
simulating the real space situation with use of the method of planning multifactor experiments and
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Figure 2: Two-magnetron sputtering system for deposition of thin film gradient structures. A — gas activator
(O2); Ar — sputtering gas; L — UV laser; M1, M2 — magnetron sputters; Mt1, Mt2 — optical parts for
monitoring the structures in situ; S — rotating the substrate; arrows indicate the direction of sputtered
atoms movement.

Figure 3: Photograph of specimens with gradient
thin film optical structures (disposed on the holder)
after thermocycling test.

Figure 4: The fiber optic device with the capsule
for fixing the tested specimen inside of the heating-
cooling chamber.

models describing the resource dependency on influencing factors.
Consider an example of testing results. The fabricated optical structures are resistant to laser

radiation with power density W > 109 W/cm2 for λ = 1.064 nm, τ = 10 ns and physical thickness
of thin film optical structures less than 2µm. When the thickness was up to 5µm, the structures
were resistant to the combined effect of space factors — the combination of thermal cycling (∆t◦ =
−60/ + 70◦C, 100 cycles) with UV exposure at power density W > 100W/cm2 for λ = 300 nm.

The quick test on thermomechanical stability of the gradient structures has been developed and
performed. To determine the time resource, 3500 cycles of heating and cooling with the coefficient
of load increasing Cin = were carried out. One cycle included heating up to +180◦C with 5 minutes
exposure and cooling down to −190◦C (by immersion into liquid nitrogen) with 1 minute exposure.
Therefore every cycle created two thermal stocks (− & +) for specimens. Thin film adhesion
measurements were carried out after every 500 cycles of heating/cooling by the method of “Scotch
tape”. Figure 3 shows the appearance of the specimens with thin film structures after 3500 exposure
cycles. The 7 years resource on thermomechanical stability of thin film gradient optical structures
fabricated with magnetron sputtering has been confirmed. It should be noted that the confirmed
resource meets world standards on reliability for optical devices. A number of the manufactured
gradient structures showed the resource of 10–15 years that is above the world average.

It was also necessary to test the stability of optical structures during continuously varying
operating conditions (in situ). For this, we developed a device with a separate specimen’s capsule
connected with optic fiber to a microspectrophotometer (Figure 4). The capsule is disposed in a
heating-cooling chamber (Figure 4) then the device provides measuring spectral characteristics in
situ. The tests were conducted with the developed nanogradient interference narrow-band filter
with hyperwide barrier zone. Their procedure, for the instance, was as follows: the specimen
was placed in the capsule. The microspectrophotometer was calibrated. At the beginning, the
transmission spectrum was measured at +20◦C. Then the capsule was cooled to temperature of
−30◦C, maintained 20 minutes for establishment of the temperature and the transmission spectrum
was determined. After this, the capsule was heated up to +45◦C, held-on for 20 minutes and the
spectrum was measured. Then the capsule was heated up to +70◦C, held-on for 20 minutes and
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the transmission spectrum was determined again.

nm

nm

Figure 5: Transmission characteristics of the nanogradient filter when exposed to heat and cold; the sample
temperature: 1 — +20◦C, 2 — −30◦C, 3 — +45◦C, 4 — +70◦C.

Figure 5 shows the measured in situ transmission spectra of a filter at the beginning (the left
curve) and during the test. It is seen that the shift ∆ of the developed nanogradient interference
narrow-band filter characteristics is small (∆ ≈ 0.3 nm) in the given temperature range that pro-
vides stable work of optical structures, manufactured by pulse magnetron sputtering, in aviation
and space photonic devices.

5. CONCLUSION

The gradient structures with different refraction index profiles (simple “one-periodical”, multi-
periodical, rugate-like, with apodization, etc.) with excellent properties, including gradient optical
metamaterials [5] for devices based on transformation optics, have been produced. As an example
of efficient applications of the developed and manufactured gradient optical structures one can point
out their success application in laser ranging and location devices (the increase of energy efficiency
by 30–40%). The experiments showed the gradient and nanogradient refraction index profiles
provide wide-band or narrow-band and wide-angle working spectral characteristics (antireflective
and others) in the visible and near IR field of the manufactured full-dielectric low-loss coatings and
their stability against high-power laser radiation, thermal, mechanical and space environmental
factors. The perspectives of mid-frequency pulse magnetron sputtering technology of thin film
dielectric gradient optical structures for space photonics are confirmed.
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Abstract— This paper introduces the prototype of a scanning system operating in the mi-
crowave range 0.5–4 GHz with strong potential for biomedical applications such as breast cancer
detection or to assess shape-discontinuity in bones. A fully automated scanner was designed to
reduce mechanical uncertainties and data acquisition time. Accurate positioning and synchro-
nization with data acquisition enables a rigorous proof-of-concept for the microwave imaging
procedure. The system can remotely control two printed antipodal Vivaldi antennas that scan a
phantom across a set of positions arranged in cylindrical coordinates. For antenna miniaturiza-
tion and improved coupling, the antennas and their interface and the phantom are immersed in a
coupling medium that presents electric properties similar to adipose tissue. The system performs
automatically both the antenna positioning and data acquisition and post-processing. In the
current version the reflection coefficients are measured by a Vector Network Analyzer (VNA).
But the integration of dedicated chipboard attached to each antenna to replace the VNA and
speed up data acquisition is on process. Without any difficult a priori antenna characterization,
the system is to detect, in the phantom, enclosed regions with distinctive dielectric contrast.

1. INTRODUCTION

Microwave medical imaging was presented as one as one of the most promising emerging imaging
modalities of the last two decades. Although the most targeted application has been breast cancer
imaging [1, 2], other biomedical diagnostic areas have also been proposed [3, 4]. Based fundamentally
on the dielectric contrast between tissues, microwave medical imaging offers a low-cost, non-ionising
and non-invasive method. From a practical perspective, the imaging process involves illuminating
the tissue of interest with a wideband radar pulse and recording the reflected (and sometimes
transmitted) signals from any dielectric boundaries present within the tissue. Several different
mechanisms for combining these signals to create an image have been proposed. These algorithms
can be divided into two broad categories: those that seek to identify the presence and location
of significant dielectric scatterers in the tissue; and those whose aim is to reconstruct the entire
dielectric profile of the tissue under examination.

Besides, the choice of the most suitable imaging procedure, a very important role is played by the
RF system and in particular by the antennas. Ultra-wideband (UWB) antennas have been largely
used for microwave medical imaging as they can offer a very large operating band, stable radiation
properties, and compact dimensions [5, 6]. In order to fully assess the achievable performance of a
near-field microwave detection system, the presence of the antenna must be taken into account.

In this paper, we present a preliminary prototype of 3-D microwave scanner for medical ap-
plications. After a brief description of its functional parts, results are shown for the following
scenarios: a metal scatterer in homogeneous background; skin-fat-muscle-bone phantom. Images
are reconstructed by using three different methods: an interferometric version of the Multiple Sig-
nal Classification (MUSIC) algorithm [7], non-coherent migration [8] which is a particular version
of beamforming, and the standard wideband MUSIC technique [9].

2. 3-D MICROWAVE SCANNER

The 3-D scanner here presented is meant to extend the investigation which was carried out in [7]
in a more controlled environment. The prototype is made of the following parts:

• Two printed antipodal Vivaldi antennas that can be manoeuvred to adjust their height and
distance from the phantom;

• A turntable that rotates the phantom with an accuracy of +/− 1◦;
• A tank that contains the measuring setup immersed in a coupling medium with permittivity

equal to 12;
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(a) (b) 

Figure 1: (a) Detail of the scanner; (b) Functioning blocks of the scanner.

• A VNA to measure the S-parameters at terminals of the antennas;
• An acquisition unit to synchronize the antenna/phantom positioning with the data acquisition;
• A data processing unit to generate reconstructed images from the measured datasets.

The system records S11 and S22 of the antennas sampled across 801 equally sparse points in the
frequency range 0.5–4 GHz.

The coupling medium was obtained with a mixture of a 50% kerosene-50% safflower oil solution
and de-ionised water in the proportion of 80% and 20%, respectively, as in [7].

Although the measurements carried out in this investigation are based on a set of cylindrical
positions of scanning position, the 3-D scanner can be adjusted for semi-spherical layouts as well.

3. RESULTS

The scanner was preliminary assessed for a very simple homogeneous scenario with the investigation
imaged area totally filled with the coupling medium and an 8-mm thick cylindrical metal bar used as
target. This test was performed in order to estimate the delocalization error due to the mismatch of
the equivalent permittivity used by the algorithm to generate the image from the actual permittivity
of the coupling medium. 10◦ rotations in 36 equally spaced measurements were taken at the same
antenna height corresponding to 10◦ sectors.

Configuration 2 (e)

Configuration 1 (a) (b) (c) 

(f) (g)

Figure 2: Image reconstructions in homogeneous scenario. (a), (e) I-MUSIC; (b), (f) non-coherent migration;
(c), (g) wideband MUSIC.

A delocalization error occurs in the range of 1 mm for the configuration 1 and 5.9 mm for the
configuration 2, respectively. Delocalization of the target in the reconstructed image is due to the
losses of the coupling medium that are not taken into account in the Green’s function of the imaging
algorithms [10].
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Finally a realistic phantom that mimics a cow’s leg was prepared by using a bovine metacarpal
bone section with muscle tissue attached and wrapped into pork fat and turkey skin for easier
workability. The phantom has an overall diameter of approximately 100 mm and the length of
250mm with the bone-section of an approximate diameter of 28mm. Three slices spaced 10 mm
were considered for the screening with 36 scans per each slice.

The dielectric properties of the corresponding human tissues in the phantom are listed in Table 1
at the centre frequency of 1.75 GHz [11–13].

Table 1: Dielectric properties of corresponding human tissues in phantom at 2.75 GHz.

Conductivity [S/m] Relative permittivity
Bone cortical 0.45429 11.207

Marrow 0.10877 5.2644
Muscle 1.9515 52.363

Fat 0.11809 5.2492
Skin 1.7802 42.442

Figure 3: Sketch of the phantom cross-section. 3-D reconstruction performed with Non-coherent migration.

4. CONCLUSIONS

The prototyped 3-D scanner here presented showed significant potential in microwave medical imag-
ing. An estimation of the delocalization error was achieved by using a metallic bar of diameter
equal to 8mm as a target in three different configurations. The measured reflection coefficients
were processed with three linear non-coherent methods: an interferometric version of the Multi-
ple Signal Classification (MUSIC) algorithm, non-coherent migration, and the standard wideband
MUSIC technique. Reconstructions showed a delocalization error which is equal to 1 mm for the
configuration 1 and 5.9 mm for the configuration 2, respectively.

From experimental results carried out on a multi-layer phantom including skin, fat, muscle and
bone, successful reconstruction were achieved of the bone section. The phantom was scanned across
three equally spaced slices to obtain a 3-D bone image reconstruction.
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Abstract— The purpose of this contribution is breast malignant tumor detection through the
confocal delay and sum reconstruction algorithm. The tumor signal is extracted from back-
ground and used for reconstruction. For higher accuracy the scattered signal from all four UWB
waveguide antennas, which are located around the breast, were used.

1. INTRODUCTION

Breast cancer is one of the major diseases among women. Unfortunately, over 2000 of affected
women die from breast cancer in the Czech Republic. The chances of survival for the patient are
dependent on disease stage when cancer is captured. Therefore, it is necessary to diagnose this
disease as soon as possible. Currently for breast cancer detection mammography is utilized. For this
examination ionizing X-Rays are used. X-Rays increases likelihood of the built up of cancer which
is a risk for healthy patients. It is therefore necessary to develop new methods for tumor detection.
To the most promising method developing in laboratories we can count microwave tomography and
confocal microwave imaging.

2. ANTENNA SYSTEM CONFIGURATION

For imaging purposes the UWB double-ridged horn antenna intended for medical imaging was
adopted from [1]. Total four antennas are placed equidistantly around a breast model (see Figure 1).
The whole antenna system is immersed in canola oil.

Figure 1: Used numerical model with breast with tumor and four UWB antennas.

3. NUMERICAL BREAST PHANTOM

A simple circular homogeneous breast phantom (100 mm in diameter) with a thin skin layer (2 mm
thick) was used. This used breast phantom is based on a phantom published in [2]. In this
phantom a spherical tumor of diameter 20 mm at various positions was inserted. The values of
relative permittivity and conductivity of fat, skin and malignant tumor tissue are listed in Table 1.

Table 1: Dielectric properties of tissues in numerical phantom (adopted from [3]).

Material Relative permittivity ε [-] Conductivity σ [S/m]

Fat 9 0.4

Skin 35.7 3.17

Tumor 50 4

Canola Oil 3 0.04
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4. IMAGE RECONSTRUCTION ALGORITHM

Time signals needed for reconstruction were obtained from numerical simulations in FDTD elec-
tromagnetic field simulator SEMCAD X Aletsch 14.8 [4]. The reconstruction algorithm for delay
and sum was implemented. The transmitting antenna sends a RF pulse through the breast model.
Transmitted signal is a Gaussian pulse of central frequency 4.5 GHz and bandwidth 8 GHz (see
Figure 2).

Figure 2: Transmitted Gaussian pulse with bandwidth 8GHz.

The place of the change in dielectric parameters of material (canola oil X skin X fat X tumor)
scatters the incident wave. The scattered wave can be received in all antennas which are placed
around the breast. The method consists of two phases. In the first phase a scan of scattered
field of breast without the tumor is performed. In the second phase (e.g., after 1 year in next
medical examination) second scan will be made. For all signals Hilbert transformation is applied
and prepared signals with/without tumor are subtracted from each other. Obtained differential
signals are reflections from changes, which occurred (e.g., from tumor). From the knowledge of the
average velocity wave propagation in the breast and from measured time difference between peak of
the transmitted signal (from transmitting antenna) and received signal peak. Then the distance of
the reflections from each antenna is found (assumed tumor position). The velocity of propagating
wave (v) is calculated according to the Equation (1).

v =
√

2√
ε · µ ·

1(√
1 +

(
σ

$·ε
)2

)
+ 1

(1)

where c is speed of light [m·s−1], ε is permittivity [F·m−1], µ is permeability [H·m−1], σ is conduc-
tivity [S·m−1] and ω is angular velocity [rad·s−1].

Position of the wave diffuser is on the circle with the center in the antenna power probe. The
power intensity for each position in the breast is the sum of power intensity from each receiving
antenna. For tumor localization the distance must be measured even from other antennas. Then
it is possible to calculate intersections of the circles defining the distance of the tumor from each
antenna. For high accuracy it is good to use all antennas as transmitters sequentially. In the case
of uncertain tumor position (in case that peak appears more than once in signal) we can rotate the
whole antenna system by 45 degrees and thus increases the localization accuracy. Used method
seems to be very promising for breast tumor detection. Its disadvantage is the need to dispose
signals from the breast at a time when the tumor did not occur.

5. RECONSTRUCTION RESULTS

We tested the algorithm for 20 mm diameter tumor that was inserted in the numerical breast
phantom. For better algorithm evaluation we investigate two different tumor positions. The first
tumor position is on the main axes in front of the antenna 1. For the second tumor position we
rotate the whole breast by 45 degrees. Thus we deflect tumor which now does not lie on one of
main axes passing center of antennas.
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5.1. First Position

In the Figure 3(a) is the tumor position in the breast (tumor center x = 30, y = 50) and Figure 3(b)
shows the reconstruction results. The black circle indicates the real tumor position in our numerical
model which is shown in the Figure 3(a). The highest signal intensity indicates the predicted tumor
position. The biggest intensity of received signal (reflection) is on the left side of the tumor. This
is caused because antenna 1 is nearest to the tumor and therefore has the strongest signal. Used
hemispherical numerical model has larger diameter, so we get small response from more distant
antennas (e.g., antenna 3). According to the reconstruction results it is possible to estimate the
position of the tumor relatively accurate. It is worse with the size and shape determination.

(a) (b)

Figure 3: (a) Numerical model with tumor and (b) reconstructed 2D cross section.

5.2. Second Position

In the Figure 4(a) the second tumor position is shown. The breast was turned by 45 degrees
against the position 1. The position of the tumor is x = 35 mm and y = 70 mm. Therefore the
tumor is not on any of major axis that passes through the center of waveguide antenna. Used
waveguide antennas have the highest intensity of electric field in the center of aperture. That’s
why the reflected signal has lower intensity and therefore is in the Figure 4(b) lower contrast. Even
though the tumor imposition outside the main axis can be also detect with relative high accuracy.
According to the Figure 4(b) it is clear that the tumor image is less contrast than in the position 1.

(a) (b)

Figure 4: (a) Numerical model with tumor and (b) reconstructed 2D cross section.
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6. CONCLUSION

In this contribution the delay and sum algorithm was implemented for tumor detection in simple
heterogeneous numerical breast phantom. The reconstructed tumor position was reconstructed from
the acquired time signals. For successful detection of tumor position it was necessary to obtain time
signals when the tumor was not present. In the case used for reconstruction only signals obtained
from transmitting antennas (which were also receivers) the reconstruction with multiple tumor
positions was obtained. Major improvements of reconstruction images brought signals obtained
from side antennas from transmitting antenna point of view. These signal intensities are normally
by about one order lower in magnitude. So it was necessary to normalize these signals and properly
sum them with other signals. In this contribution the tumor detection is discussed. We examine the
reconstruction algorithm by 2 tumor positions. The obtained results seem to be very promising.
Another important step for future work is finding the right way how to normalize the acquired
signal and how to compensate the attenuated signal.
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Abstract— The doubly-fed induction generator (DFIG) is a key constituent of energy conver-
sion plants. The control of a DFIG is a challenge, whenever the primary energy supply (e.g., the
wind velocity field) is characterised by intermittency. The mathematical model and control of
a DFIG rely on the Blondel-Park transformation, which is known to simplify the governing
equations. The distinctive feature of this contribution consists of showing how the Blondel-
Park transformation derives from a set of conditions to be met by a group. Such a group is
shown to exist and to continuously depend on one parameter. The uniqueness of its infinitesimal
generator is also shown. As an application, the well-known electric torque theorem is proved in a
simple way, which relies on a “product of matrices” formula. The latter, in turn, is a by-product
of the axiomatic deduction of the Blondel-Park transformation.

1. INTRODUCTION

The equations which describe the ideal doubly-fed induction generator (DFIG) have been studied
for more than a century. Interest in the electric machine equations has obviously been motivated
by the need to understand and improve the conversion from mechanical to electrical work as well
as controlling the plant. Control is needed to face uncertainty in the primary energy supply (e.g.,
intermittency of the wind velocity field in front of a wind turbine) as well as in the electric load.
In turn, the design of a control algorithm benefits from knowledge of the abstract properties of the
plant model equations. Said equations, and the related changes of variables, center on two matrices,
the rotor-to-stator mutual inductance matrix, Lsr[·], and the Blondel [1]-Park [2] transformation
matrix, K[·]. In the past, two pieces of work addressed the ideal DFIG from the points of view of
dynamical systems [3] and, to some extent, group theory [4]. The presentation herewith differs from
previous ones, because it aims at deriving the Blondel-Park transformation from first principles,
i.e., basic requirements which formalise some physical properties.

2. PROPERTIES REQUIRED OF A FRAME TRANSFORMATION

Without providing too many details, electric currents, magnetic flux linkages and voltages of an
induction machine form 3-vectors which are usually represented in the {abc} stator and rotor frames.
For example, the stator currents form a vector

~j{abc}s =

[
jas

jbs

jcs

]
∈ R3,

the components of which are functions of time t ∈ T. Similar notations and representations hold
for other electric quantities. In order to remove redundancy sitting in {abc} frames, another frame,
called {dq0}, is introduced, where only two components of a vector shall matter, the direct one, d,
and the quadrature component, q.

Def. 1. (The dq0 frame.) Let {dq0} denote a reference frame for electric quantities of axes d
and q, subject to the following specifications, d.1) to d.3).
d.1) Representations of any given electric variable with respect to the direct, a.k.a. d, axis and the
stator a axis (as) shall be given by the same function evaluated at arguments which differ by the
phase angle βs. Similarly, the difference in phase angles of variables pertaining to the rotor ar axis
shall be βr. The relation of the two angles to θr is

βs = βr + θr. (1)

d.2) The quadrature axis, a.k.a. q, shall be orthogonal to d in the L2([0, 2π]) sense: if ζd[·] and ζq[·]
are the d- and q-components of a (generally complex-valued) signal which depend on an angle, η,
then ∮

ζd[η]∗ζq[η]dη = 0, (2)
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where
∮ ≡ ∫ 2π

0 .
d.3) The third entry of a vector in the {dq0} frame shall represent a zero sequence, e.g.,

ja + jb + jc = 0, ∀t ∈ T. (3)

In abstract terms, the sought for relation between {abc} and {dq0} is formalised as follows.
Pbm. 1. (The {abc} to {dq0} transformation problem.) Find a transformation which maps

vectors (electric quantities) from the {abc}s and, respectively, the {abc}r frames to the {dq0}
frame, as specified by Def. 1 and

K.1) is invertible and linear,
K.2) conserves instantaneous electric power,
K.3) has the same functional form for both stator and rotor quantities,
K.4) depends at most on one real parameter (an “electric angle”) and is of class C1 at least with

respect to that parameter.
K.5) The parameter may be different for stator as compared to rotor quantities.
K.6) Transformed flux linkages are magnetically decoupled. (Diagonalisation.)

3. THE TRANSFORMATION GROUP

There is a solution to Pbm. 1 and the solution procedure is constructive.
Thm. 1. (Existence and representation of the one parameter group.)

T1.1) (representation) The sought for transformations form one-parameter groups of operators

K[η] = K0 · eηF. (4)

T1.2) (left multipliers) Possible K0’s (≡ K[0]) are [only two are shown for reasons of space]

K(a)
0 =

√
2
3




1 −1
2 −1

2

0
√

3
2 −

√
3

2
1√
2

1√
2

1√
2


 , K(b)

0 =

√
2
3




1 −1
2 −1

2

0 −
√

3
2

√
3

2
− 1√

2
− 1√

2
− 1√

2


 . (5)

T1.3) (infinitesimal generator) The matrix F in Eq. (4) is unique and reads

F =
1√
3

[ 0 1 −1
−1 0 1
1 −1 0

]
. (6)

Rem. The algebra of F is of independent interest: the left zero divisors of F and recurrent
formulas for its powers are also derived, which have not been provided before.

Rem. Eventually, Thm. 1 leads to a streamlined proof of the electric torque theorem. In fact,
this is made possible by a formula for the product of the Blondel-Park transformation matrices
(Eq. (4)) with the θr derivative of the mutual inductance matrix: K[θ] · (∂Lsr

∂θr
)[θr] ·K[β]−1 = 3

2A3.
No details can be worked out herewith for reasons of space.

4. CONCLUSION

The above results support the relevance of group theory in the modeling of electric machines and
of DGIGs in particular. The axiomatic deduction, from Pbm. 1 to Thm. 1, of the Blondel-
Park transformation stated as existence of a one-parameter, continuous and differentiable group
of transformations does not seem to have been addressed before and is the distinctive feature of
this contribution.
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