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Abstract— Some researchers carried out the microwave detecting experiment of loaded rock,
and found the microwave radiation changing significantly when the rock fractured, which indicates
that the passive microwave is possible to detect the phenomenon of rock fracture and failure,
including earthquakes. But it is unclear by now about the patterns and rules of microwave
radiation variation in rock fractures, and the theoretical foundation is also unclear. In this paper
we first analyze the microwave radiation characteristics and the influence factors of fractured
rock based on the microwave radiation theory of layered medium, and the microwave radiation
feature is compared with that of intact rock. Then the theoretical analysis results are verified by
a series of passive microwave detecting experiment of fractured rocks.

1. INTRODUCTION

Rock fracture and failure is a common phenomenon in nature, many geological disasters including
earthquake, landslide, collapse, ground subsidence, slope instability, rock burst, mine earthquake
etc. are related to rock fracture and failure. Since the beginning of this century, many strong
earthquakes have happened in the world, which caused serious disasters to mankind. In order to
explore the abnormal phenomenon before earthquakes, many people analyzed the thermal infrared
radiation variation before the earthquake based on the satellite remote sensing data and found
some thermal infrared anomalies appearing before violent earthquakes [1–4]. But it is difficult to
recognize the anomaly in cloudy conditions due to inability of infrared radiation to pass through
clouds and arrive to the satellite. By contrastmicrowave is not only able to pass through clouds
even small rain, but also pass through some-depth soil. Therefore microwave can availably explore
the anomaly from the thermal and geology structure change due to earthquake action.

In order to validate the correctness of the above thought some microwave radiation observing
experiment were carried out in rock loading process, and found that microwave radiation energy of
rock significantly changed with the change of rock stress state, and most rock appeared abnormal
precursory with sharp increase or decrease before failure of rock, further research also found that
the radar wave reflection strength of rock changed with the change of pressure [5, 6]. In 2006,
Maki et al. [7] found that rocks appeared microwave signal variation at 300 MHz, 2 GHz, 22 GHz
when the rock failure in uniaxial compression loading. Based on the experimental results Takashi
et al. [8] presented a data-restructuring algorithm and applied it to analyze the AMSR-E data for
the earthquake of Wenchuan earthquake on May 12, 2008, and found definitive microwave signals
around the epicenter one day after the main shock. In order to eliminate the stable influence of
geography, terrain, cover sphere and seasons, as well as the random influence of weather Liu et al. [9]
presented a two-step method to extract the seismic microwave radiation anomaly related with
earthquake. Furthermore the two-step method was applied to analyze the anomaly of Wenchuan
earthquake based on the data of AMSR-E. The result showed positive radiation anomaly appearing
around the epicenter before and after the earthquake.

But it is unclear by now about the patterns and rules of microwave radiation variation in rock
fracturing process. In this paper we firstly analyze the microwave radiation characteristics and the
influence factors of fractured rock based on the microwave radiation theory of layered medium, and
the microwave radiation feature is compared with that of intact rock. Then the theoretical analysis
results are verified by a series of passive microwave detecting experiment of fractured rocks.

2. THEORETICAL ANALYSIS ON MICROWAVE RADIATION OF FRACTURED ROCK

Compared with the intact rock, fractured rock exist the non continuous surface in its internal, so
the fractured rock has a layered structure. Therefore we can use the microwave radiation theory of
layered medium to analyze the microwave radiation characteristics of fractured rock.

In order to understand easily the microwave radiation of layered rock we first calculate the
microwave radiation of intact rock.
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2.1. Microwave Radiation of Intact Rock
Because the intact rock is equivalent to the monolayer rock, the microwave radiation received by
the radiometer is composed of three parts, as shown in Fig. 1. The first part is the radiation of
rock itself, expressed by TS . The second part is the radiation of back environment, expressed by
Te2. The third part is the reflection of rock on the front environment radiation, expressed by Te1.
2.1.1. The Calculation of TS

In Fig. 1, Ts is the any thin layer of rock, its contribution to the radiometer is composed of two
parts: one part is the upward radiation Ts1, it upward radiates to the above interface of rock with
the angle θ2, then transmits to the radiometer with the angle θ1 or is reflected repeatedly by the
two interface and transmits to the radiometer at last, as shown by the red line of Fig. 1. The other
part is the downward radiation Ts1. It downward radiate to the lower interface with the angle θ2,
then is reflected by the lower interface and finally transmit to the radiometer with the angle θ1, as
shown by the black line of Fig. 1. According to the microwave radiation theory of layered medium,
we can get following formulas,

Ts1 = TA · (1− Γ1) + TA · (1− Γ1) · Γ1 · Γ2

L2
+ TA · (1− Γ1) ·

(
Γ1 · Γ2

L2

)2

+ . . .
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(
1− Γ1 · Γ2/L2

)
(1)
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L
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L
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L
·
(

Γ1 · Γ2

L2

)2

+ . . .

= TA · (1− Γ1) · Γ2/
[
L · (1− Γ1 · Γ2/L2

)]
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Γ1 is the reflectivity of the above interface, Γ2 is the reflectivity of the lower interface, TA is the
total radiation energy from the rock to the above interface, expressed by following formula:

TA =
∫ d

0
dTA(θ2, ξ) = T2 ·

(
1− 1

L

)
L = exp (ke · d · sec(θ2)) (3)

T2 is the thermodynamic temperature of the rock, ke is the extinction coefficient of the rock, d is
the thickness of the rock.
2.1.2. The Calculation of Te2

Te2 in Fig. 1 is the radiation of the back environment of rock, which can be considered as a semi-
infinite medium, and only exist upward radiation, as shown by the green line of the Fig. 1. It
firstly transmits into the rock, then is reflected repeatedly by two interface, finally transmit to the
radiometer. According to the microwave radiation theory of layered medium we can get following
formula,

Te2 = T3 · Γe · (1− Γ2) · (1− Γ1)
L

+ T3 · Γe · (1−Γ2) · (1−Γ1)
L

· Γ1 · Γ2

L2
+T3 · Γe · (1−Γ2) · (1−Γ1)

L

·
(

Γ1 · Γ2

L2

)2

+ . . . = T3 · Γe · (1− Γ1) · (1− Γ2)/
[
L · (1− Γ1 · Γ2/L2

)]
(4)

T3 is the thermodynamic temperature of back environment. Γe is the emissivity of back environ-
ment.
2.1.3. The Calculation of Te1

In Fig. 1 Te1 expresses the radiation contribution of front environment. It includes two parts: one
part is the reflection of rock surface to the radiometer, and the other part firstly transmits into
the rock then is reflected by the lower interface to above interface, and finally transmits to the
radiometer.

In order to calculate Te1, we first calculate the summary of Ts1, Ts2 and Te2,

T ′int = Ts1 + Ts2 + Te2 (5)

Then the effective reflectivity Γeff of rock and back environment is obtained,

Γeff = 1− T ′int/T2 (6)
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Figure 1: Schematic diagram of microwave radiation of intact
rock.

Figure 2: Microwave radiation of two-
layer rock.

Therefore, Te1 can be calculated by the following formula,

Te1 = Tf · Γeff (7)

Tf is the microwave brightness temperature of front environment. Thus the microwave radiation
of intact rock is obtained,

Tlay1 = Ts1 + Ts2 + Te2 + Te1 (8)
2.2. Microwave Radiation of Two-layer Rock
When the rock is composed of two layers of medium, the microwave radiation received by the
radiometer consists of four parts, as shown in Fig. 2. The first part is the radiation from the first
layer of rock; the second part is the radiation form the second layers of rock; the third part is the
radiation from the back environment; the fourth part is the reflection of front environment.
2.2.1. Brightness Temperature Contribution of the First Layer of Rock
The brightness temperature contribution of the first layer of rock includes TAU1, TAD1 and TA12,
as shown in Fig. 3(a). They are calculated by the following formulas:

TAU1 = TA1 · (1− Γ1)/(1− Γ1 · Γ2/L2
1) (9)
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Therefore, the radiation B1 of the firstlayer rock is

B1 = TAU1 + TAD1 + TA12 (14)

2.2.2. Brightness Temperature Contribution of the Second Layer of Rock
The calculation of the brightness temperature contribution of the second layer of rock is divided
into two steps, as shown in Fig. 3(b). The first step is to calculate the radiation of second layer of
rock to the bottom surface of the first layer of rock, which is consists of the upward radiation TAU2

and the downward radiation TAD2,

TAU2 = TA2 · (1− Γ2)/(1− Γ2 · Γ3/L2
2) TAD2 = TA2 · (1− Γ2) · Γ3/

[
L2 ·

(
1− Γ2 · Γ3/L2

2

)]
(15)

So the radiation T ′A2 of second-layer rock to the bottom surface of the first-layer rock is

T ′A2 = TAU2 + TAD2 (16)

The second step is to calculate the attenuation and reflection of the radiation T ′A2 when it passes
into the first-layer rock, thus B2 can be obtained,

B2 = T ′A2 · (1− Γ2) · (1− Γ1)/[L1 · (1− Γ1 · Γ2/L2
1)] (17)
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2.2.3. Brightness Temperature Contribution of the Back Environment
The calculation of the brightness temperature contribution of the back environment can divided
into two steps, as shown in Fig. 3(c). The first step is to calculate the radiation attenuation when
it passes into the second-layer rock, the second step is to calculate the radiation attenuation when
it passes into the first-layer rock.

T ′e2 = Te2 ·(1−Γ3) ·(1−Γ2)/[L2 ·(1−Γ2 ·Γ3/L2
2)]; Be2 = Te2 ·(1−Γ2) ·(1−Γ1)/[L1 ·(1−Γ1 ·Γ2/L2

1)]
(18)

(a) Microwave radiation of the first layer rock (b) Microwave radiation of second layer rock

(c) Microwave radiation of back environment (d) Microwave radiation of front environment

Figure 3: Microwave radiation composition of two-layer rock.

2.2.4. Brightness Temperature Contribution of the Front Environment
In order to simplify the process, we can calculate the effective reflectance of rock,

Γeff = 1− (B1 + B2 + Be2)/T2 (19)

So the brightness temperature contribution Be1 can be obtained,

Be1 = Te1 · Γeff (20)

Through the above analysis, the total radiation contribution of the two-layer rock to the ra-
diometer is expressed by the following formula:

Tlay2 = B1 + B2 + Be1 + Be2 = B1 + B2 + Te1 ·
(

1− B1 + B2 + Be2

T2

)
+ Be2 (21)

3. EXPERIMENTAL VERIFICATION OF THE THEORETICAL MODEL

3.1. Microwave Radiation Comparison of Layered Rock and Intact Rock
Assuming the observation is taken under the condition of horizontal polarization and cold sky
background. The observation angle is 40◦. The thickness of intact rock is 10 cm. The total
thickness of two-layer rock is also 10 cm, and the thickness of first layer is 3 cm, the thickness of
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second layer is 7 cm. According to the above theory model, the brightness temperature of intact
rock can be calculated to be 278K, but the brightness temperature of two-layer rock is only 262.8 K,
which is lower than the intact rock.

Figure 4 shows the microwave observation result of intact rock and fractured rock by a C-
band radiometer under cold sky background and horizontal polarization. The rock type and the
thickness of intact rock and fractured rock are the same. Fig. 4 shows that the microwave bright-
ness temperature of intact rock is higher than the fractured rock at any observation angles, and
the difference between them is 4–8K, which indicates that when rock is fractured the microwave
brightness temperature will decreases.
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Figure 4: C-band microwave observation of intact rock and fractured rock under cold sky background and
horizontal polarization.

3.2. Effect of the Front Environment on the Microwave Observation
Assuming the microwave observation is taken at horizontal polarization, the observation angle is
50◦, and the observation frequency 18.7 GHz. The thickness of an intact rock is 15 cm, and the total
thickness of a two-layer of rock is also 15 cm. The other observation conditions and parameters are
shown in Table 1. Table 2 shows the theoretical calculation results at different front environment.

It can be found from Table 2 that the brightness temperature both intact rock and layered rock
increase with the increase of the temperature of the front environment. When the observation
is taken in an indoor environment the brightness temperature difference between intact rock and
layered rock is very little, only 0.06 K. But when the observation is taken in cold sky background
the brightness temperature difference is larger, up to 8.9 K, which indicates the rock fracturing
phenomena is easy to be detected. So the microwave observation of the rock fracturing phenomena
should be chosen in outdoor and cold sky background.

Table 1: Experimental condition and parameters of microwave observation.

Temperature

of rock

Temperature of

back

environment

Real part

of electric

constant

Imaginary part

of electric

constant

Relative

permeability

Magnetic

susceptibility

Thickness

of the first

layer

Thickness

of second

layer

300K 300 K 2 0.07 1 0.0001 5 cm 10 cm

To verify the influence of the front environment on the microwave radiation, we carried out
the microwave observation test respectively in indoor and outdoor environment for intact and
fractured rock. The result is shown in Table 3. Table 3 shows the difference of observation in
different conditions. The microwave brightness temperature difference between intact and fractured
rock is very small in indoor environment, less than 3 K. In contrast, in the cold sky background
the difference is up to 10.61K (C-band, sandstone). The experimental result is similar to the
theoretical calculation results, which indicates that the front environment has an important impact
on the microwave observation.
3.3. Effect of the Observation Angles on the Microwave Radiation
Assuming the microwave observation is taken at horizontal polarization and cold sky background.
The thicknesses of the first layer and second layer of rock are respectively 1.5 cm and 2.5 cm.
We analyze the effect of observation angles on the microwave observation. Fig. 5(a) shows the
theoretical simulation result. From the diagram we can see the brightness temperature of layered
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Table 2: Effect of the front environment on the microwave radiation received by the radiometer.

Temperature of front
environment/K

Brightness
temperature for
intact rock/K

Brightness
temperature for
layered rock/K

Brightness temperature
difference between intact

rock and Stratified rock/K
298K (Indoor) 299.82 299.76 0.06
78K (Liquid

nitrogen background)
280.19 273.38 6.81

10K (Cold sky background) 274.12 265.22 8.9

Table 3: Microwave brightness temperature contrast for intact and fractured rock at vertical observation
and in different environment.

Waveband Rock type
Cold sky background Indoor environment

Fractured rock Intact rock Fractured rock Intact rock

band C
Granite 264.23 281.31 292.22 292.97

Sandstone 262.1 272.72 286.16 287.09

Band K
Granite 277.7 287.52 297.15 300.14

Sandstone 268.88 276.7 292.66 293.87

rock decrease with the increase of the observation angle. Fig. 5(b) and Fig. 5(c) are the experimental
observation result of Kband radiometer at horizontal polarization, which is the similar to the
theoretical simulation results.
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(a) Theoretical simulation result (b) Experimental scene (c) Experimental result

Figure 5: Effect of the observation angles on the microwave radiation.

Assuming the observation is taken at horizontal polarization and frequency 18.7 GHz, the other
observation conditions and parameters are shown in the Table 1. Table 4 show the observation result
of intact and layered rock under different observation angles. It can be found that the brightness
temperature difference of intact rock and layered rock increases gradually with the increase of
the observation angles. When the observation angle increases from 35◦ to 60◦, the brightness
temperature difference of the intact rock and layered rock increases from 6.14K to 11.73K, which
indicates that microwave detection on rock fracture phenomenon should choose large observation
angle. In practice the observation angle of satellite microwave remote sensing is mostly 55◦, which
is larger and suitable to detect the crystal rock fracture phenomenon, such as the earthquake.

3.4. Effects of Observation Frequency on Microwave Radiation
Assuming the observation at horizontal polarization and the cold sky background with temperature
10K, the observation angle is 40◦ and the other observation conditions and parameters are same
as Table 1. Table 5 is the theoretical simulation result of brightness temperature of intact rock and
layered rock at different frequencies.

It can be found from Table 5 that the brightness temperature difference of intact rock and
layered rock decreases with the increase of frequency. When the frequency increases from 6.6 GHz
(band C) to 31.68GHz (band Ka) the brightness temperature difference of intact rock and layered
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Table 4: The microwave observation result of intact and layered rock at different observation angles.

Observation
angles/◦

Brightness temperature
of intact rock/K

Brightness temperature
of layered rock/K

Difference of Brightness
temperature between

intact and layered rock/K
35 285.34 279.20 6.14
40 282.69 275.82 6.87
45 279.08 271.30 7.78
50 274.12 265.22 8.9
55 267.22 257.00 10.22
60 257.54 245.81 11.73

Table 5: Theoretical simulation result of brightness temperature of rocks at different observation frequencies.

Frequencies/GHz
Brightness temperature

of intact rock/K
Brightness temperature of

layered rock/K

Brightness temperature
difference of intact

rock and layered rock/K
6.6 281.19 263.83 17.36
13.9 282.59 272.77 9.82
18.7 282.69 275.82 6.87
31.68 282.71 279.92 2.79

rock decreases from 17.36K to 2.79 K. The experimental results indicated that the low-frequency
radiometer is easier to detect the fracture phenomenon of crust rock.

4. CONCLUSION

In this paper, the microwave radiation characteristics and the influence factors of fractured rock is
analyzed based on the microwave radiation theory of layered medium, and the microwave radiation
feature of fractured rock is compared with that of intact rock. Then some theoretical analysis results
are verified by the passive microwave detecting experiment. The main results are: (1) the microwave
brightness temperature of layered rock is smaller than that of intact rock under same conditions;
(2) the environmental radiation have an important influence to brightness temperature of layered
rock, and the brightness temperature increase with the increase of environmental temperature in
the front of rock; (3) the brightness temperature of layered rock decrease with the increase of the
observing angle; (4) the brightness temperature of layered rock increase with the increase of the
microwave frequency.

The experiment results indicated that it is possible to use the microwave remote sensing to
monitor the fracturing of rock masses, including earthquakes.
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Surface Scattering Characteristics and Snow Accumulating-melting
Behaviors from GNSS Reflectometry

Shuanggen Jin and Nasser Najibi
Shanghai Astronomical Observatory, Chinese Academy of Sciences, Shanghai 200030, China

Abstract— GNSS-R (Global Navigation Satellite System-Reflectometry) can remotely sense
Earth’s surface characteristics and retrieve geophysical parameters, e.g., snow depth and soil
moisture. However the surface reflectivity interaction and scattering characteristics from GNSS
signals are not clear. In this paper, we model the scattering properties and investigate the
surface’s reflectivity characteristics interacting with GPS L1 and L2 signals in order to retrieve
multipath signals and precisely infer surface characteristics. Furthermore, the effects of snow
accumulating and melting together with bare soil and fixed snow depth are studied by GNSS-R.
A case study from GPS observations at BAKE site is also presented as well as discussed.

1. INTRODUCTION

The Earth’s surface is very complex, particularly the cryosphere, including the frozen hydro-
sphere (sea ice and river ice) and snowy products (snow-covered surface, permafrost and icy frozen
ground) [5]. These areas are normally located far from human inhabitations with very severe cli-
matic conditions, which are difficultly measured their variations using traditional techniques [4].
Moreover, cryospheric variations significantly affect the energy and mass balance exchange between
the Earth’s surface and the atmosphere [9] as well as environment changes. For example, the melt-
ing ice sheets result in the sea level rise, which may unfortunately affect human living conditions
and environment. Therefore, it is very necessary to monitor snow changes and investigate the
physical processes of snowy surfaces by using possible remote sensing techniques.

Recently, Global Navigation Satellite System (GNSS) reflected signals can be used to remotely
sense the Earth’s surface [2, 5], such as soil moisture [7] and snow depth [1, 8]. To retrieve the surface
properties from ground GNSS-reflected signals, the physical surface reflectivity of the scattered and
reflected signals should be taken into account. Furthermore, the chemical surface characteristic for
different reflectance polarizations and different grazing angles in interacting with the GNSS signals
should be known. However, most past works were focusing on the capabilities and methods of
geophysical parameters retrieval (e.g., soil and snow density models), while the interaction of GNSS
reflected signals with the surface is not clear. In this paper, the Surface scattering characteristics
and effects of snow accumulation and snow melting as well as bare soil and stable snow surface
on GPS reflected signals are modeled and investigated using the multipath from free geometrical
linear combinations of GPS observations in Northern Canada.

2. THEORY AND METHODOLOGY

Two types of polarized signals from GPS satellite and surfaces are acquired by ground GPS receiver:
Right-Hand Circular Polarization (RHCP) and Left-Hand Circular Polarization (LHCP) (Fig. 1).
The reflected surface’s signals are not only LHCP, but in fact is a combination of RHCP and LHCP
signals. Generally, the incident RHCP with the angles of less than the Brewster angle produces
mainly a RHCP reflected wave, while the incident RHCP for the angles with greater than the
Brewster angle produces a LHCP reflected wave. At the Brewster angle, the reflected signal is
linearly polarized.

In order to remotely sense the snow surface characteristics using ground GPS receiver’s obser-
vations, the physical geometry of GPS reflected signals and the characteristics of surface reflected
signals are analyzed. The reflected signals from the ground GPS receiver are carried by a time delay
when they arrive at the GPS receiver antenna, which will result in a phase shift on the received GPS
signals by the antenna. The phase change δΦ of received signal from the reflected surface is related
to the attenuation factor that depends on the reflected surface and the height of GPS antenna as
well as the reflected surface characteristics [8]. There are several methods to get reflected signals
of GPS observations (code pseudorange, carrier phase and Doppler). Here using the ionospheric
free geometrical linear combination is more practical due to eliminating the most effects of the
ionosphere on the GPS signals. The GPS ionospheric free geometrical linear combination of carrier
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Figure 1: Surface reflectance process in GPS L1 and L2 signals for Right-Hand Circular Polarization (RHCP)
and Left-Hand Circular Polarization (LHCP) components and the Brewster angle.

phase signals is expressed as [6]:

GPS-L4 = ΦIF = − f2
1

f2
1 − f2

2

× Φ1 +
f2
2

f2
1 − f2

2

× Φ2 (1)

where ΦIF is ionosphere free linear combination (GPS-L4), f1 and f2 denote the GPS frequencies
(f1 = 1575.42 MHz, f2 = 1227.60MHz), and Φ1 and Φ2 are the GPS dual-frequency carrier phase
signals. Although the geometric information has been cancelled out by taking the difference, ΦIF

is geometry-free as well. The variability of reflected phase shift with respect to GPS antenna height
variations (H) depends mostly on GPS satellite elevation angle (ε) and H contributes significantly
to the physical reflectivity of ground GPS receiver environments The variability of GPS-L4 reflects
these changes. In the following section, forward modeling of GPS reflected signals and GPS-L4 as
well as their changes from real GPS observations for different snow depth changes scenarios will be
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Figure 2: GPS-L4 values for snow surface (H = 0.25m), snow depth changes (H = 0.75m) and stable snow
on the ground (H = 1.25m) with satellite elevation angles (ε) (GPS antenna length is assumed to be 1.5 m).
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discussed in details.

3. RESULTS AND DISCUSSIONS

The effects of snow accumulation and melting and also fixed Earth surface (bare soil and stable snow
surface) on GPS reflected signals are presented in the following. In general, the snow accumulation
and snow melting are causing changes of the GPS antenna height with increasing or decreasing.
The GPS antenna length is a constant and therefore depends on the existed physical environment
around ground GPS receiver.

3.1. Variability of GPS-L4 Values Caused by Snow Depth Changes
The GPS-L4 values in different satellite elevation angles for snow depth variations (e.g., H =
0.75m), stable snow on the ground and etc. are modeled as Fig. 2. It is clearly seen that the
frequency of GPS-L4 values is increasing while the physical conditions around the GPS receiver
is changing through the increase in the GPS antenna height. The amplitude of GPS-L4 value is
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Figure 3: Variability of snow depth (SD) and GPS-L4 values for snow accumulation season (October, Novem-
ber and December) and snow melting season (April, May and June) and stable snow on the ground (January)
and stable bare soil (July) at BAKE site in (a) 2010 and (b) 2011.
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stable approximately, but is very sensitive to the caused changes on initial situation around GPS
receiver. Furthermore, the GPS-L4’s amplitude in each case is greater for those higher satellite
elevation angles than low ones.

3.2. Changes of Snow States from GPS Observations
The average daily GPS-L4 values based on Eq. (1) for all possible GPS L1 and L2 carrier phase
observables are computed for years of 2010 and 2011 at BAKE site in Northern Canada. The
daily snow depth (SD) values are from the meteorological center at co-located BAKE GPS station.
Fig. 3 shows the variability of SD and GPS-L4 for snow accumulation season (October, November
and December) and snow melting season (April, May and June) and fixed snow on the ground
(January) and bare soil (July) at BAKE site in 2010 and 2011. The GPS-L4 values as GPS
reflected signals from ground GPS receiver show the changes in the GPS antenna height, reflecting
the snow accumulating and melting.

4. CONCLUSIONS

The effects of physical reflectivity variability on the ground GPS reflected signals under conditions
of snow accumulation and melting as well as bare soil and stable snow are presented and discussed,
including the changes in reflected GPS signal phase shift and its variability as well as GPS-L4 values.
The modeled snow depth changes are showing the capability of GPS reflected signals to sense the
physical variations around the ground GPS receivers. The effect of simulated snow accumulation
and snow melting scenarios on the reflected GPS signal phase shift is stable with similar pattern.
GPS multipath by L4 reflects the physical situations around the ground GPS receiver and therefore
the snow depth changes around the GPS receiver will cause changes of GPS-L4 values. Daily GPS-
L4 observations are studied and validated at BAKE GPS station in Northern Canada for snow
accumulation months (October, November, December) and snow melting months (March/April,
May, June) in 2010 and 2012. The results show that the difference between snow accumulation
and melting time series is constant approximately and depends on the caused changes into physical
conditions around GPS receiver, while there is a difference in the amplitude of the accumulating
and melting. This study presents the effects of snow depth changes on the GPS reflected signals.
However, other more factors should be taken into account related to the surface characteristics
polarization. Therefore, it needs to further study with considering varied types of snow for more
cases in the future.
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Abstract— In this paper, we propose a novel algorithm for SAR ground moving target imaging
(SAR/GMTI) and motion parameters estimation (MPE) in consideration of Doppler ambiguity.
This algorithm involves the keystone transform (KT) and the modified second-order keystone
transform (MSKT), Radon transform (RT) and Fractional Fourier transform (FrFT). With this
algorithm, the fast moving targets can be focused well and the motion parameters can be es-
timated accurately even in situation of Doppler ambiguity. The effectiveness of the proposed
algorithm is demonstrated by processing the simulated airborne SAR data.

1. INTRODUCTION

Synthetic aperture radar ground moving target imaging (SAR/GMTI) is widely used in both civil-
ian and military applications. There are various algorithms proposed for dealing with moving
targets [1–3]. The keystone transform (KT) [1] and the second-order KT (SKT) [3] can be used to
correct the RCM of moving targets without any prior knowledge required about their motion pa-
rameters. However, both KT and SKT suffer from the Doppler ambiguity problem. In real-world
situations, Doppler ambiguity usually occurs for SAR imaging of fast moving target due to the
limited PRF. In this paper, we propose an algorithm based on KT and Modified SKT (MSKT) for
SAR/GMTI and MPE in Doppler ambiguity situation. This algorithm involves Radon transform
(RT) [4] and Fractional Fourier transform (FrFT) [2] besides KT and MSKT. With this algorithm,
the fast moving targets can be focused well and the motion parameters can be estimated accurately.
The effectiveness of the proposed algorithm is demonstrated by processing the simulated airborne
SAR data.

The remainder of the paper is organized as follows. In Section 2, we introduce the imaging
model of an airborne SAR observing moving target and deduce the signal expression after range
compression. In Section 3, we describe the proposed algorithm for moving target imaging and MPE.
In Section 4, the simulated data is processed to show the effectiveness of the proposed algorithm.
Finally, conclusion is drawn in Section 5.

2. THE IMAGING MODEL AND SPECTRUM ANALYSIS

The geometry of a broadside SAR observing a moving target is shown in Fig. 1. We use the LFM
signal as the transmitted signal, so the baseband echo can be expressed as [5]:

s (τ, η) = σrect
[
τ − 2R (η)/c

Tp

]
rect

(
η

Ta

)
exp

{
−j

4πfc

c
R (η)− jπK

(
τ − 2R (η)

c

)2
}

(1)

where R (η) denotes the instantaneous slant range between radar and target, A denotes an arbitrary
complex constant, τ and η represent range-time and azimuth-time, respectively. Tp, fc and K
represent the time duration, carrier frequency and slope of the transmitted LFM signal, respectively.
Ta denotes the target exposure time in azimuth.

According to Fig. 1, R (η) can be expressed as follows:

R (η) =
√

(y0 + vyη)2 + (V − vx)2 η2 + H2
0 ≈ R0 + αη + βη2 + χη3

and

{
R0 =

√
y2
0 + H2

0 , α = vy sinϑ

β = (V−vx)2+v2
y cos2 ϑ

2R0
, χ = −vy sin ϑ·[(V−vx)2+v2

y cos2 ϑ]
2R2

0

(2)

where, V and H0 denote the velocity and height of the radar platform, vx and vy denote the along-
track velocity and across-track velocity of the target, respectively, y0 denotes the ground range of
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the moving target perpendicular to projection of the flight track, ϑ denotes the incident angle of
SAR antenna, and sinϑ = y0/R0.

yv η

xv η
Moving Target

Fligh
t Path

Range

0
H

Vη

( )R η

0
R Azim

uth

0
y

Figure 1: The geometry of SAR observing a moving target.

Suppose µ = fτ/fc (µ ¿ 1, since fτ ¿ fc is valid for general SAR), the output of range matched
filtering in (fτ , η) domain is expressed as:

S (fτ , η) = G (fτ , η)exp
{
−j

4πfc

c
(1 + µ) αη

}
exp

{
−j

4πfc

c
(1 + µ) βη2

}
exp

{
−j

4πfc

c
(1 + µ) χη3

}

(3)
where G (fτ , η) = σrect

(
fτ

KTp

)
rect

(
η
Ta

)
exp

{
−j 4πfc

c (1 + µ) R0

}
.

Suppose α = α0 +nαprf , α0 corresponds to the ambiguous Doppler centroid, n denotes the PRF
fold factor and αprf = cPRF/(2fc), then the second term in (3) can be expressed as following:

exp
{
−j

4πfc

c
(1 + µ) αη

}
= exp

{
−j

4πfc

c
(1 + µ) α0η

}
exp

{
−j

4πfc

c
µn · αprfη

}
(4)

In (4) we omit the phase term exp
{
−j 4πfc

c nαprfη
}

= exp {−j2πnPRFη} = 1.

3. THE PROPOSED ALGORITHM

In this section, we will present the proposed algorithm for moving target imaging and MPE. We
first conduct KT on (3) to correct the range walk induced by the ambiguous Doppler centroid. KT
is substituting the azimuth-time η with the expression η =

(
fc

fc+fτ

)
ξ = 1

1+µξ [1]. After KT, the
signal in (3) is changed to:

S1 (fτ , ξ) = G (fτ , ξ) exp
{
−j

4πfc

c
α0ξ

}
exp

{
−j

4πfc

c

µ

1 + µ
n · αprfξ

}

exp
{
−j

4πfc

c

β

1 + µ
ξ2

}
exp

{
−j

4πfc

c

χ

(1 + µ)2
ξ3

}
(5)

Next, we will use (6) in the following to correct the range walk induced by the integer PRF
ambiguity, and estimate n as done in [6], we will not repeat here.

H1 (fτ , ξ) = exp
(

j
4πfc

c

µ

1 + µ
n · αprfξ

)
= exp

(
j2π

fτ

fc + fτ
n · PRFξ

)
(6)
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By multiplying (5) with (6), the signal is expressed as following:

S2 (fτ , ξ) = G (fτ , ξ) exp
{
−j

4πfc

c
α0ξ

}
exp

{
−j

4πfc

c

β

1 + µ
ξ2

}
exp
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(1 + µ)2
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}
(7)

In the following, let us conduct MSKT on (7) for range curvature correction, which is substituting

ξ with the expression ξ =
√

1 + µς =
√

1 + fτ

fc
ς =

√
fc+fτ

fc
ς. After applying the MSKT, the signal

becomes as,

S3 (fτ , ς) = G (fτ , ς) exp
{
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4π
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fc +

fτ

2

)
α0ς
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exp

{
−j

4πfc

c
βς2

}
exp

{
−j

4π

c

(
fc − fτ

2

)
χς3

}

(8)
where the approximations

√
1 + µ ≈ 1 + µ/2 and 1

/√
1 + µ ≈ 1− µ/2 are applied.

After transforming (8) to (τ, ς) domain through range IFFT, the signal can be expressed as
following:

s3 (τ, ς) = Arect
(
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)
sinc
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(9)

Since |χ| ¿ |α0| is usually valid, the target trajectory can be treated as an inclined line with
a fix slope along the azimuth dimension. We can estimate the slope using RT, and thus obtain
the estimation of α0, denoted by αest

0 [4]. At this time, we can obtain the estimation of α as
αest = αest

0 + n · αprf , and construct the correction function for range walk and Doppler shift as
following:

H2 (fτ , ς) = exp
{

j
4πfc

c
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0 ς + j
2πfτ

c
αest

0 ς

}
(10)

Let us multiply (8) with (10) and do range IFFT, the signal in (τ, ς) domain is expressed as,

s4 (τ, ς) = Arect
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)
sinc
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exp
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(11)

Eqaution (11) shows that, the energy of the moving target is concentrated in a single range cell.
Here, we can extract the moving target azimuthal signal and estimate the Doppler rate through
FrFT [2], denoted by Kest

d , and then we can obtain the estimation of β as βest = −cKest
d

/
4fc. We

should indicate that the third-order phase term is treated as clutter in the implementation of FrFT.
In the following, we can calculate the motion parameters as,

vest
y = αest

/
sinϑ, and vest

x = V −
√

2R0βest − (
vest
y cosϑ

)2 (12)

At present, we can construct the azimuth matched filter function Ha (fξ) and the third-order
phase compensation function H4 (fτ , ξ) as follows,

Ha (fξ) = exp

{
jπ

cf2
ξ

4fcβest

}
, and H4 (fτ , ξ) = exp

{
j
4πfc

c

(
1− fτ

2fc

)
χestξ3

}
(13)

After azimuth matched filtering and compensation of the third-order phase to (11), the final
image of the moving target in (τ, ξ) domain can be obtained as following:

sac (τ, ξ) = Asinc
[
KTp

(
τ − 2R0

c

)]
· sinc

(
4βest

λ
Taξ

)
(14)
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4. SIMULATION

In this section, we will conduct simulations to validate the proposed algorithm. In real situations,
there exist nonlinear motions for the SAR platform. However, these motion errors can be well
compensated by the existing methods [7]. After the motion compensation, the proposed algorithm
can be used to deal with the moving targets. Therefore, the motion errors of the SAR platform
are not taken into consideration in this simulation. The simulation system parameters are listed in
Table 1. There are three moving targets in the scene, T1 is a slowly moving target without inducing
Doppler ambiguity, while T2 and T3 are fast moving targets with Doppler ambiguity induced. The
true motion parameters of the targets and the estimated motion parameters with the proposed
algorithm are listed in Table 2, it is clear that our algorithm can achieve accurate MPE. Fig. 2

(a) (b) (c) (d) 

(e) (f) (g) 

T2 T3 T1 T T1 T1 T1

T1 T1 

T1 

T2 

T3 T2 T3 T2 T3

T2 T3

T2 T3
T2 T3 

T2

Figure 2: The procedure of the proposed algorithm. (a) The target trajectories after range compression,
which shows that the range walk and range curvature for the three targets are different. (b) The Doppler
spectrums after range compression, the spectrum of T2 is split into two parts. (c) The result of KT, which
shows that the range walk of T1 is corrected, while the range walks of T2 and T3 still exist due to the
integer PRF ambiguity. (d) The result after integer PRF ambiguity compensated for T2 and T3, which
shows that there are only range curvatures left. (e) The result of applying MSKT, which shows that the
range curvatures for each target are corrected. (f) The result of range walks correction after using RT to
estimate the slope, which shows that the energy of each target is concentrated in a corresponding range cell.
(g) The final focused image after using FrFT to estimate the Doppler rate and then having the azimuthal
signals compressed.

Table 1: The simulation system parameters.

carrier frequency fc bandwidth B pulse duration Tp range sampling rate Fs incident angle ϑ

14.0GHz 200MHz 5 us 250MHz 45◦

azimuth beamwidth PRF platform velocity V platform height H0

3◦ 1000 120m/s 5000m

Table 2: The simulated targets motion parameters.

Targets R0(m) vy(m/s) vest
y (m/s) Relative error vx(m/s) vest

x (m/s) Relative error

T1 7007 2 1.99 0.5% 3 2.97 1%

T2 7071 8 8.00 0 −20 −19.98 0.1%

T3 7149 −43 −42.99 0.02% 4 3.60 10%
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presents the result of each step of the proposed algorithm until the final image is obtained, obviously,
they are very well focused, i.e., the effectiveness of the proposed algorithm is demonstrated.

5. CONCLUSION

In this paper, we propose an algorithm for SAR/GMTI and MPE. In this algorithm, the KT, the
MSKT, the RT and the FrFT are utilized. With this algorithm, the fast moving targets can be well
focused and their motion parameters can be estimated accurately even with the Doppler ambiguity
involved. The effectiveness of the proposed algorithm is validated by processing the simulated
airborne SAR data.
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Why Optical Images are Easier to Understand Than Radar Images?
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Yunhua Zhang and Jingshan Jiang
The Key Laboratory of Microwave Remote Sensing

Center for Space Science and Applied Research, Chinese Academy of Sciences
No. 1 Nanertiao, Zhongguancun, Haidian, Beijing 100190, China

Abstract— As the bandwidth of SAR/ISAR system continuously increases as well as the
synthetic aperture techniques develop, the spatial resolution of radar image is higher and higher.
However, the high resolution of radar image does not mean the resolving ability for targets is high.
We may have the same experience that the optical image is much easy to understand than radar
image even if it has less resolution. A simple and frank explanation is due to the wavelengths
of optical waves are much shorter than that of microwaves at which radars usually work, e.g.,
in the order of 10−5–10−4. Are there any the deep reasons for this? We will illustrate the
inherent reasons in this paper from the aspects of imaging geometry and principle, electromagnetic
scattering, signal characteristics, and so on.

1. INTRODUCTION

High spatial resolution radars and optical cameras are two major kinds of sensors for civilian earth
observation, and military applications. Their images are quite different from each other and radar
images are usually much more difficult to understand [1–3]. This paper will discuss about this issue
and show the reasons.

We know that the human eye’s vision system is similar to a camera, or in another words, the
human eye is indeed a camera. The basic imaging principle of optical camera is “small-hole”
imaging, it gets the two dimensional resolutions about the target through angular discrimination,
but for SAR/ISARs, they get the range resolution by discriminating the arrived time from target,
which is proportional to the signal bandwidth, and thus is inversely proportional to the time
duration of compressed pulse signal, while get the azimuthal resolution through aperture synthesis,
which is inversely proportional to the coherent integration time. So radar images have unavoidable
and severe geometric distortion compared with optical images, e.g., layover and foreshorten, which
makes the radar images more difficult to read.

For ordinary optical camera, the signal (light) comes from the sun or other artificial sources,
it is wideband, continuous, random and incoherent. When imaging, the signal interacts with the
target, where reflections and scattering occur. Due to the short wavelength, which is in the order
of several hundreds of nanometers, the scattering exhibits diffusion characteristics and is localized
for almost all natural or man-made targets, i.e., the scattered signals from every part (structure) of
the target go through the lens and is sensed by different part of CCD matrix to form a pixel. The
pixel is formed by incoherently summing the single scattering and multi-scattering signals from
the same part of the target, so there is only additive noise, at the same time the scattering center
(referred to as the pixel) is very stable and independent on the direction of incident light if the
looking direction is fixed. But for SAR/ISAR, the transmitted signals and the scattered signals are
both coherent, and the image is reconstructed by coherent processing the echoes, where the pixel
position is not stable but dependent on the direction of incident wave, i.e., one may get different
radar images for the same target even the looking direction is fixed but the incidences are different.
The role of multiple scattering effect is very useful for camera in some degree for increasing the
randomness of incident light, so make the image looks more uniform and smooth, but for radar, it
is very harmful because it leads to the scattering centers deviated from their geometric position or
induces ghost scattering centers. The noise in SAR/ISAR images is composition of additive and
multiplicative noises, so it is very hard to remove. For camera, the signals come from the surface
scattering of the target, but for radars, the signals come from both the surface scattering and the
volume scattering for general nonmetal target, and the volume scattering makes the scattering
centers more complicated.

As for the signal point of view, for camera, the light waves are continuous, non-coherent and
are of one octave. But for SAR/ISAR, the signals are usually pulsed and coherent. So integration
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time for optical image can be much longer than that of radar image, i.e., the signal to noise ratio
(SNR) of optical image could be much higher than that of radar image.

Optical images and SAR images are presented and compared to illustrate the similarity and the
difference between them.

2. COMPARISON OF IMAGING PRINCIPLES

Generally, SAR works on side-looking mode (the boresight is normal to the moving direction of
SAR platform). It get the range resolution by compressing the echo pulse (usually LFM pulse, i.e.,
chirp signal is used) and the wider the bandwidth of the pulse the fine the range resolution, i.e.,
the closer the distance between two targets at which they can be resolved. Fig. 1 show the imaging
geometries for SAR (range direction) and optical camera. As can be seen, the target A, B and C
on the ground plane are transferred to A′, B′ and C ′ in the slant plane for SAR, while they are
transferred to A′′, B′′ and C ′′ in the focal plane for camera. Obviously, the transformation from
A, B and C to A′, B′ and C ′ are nonlinear and even becomes much complicated if A, B and C are
of different height, but it is linear from A, B and C to A′′, B′′ and C ′′, and becomes less distorted
if the targets are not of the same height.

A'

A B C

B'
C'

ABC'' 
Focal Plane

Lens

Antenna

'' ''

Figure 1: The geometries of SAR and optical camera.

For SAR, The resolvability of B and C depends on the signal bandwidth and the azimuth
resolution and range resolution can be different; while for camera it depends on the aperture size
of the lens and we do not need to distinguish the azimuth resolution and range resolution, we
only need to concern about the angular resolution. When imaging, the SAR obtains the azimuth
resolution and range resolution separately, while the camera obtains them simultaneously. It means
the imaging process and the correction of geometrical distortion for optical camera is much simpler
and easier than that of SAR. Fig. 2 shows the principle explanation for SAR obtaining the azimuthal
resolution. Let us assume the SAR moves along a straight line and transmits pulses repeatedly
with a period of T when moving, the Doppler frequency changes when the SAR moves at different
position with the target still within the radar beam. The azimuth resolution of SAR depends on
total change of the Doppler frequencies ∆fd as well as the speed of the SAR movement v.

Once again we should emphasize that the imaging principle of optical camera is exactly the
same as human’s eye system.

Figure 3 present the SAR image and the optical image (from Google map) of the same ground
area, as can be clearly seen, the building marked in the box has been severely distorted in the SAR
image due to layover effect.

3. COMPARISON OF EM SCATTERINGS

3.1. Single Scattering and Multiple Scattering
When electromagnetic (EM) waves are incident on a target, currents will be induced on the surface
or inside the target, and then scattering electromagnetic waves resulted from the induced current
will be generated and some of them back to the radar. The EM scattering problem from a target
can be solved by solving the corresponding magnetic field integral equation (MFIE) (or electric
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Figure 2: The principle explanation for SAR obtaining the azimuth resolution.
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Figure 3: (a) The SAR image and (b) the optical image.

field integral equation, EFIE) as shown by (1). The total induced current by the incident field can
be decomposed into two parts, one part is directly resulted from the incident field (1st scattering)
as represented by the first part of (2), the other part is resulted from the interactions between
different parts of the target (2nd or higher multiple scattering) as represented by the second part
of (2).

2n̂×Hi(r) = Js(r′)− 2n̂×
∫

S

[Js(r′)× g +∇′g]ds′ (1)

Js(r′) = 2n̂×Hi(r) + 2n̂×
∫

S

[Js(r′)× g +∇′g]ds′ (2)

Hs = −jke−jkr

4πr

∫

S

ŝ× Js(r′)ejkr′·(ŝ−î)dr′ (3)

Thegin (1) and (2) is the Green’s function. As we know the higher the frequency of the EM
wave the weaker the multiple scattering of a target, i.e., the more the g as well as the interaction
is localized and thus the stable the equivalent scattering centers may formed.

As for SAR imaging, the pixels are of range information relative to radar, and thus multiple
scattering may easily lead to ghost target as shown in Fig. 4 (the dashed target). But for optical
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Figure 4: The effect of multiple scattering for radar: Ghost target.

camera the ghost target is relatively hard to produce by multiple scattering.

3.2. Coherent Scattering and Non-Coherent Scattering

As shown in Fig. 2, SAR utilizes the coherent echoes from the same target to form a synthesized
large antenna aperture to realize high azimuth resolution, so, the echoes from infinitesimally sub-
scattering centers within a resolution cell will superposed in complex domain (with both amplitude
and phase taken into account), and thus multiplicative speckle noise (MSN [4, 5] will be generated.
The existence of MSN preclude us from understanding SAR images especially for high-resolution
SAR images, because they may destroy the inherent texture information [6] of the true target. We
have a Chinese proverb to describe coherent scattering’s role for SAR imaging: “succeeded because
of Xiao He, defeated also because of Xiao He”. One of the most difficult things for SAR image
processing is just the MSN because we have to sacrifice the spatial resolution in order to get rid of
it.

As for optical cameras, only thermal (additive) noise exists in the images because the scattering
echoes from the target are non-coherent with each other and they are superposed in real domain.
Up to now, there are plenty of effective methods proposed to denoise optical images. Besides,
super-resolution algorithms work much better for optical imaging than for radar imaging. The
reason is just due to the noise model for optical images is different from that for radar images.

3.3. Mirror Scattering and Diffuse Scattering

The wavelengths of optical waves (hereinafter visible optical waves are assumed) are usually 10−5 ∼
10−4 order of that of radar waves and the facet surfaces of natural targets as well as man-made
target are rough for optical waves but they are smooth for radar waves. So diffuse scattering
occurs for optical waves but mirror scattering occurs for radar waves. The diffuse scatterings are
very helpful for forming localized equivalent scattering centers because no matter what direction
of the incident waves, there always have comparable backscatterings with other directions, i.e.,
the impacting points of incident waves are always visible to the optical camera and thus can be
imaged. In this way, the geometrical shape of a target can be very well recorded by an optical
camera. As for radars, the mirror scatterings can result in the impacting points not visible to radar
(no backscattering back to radar) and also make the scattering centers unstable (slight change of
incident angles may lead to position change of scattering centers). Fig. 5 schematically shows how
the scattering center changes as the incident wave changes.

Figure 5: The position of scattering center changes as the incident direction changes.
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3.4. Surface Scattering and Volume Scattering
We know that the penetration capability of EM waves into a target relates to the wavelengths,
the longer the wavelength the stronger the penetration. Therefore, for general non-metal target,
the optical waves mainly scatters on the surface, but for radar waves, not only surface scattering
but also volume scattering exist. The volume scattering may further complicate the echoes and
deteriorate the imaging process.

4. COMPARISON OF SIGNALS

As introduced above, for SAR imaging, each transmitted pulse has fixed phase relation with other
transmitted pulses. The role of the signal bandwidth for SAR imaging is for obtaining high reso-
lution, but it is for enriching the reflection of detailed structures for optical camera imaging. We
all have the same experience that the pictures taken inside a room using the artificial light or the
flasher, are always not as good as that taken outside under a good weather condition. The reason
is that the natural light signal is of high quality compared with artificial lights: they are wideband
(with wavelength ranges from 380 nm to 800 nm), continuous and non-coherent.

For SAR, the pulse duration, i.e., the integration time for radar receiver is usually in the order
of several to tenths of microseconds, but for optical cameras the integration time is usually in the
order of hundreds to thousands of microseconds. It is to say the integration time of an optical
camera can be hundreds of times larger than that for a radar receiver. The longer the integration
time for a receiver, the better the random noise can be reduced.

In this regard, radar signals always cannot be comparable to natural lights.

5. CONCLUSION

We have shown in this paper that the imaging geometry, the EM scattering and the signal char-
acteristics are the three major reasons which make the SAR images more difficult to understand
than optical images. We also mention that the similarity between human’s eye system and optical
camera is also a reason in this regard. It is also interesting to point out that optical camera is
indeed a radar because it is also composed of antenna (lens), transmitter (non-cooperative, the
sun or other artificial light source) and receiver (CCD), which are the typical parts of a radar. For
SAR, the spatial resolution is usually decoupled into azimuthal resolution and range resolution, and
they are decided respectively by the synthesized aperture size and the signal bandwidth, having
nothing to do with the distance between the scene and the radar. As for optical camera, the spatial
resolution is decided by the angular resolution which is inversely proportional to the lens size, the
shortest wavelength of the light, and the distance between the observed scene and the camera,
having nothing to do with the bandwidth of light.
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Abstract— Landslides caused by open-pit mining are one of the most dangerous geological
hazards in China. Displacement of landslides are different from the deformation of ground sub-
sidence due to existing horizontal deformation and vertical deformation at the same time. In
this paper, we extend the multi-aperture InSAR method to monitor large-scale horizontal de-
formation of landslides. And then, we integrate the multiple-aperture InSAR and traditional
differential SAR interferometry (D-InSAR) to reveal deformation field distribution of landslides
caused by open-pit mining. The results demonstrated that the proposed procedure is effective to
monitor large-scale horizontal deformation and vertical deformation of landslides, especially for
the north-south direction landslides.

1. INTRODUCTION

With the rapid exploitation and over utilization of mineral resources, the open-pit mines around
the world have becoming bigger and deeper ever before. The largest open-pit mine in Asia is
Fushun west open-pit mine, which located in Fushun city, Liaoning province, Northeast of China.
At present, Fushun west open-pit mine has been the formation of 6,600 meters from east to west,
2,200 meters from north to south, with an average depth of about 420–520 meters, covering an
area of about 10,870,000 square meters of open-pit mining. It has a long history of more than
one hundred years and made important contributions to China’s economic development. However,
serious geological disasters, especially large-scale landslides, has become a direct threat to the
residents and factories in Fushun city due to excessive and long-term coal mining. The direct
economic loss has reached as much as 1.5 billion Yuan. Therefore, it is important to investigate the
geological disaster situation, determine the location and size of landslides. Compared to traditional
methods, for example leveling measurements and global positioning system (GPS) measurements,
interferometric synthetic aperture radar (InSAR) has many advantages such as lager coverage and
lower cost, and it can work in all-weather conditions to monitor surface deformation [1].

A special feature of landslides at Fushun west open-pit mine is that the main deformation oc-
curred along the north-south direction. However, the conventional differential SAR interferometry
(D-InSAR) technique can only measure one-dimensional (1-D) deformation along the line-of-sight
(LOS) direction. It means that any component of motion orthogonal to the LOS cannot be de-
tected. In the nearly north-south flight pattern of current commercial SAR satellites, the D-InSAR
method are only sensitive to the deformation along the up-down and east-west direction [2]. There-
fore, it is almost unable to measure the displacements occurring in the north-south direction at
Fushun west open-pit mine with conventional interferometry.

To cope with the problem of deformation monitoring along the north-south direction, Michel
et al. proposed a novel method utilizing radar amplitude information to measure azimuthal off-
sets [3]. However, this method involve sub-pixel correlation of the radar images, and are compu-
tationally expensive. Furthermore, the accuracy of the offset-tracking method, depending on the
spatial resolution of the SAR data and the precision of the coregistration, is generally very low.
In 2006, a significant improvement in measuring along-track deformation was made by Bechor and
Zebker with a new approach: multiple-aperture InSAR (MAI) [4]. The MAI method is more ac-
curate than the offset-tracking approach with less computation time, and it is easy to implement
using conventional InSAR software. In 2009, Jung et al. further improved the accuracy of MAI
method by introducing a step of baseline error correction [5].

In this paper, we aim to extend the MAI method to the large-scale landslides monitoring at
Fushun west open-pit mine due to its main displacements along the north-south direction. By
integrating multiple-aperture InSAR and traditional D-InSAR, we explore to reveal the 3-D defor-
mation distribution of landslides caused by coal mining.
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2. DATA AND METHODOLOGY

SAR data used in this study were acquired from the Phased Array type L-band Synthetic Aperture
Radar (PALSAR) sensor onboard Advanced Land Observing Satellite (ALOS). The PALSAR sensor
operated in L-band frequency (1.27 GHz), with a ground surface resolution about 7 m in both range
and azimuth directions, and a swath width of 70 km. Table 1 lists the detailed information of the
used SAR data. The two scenes from the ascending orbit are in fine beam single polarization (FBS,
HH-polarization). The perpendicular baseline of the interferometric pair is 76 m and the temporal
baseline is 1012 days.

Table 1: Summary of the used ALOS-PALSAR data.

No.
Acquisition

Date
Track

Orbit
Direction

Beam
Mode

Polarization
Temporal

baseline (day)
B⊥ (m)

1 13 Apr. 2008
433 Ascending FBS HH 1012 76

2 20 Jan. 2011

The MAI technique firstly divided a pair of full-aperture single-look complex (SLC) images into
four sub-aperture SLC images via common band filtering method in the azimuthal direction. The
azimuth common band filtering was conducted following Wegmüller et al. [6] in this study. Based
on the two new forward-looking and backward-looking SLC pairs, we can produce one forward-
looking interferogram and one backward-looking interferogram with the conventional D-InSAR
method. And then, a complex-conjugate multiplication of the forward-looking interferogram Φf

and backward-looking interferogram Φb produces the MAI interferogram ΦMAI :

ΦMAI = Φf − Φb (1)

The azimuthal displacement can be calculated from the MAI interferometric phase [4]:

xaz =
l

4πn
ΦMAI (2)

where xaz is the surface deformation in the azimuthal direction, l represents the effective antenna
length, n represents the fraction of the full-aperture width.

According to the principle of MAI, the forward-looking and backward-looking interferometric
phases are differenced, this process reduces some common errors from topographic and tropospheric
sources [4]. But residual topographic and flat-earth errors caused by the small difference between
the perpendicular baselines of the forward-looking and backward-looking SAR pairs, should be
removed before producing azimuth deformation. In this study, the polynomial models were used
to simulate and eliminate both phase residuals following the method described by Jung et al. [5].

3. RESULTS

3.1. LOS Deformation from D-InSAR
The two-pass D-InSAR method was utilized to obtain the LOS displacements firstly. As part
of the D-InSAR processing, an external digital elevation model (DEM) data from Shuttle Radar
Topography Mission-3 (SRTM-3) was used to remove topographic component of interferometric
phase. Before unwrapping the phase, it is necessary to reduce phase noise and improve fringe
visibility of interferometric phase. For this purpose, an adaptive interferogram filtering algorithm [7]
was applied by setting a large rectangular patch sizes and high values of exponential power spectrum
filter parameter. In this study, we found that the patch size of 256× 256 and the filter parameter
of 1.0 improved fringe visibility significantly. Furthermore, to suppress the speckle noise, the
interferogram was looked down in range and azimuth by 4 and 6, respectively. After that, the
interferogram was unwrapped using the minimum cost flow (MCF) algorithm [8]. The geocoded
LOS displacement in WGS84 coordinate system is shown in Figure 1. It can be seen that landslides
occurred at the edge of the huge open-pit with large area in the north and south of Fushun west
open-pit mine. The largest vertical displacement is estimated by Figure 1 up to 1.10 m.
3.2. Azimuthal Deformation from MAI
The MAI data processing was applied to obtain the azimuthal deformation in this section. Firstly,
the forward-looking and backward-looking SLC scenes were produced using common band filter-
ing method. The same processing as D-InSAR described in Section 3.1 are then used to generate
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the forward-looking and backward-looking interferograms, however, the unwrapping step can be
ignored. Then, conjugate multiplication between the forward-looking and backward-looking inter-
ferograms was conducted to obtain the final MAI interferogram. Finally, the polynomial model
was used to eliminate the flat-earth and topographic phase residuals. Because the effective antenna
length of ALOS-PALSAR is 8.9 m, therefore, a single phase fringe in the MAI interferogram rep-
resents 8.9 m surface displacement in the along-track direction. Figure 2 shows that the azimuthal
displacement of Fushun west open-pit mine in WGS84 coordinate system. Compared with Figure 1,
we can know that the region of horizontal deformation is similar to the area of vertical displace-
ment, and the motion is direct to the bottom of the open-pit mine along the slope direction. The
largest horizontal displacement is estimated by Figure 2 up to 1.45 m.

(a) (b)

Fushun west open-pit mine

Figure 1: LOS displacement obtained by D-InSAR. (a) SAR intensity image of Fushun west open-pit mine;
(b) LOS deformation in the north and south of Fushun west open-pit mine.

(a) (b)

Fushun west open-pit mine

Figure 2: Azimuthal displacement obtained by MAI. (a) SAR intensity image of Fushun west open-pit mine;
(b) Azimuthal deformation in the north and south of Fushun west open-pit mine.

By integrating Figure 1 and Figure 2, we can determine the boundaries and intensity of landslides
in the north and south of Fushun west open-pit mine. What is most important, we can obtain the
detailed distribution of landslides via only two SAR images.

4. CONCLUSION

A novel technique by integrating the multiple-aperture InSAR and traditional D-InSAR has been
utilized to monitor lagre-scale horizontal deformation and vertical deformation of landslides caused
by coal mining in Fushun west open-pit mine. The boundaries of landslides revealed by the new
method occurred in the north and south of Fushun west open-pit mine are consistent with the
results of field investigation. In the future, we plan to extend this method to time-series analysis on
the basis of the small baseline subset (SBAS) algorithm to extract long time horizontal displacement
and vertical displacement from the overall perspective via multi-temporal SAR data.
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Abstract— Recently, many PolSAR image classification methods have been proposed. One
commonly used method is based on the scattering model. However, traditional classification
based on scattering model usually overestimates the volume scattering contributions, especially
in urban areas, resulting in buildings not orthogonal to radar Line-Of-Sight (LOS) misjudged as
forests. To solve this problem, an improved PolSAR classification method based on scattering
model and polarization correlation coefficient is presented in this paper. By introducing two types
of polarization correlation coefficients, circular-pol correlation coefficient (CCC) and normalized
circular-pol correlation coefficient (NCCC), the oriented buildings can be effectively extracted
from the volume scattering. Since the amplitude values of CCC of forests are very small, while
that of buildings orthogonal to radar LOS or with small orientation angles are close to 1. There-
fore, the CCC parameter is firstly used to extract some slightly tilted oriented buildings form
the initial volume scattering category. Then, the NCCC parameter is introduced to distinguish
the buildings with large orientation angles from the remainder volume scattering components.
Since these buildings hold strong non-reflection symmetry and larger orientation angles, the val-
ues of NCCC of this kind are much larger than that of forests. Finally, the extracted buildings
are reclassified into a new oriented buildings category. In order to maintain the dominant scat-
tering mechanism characteristics, the classification method preserving scattering characteristics
is utilized to classify the corrected scattering categories. The proposed classification algorithm
remedies the defect of traditional scattering-model-based classification method and the experi-
ment result of an E-SAR L-band PolSAR image of Oberpfaffenhofen, Germany demonstrates the
effectiveness of the proposed method.

1. INTRODUCTION

Terrain classification has become one of the most important applications for polarimetric syn-
thetic aperture radar (PolSAR) image. Among various classification methods, the method utilizing
targets scattering mechanisms model is a hot topic [1]. To maintain targets polarimetric scatter-
ing characteristics, Lee et al. [2] developed a classification method comprised of three-component
scattering model and wishart classifier. This method preserves the purity of scattering cate-
gories in classification procedures, which greatly improves the result of the classification based
on scattering model. By now, the scattering-model-based decomposition is the primary approach
to get scattering mechanism information of targets. However, a known issue of this decomposi-
tion is the overestimation of volume scattering power, especially in urban areas [3]. Traditional
scattering-model-based decompositions usually assume that man-made structures corresponds to
double-bounce scattering and only volume scattering contributes to the cross-polarization term.
As we know, buildings aligned facing the radar look direction satisfy the reflection symmetry and
produce high double-bounce scattering power. Nevertheless, the oriented buildings whose walls are
not orthogonal to radar LOS do not satisfy the reflection symmetry. These buildings will introduce
cross-polarization power, resulting in these buildings misjudged as forest.

In order to eliminate the classification confusion, an improved PolSAR image classification
method based on scattering model and polarization correlation coefficient is presented in this paper.
It is known that the circular-pol correlation coefficient (CCC) and the normalized circular-pol cor-
relation coefficient (NCCC) contain essential polarimetric information and have good performances
on terrain classification and detection of targets. By introducing the two parameters in classifica-
tion based on scattering model, the oriented buildings can be successfully distinguished from forest
areas. A DLR E-SAR L-band quad-polarized SAR image of Oberpfaffenhofen, Germany is used to
verify the effectiveness of the proposed method.

2. BACKGROUND AND THEORY

In this section, we give a brief review of the four-component model-based decomposition and two
polarization correlation coefficients.
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2.1. Four-component Model-based Decomposition

In order to accommodate the decomposition scheme for the more general scattering case, Yamaguchi
proposed a four-component scattering model. Based on the Freeman and Durden decomposition,
the decomposition model introduces an additional helix scattering corresponding to non-reflection
symmetric cases [4]. Four-component decomposition with coherence matrix can be written as

〈[T ]〉 = fs 〈[T ]〉s + fd 〈[T ]〉d + fv 〈[T ]〉v + fC 〈[T ]〉c (1)

where fs, fd, fv and fc are the coefficients to be determined. 〈[T ]〉s, 〈[T ]〉d, 〈[T ]〉v, 〈[T ]〉c are ex-
pansion matrices corresponding to the surface, double-bounce, volume and helix scattering mech-
anisms, respectively. According to the decomposition algorithm, the total scattering power can be
successfully decomposed into four scattering components, Ps, Pd, Pv and Pc.

2.2. The Circular-pol Correlation Coefficient (CCC)

The circular-pol correlation coefficient can be expressed as

ρRR−LL =
〈SRRS∗LL〉√〈

SRRS∗RR

〉 〈
SLLS∗LL

〉 =

〈
4 |SHV |2 − |SHH−SV V |2

〉
−i4Re 〈S∗HV (SHH − SV V )〉

√〈
|SHH−SV V + i2SHV |2

〉〈
|SHH − SV V − i2SHV |2

〉 (2)

Schuler et al. [5] indicate that |ρRR−LL| is related to the surface roughness and man-made structures.
For low surface roughness bare land, the value is relatively large, while for other natural distributed
targets such as forests, |ρRR−LL| is very low. In addition, when radar illumination direction is
orthogonal to the alignment of the buildings, |ρRR−LL| tends to be unity, whereas for oblique
illumination case, it becomes smaller with the increasing of building orientation angle [6]. Therefore,
CCC can be utilized to distinguish the slightly tilted oriented buildings.

2.3. The Normalized Circular-pol Correlation Coefficient (NCCC)

In order to reduce the effects of scattering terms that are associated with natural areas and si-
multaneously to enhance the return from man-made structures, Ainsworth et al. [7] introduce a
parameter, the normalized circular-pol correlation coefficient (NCCC), which can be written as

ρ′
RR−LL

=
∣∣∣∣

ρRR−LL

ρRR−LL(0)

∣∣∣∣ =

√
1 + tan2(4θ)

1− τ2
(3)

where θ is orientation angle, and τ is helicity indictor. ρRR−LL(0) is the normalization term, under
the reflection symmetry 〈SHV S∗HH〉 ≈ 〈SHV S∗V V 〉 ≈ 0. And it can be straightforwardly derived
from Eq. (2) as

ρRR−LL(0) =

〈
4 |SHV |2 − |SHH − SV V |2

〉
〈
4 |SHV |2 + |SHH − SV V |2

〉 (4)

With the normalization processing, the NCCC will be close to unity for reflection symmetry scat-
terers and larger than unity for the non-reflection symmetry case. So NCCC is considered as a
useful polarimetric indicator for distinguishing oriented buildings with large orientation angles from
volume scattering.

3. METHOD

In order to reduce the classification confusion between oriented buildings and the volume scattering
category, we propose an improved classification method based on four-component scattering model
and the two parameters, CCC and NCCC. The flow chart of the proposed method is shown in
Figure 1. Detailed steps are as follows.

3.1. Four-component Decomposition and Initial Classification

Apply four-component decomposition to PolSAR data, then divide pixels into surface, double-
bounce and volume scattering categories, based on the maximum power of the three scattering
mechanisms (the helix category is ignored).
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Figure 1: The flow chart of the proposed classification method.

(a) (b)

Figure 2: (a) Optical image. (b) Four-component decomposition result.

3.2. Scattering Categories Rectification

Calculate the amplitude of CCC (|CCC|) and NCCC, respectively. In order to distinguish the
oriented buildings, set two reasonable corresponding thresholds Th1 and Th2. For each pixel
belong to volume scattering category, if the |CCC| is larger than Th1 or less than Th1 but with
NCCC larger than Th2, reclassify it into a new oriented buildings category, otherwise remain its
volume scattering category unchanged.

3.3. Classification with Wishart Classifier

For the surface, double-bounce and rectified volume categories, they are finely classified into small
clusters according to the dominated scattering mechanism powers. While the extracted oriented
buildings category is finely classified according to the total scattering power. Then apply the clas-
sification method preserving polarimetric scattering characteristics [2]. The procedures mainly in-
clude fine clusters partition, cluster merging, iterative Wishart classification and automated color
rendering.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1423

(a) (b)

Figure 3: ((a) The amplitude of CCC. (b) The logarithmic graph of NCCC.

Surface Double Bounce Volume Surface Double Bounce Oriented BuildingsVolume

(a) (b)

Figure 4: Classification results. (a) Traditional method. (b) The proposed method.

4. RESULTS AND DISCUSSIONS

A DLR E-SAR L-band full polarized image is used to demonstrate the effectiveness of the proposed
method. The data is acquired over Oberpfaffenhofen, Germany. The image contains 1300× 1200
pixels and its spatial resolution is 3 m × 3m. The corresponding optical image is shown in Fig-
ure 2(a). There exist forest, lawns, farmland, and buildings with different orientation angles in the
imagery.

In order to illustrate the influence of building alignment direction, we show in Figure 2(b) a
result of the four-component decomposition. Color-code is used for indication of the scattering
powers: Red (double-bounce scattering), Green (volume scattering), and Blue (surface scattering),
respectively. It can be easily observed that buildings facing the radar look direction present double-
bounce scattering characteristic, while the oriented buildings not orthogonal to radar LOS shown
in red rectangular regions are dominated by volume scattering mechanism. To analysis the per-
formance of oriented buildings on two polarization correlation coefficients, the amplitude of CCC,
|CCC|, and the logarithmic graph of NCCC are shown in Figures 3(a) and (b). It can be seen that
some slightly tilted oriented buildings also have relatively large |CCC|, besides the buildings facing
the radar look direction. And those buildings with orientation angles around ±45◦ have larger
NCCC than forest areas. Therefore, two appropriate thresholds can be set to extract the oriented
buildings from the volume scattering. As for the PolSAR data used in this paper, two reasonable
thresholds, Th1 and Th2, are set to 0.65 and 0.35 respectively.

Then by applying the proposed classification method, an improved classification result is shown
in Figure 4(b). For better comparison, Figure 4(a) presents the traditional classification result.
It can be observed that these oriented buildings in the red rectangular regions are effectively dis-
tinguished from volume scattering. In addition, surface and double-bounce classes remain their
scattering characteristics unchanged, which well preserves the advantage of the traditional classifi-
cation method for these targets.
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5. CONCLUSIONS

This paper proposed an improved PolSAR image classification method based on scattering model
and polarization correlation coefficient. In order to solve the classification confusion between ori-
ented buildings and forests, the proposed method introduces two polarization correlation coeffi-
cients, circular-pol correlation coefficient and normalized circular-pol correlation coefficient. Ac-
cording to the different performance of oriented buildings and forests on the two parameters, two
reasonable thresholds are set to distinguish the two kinds. The proposed method effectively weakens
the scattering mechanism ambiguity and remedies the defect of traditional scattering-model-based
classification method. The experiment result of an E-SAR L-band PolSAR image of Oberpfaffen-
hofen, Germany demonstrates the effectiveness of the method for terrain classification.
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Abstract— Self-illuminating corner reflector is the corner reflector that all the rays that enter
the reflector’s cavity experience the triple reflection on the panel and return to the radar. It
has the advantage of reducing the unexpected coherent ground interaction and thus improving
the accuracy of RCS and benefiting SAR calibration and image quality assessment. The optimal
panel geometry is the one that has the minimal edge length for a given panel area in order
to alleviate edge diffraction. The panel geometry had been previously designed to be square,
pentagon and hexagon. In this paper, the general expressions for the panel area and panel external
edge length of arbitrarily self-illuminating corner reflectors were described by parameter equation
firstly. Then the edges of reflector panel were assumed as circular arc and further elliptical arc
for analysis. Through a numerical approximation approach, the external edge lengths of those
self-illuminating trihedral corner reflectors are derived and compared. The results showed that
the self-illuminating trihedral corner reflector with circular arc had the minimal edge length and
was the optimal panel geometry among the panel geometries under analysis.

1. INTRODUCTION

SAR calibration is becoming more and more important for quantitative earth observation applica-
tion [1–3]. The mostly widely used corner reflector as radar bright point target is the triangular
trihedral corner reflectors. It has the advantage of large radar cross section (RCS), extremely wide
RCS pattern, light weight, cheap and simple to manufacture. The panel geometry for trihedral
corner reflector has been traditionally chosen as triangular shape [4–6]. However, not all the panel
area is the effective area which contributes to the nominal RCS of the reflector. The additional
‘tip’ reflecting area, if interacting with ground plane, will yield an increase of RCS. This problem
will affect SAR radiometric and phase calibration accuracy. The self-illuminating corner reflectors
are proposed to solve this problem [7]. All the rays that enter the reflector’s cavity experience the
triple reflection on the panel and return to the radar. There are many types of self-illuminating
corner reflectors, e.g., square, hexagon. Note that the nominal RCS of trihedral corner reflector is
calculated by the panel area and radar wavelength, however this is true only when the leg length
is very large compared to the radar wavelength. Otherwise, the contribution from edge diffraction
becomes an issue. Since edge diffraction is proportional to the panel external edge length, the
optimal panel geometry is the one that has the minimal external edge length for the same panel
area. In [7], the panel geometry was assumed as polygon and optimum hexagon panel geometry
was obtained. Based on the above approach, this paper analyzes more types of self-illuminating
corner reflectors. For this purpose, the general expressions for the panel area and panel external
edge length of arbitrarily self-illuminating corner reflectors are described by parameter equation
firstly. Then the edges of reflector panel are assumed as straight line, circular arc, and elliptical arc.
Through a numerical approximation approach, the external edge lengths of those self-illuminating
trihedral corner reflectors are derived and compared.

2. TYPES OF SELF-ILLUSTRATION CORNER REFLECTOR AND ITS MATHEMATIC
EXPRESSION

2.1. Expression of Self-illustration CR
Figure 1 shows the geometry of a self-illuminating corner reflector. Assuming curve C has the
following form:

C(τ) = [0, f(τ), g(τ)] , τ ∈ [0, t] (1)
where f(0) = 0, f(t) = l, g(0) = l, g(t) = l denote that the curve passes point A and B′. Arbitrary
point p on YOZ plane will be mapped onto point p′. According to the mapping relationship, the
coordinate of p′ could be expressed by coordinate of p as

{
xp′ = zp

yp′ = zp − yp
(2)
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Figure 1: Mapping geometry.

So the curve C′ on XOY plane could be expressed by: C′ = [g(τ), g(τ) − f(τ), 0], τ ∈ [0, t].
When τ increase from 0 to t, curve C traces from A to B′ and curve C′ traces from A′ to B. On
the other hand, according to the self-illuminating symmetry requirements, the curve mapped onto
XOY must be identical to the curve mapped to YOZ, therefore there is point t = t0, so that

{
xq′ = zq

yq′ = yq
(3)

Substituting (3) into (2), then

yq′ = zq − yq = yq ⇒
{

zq = 2yq

xq′ = 2yq′
(4)

Equation (4) means that there must be one point q on lines z = 2y for arbitrary self-illuminating
corner reflector. According to [7], the edge curve C1 and C2 of the self-illuminating corner reflector
has the following forms:

C1(τ) = [0, f1(τ), g1(τ)], τ ∈ [0, t0] (5)
C2(τ) = [0, g1(τ), g1(τ)− f1(τ)], τ ∈ [0, t0] (6)

In Section 3, the types of edge curve C1 (i.e., straight line, circular, elliptical) will be discussed.
2.2. RCS and Edge Length of Self-illustration Corner Reflector
According to area integration formula, one panel area of the trihedral corner reflector could be
expressed as

S = 2 ·
∫ t0

0

(
f ′1g1 − g′1f1

)
dτ (7)

where f ′ denotes partial derivatives of f , and g′ denotes partial derivatives of g.

3. ANALYSIS OF THE MINIMAL EDGE LENGTH OF VARIOUS TYPES OF
SELF-ILLUSTRATION CORNER REFLECTOR

According to curve integration formula, edge length L of the trihedral corner reflector could be
expressed as

L = 2 ·
∫ t0

0

{√
f ′21 + g′21 +

√
(f ′1 − g′1)2 + g′21

}
dτ (8)

The purpose is to choose f so that it would minimize (8) subject to constraint (7).
3.1. Curve C1: Straight Line
For simplicity, firstly assume the curve C1 is a straight line. According to (6), C2 is also a straight
line, and thus the panel geometry is polygon. The shape of the panel geometry is dependent on
the position of point q. If q lies on AB′, then the panel geometry is square, and edge length of the
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panel geometry is 2
√

A. If q lies on the position that makes the three points on the same straight
line, then the panel geometry is pentagon, and edge length of the panel geometry is 2.1

√
A.

In order to obtain the minimal edge length, express the area and edge length of polygon as:

S = l2 + l (2y0 − l) (9)

L = 2
(√

y2
0 + (2y0 − l)2 +

√
(l − y0)

2 + (2y0 − l)2
)

(10)

From (9) and (10), the relation between external edge length L and interior leg length l could be
derived, as shown in Figure 3. The minimal edge length is Lmin = 1.9441

√
S when l = 0.9469

√
S. It

can be concluded that among polygonous panel geometry, hexagon is the optimal panel geometry.
3.2. Curve C1: Circular Arc
According to the isoperimetric theorem, the circle has the shortest perimeter among all planar
shapes with the same area, so the external edge length of a circular arc panel should be even
smaller than that of hexagon panel, theoretically. Assume that the curve C1 is part of a circle with
the center at (y0, l − x), as shown in Figure 4. From Figure 4, radius of the circle is

r =
√

y2
0 + x2 = x + (2y0 − l) (11)

and the line segment

x =
y2
0 − (2y0 − l)2

2(2y0 − l)
(12)

q
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Figure 2: Panel geometry of polygon.
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Table 1: Comparison of the edge lengths of different panel geometries.

XXXXXXXXXProperties

Types of CR straight line
circular arc ellipse edge

square pentagon hexagon

Panel area S S S S S

Interior

leg length S

√
S 0.866

√
S 0.9469

√
S 0.932

√
S 0.932

√
S

Minimum of

external

edge length

2
√

S 2.1
√

S 1.9441
√

S 1.9282
√

S 1.9282
√

S

The parameter equation for the circular arc is:
{

y = f(τ) = y0 + r cos τ
z = g(τ) = (l − x) + r sin τ

, τ ∈
[π

2
+ arctan

(y0

x

)
,
π

2

]
(13)

Using (7), (8) and (11)∼(13), and through a numerical approximation approach [8], the relation-
ship between edge length L with l has been derived and shown in Figure 5. When l = 0.932

√
S, the

minimal edge length Lmin = 1.9282
√

S, which is smaller than that of the hexagon panel geometry.
3.3. Curve C1: Ellipse Arc
Now consider the more general case of the ellipse edge. Assume that the curve C1 is part of an
ellipse with the center at (y0, l− x), semi-major axis b = ta (t is the ratio between semi-major and
short axis) and semi-minor axis a as shown in Figure 6. From Figure 6, the line segment

x =
−y2

0

/
t2 − 4y2

0 − l2 + 4ly0

2l − 4y0
− (2y0 − l) (14)

The parameter equation for the ellipse arc is:
{

y = f(τ) = y0 + b cos τ
z = g(τ) = (l − x) + a sin τ

,
[π

2
+ arctan

(y0

x

)
,
π

2

]
(15)

The relation between edge lengths with interior edge length l at different ratio t are shown
in Figure 7. We can see that when t = 1 (i.e., the circular arc case), the minimal edge length
Lmin = 1.9282

√
S when l = 0.932

√
S. The results showed that the minimal external edge length is

obtained when the semi-major axis of the ellipse equals to semi-minor axis, which means that the
panel geometry with circular arc has the minimal external edge length.

4. CONCLUSION

This paper analyzed the edge lengths of different types of self-illustration corner reflector. The
simplest panel geometry of the self-illustration corner reflector is the polygon, but it would not have
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the minimal external edge length according to the isoperimetric theorem. This paper extended the
type of panel geometry to the more general case (elliptical arc) for analysis. The results showed
that the minimal external edge length is obtained when the semi-major axis of the ellipse equals to
semi-minor axis, which means that the panel geometry with circular arc has the minimal external
edge length. Its value was smaller than that of the polygon, which verified the assumption derived
from the isoperimetric theorem. In the future the RCS accuracy will be validated by simulation
and RCS testing the prototype of the circular arc self-illustration corner reflector.
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Abstract— We propose a high spectral efficiency temporal coded OCDM system using Nyquist
pulse shaping and coherent detection (Nyquist-OCDM). The proposed system is compared with
conventional OCDM system in terms of spectral efficiency and error vector magnitude. The
system performance under different number of codes and different length of code is investigated
by simulation.

1. INTRODUCTION

By employing dedicated orthogonal codes for each channel, optical code division multiplexing
(OCDM) system offers several attracting features [1], e.g., asynchronous access, soft-capacity and
high security, etc.. However, the spectral efficiency (SE) of OCDM system is decreased in the spec-
trum spreading process if the number of codes Nc employed is less than the spreading length Nl.
In traditional OCDM systems, the spectral efficiency is further limited by the large carrier spacing
(> baud rate) in spectral coded systems [2] or non-ideal pulse shaping (not Nyquist) in temporal
coded systems [3]. In [4], we have proposed a high SE spectral coded system based on orthogonal
frequency multiplexing (OFDM) with carrier spacing equals to baud rate.

In this paper, we present a coherent detected temporal coded OCDM system in which Nyquist
pulse shaping is employed to improve the SE. By Nyquist pulse shaping of temporal coded signal,
the spread spectrum width of signal can be reduced to chip-rate. Therefore, the SE of proposed
system is improved compared with conventional temporal coded OCDM system [3] whose spec-
trum width could be several times of the encoding/decoding chip rate. Furthermore, the OCDM
encoding/decoding and Nyquist pulse shaping are conducted in electrical domain, which can share
the existing facilities with other digital signal processing (DSP) functions in the coherent optical
communication system.

2. PRINCIPLE AND SIMULATION SETUP

(a) (b)

Figure 1: (a) Generation of Nyquist-OCDM signal and (b) the structure of codes.

Figure 1 depicts the generation of Nyquist-OCDM signal. In encoding step, specific code from
the same orthogonal code set (e.g., Walsh code) with code length Nl is assigned to one of the Nc

user for spreading. The spread signal from all users are then converged. The ith block Si of the
sum of Nc encoded data can be described as:

Si = {Cim} (m = 1, 2, 3, . . . , Nl)

where Cim is the mth chip in ith block. Without loss of generality, all users are assumed to transmit
data with identical symbol rate R and modulation format (M bits per symbol). Thus, the chip rate

*Corresponding author: Changjian Guo (changjian.guo@coer-scnu.org).
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of temporal encoding is Rs = RNl The spread signal is then pulse shaped by a Nyquist filter. The
Nyquist shaped temporal coded signal is a finite sequence of N temporal symbols Si

enc [5], which
can be expressed as:

y(t) =
N−1∑

i=0

Si
enc(t) Si

enc(t) =
∑

k

Cik sin c

(
t− tk

Ts

)
ej2πiFst |tk+1 − tk| = Ts =

1
Fs

By sampling Si
enc(t) with sample rate Rs = Nl/Ts(iTs < t < iTs + Ts), the sampled signal is:

Si
enc(m) =

∑

k

Cik sin c

(
mTs − tk

Ts

)
ej2πiFsmTs =

∑

k

Cik sin c (m− k) ej2πiFsmTs = Cim

Therefore, the original data can be recovered by decoding the sampled signal (Si
enc(m) = Cim)

at the receiver. Since the bandwidth of Nyquist-shaped baseband signal equals to chip rate Rs

when the roll-off factor α = 0 [6] the theoretical spectral efficiency of above system is:

SE = M
NcR

Rs
= M

Nc

Nl
bit/s/Hz

The maximum SEmax(= M bit/s/Hz) is achieved when Nc = Nl, which is at least two times of
SE of the traditional OCDM system [2] and equals to SE of the spectral efficient OFDM-OCDM
system [4] The encoded signal is sent to modulator for electrical-optical (E-O) coversion.

Figure 2 shows the simulation setup for the transmission of Nyquist-CDM signal over 400 km
standard single mode fiber (SSMF) link with coherent detection. The pseudo-random binary se-
quences (PRBS) of order 15 is generated at an aggregate bit rate of 40 Gbps. The QPSK mapped
data is serial to parallel (S/P) converted to emulate data streams for different users (Nc = 256).
Data from all users are encoded in parallel using orthogonal Walsh codes (Nl = 256). The sum of
all encoded signal is filtered by a Nyquist filter to get an inter-symbol-interference (ISI)-free nar-
row band signal. Then the complex Nyquist shaped temporal coded signal sample is converted to
electrical signals by two digital-to-analog converters (DACs) and modulated on optical carrier from
the laser (central wavelength = 1552.52 nm, i.e., central frequency = 193.1THz) with an optical
I/Q modulator. The laser power and linewidth are set to 1mW and 100 kHz, respectively. The
optical spectrum of the modulated signal is shown in the inset of Fig. 2 whose bandwidth is equal
to chip rate (20Gchip/s) as the roll-off factor is 0.

The signal is transmitted over four spans, each of which consists of 100 km SSMF and an
Erbium Doped Fiber Amplifier (EDFA) with a noise figure of 5 dB. The transmitted optical signals
is detected by a coherent receiver. The optical-electrical (O-E) converted signal is sampled and
digitalized by two analog-to-digital converters (ADCs). The outputs from ADCs are feed to the
DSP blocks for signal recovery. Firstly, the chromatic dispersion is compensated in frequency
domain and carrier phase is then estimated using Viterbi-Viterbi algorithm. The phase corrected
signal is sent to the CDM decoder. Finally, the decoded signal is sliced and demapped to bits.

Figure 2: Simulation setup (inset: optical spectrum after Nyquist shaping).
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3. RESULTS

Figure 3(a) shows the error vector magnitude (EVM) [7] of proposed Nyquist-OCDM system with
respect to received OSNR (green triangle) in the back-to-back configuration The OSNR is measured
with a spectral resolution of 0.1 nm. Compared with OCDM only system (red circle), no OSNR
penalty is found due to Nyquist pulse shaping, which can be explained by the ISI free feature of
Nyquist pulses in time-domain.

For OCDM based optical access networks the maximum number of users is limited by the
power loss caused by power splitter in the remote node (RN). To emulate the such attenuation in
simulation, a variable optical attenuator (VOA) is used after 400 km fiber but before the optical
mixer at the receiver side to adjust the received optical power. The measured EVM versus additional
attenuation is shown in Fig. 3(b). The measured EVM is 34.0% when the additional attenuation
by VOA is 35 dB. The large link power budget mainly benefits from the coherent detection.

The impact of Nc and Nl is also studied. Three different scenarios: (i) Nc = Nl = 128; (ii)
Nc = 256, Nl = 128; (iii) Nc = 256, Nl = 256 are evaluated. Fig. 4 shows the recovered signal
constellations after transmission over 400 km SSMF Corresponding EVM (in percentage) is shown
on the top of each constellation. Though orthogonal codes are employed in our system, the system’s
EVM is still slightly related to Nl and Nc. Although the SE achieves maximum when all orthogonal
codes are used for coding (Nl = Nc) the system performs worst at the same time With the same code
length (Nl) the peak to average power ratio of encoded signal increases for larger Nc, which degrades
the system performance by interacting with fiber nonlinearity and component nonlinearity (e.g.,
nonlinear transfer function of optical modulator). With the same number of users (Nc), longer code
length sacrifices the SE but helps to reduce the average power which relieves the fiber nonlinearity
impact on the signal. These indicate that a tradeoff between SE and system performance has to
be made when choosing Nl and Nc.

Our scheme also provides high secure transmission. The received data can only be recovered
when the correct codes are provided for decoding. Furthermore, Nyquist-OCDM can combine with
WDM technology to improve transmission capacity.

(a) (b)

Figure 3: (a) EVM vs received OSNR for Nyquist-OCDM (red) and OCDM only system (blue). (b) EVM
vs link attenuation for Nyquist-OCDM system.

Figure 4: Recovered QPSK signal constellations after 400-km SSMF transmission.
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4. CONCLUSION

In this paper, we proposed a high spectral efficiency temporal coded OCDM system using Nyquist
pulse shaping and coherent detection. The maximal SE of Nyquist-OCDM system is at least two
times of that of the traditional OCDM system. The transmission of Nyquist-OCDM system using
Walsh codes over 400 km SSMF is evaluated by simulation. The system performance towards the
number of users and code length are investigated, which showed that Nyquist-OCDM is a promising
technology for optical access network.
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with Linear Interpolation
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Abstract— A novel optical carrier phase recovery algorithm using phase linear interpolation
and sub-symbol processing is proposed for CO-OFDM system. Compared with the conventional
carrier phase recovery approach, the new algorithm can promote the system’s laser linewidth
tolerance significantly with increased temporal resolution in tracking the carrier phase.

1. INTRODUCTION

Coherent optical orthogonal frequency division multiplexing (CO-OFDM) has been intensively stud-
ied for its high tolerance to chromatic dispersion (CD) and polarization mode dispersion (PMD) [1–
3]. However, the performance degradation caused by laser phase noise is more pronounced in CO-
OFDM system compared with the single carrier counterpart. In CO-OFDM system, laser phase
noise degrades the received signal quality in two ways: the common phase error (CPE) and the
inter-carrier-interference (ICI). The former one causes an identical phase rotation for all subcarriers
while the latter one induces frequency dependent noise for each subcarrier channel. To suppress
these distortions, pilot subcarrier aided (PA) carrier phase recovery technique is widely applied
because of its simplicity [2–5]. In PA CPE compensation (CPEC) scheme [2, 3], symbol rotation
is corrected while the ICI is left uncompensated as laser phase noise is assumed to be constant
in one CO-OFDM symbol. However, for relatively large laser linewidth and/or long symbol du-
ration scenarios, the degradation due to ICI becomes pronounced and need to be compensated.
In [4, 5], partial ICI suppression is achieved by temporal linear interpolation (LI) of CPE in the
adjacent symbols. In [6], frequency domain orthogonal basis expansion-based method (OBE) has
been proposed to suppress both CPE and partial ICI, in which complex matrix inversion operation
is needed.

To improve the ICI tolerance of CO-OFDM system, we proposed a carrier phase recovery method
based on sub-symbol processing in our former paper [7], in which a full CO-OFDM symbol is
temporally partitioned into several blocks (i.e., sub-symbols) to obtain a high temporal resolution
of carrier phase recovery. In this paper, we propose a novel carrier phase recovery algorithm based
on linear interpolation and sub-symbol processing. By combining the above two ingredients, a better
tracking of the carrier phase can be achieved with the new algorithm compared to the former one [7].
The principle and feasibility of our proposal are shown in the following sections. Performance
evaluation and key parameter optimization are conducted with Monte-Carlo simulation.

2. PROPOSED CARRIER PHASE RECOVERY SCHEME

2.1. PSystem Model and Notation

The schematic diagram of our proposed algorithm is depicted in Fig. 1. The nth element of the
mth vector is denoted by xm

n /Xm
n in time/frequency domain, respectively. The signal model in the

presence of phase noise is studied in [2]. At the nth signal sample of the mth OFDM symbol, laser
phase noise introduces a random phase rotation of ejφm

n in the time domain where φm
n = φm

n−1 + u

and u ∼ N (0, σ2
u). The phase noise variance is σ2

u = 2πβTs where Ts is the CO-OFDM symbol
duration, β is the two-side 3-dB bandwidth of the laser phase noise.

After coherent detection, the phase noise of the free-running lasers at the transmitter and the
receiver is linearly transferred from optical domain to electrical domain. The O/E converted signal
is sampled and digitalized by the analog-to-digital converter (ADC). Several digital signal processing
(DSP) functions are then executed to recover the transmitted data. Firstly, the cyclic prefix (CP)
of signal is removed and frequency offset is compensated digitally. The signal is then converted to
frequency domain by fast Fourier transform (FFT). The effect of phase noise on CO-OFDM system
after frequency offset compensation can be expressed as a convolution in the frequency domain.
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Figure 1: Schematic diagram of CO-OFDM, (a) transmitter and (b) receiver with proposed phase noise
suppression algorithm. S/P: serial-to-parallel conversion; P/S: parallel-to-serial conversion; Sync: synchro-
nization. FOC: frequency offset compensation.

Assuming that both timing synchronization and frequency tracking are perfectly performed, the
received signal R can be expressed as [5]:

Rm
k =

N−1∑

q=0

Pm
〈k−q〉HqX

m
q + Wm

k = Pm
0 HkX

m
k +

N−1∑

q=0,q 6=k

Pm
〈k−q〉HqX

m
q + Wm

k : 0 ≤ k ≤ N − 1 (1)

where N is the number of subcarriers, X, P , H and R are the transmitted data symbol, the
phase noise spectral components, the channel frequency response and the received data symbol in
frequency-domain, respectively. The notation 〈·〉 denotes the modulo-N operation and W is the
additive Gaussian distributed noise with zero mean and variance σ2

u. The kth phase noise spectral
component of the mth symbol Pm

k , can be written as:

Pm
k =

1
N

N−1∑

n=0

ejφm
n exp

(
−j2πnk

N

)
: 0 ≤ k ≤ N − 1. (2)

As seen in (1), the first part Pm
0 is the common term influencing all subcarriers, therefore, repre-

senting the CPE contribution. The second part
N−1∑

q=0,q 6=k

Pm
〈k−q〉HqX

m
q stands for the contribution of

ICI.

2.2. Carrier Phase Recovery Algorithm
After channel estimation and equalization, two types of processes are performed: one is the ‘full
symbol linearly interpolated carrier phase estimation process’ and the other one is the ‘sub-symbol
phase noise suppression process’. The second process can be executed iteratively until a predeter-
mined number of iteration is completed to obtain a better phase noise suppression effect.

In the first process, the pilot subcarriers are used to estimate the CPE in every full OFDM data
symbol. The least-squares (LS) algorithm can be used to estimate CPE as follow:

CPEm = angle(Pm
0 ) = angle

{∑
k∈Sp

(Xm
k )∗Y m

k∑
k∈Sp

∣∣Xm
k

∣∣2
}

(3)

where Sp is the set of the subcarriers indices corresponding to the pilot subcarriers.
The carrier phase at the middle of the corresponding symbol is set equal to the estimated CPE.

The carrier phase of the remaining intermediate temporal sample is obtained by linear interpolating
the CPE estimation of the adjacent symbols. As can be seen from Fig. 2, the equalization of the
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Figure 2: Diagram of phase linear interpolation with three adjacent CO-OFDM symbols.

mth received symbol can be completed only after reception of the (m + 1)th symbol which results
in one symbol latency.

The carrier phase is compensated coarsely using the interpolated estimation. After tentative
decision on coarsely compensated samples, the second stage carrier phase recovery is processed.
In the second stage, the output from the slicer X̂ and channel equalized samples Y are converted
back to time domain by using IFFT operation and then partitioned into several sub-symbols.
After taking the normalized S-point FFT operation on the sub-symbol samples, sub-symbol CPE
estimation is processed by comparing the phase of the “recovered” temporal samples X̂b

k and the
channel equalized temporal samples Ŷ b

k using LS algorithm.

P̂ b
0 =

∑S−1
k=0 (X̂b

k)
∗Ŷ b

k
∑S−1

k=0

∣∣∣X̂b
k

∣∣∣
2 (4)

where S is the length of the sub-symbol. The estimated sub-symbol CPE values are then used to
update the carrier phase of every sample. Finally, the phase corrected data is decision and mapped
from symbol to bits.

3. SIMULATION RESULTS AND DISCUSSIONS

The proposed algorithm is assessed through Monte-Carlo simulation. We use ‘LI-SCPEC’ to refer
to the proposed algorithm. The parameters of simulated CO-OFDM system are as follows. The
mapped 16-QAM signal is converted to time domain by 256-point IFFT. 40 guard sub-carriers are
added and allocated at both side of the band. 10 pilots are uniformly inserted into each block. The
CP length is 32. The sampling rate Rs is 10 GSamples/s. Thus the duration of OFDM symbol is
28.8 ns. Ideal frequency offset compensation and channel equalization are assumed in the simulation
to obtain an accurate laser phase noise tolerance measurement.

The bit error rate (BER) versus optical signal to noise ratio (OSNR) curves using different
algorithms for 250 kHz laser linewidth are show in Fig. 3(a). At 20 dB OSNR, the BER of LI-
SCPEC (NB = 1), LI-SCPEC (NB = 2) and LI-SCPEC (NB = 4) are 4.17e-4, 6.4e-5 and 4.85e-5,
respectively, which show that the performance improvement increases as NB from 1 to 2, 4. When
comparing with the full symbol decision-feedback algorithm (DF-CPEC) which have a comparable
complexity, the corresponding sub-symbol algorithm offer 2.06 dB (NB = 2) and 2.36 dB (NB = 4)
OSNR gain at BER = 1.0e-3.

In Fig. 3(b), we compare the required OSNR at BER = 1.0e-3 as a function of combined laser
linewidth. For comparison, the performance of CPEC algorithm in [2], LI algorithm in [5] and
previous sub-symbol algorithm SCPEC in [7] are also show in Fig. 3(b). The laser linewidth
tolerance is evidently improved by the LI-SCPEC algorithm. For laser linewidth of 250 kHz, the
required OSNR of CPEC, LI, DF-CPEC, SCPEC (NB = 2) are 24.1 dB, 20.38 dB, 18.69 dB and
17.57 dB, while 16.63 dB for LI-SCPEC (NB = 2). The advantage of LI-SCPEC method tends
to be larger when the laser linewidth increases. For OSNR = 20 dB, the system’s laser linewidth
tolerance is about 154 kHz (CPEC), 230 kHz (LI), 298 kHz (DF-CPEC), 382 kHz (SCPEC, NB = 2)
and 541 kHz (LI-SCPEC, NB = 2). Thus, LI-SCPEC algorithm promotes system tolerance of laser
phase noise evidently.

The contour plot of the receiver sensitivity (in OSNR) penalty at BER = 1.0e-3 are depicted in
Fig. 4(a) for LI-SCPEC with respect to different laser linewidth (0 ∼ 345 kHz) and different number
of sub-symbols NB (1 ≤ NB ≤ 6). The reference is the OSNR at BER = 1.0e-3 in ideal coherent
detection with perfect carrier phase recovery. For a certain range (0 ∼ 200 kHz), there exist an
optimal number of sub-symbol. The OSNR penalty drops with increasing number of sub-symbols
(≤ 6) if the linewidth > 250 kHz. A few number of sub-symbols (≤ 4) is sufficient to obtain a
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moderate OSNR penalty (≤ 1.5 dB) for a large interval of laser linewidth (0 ∼ 345 kHz), which
relieves the complexity requirement of our algorithm.

The BER performance of proposed algorithm after iteration is shown in Fig. 4(b). The per-
formance of CO-OFDM system (linewidth = 250 kHz, NB = 2) is improved by iteration. The
iteration gain at BER = 1.0e-3 is 0.365 dB, 0.418 dB, 0.431 dB for number of iteration = 1, 2 and
3, respectively. Note that the curves almost converge after the first time of iteration, which implies
that the number of iteration = 1 is enough to obtain a reasonable improvement.

4. CONCLUSION

In this paper, we propose a novel carrier phase recovery method based on linear interpolation and
sub-symbol processing. The accuracy of sub-symbol carrier phase estimation is improved by linear
interpolation. The effectiveness of proposed method is evaluated by simulation which shows that
the system’s laser linewidth tolerance can be enhanced significantly. The optimized performance
of the algorithm can be achieved with a moderate number of sub-symbols and a small number of
iteration.
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Abstract— We present some latest results on the V-coupled-cavity laser (VCCL) with cleaved
facets. Over 30 channels with 100 GHz spacing and side-mode-suppression-ratio over 30 dB are
achieved with single electrode tuning. The fabrication process is the same as that of a Fabry-Perot
laser and the device size is only 500 µm× 300 µm.

1. INTRODUCTION

Widely tunable lasers are of vital importance for the modern optical communication systems. With
the development of dense wavelength division multiplexing (DWDM) systems, tunable lasers are
required to have large wavelength tuning range, large side-mode-suppression-ratio, low cost and
low manufacture complexity. Over the decades, many tunable lasers are invented, such as sampled
grating distributed Bragg reflector (SGDBR) laser [1], superstructure grating (SSG) DBR laser [2],
distributed feedback (DFB) laser array with micro-electro-mechanical system (MEMS) switches [3],
wavelength switchable semiconductor laser based on half-wave coupled Fabry-Pérot and rectangular
ring resonators [4], and V-coupled-cavity laser with etched facets [5]. However, the former three
kinds of lasers not only require complicated fabrication process for gratings, but also use multiple
electrodes to control the wavelength tuning effect, which adds to the overall cost. And the latter
two lasers require a deep-etch fabrication step to form the reflection facets.

Coupled-cavity lasers with an etched trench or cleaved-coupled-cavity (C3) structure have been
investigated in the 1980’s. While the theory of such a coupled-cavity is well established and fabri-
cating it needs no epitaxial regrowth, the SMSR of coupled-cavity laser is very poor (about 20 dB).
Recently we developed a simpler design of V-coupled-cavity laser with cleaved facets, emitting
30 channels wavelength with a side-mode-suppression-ratio (SMSR) around 30 dB. Such a simple,
compact and high-performance laser is a promising alternative to the existing tunable lasers and
has great potential for wide use in optical networks.

2. DEVICE STRUCTURE AND FABRICATION

The V-coupled-cavity laser comprises a fixed gain cavity and a channel selector cavity with different
optical path length and a 2×2 half-wave coupler, as shown in Fig. 1. The 2×2 half-wave coupler is
designed to have an optimal coupling coefficient to ensure high side-mode suppression ratio (SMSR).
Unlike normal multimode interference (MMI), the cross-coupling coefficient of the half-wave coupler
has a relative phase of π with respect to self-coupling coefficient. The length of the fixed gain cavity
is designed to be 466µm, so that the resonance frequency spacing is 100 GHz as defined by ITU.
The length of the channel selector cavity is 512µm, a little longer than that of the fixed gain cavity
so that the wavelength tuning range can be magnified by the Vernier effect. Three electrodes are
deposited on the top surface, and a ground electrode is deposited on the back side. The wavelength
tuning is accomplished by changing the current on the electrode of the channel selector cavity.

The principle of digital wavelength tuning is schematically shown in Fig. 2. ∆f stands for the
frequency interval of resonant modes in the fixed gain cavity, and ∆f ′ stands for the frequency
interval of resonant modes in the channel selector cavity. The lasing mode occurs at a resonant
frequency f0. By shifting the resonant frequency comb of the channel selector cavity by |∆f−∆f ′|,
the lasing mode can be swiched to an adjacent mode of the fixed cavity. As a result, the shift of the
laser frequency with the averaged effective refractive index change of the channel selector cavity is
amplified by a factor of ∆f ′/|∆f −∆f ′| and only a single electrode is required for the wavelength
switching. The distance between two aligned resonant peaks are called the free spectral range
(FSR) of the coupled-cavity.

A standard ridge waveguide laser structure with InGaAsP/InP multiple quantum wells (MQW)
was used to fabricate the laser. The MQW structure was grown by metal-organic chemical vapor
deposition. It consists of 0.2µm Zn-doped In0.53Ga0.47As cap, 1.5µm Zn-doped InP cladding,
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Figure 1: Optical microscope image of the V-
coupled-cavity laser.

Figure 2: Schematic diagram illustrating the rela-
tionships between the resonant frequency combs of
the two cavities.

0.004µm Zn-doped InGaAsP etch-stop layer, 0.15µm Zn-doped InP cladding, 0.06µm InGaAsP
step-graded index separate confinement layers with the bandgap wavelength λg varying from
1.05µm to 1.25µm, five repeats of 5.5 nm undoped 1.2% compressively strained InGaAsP quantum
well and 10 nm InGaAsP barrier (λg = 1.25µm), 0.06µm InGaAsP step-graded index separate
confinement layers, and 1.5µm Si-doped InP buffer on n-doped InP substrate. The measured pho-
toluminescence peak wavelength is at about 1.55µm. It is an all-active device with no grating or
ring resonators, and therefore it does not require any epitaxial regrowth. The fabrication process
is similar to simple Fabry-Perot lasers and the device length is less than 0.5mm.

3. MEASUREMENT RESULTS

The fabrication process is the same as that of a Fabry-Perot laser. First, the wafer was cleaved
into bars, then the lasers were tested on an aluminum nitride (AlN) with a thermo-electric cooler
(TEC) controlled at 20◦C. The currents injected on the half-wave coupler and fixed-gain cavity are
50mA and 30 mA, respectively. Fig. 3 shows the wavelength of the main mode as a function of the
tuning current on the channel selector cavity. When the current on the channel selector increases
from 18 mA to 145 mA, the wavelength tuning is about 25 nm and the lasing wavelength is switched
digitally over 33 consecutive channels.

Figure 4 shows the spectrum of the laser when the current on the channel selector was 30 mA. It
shows a single-mode emission spectrum with SMSR of 33 dB. Fig. 5 shows the overlapped spectra
for all of the 30 channels. The SMSR are around 30 dB for all the channels. The SMSR can be
further improved by design optimization and fabrication improvement.

Figure 3: Measured digital wavelength tuning curve.
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Figure 4: Measured single channel spectrum. Figure 5: Overlapped 30-channel spectra.

4. CONCLUSIONS

Single-electrode-controlled 30×100GHz wavelength switchable V-coupled-cavity laser with cleaved
facets is demonstrated with a SMSR as high as 30 dB. It is compact, easy to be fabricated, and
allows the lasing wavelength to be switched over a wide range with a single electrode control. The
fabrication process is exactly the same as that of Fabry-Perot laser, thus it does not require complex
gratings, epitaxial regrowth and deep-etched reflection facets. Since the device size is comparable
to conventional DFB or Fabry-Perot lasers, it can be easily fit into a small-form-factor package.
Because of its advantages, V-coupled-cavity laser with cleaved facets can be used for practical
applications in optical networks.
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Abstract— In this work we investigate the radiation of the charged inverted pendulum with
a hysteretic nonlinearity in the form of a backlash in the suspension point. The radiated power
is obtained in the frame of dipole approach. Due to the presence of hysteretic nonlinearity there
are some interesting peculiarities take place, in particular, our numerical simulation shows that
the radiated power turns in to zero during the hysteretic nonlinearity acts. This fact opens a
new way for control of the inverted pendulum’s dynamics.

1. INTRODUCTION

The problem of the inverted pendulum has a long history [1, 2] and remains relevant even in the
present days [3–5]. As well known the model of the inverted pendulum plays the central role in
the control theory [6–11]. It is well established benchmark problem that provides many challenging
problems to control design. Because of their nonlinear nature pendulums have maintained their
usefulness and they are now used to illustrate many of the ideas emerging in the field of nonlinear
control [12]. Typical examples are feedback stabilization, variable structure control, passivity based
control, back-stepping and forwarding, nonlinear observers, friction compensation, and nonlinear
model reduction. The challenges of control made the inverted pendulum systems a classic tools in
control laboratories.

In order to make an adequately description of the dynamics of real physical and mechanical
systems it is necessary to take into account the effects of hysteretic nature such as “backlashes”,
“stops”, etc. The mathematical models of such nonlinearities according to the classical patterns
of Krasnosel’skii and Pokrovskii [13], reduce to operators that are treated as converters in an
appropriate function spaces. The dynamics of such converters are described by the relation of
“input-state” and “state-output”.

As is known, most of the real physical and technical systems contain a various kind of parts
that can be represented as a cylinder with a piston. Inevitably, the backlashes appear in such
systems during its long operation due to the “aging” of the materials. As was mentioned above
such backlashes are of hysteretic nature and the analysis of such nonlinearities is quiet important
and actual problem. Also we would like to note that, for our knowledge, the problem of charged
inverted pendulum was not considered in the literature. In this way the problem of stabilization of
inverted pendulum using, e.g., an electrical field, seems novel and promisingly.

2. INVERTED PENDULUM WITH HYSTERETIC NONLINEARITY IN SUSPENSION:
MATHEMATICAL MODEL

(a) (b)

Figure 1: Geometry of the problem. (a) General view of the inverted pendulum. (b) The suspension point
(cylinder and piston).
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The model of inverted pendulum with oscillating suspension point (see panel a in Fig. 1) was
studied in detail by Kapitza [2]. Let us recall that the equation of motion of pendulum has the
form:

φ̈− 1
l
[g + f̈(t)] sin φ = 0 (1)

where φ is the angle of vertical deviation of the pendulum, l is the pendulum’s length, g is the
gravitational acceleration and f(t) is the law of motion of the suspension point (of course, this
equation should be considered together with the corresponding initial conditions).

Let us consider a system where the base of the pendulum is a physical system (P, S) formed by
a cylinder of length H and the piston P 1. We determine the piston’s position by the coordinate
f(t) and the cylinder’s position by coordinate υ(t). Let us assume also that the “leading” element
in the system (P, S) is a cylinder P . In this assumption the system (P, S) can be considered as
a converter Γ with the input signal f(t) (piston’s position) and the output signal υ(t) (cylinder’s
position). Such a converter is called backlash. The set of its possible states is f(t) ≤ υ(t) ≤ f(t)+H
(−∞ < f(t) < ∞). The cylinder’s position υ(t) at t > t0 is defined by υ(t) = Γ[t0, υ(t0)]f(t), where
Γ[t0, υ(t0)] is the operator defined for each υ0 = υ(t0) on the set of continuous inputs f(t) (t > t0)
for which υ0 −H < f(t) < υ0 [13].

We assume that the piston’s acceleration periodically changes from −aω2 to aω2 with the fre-
quency ω. This assumption consists in the fact that the linearized equation of motion of such a
pendulum can be written in the form2:

φ̈− 1
l
[g + aω2G(t,H)w(t)]φ = 0,

w(t) = −sign[sin (ωt)],
φ(0) = φ10, φ̇(0) = φ20,

(2)

where sign(z) is the usual signum function, G(t,H)w(t) is the acceleration of the suspension point
and

G(t,H) =
{

0, t ∈ (t∗, t∗ + ∆t),
1, t out of (t∗, t∗ + ∆t),

where t∗ are the moments after which the acceleration’s sign change takes place, ∆t =
√

2H
aω2 is the

time for which the piston passes through the cylinder.
Let we pass to dimensionless units in (2) using the following change:

x ≡ φ, τ = ωt, k =
g

lω2
, s =

a

l
, ∆τ =

√
2H

sl
.

As a result, we obtain an equation similar to Meissner equation, but with the negative coefficients
and hysteretic nonlinearity, namely:

ẍ− [k − sG(τ,H)sign(sin τ)]x = 0,

G(τ, H) =
{

0, τ ∈ (τ∗, τ∗ + ∆τ),
1, τ out of (τ∗, τ∗ + ∆τ),

x(0) = x10, ẋ(0) = x20,

(3)

Using the monodromy matrix technique, based on the Floquet results, we can determine the

1Both the cylinder and piston are ideal, absolutely rigid and can move along the y-axis in the infinite ranges as it is shown
in panel b of the Fig. 1.

2It should also be pointed out that such a periodic behavior of the piston’s acceleration (namely, the fact that the acceleration
of the piston changes from −aω2 to aω2) is an assumption of the model presented in this paper. Such a model allows us to
obtain some analytical results, namely, the explicit conditions for the stability zones. Also, the numerical simulations are most
effectively in the frame of this model. Moreover, such a model of the piston’s behavior most effectively and adequately describes
the dynamics of the parts of real technical devices.
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zones of stabilization for the system under consideration (for details see [5]), namely:
∣∣∣ cos (k2γ)

[
2 cosh (2

√
k∆τ) cosh (k1γ) + sinh (2

√
k∆τ) sinh (k1γ)

(√
k

k1
+

k1√
k

)]

+sin (k2γ)

[
sinh (2

√
k∆τ) cosh (k1γ)

(√
k

k2
− k2√

k

)
+ cosh2 (

√
k∆τ) sinh (k1γ)

(
k1

k2
− k2

k1

)

+ sinh2 (
√

k∆τ) sinh (k1γ)
(

k

k1k2
− k1k2

k

)] ∣∣∣ < 2. (4)

Here (k1)2 = k + s, (k2)2 = s− k (s > k), γ = π −∆τ . Thus, the stability zone of the system (3)
in the space of parameters is defined by the inequality (4).

(a)

(c)

(b)

Figure 2: Radiated power P (per arbitrary units) as a function of time and phase portrait of inverted
pendulum with the hysteretic nonlinearity in suspension for various values of hysteretic parameter H (another
parameters of the system under consideration are presented in the main text). (a): H = 0.01m; (b):
H = 0.05 m; (c): H = 0.1m.

3. RADIATION OF INVERTED PENDULUM WITH HYSTERETIC NONLINEARITY

Consistent numerical solution of the Equation (3) allows us to determine the law of motion φ(t).
Let us assume also that the pendulum is charged (the charge of a pendulum is q). Following the
ideology of classical electrodynamics this fact means that the system under consideration can be
considered as a source of electromagnetic radiation (because of non zero acceleration). Namely, the
radiated power in the dipole approach can be written in the standard manner [14] (of course, for
such a system the dipole momentum is non zero and, as a result, the dipole radiation takes place):

P =
2

3c3
|d̈(t)|2 =

2q2l2

3c3
|φ̈(t)|2, (5)
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where d(t) = qlφ(t) is a dipole momentum of a pendulum (as usual, double dot denotes the second
derivative), c is the speed of light.

In the Fig. 2, we present the results of numerical simulations for the radiated power (per arbitrary
units, namely we present the value of 3c3P

2q2l2 ) togeteher with the corresponding phase portrait at
various values of hysteretic parameter H. The parameters of pendulum are: l = 1m, g = 9.8m ·
sec−2; the amplitude and frequency of oscillation of the piston are a = 0.15m and ω = 30 sec−1,
respectively; the initial conditions are φ(0) = 0.2 and φ̇(0) = 1 sec−1.

As we can see the presence of the hysteretic nonlinearity leads to the fact that the radiated
power turns in to zero at some time moments. These moments exactly correspond to the time
intervals during the hysteretic nonlinearity acts. In this way, this fact opens a new way for control
of the inverted pendulum’s dynamics, e.g., using the electrical field.

4. CONCLUSIONS

In this paper we have considered the problem of inverted pendulum with a hysteretic nonlinearity
in the form of a backlash in suspension point. Namely, we have pointed out on the possibility to
detecting of the electromagnetic radiation from the charged pendulum. Due to the presence of
hysteretic nonlinearity there are some interesting results take place. In particular, our numerical
simulations show that the radiated power turns in to zero at the time moments during the hysteretic
nonlinearity acts. This fact opens a new way for control of the dynamics of inverted pendulum
(e.g., using the electrical field or, in general, the fields with electromagnetic nature). Of course,
the problem of stabilization of the inverted pendulum using an electrical field seems novel and
promisingly.
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Abstract— In this paper we consider the system of parallel coupled identical one-dimensional
quantum wells (such a system can be presented as a multi-arm quantum ring) with a given
properties, namely, a width and a depth. Addition of the Aharonov-Bohm flux at origin of such
a “ring of quantum wells” allows to change the distance between the bound states as well as
their positions just only by changing the magnetic flux. Thereby, the Aharonov-Bohm flux can
be considered as a “strong” driven parameter for the optical properties of the system under
consideration.

1. INTRODUCTION

In recent time various one-dimensional (quantum wires, quantum rings [1] etc.) and two-dimensional
systems (such as graphene [2]) have particular interest in connection with the development of low-
dimensional technologies. In particular, such systems is widely used (or proposed to be used) in
different fields, such as optics [3], spintronics [4], quantum interferometry [5] etc.. It should be
noted that the charge transport process in such structures is of purely quantum nature. A special
kind of such a low-dimensional systems are quantum interference devices (such as quantum graphs
and quantum rings). Using these devices it is possible to observe the “delicate” quantum effects
that are connected with the changes in the electron’s wave function phase.

In this work we consider (our consideration is based on the scattering theory which allow to
investigate not only the continuous spectrum of charge carriers, but also the discrete spectrum) the
system of parallel coupled identical one-dimensional quantum wells (such a system can be considered
as a multi-arm quantum ring). State of an electron in such a system has an interesting properties,
namely, if one change the number of parallel coupled quantum wells the new bound states in such a
system will not appear (as is known, when the quantum wells are arranged in series, i.e., the width
of the resulting quantum well increases, there are many bound states in such a system and addition
of new wells leads to increasing of the number of bound states) just only shift to the limiting value
which determines by the parameters of a single well. In the case of quantum wells with two bound
states we have the same result, however the distance between the bound states (it should be noted
that the distance between the bound states corresponds to THz frequencies) decreases when the
number of wells in a system increases. As a result, the characteristics of such a system, e.g., the
optical properties (namely, the frequencies of laser transitions), can be changed by addition of new
wells only. Addition of the Aharonov-Bohm flux at origin of such a “ring of quantum wells” allows
to change the distance between the bound states as well as their positions just only by changing
the magnetic flux. As a result, the Aharonov-Bohm flux can be considered as a “strong” driven
parameter for the optical properties of the system under consideration.

2. MAIN FORMALISM

Most of the problems of one-dimensional quantum mechanics can be formulated in terms of quantum
graphs. Moreover, the solution of these problems in the frame of the graphs formalism could be
more efficient and “elegant” in comparison with the traditional methods of quantum mechanics.
A simple and clear example which demonstrates the “elegancy” of the graphs formalism is the
problem of the one-dimensional quantum well.

There are various ways to solve the Schrödinger equation in the graph [6–8]. In the presented
work we use the vertex amplitudes method [9]. The main idea of this method is to express the
parameters of the problem through the values of the wave function at the vertex of graph Ψ1

and Ψ2. The considered method allows to solve the scattering problem in the quantum graph, to
find the energy spectrum and to construct the wave functions. The classical analog of the vertex
amplitudes method is the Kirchhoff’s nodal potentials method in the theory of electrical circuits.
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Let us consider the one-dimensional scattering problem for a quantum graph with the potentials
that are placed in the graph’s edges. We assume that the quasi-one-dimensional dynamics takes
place1. The considered quantum graph consists of a compact part connected with the reservoirs of
the charge carries by the semi-infinite edges. We denote these edges as the in, out-edges. In this
edges the asymptotic conditions for the electron wave functions with respect to the compact part
of the graph are realized.

The wave functions of an electron in the in, out-edges are:

ψin = ain exp(ikx) + bin exp(−ikx), (1)
ψout = aout exp(ikx) + bout exp(−ikx), (2)

where k is the electron wave-number. As it follows from (1) and (2) the elastic scattering takes
place. This assumption facilitates further mathematics.

In each edges γn of length lγn
the proper coordinates are used ξγn

∈ [0, lγn
]. In the in, out-edges

coordinates are defined in a different way: ξin ∈ (−∞, 0), ξout ∈ (0,∞). These coordinates are just
a natural parameter in differential geometry [10]. The electron wave function Ψ in the graph is
represented by a set of components ψγn

(ξγn
), n = 1, 2, . . . , M , where M is the number of edges in

graph. Each element ψγn
(ξγn

) of the set is governed by the Schrödinger equation:

Hγn
ψγn

(ξγn
) = εγn

ψγn
(ξγn

),

Hγn
=

[
−~

2

2
d

dξγn

(
1

mγn

d

dξγn

)
+ Vγn

(ξγn
)
]

,

D(Hγn
) = {ψγn

: ψγn
∈ C∞

0 [γn]} ,

(3)

where mγn
is an effective mass of an electron in the edge γn, Vγn

is the real and locally measurable
potential placed in the edge γn.

Let us consider the edge γn with a potential which is localized somewhere in this edge. The
wave function ψγn

can be determined by the following pairs of coefficients: (aγn
, bγn

) and (cγn
, dγn

).
They have the following meaning: the wave function in every edge outside the potential can be
taken in the form a exp(ikx) + b exp(−ikx), thereby, the pair (aγn

, bγn
) are the coefficients of ψγn

before the potential and the pair (cγn
, dγn

) are the coefficients of ψγn
beyond the potential.

An application of the continuity and hermiticity conditions leads to the system of linear algebraic
equations for the vertex amplitudes Ψ = (Ψin ≡ Ψ1, Ψ2, . . . , Ψout ≡ Ψn)T . This system contains
the coefficients of functions ψγn

. Hence to solve the obtained system for Ψ it is needed to express
aγn

, bγn
, cγn

and dγn
in terms of (Ψ1, Ψ2, . . . ,Ψn). In order to do this we use the following obvious

relations: (
aγn

bγn

)
= Γ(1,γn)

(
Ψn

Ψn+1

)
,

(
cγn

dγn

)
= Γ(2,γn)

(
Ψn

Ψn+1

)
. (4)

The pairs of coefficients (aγn
, bγn

) and (cγn
, dγn

) are related by the transfer-matrix M [11]:
(

aγn

bγn

)
= M(γn)

(
cγn

dγn

)
. (5)

The elements of the M-matrix are

M(γn) =
(

1/tγn
rγn

/tγn

r∗γn
/t∗γn

1/t∗γn

)
, (6)

tγn
(rγn

) is the transmission (reflection) amplitude for the potential placed in the edge γn. Using
the relations (4), (5) and hermiticity condition one get:

Γ(1,γn) =
1

ζ − ζ∗

(
ζ −1
−ζ∗ 1

)
,

where ζ = exp(−ikξvn+1)M
(γn)
11 − exp(ikξvn+1)M

(γn)
12 .

(7)

1Let us note, that the quasi-one-dimensional dynamics may be realized in the lowest sub-band of a very narrow quantum
wire. The wire width in the real experiments can not be infinitely narrow. But, for the quantum wire under low temperature
the electron dynamics is quasi-one-dimensional because the higher transverse levels can not be excited.
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From (4), (5) it follows

Γ(2,γn) =
[
M(γn)

]−1
Γ(1,γn). (8)

Finally, (4), (7), (8) together with the hermiticity condition lead to the system of linear equation
for unknown vector Ψ. Finding the Ψ solves the transport problem for graph because the wave
functions ψin, ψout satisfy the following conditions at the in,out-vertices:

1 + r(k) = Ψin, t(k) = Ψout. (9)

3. PARALLEL COUPLED QUANTUM WELLS UNDER AHARONOV-BOHM EFFECT

Using the presented technique, let us consider the interesting system of n parallel coupled quantum
wells (for details see [9]). It is interesting to note that if one change the number of quantum wells
in such a system the new bound states will not appear (as is known, when the quantum wells are
arranged in series, i.e., the width of the resulting quantum well increases, there are many bound
states in such a system and addition of new wells leads to the fact that the number of bound states
increases) just only shift to the limiting value which determined by the parameters of single well
(in the case of identical wells). The problem becomes more complicated if at the center of such a
ring-like system there is an infinitely thin solenoid carrying finite magnetic flux Φ (see the Fig. 1).
At the same time it is a standard situation in the quantum transport [12].

Figure 1: Graph that corresponds to the scattering problem in the system of n parallel coupled quantum
wells with the AB flux Φ. The wavy lines represent the potential (in the considered case the potential is the
rectangular quantum well).

The magnetic flux modifies the phase of the wave function in the ring2 while the in, out-wave
functions are still the same, namely:

ψin = exp(ikx) + r(k) exp(−ikx),
ψout = t(k) exp(ikx),

ψγ1 = aγ1 exp(ik−x) + bγ1 exp(−ik+x),

ψγ2 = aγ2 exp(ik+x) + bγ2 exp(−ik−x),

(10)

where k− = k−α, k+ = k +α, α = Φ/(Φ0L), Φ is the magnetic flux through the loop section area,
Φ0 = 2π~c/e and L is the ring’s length.

The explicit expression for the transmission amplitude (in the case of identical wells) can be
obtained in the following form3 (using the technique of graphs [9]):

tn(k) =
4inkq sin (ql) cos

(
α
2n

)

(2nq)2 cos2
(

α
2n

)
+ k2 sin2 (ql) (1 + 2inq cot (ql))2

,

where q =
√

k2 − V , V = 2meU/~2, U is the well’s depth and l is the well’s width, n is a number
of quantum wells in a system, α is a dimensionless AB flux. As is known the energies of bound

2Equation (10) is presented for the case of two-arm ring, for the multi-arm ring the result can be obtained by a similar way.
3Here we would like to note that the graph ideology allows to obtain the transmission coefficient not only in the case of

identical wells, but in this case only numerical results take place.
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states correspond to simple poles of the transmission amplitude. In order to determine the bound
states energies Ebound = −~2κ2/2me we construct the analytic continuation of the transmission
amplitude t(iκ).

In the Fig. 2, we present the results of numerical simulations for the logarithm of the transmission
coefficient ln |t(iκ)|2 which determines the bound states positions in the system under consideration.

We see that the presence of the AB flux leads to the fact that the bound state position in
such a system becomes dependent on the value of AB flux. As a result also the optical properties
that determined by the bound states positions become dependent on the AB flux. Namely for some
values of the AB flux the bound state in such a system will not appear due to interference effects. In
this paper we present the results for the case when the single well contains single bound state. In the
case when the quantum well contains two bound states the positions of these states together with
the distance between them depends not only on the number of wells in the system, but also on the
value of AB flux (it should be noted also that the distance between the bound states corresponds to
THz frequency domain, so the considered system seems promisingly and perspective in connection
with development of modern low-dimensional optics). We can conclude that the number of wells
in such a system together with the AB flux can be considered as driven parameters for the bound
states positions as well as for the distance between the bound states. These facts open a new way
for control of the optical properties of ring-like structures by addition of extra wells in the system,
as well as by changing of the magnetic flux through the system.

(a) (b)

Figure 2: Logarithm of the transmission coefficient ln |t(iκ)|2 for various AB fluxes α in the case of two
coupled wells ((a) n = 2) and four coupled wells ((b) n = 4) as a function of the wave number κ (k = iκ).
(a) Thin solid line is α = 0, thick solid line is α = 0.5, thin dashed line is α = 1, thick dashed line is α = 2;
(b) Thin solid line is α = 0, thick solid line is α = 1.5, thin dashed line is α = 2, thick dashed line is α = 3.5,
thick dot dashed line is α = 4. The parameters of wells are U = −0.5 eV and l = 10−7 cm.

4. CONCLUSIONS

In this paper we have considered a system of parallel coupled quantum wells with the AB flux
at origin of such a system. In the case of similar quantum wells the explicit analytic expression
for the transmission amplitude is observed and numerically analyzed. In particular, it is shown
numerically that changing of wells number in the system (in the the case of identical wells) does
not lead to appearance of a new bound states. However, the addition of new wells leads to the fact
that the bound states positions in such a system shift to some limiting value determined by the
characteristics of a single well. Addition of the AB flux at origin of such a system leads to the fact
that the bound states position become dependent on its values. Moreover, for some values of the AB
flux the bound states in such a system will not appear due to quantum interference effects. Thus,
we can conclude that the number of quantum wells in the system under consideration together with
the AB flux can be considered as driven parameters for the bound states positions as well as for the
distance between the bound states. As a result, the optical properties of such a system (frequencies
of laser transitions) depend on the number of well as well as on the AB flux. These facts open a
new way for control of the optical properties of ring-like structures with quantum wells by addition
of extra wells in the system, as well as by changing of the magnetic flux through the system.
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Abstract— A circular polarization patch antenna operating at S-band is proposed which is
complaint with a large curvature column structure. The coupling effects between the conformed
antenna and the based structure are considered accurately in the refined simulation models and
impedance performance has been illustrated in the paper. The designed maximal gain in the
normal direction of the antenna aperture reaches 7 dBi possessing the polarization axial ratio
from 0.3 dB to 3.2 dB within ±45◦ scanning volume.

1. INTRODUCTION

Conformal antennas are growing considerably in their adaptabilities for the applications in which
the impacts of the aerodynamic shapes are essential to be concerned [1, 2]. Generally, microstrip
patches are selected in the conformal antenna designs due to the low profile characteristic and
abilities for the resemblance with the exterior shapes, especially for the aircraft shells.

Recently, the increasing requirements of the low radar cross section (RCS) and wide scan angles
boost the further developments of conformal phased array systems [3]. Adequate achievements have
been done almost following the same speculation that the array consists of tiny planar antenna
elements ranged in certain radius and is approximately identical structure with the carrier. A
typical conformal array antenna has been shown in Figure 1 as radar seeker for missile-borne
requirement [4].

However, the missile-borne applications, such as communication and remote metering, are grad-
ually operating at S-band [5]. The conformal patch antenna also needs to be circular polarization
and pasted on the surface not in common with radar indicator antenna. In some case, the patch
dimension is nearly equivalent to the missile radius. Accordingly, the approximate planar theory is
disabled and the new investigation is put forward to optimize the patch traits giving attention to
conformal circular polarization design.

In this paper, a conformal patch antenna working at S-band with circular polarization is de-
signed on a column in large curvature, namely, the column radius is nearly equivalent to the patch
dimension. An optimized model with the reasonable parameters is framed. Then, the effective cal-
culated results are obtained simultaneously. The simulated maximal gain in the normal direction
of the antenna reaches 7 dBi with the polarization axial ratio from 0.3 dB to 3.2 dB in the direction
of ±45◦ scanning scope.

Figure 1: Conformal array antenna for missile-borne.

2. BASE ANTENNA CONFIGURATION

The traditional patch antenna is designed with circular polarization characteristic firstly. It is
basically to compute the patch obeying classical theory and design the feeding structure using
strip lines. The dimensions of the patch can be calculated according to the operating frequency,
dielectric constant and the thick of the material, meanwhile the feed line is carried out in the same
way. Arlon DiClad880 is selected to as the substrate material. Its dielectric constant is 2.2. The
thicknesses of the two substrates are 1.016mm. The structure of the planar antenna is given in
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Figure 2. As shown, the element is composed of an upper patch, a feed-line in medium, a ground
plane and two substrate layers.

In Figure 3, W a is the length of the square radiation patch. The active termination of the
feed-line is W0 in wide and the width of the transmission part is W1. In order to obtain the circular
polarization, the feed-line differ between the input and two feed points is reasonable designed as
the length which is equally 90◦ phase postponed to decide the vortical direction of the circular
polarization.

In this paper, a right-handed circular polarization is simulated by HFSS. Calculated parameters
are: W a = 43 mm, W0 = 6.2mm, W1 = 4 mm and the length differ is 20.49 mm. The simulated
results are revealed in Figure 4. The simulated polarization axial ratio is below 3 dB between ±80◦
and below 1.4 dB in the direction of ±45◦ scanning space with HFSS software. A maximal gain is
obtained about 8 dBi in normal direction. The VSWR of input port is 1.69 at 2.25GHz.

Figure 2: Geometry of the planar antenna.

W_a

W0

W1

Figure 3: Parameters of the planar antenna.

Figure 4: Axial ratio of the planar antenna at 2.25 GHz.

3. CONFORMAL ANTENNA DESIGN AND RESULTS

A circular polarization patch antenna working at 2.25 GHz is designed which is conformal on a
column in large curvature. The conformal antenna model is composed of an exterior patch, a feed-
line in middle, an inner ground plane and two substrate layers. It is also used the substrate material
Arlon DiClad880 with the same dielectric constant 2.2 and the thicknesses of the two substrates
1.016mm. The structure of the conformal antenna model is given in Figure 5.

As illustrated in Figure 5, the pillar radius r is equal to 50mm and nearly equivalent to patch
dimension. W b is the length of the exterior square patch. W3 is the width of the active termination
of the feed-line and W4 is the size of the transmission part. Accordingly, the approximate planar
theory is disabled and the application is put forward to optimize the patch characteristics giving
attention to conformal circular polarization design.

At first, a model is simulated in which the parameters are identical to the planar antenna model
with W b = W a = 42mm, W3 = W0 = 6.2mm, W4 = W1 = 4 mm and the path differ 20.49mm.
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The calculated result is shown in Figure 6. The polarization axial ratio is all above 16.7 dB between
±45◦. The circular polarization characteristic is destroyed completely. Due to this phenomenon, it
is significant to optimize the parameters in the next model by changing the sizes.

According to the requirement of the right-handed circular polarization, the path differ of two
feed-lines between the input and two feed points is considerably optimized to produce 90◦ phase
delay, which is vital factor to the conformal antenna achieving circular polarization. Once the
planar antenna is conformal on a pillar, the characteristic of the patch and feed-line would be
changed, especially in the changing of equivalent length of the transmission part in path differ.

The second model is built and simulated by optimizing parameters of the conformal antenna.
After tuning the W b, W3, W4 and path differ, the preferable results are accomplished as shown in

Figure 5: Geometry of the conformal antenna.

Figure 6: Axial ratio of the planar antenna and the first conformal model at 2.25 GHz.

Planar Atenna

The Second conformal model

Figure 7: Axial ratio of the planar antenna and the second conformal model at 2.25 GHz.
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Figure 7. The optimized results by HFSS show a maximal gain of 7 dBi in normal direction with
the polarization axial ratio from 0.3 dB to 3.2 dB in the direction of ±45◦ scanning scope.

In this condition, W b = 43 mm, W3 = 6.5 mm, W4 = 4mm, and the path differ changed to
20.07mm. The most improvement is the path differ which determines the phase relationship mostly.

4. CONCLUSIONS

This paper designs a typical circular polarization patch antenna working at S-band which is con-
formal on a column with large curvature. An optimized model with the reasonable parameters is
constructed and the simulated results are obtained simultaneously. The optimized results show a
maximal gain of 7 dBi in normal direction and the polarization axial ratio from 0.3 dB to 3.2 dB in
the direction of ±45◦ scanning scope.

In practical application, the path differ of double feed-points is the most important factor to
control the phase relationship. It must be calculated carefully to obtain the anticipant results.
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Application of Artificial Magnetic Conductor in Aperture-coupled
Microstrip Antenna

Chao Fang and Guizhen Lu
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Abstract— A new technology of the slot waveguide transmission line has been concerned. The
application of this technology in aperture of coupled microstrip antenna is studied in this paper.
The dispersion characteristics are analyzed in the communication bands. The design and analysis
of aperture-coupled microstrip antenna adding Artificial Magnetic Conductor (AMC) has been
done. The numerical results show that the antenna structure is well to achieve the expected
design requirements.

1. INTRODUCTION

In the millimeter-wave technology, in order to overcome the problem of transmission loss of tra-
ditional transmission lines, a new technique has been widespread concern. The new technique is
slot waveguide transmission line. Quasi-TEM waves can be transmitted in this transmission line
over a wide bandwidth. Slot waveguide technology was first proposed as the range of 30 GHz to
THz transmission line in the literature [1]. Application of traditional transmission line is limited by
the transmission performance, device integration and cost in this frequency range. Slot waveguide
transmission line is used to solve this problem.

The first planar waveguide is constituted by two parallel plates. Electromagnetic wave that
perpendicular to the plane of the waveguide can be propagated in this waveguide. If one of the
conductors in the planar waveguide is replaced by magnetic conductor, electromagnetic wave can’t
be propagated when the distance between the planar waveguide is less than the 1/4 wavelength.
Conductor transmission line is added between the perfect conductor and the perfect magnetic
conductor. This conductor transmission line just likes a slot in the perfect conductor plane. This
slot can be used to propagate Quasi-TEM waves.

Electromagnetic characteristics of Artificial Magnetic Conductor (AMC) can be changed by
artificially [2]. The formula about the surface impedance of AMC was proposed in literature [3].
Literature [4] studied the dispersion characteristics of the slot waveguide. Literature [5] studied the
impedance characteristics of the slot waveguide. Application of the slot waveguide in millimeter-
wave devices was studied in literature [6]. Application of package in monolithic microwave inte-
grated circuit (MMIC) was proposed in literature [6].

Aperture-coupled microstrip antenna was used very widely in wireless communication. But this
antenna has radiation effects on the back. This drawback limits the application of this antenna in
communication. In order to overcome the back radiation effects, the traditional method is to add
a reflective plate or cavity on the back. However, the reflective plate tends to produce unwanted
effects of radiation. And cavity produces high order mode of electromagnetic radiation. This paper
studies the application of AMC in aperture-coupled microstrip antenna. AMC is added on back of
antenna. The radiation effect on the back can be reduced.

2. STRUCTURE OF WAVEGUIDE

Planar waveguide consists of two parallel metal planes. When the spacing between two parallel
metal planes is less than 1/2 wavelength, TEM electromagnetic waves can propagate perpendicular
to the surface. If the planar waveguide be made by a metallic conductor and a magnetic conductor.
When the spacing between two parallel planes is less than 1/4 wavelength, the electromagnetic
wave can’t propagate in such a planar waveguide.

Development of meta-material technology provides a new method to achieve AMC. The disper-
sion characteristics of the planar waveguide which made by a metallic conductor and AMC were
discussed in literature [4]. AMC is made by periodic array of metal wires. Effective permittivity is
shown in Formula (1).

~~ε (ω, kz) = ε0εh [x̂x̂ + ŷŷ + εzz (ωkz) ẑẑ] (1)
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where,

εzz (ωkz) = 1− k2
p

k2
h−k2

z

, kh =
√

εk (2)

kp =
1
a

√
2π

ln(a/2πb) + 0.5275
(3)

a is the period of the array, b is the radius of the wire. When the height of the wire is 1/4 wavelength,
the wire array and the air interface can be considered as a magnetic conductor. Electromagnetic
waves can’t propagate in this waveguide from 10 GHz to 20 GHz [4]. In this paper, aperture of
coupled microstrip antenna operates at 2.3 GHz. The structure of the planar waveguide must be
re-designed so that electromagnetic waves can’t propagate in waveguide at 2.3 GHz. The radius of
the wire is 2 mm. The height of the wire is 31.25 mm.

Dispersion analysis of wave propagation is calculated using the model shown in Figure 1. X
direction and Y direction are the periodic boundary conditions. Z direction is perfect boundary
conditions for the conductor.

Figure 2 gives the dispersion curve. Electromagnetic waves don’t have propagation modes from
1.9GHz to 4.36 GHz.

Figure 1: Periodic structural unit. Figure 2: Dispersion curve.

3. APERTURE-COUPLED MICROSTRIP ANTENNA

Feeder and microstrip antenna are electrically isolated by technology of aperture-coupled microstrip
antenna. They are coupled through a slot on the ground plane. Therefore, feeder and antenna el-
ements can be optimized separately. Coupling aperture is 0.141λ × 0.019λ. An aperture-coupled
microstrip antenna working at 2.3GHz is shown in Figure 3. There is AMC at back of the antenna.
AMC and the metal surface form a planar waveguide structure. According to Section 2, electro-
magnetic waves can‘t propagate in this structure at 2.3 GHz. So back radiation effects are reduced.
The size of the microstrip patch is 30 mm ∗ 40mm. The size of coupling slot is 14mm ∗ 1.55mm.
Permittivity of the dielectric substrate is 2.2. The distance between the microstrip antenna and
the metal ground is 1.6 mm. The distance between the feeder and the metal ground is 1.6mm.

Figure 3: Aperture-coupled microstrip antenna with AMC.
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Figure 4: S11.

(a) (b)

Figure 5: (a) X-Z antenna gain. (b) Y -Z antenna
gain.

4. CONCLUSION

An aperture-coupled microstrip antenna is shown in Figure 3. Since the number of unknown vari-
ables is large, I simulated this structure by finite difference time domain (FDTD). The simulation
results are shown in Figures 4 and 5.

S11 don’t change a lot with AMC from Figure 4. Both of them have the same variation. Just
the best match frequency shift position slightly. The reason is some parasitic reactance component
by adding AMC. The size of the periodic array can be adjusted to improve the result of antenna.

The solid line is the gain curve with AMC. The dotted line is the gain curve without AMC. The
gain has a small increase by adding AMC. The back radiation is greatly reduced at the same time.
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Design of Broadband Vector Modulator Based on HMC500LP3 Chip
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Abstract— Vector modulator technology in active phased array antenna has been used as a
replacement of conventional digital phase shifter and digital attenuator. In this paper, vector
modulator is realized by a vector modulation HMC500LP3 chip from Hittite company using
Agilent ADS software. The HMC500LP3 is a Vector Modulator RFIC with high dynamic range
and differential input. As a demonstration of the vector modulator’s flexibility, the HMC500LP3
chip has been fabricated and characterized by means of S-parameter measurements. What’s
more, this paper systematically presents the vector modulator measurement step which uses
Agilent USB/GPIB control module 82357B to have logic control of vector network analyzer and
DC Power Analyzer by MATLAB software. The DEEMBDING calculation for SMA connector is
completed by the MATLAB software. Finally, the measurement results show that the chip of the
HMC500LP3 vector modulator can realize a continuously controlled 360◦ phase shifting range
and a range of (−9 dB)–(−41 dB) for the amplitude over the 1.8 GHz–2.2 GHz band. Measured
S11 and S22 are below −17 dB and −15 dB.

1. INTRODUCTION

Active phased array antenna system has recently attracted considerable interest in the antenna
technology research. The problem of improving the precision of phase shifting has not been ad-
dressed until M.Tuckman proposed the concept module of the vector modulator in 1988 [1]. The
complexity of designing a digital phase shifter increases with the operating frequency and poor
uniformity of digital attenuators, while the application of vector modulator can largely decrease
hardware complexity, reduce the size of the component, lower cost, and improve the flexibility of
amplitude modulation and phase modulation [2].

Figure 1 shows the schematic and principle of the vector modulator presented. A 3-dB Lange
coupler splits the input signal into two orthogonal portions: in-phase and quadrature-phase. These
two portions are attenuated by two bi-phase amplitude modulators, which are controlled by two
bias voltages I and Q respectively. Combining these two modulated portions with a Wilkinson
coupler completes the modulating function [3].

IN OUT

90 o

180o

VQ

VI

Figure 1: Typical schematic diagram of the vector modulator.

2. CIRCUIT DESIGN

2.1. Features of the HMC500LP3 Chip

Figure 2 shows the schematic of the HMC500LP3 chip. According to the datasheet, I & Q ports of
the HMC500LP3 can be used to continuously vary the phase and amplitude of RF signals by up to
360 degrees and 40 dB respectively. The chip supports a 3 dB modulation bandwidth of 150 MHz.
The input IP3/noise floor ratio is 185 dB with an input IP3 of +33 dBm and input noise floor of
−152 dBm/Hz. These parameters can meet the demand of the vector modulator design.
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Figure 2: Schematic of the HMC500LP3. Figure 3: A photograph of HMC500LP3.

A photograph of the vector modulator chip and its peripheral circuit is shown in Figure 3. The
chip is bonded on a test substrate. The required chip area is only 4 cm× 4 cm.

The thickness of the board is confirmed to 30 mil based on the TC350 substrate. According to
the properties of the board, the width of 50 ohm microstrip line is 1.6712 mm calculated by the
ADS software. For optimum performance, the input should be AC coupled and driven through a
Balun BD1631J50100AF with an approximately 100 Ω differential impedance. Similarly, the output
should be DC blocked.

The I-Q input promises to be a vital component for the realization of vector modulator, with pin
5 chosen as I voltage input pin 6 as Q voltage input. For the feed circuit, the nominal voltage supply
for the HMC500LP3 is 7.6V and is applied to the pin 13. All the pins are gradually connected so
that reflection and parasitic capacitance can be reduced. Because the power supply circuit noise at
the work frequency may have a bad effect on the chip, each of the supply pins is connected with
a capacitor in 0402 package and a inductor in 0805 package to provide high frequency bypass near
the operating frequency.

Solder The exposed paddle on the underside of the package is soldered to a low thermal and
electrical ground plane. These layers should be stitched together with 5 vias under the exposed
paddle, because the rise of the chip’s temperature can lead to the decrease of chip life, even make
the chip burned down.

3. PRODURES OF THE TESTING

Taking precision and verifiability into consideration, closed loop calibration method is adopted in
this paper. Figure 4 and Table 1 show the general characterization bench setups used extensively
for the HMC500LP3. The whole system is composed of vector network analyzer, DC power analyzer
and control computer with each instrument being connected by GPIB Bus. An automated VISA
program is used to control the R&S ZVA24 vector network analyzer and the Agilent DC power
analyzer model N6705 is connected by GPIB. DC power analyzer can provide 3 independent voltage
and current outputs, so we set CH1 for the vector modulator module power supply channels and
CH2/CH3 for in phase/orthogonal control signal respectively.

Table 1: Input return loss vs I voltage and Q voltage.

DC power analyzer model N6705
CH1 for network analyzer

CH2 for in phase control signals
CH3 for orthogonal control signal

R&S ZVA24 Vector network analyzer Measure HMC500LP3 S parameters

GPIB Address
5: DC power analyzer N6705
20: Vector network analyzer
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Figure 4: S parameter measurement setup.

After insuring the instrument having been installed well, we set 0 V as the initial value of power
supply module and increase it through three different ways: from 0 V to 1 V at intervals of 0.1 V,
from 1 to 7 V at intervals of 0.5 V, from 7 V to 7.4V at intervals of 0.1 V. I control voltage is
increased from 0 V to 0.5V at intervals of 0.1 V, the same as Q control voltage.

Five different voltage values, 7.5V, 7.75 V, 8 V, 8.25V, 8.5 V, are set up in the DC voltage supply.
Under the different DC voltage supply, I/Q control voltage are respectively set up 11 points which
is swept from 0.5 V to 2.5 V at the intervals of 0.2V. S-parameters are measured under the above

Figure 5: Phase vs I/Q voltage at the 7.75V DC
supply.

Figure 6: Gain vs I/Q voltage at the 7.7 5V DC
supply.

Figure 7: Input return loss vs I voltage and Q volt-
age.

 

Figure 8: Output return loss vs I voltage and Q
voltage.
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Figure 9: Phase vs Frequency and Q voltage values
at 2.5v of I voltage.

Figure 10: Phase vs Frequency and Q voltage values
values at 0.5v of I voltage.

Figure 11: Frequency vs Gain and different Q volt-
age values under the I voltage value is 0.5V.

Figure 12: Frequency vs Gain and different Q volt-
age values under the I voltage is 2.5 V.

Figure 13: Phase setting vs phase and DC supply @F = 2 GHz.

voltage supply from 0GHz to 6 GHz. The total number of points is 605.
All the bias voltages and I/Q supply voltages of vector modulators are programmed by control

computer. At the same time, control computer reads the measured S parameters by VNA. Finally,
for all the measurements of the HMC500LP3, the loss of the Balun, which is used to drive the input
port, is de-embedded from these measurements. After completing the measurements, the module
should be returned to the initial state and closed.

4. THE RESULT OF THE TEST

As Figure 5 and Figure 6 show, the HMC500LP3 can be used to continuously change the phase
and amplitude of RF signals by up to 360 degrees and realize a range of −9 dB–(−41 dB) for the
amplitude under the different voltage values of the I and Q.

Figure 7 and Figure 8 illustrate the input return loss and output return loss performance of the
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different I/Q voltage values. The HMC500LP3 can achieve the input return loss greater than 17 dB
and the output return loss greater than 15 dB over a broad frequency range. The chip modulator
has excellent input and output matching performance.

As is shown in the Figure 9 and Figure 10, a linear correlation is found between the phase
shifting degree and frequency. What is more, the slope of the lines is constant no matter what I
voltage and Q voltage are. The chip model shows excellent phase linearity for various I and Q
voltage values. Different I and Q voltage values can get different initial phases.

Figure 11 and Figure 12 show the Gain vs Frequency under the different I voltage values at the
operating frequency. The gain flatness at 0.5 V of I voltage is much better than that at 2.5 V from
1.8 to 2.2 GHz.

Figure 13 illustrates excellent linear performance of phase setting for various DC supply. Any
phase can be achieved through the vector modulator.

5. CONCLUSION

In this paper, the HMC500LP3 chip is introduced and applied into vector modulator. The out-
standing measured results show that vector modulator can cover a phase shifting of 360◦ and are
able to provide gain over 40 dB. This chip can be applied to realize active phased array antenna.
Incident wave phase difference through phased array antenna is associated with the frequency and
the incident angle. Given the good linear correlation between the phase shifting degree and fre-
quency. By HMC500LP3 chip phase difference of incident wave can be compensated with a certain
range.
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Abstract— As substrate integrated waveguide cavity-backed antenna with narrow rectangular
slot always be narrow banded, a novel cavity-backed antenna with bow-tie shaped slot is proposed.
Bow-tie shaped slot is integrated on the SIW cavity to wide the bandwidth. Design and simulation
process are also given in this paper, the key parameters affecting the performance of antenna is
studied, and test sample is fabricated and tested. Test results show that 3.96% relative bandwidth
and 4.9 dBi gain are obtained at the antenna center frequency 5.3GHz. The simulation results
coincide well with simulated results, verify the validity of the designing.

1. INTRODUCTION

The development of communication system has led designers to pursue light, low profile, easy
manufactured and integrated antennas [1]. Thus, the technology of printed patch antenna is favored
and admired. But, the traditional printed patch antenna has great transmission loss. In recent
years, substrate integrated waveguide (SIW) is developed and has became a research hotspot, and
these researches springing up [2–6].

SIW is a new type of guided wave structure as a good alternate when the antenna being designed
required light and easy integrated as traditional metal waveguide is no longer suitable. As a new
and good wave transmission structure, SIW is especially suitable to form slot antenna, and a lot
articles about this is published [7–10], using SIW structure to form a backed-cavity is also a research
hotspot in recent years [11, 12]. Backed-cavity slot antenna based on SIW formed a resonant cavity
behind the antenna makes it can filter the interference signal out of work frequency band, this
nature greatly improve the performance of the receiver and reduce the size of circuit.

Reference [11] proposed a backed-cavity antenna with narrow gap, and has obtained the good
radiation effect, but the working frequency band is limited, only 1.32% relative bandwidth.

In this letter, in order to design a low profile narrowband omni-directional antenna using in short
range wireless communication system, a novel SIW backed-cavity antenna with bow-tie shaped slot
is proposed and analyzed. The backed-cavity structure is formed by SIW theory to filter out
unwanted frequencies and bow-tie shaped slot is used to produce the omnidirectional pattern.
Compared to the reference [11], the proposed antenna bandwidth reached 3.96%. The detailed
design and simulation process are given in this paper, key parameters affecting the performance of
antenna is studied, and the test results is also given and analyzed.

2. DESIGN AND SIMULATION

The topology of the antenna proposed is shown in Fig. 1. Antenna is designed using ARLON sub-
strate (εr = 2.2 and 1 mm thickness). Cavity is designed based on the classic theory of rectangular
waveguide cavity and it is formed by a series of mental through-hole with 0.3 mm radius and 1mm
distance, the radius and distance value satisfy the rule of SIW structure design [13]. The cavity
works at its first TE101 mode. A cavity works at TEmnl can be determined by following formulas:

a =
c

fc × 2× εr
(1)

βmn =

√
k2 −

(mπ

a

)2
−

(nπ

h

)2
(2)

k = ω
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µε (3)

λg =
2π

βmn
(4)

b = l
λg

2
(5)
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Figure 1: Topology of the antenna.

In the formulas, a, b, h represent the width, length, and height of cavity, respectively.
The coplanar waveguide (CPW) transition structure is used to improve the coupling degree be-

tween the external micro-strip and the cavity. The radiation slot is formed by a pair of symmetrical
triangles connected by a narrow gap; the narrow gap is overlapped with the end of CPW structure
end which is helpful to improve the radiation performance of the bow-tie slot.

The center frequency of the antenna is general decided by the size of cavity, but the shape of
the triangle is an important factor of the radiation performance of antenna, tuning the value of D1

and D2 can change the center frequency of the antenna and get best radiation performance.
Using HFSS 11 to modeling and simulate. Fig. 2 and Fig. 3 show the affection characteristics

according to the variation of D1 and D2, respectively. The value of D1 and D2 show direct ratio
with the center frequency of antenna. Based on the character, micro-tuning of the center frequency
in engineering is realized, which makes design much easier.

In order to test the radiation performance of the antenna proposed, a test piece with center
frequency 5.29 GHz is researched. The dimensions of antenna are shown in Table 1.
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Figure 2: Matching characteristics according to the
variation of D1.
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Table 1: Dimensions of antenna.

W W1 W2 W3

24mm 3.1 mm 0.5mm 0.2 mm
S D1 D2 L

1mm 1 mm 22 mm 12.5 mm
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3. EXPERIMENT RESULTS AND ANALYSIS

Figure 4 shows the manufactured antenna, (a) is the top photography and (b) is the bottom
photography. SMA is utilized in connecting the antenna under test with the experiment equipment.
The return loss curves are shown in Fig. 5 It is shown in the figure that the return loss is more
than 10 dB in the frequency scope of 5.16 GHz–5.37 GHz.

Figure 4: Test structure of antenna.
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Figure 5: Simulated and measured return loss of
antenna.

Simulated and measured far-filed antenna radiation patterns are shown in Fig. 6. Fig. 6(a) for
E-plane, where 4.9 dBi Gain and 84◦ half-power beam width is obtained, the cross-polarization is
lower than −48 dB. Fig. 6(b) shows the measurement results of H-plane, where also a 4.9 dBi best
Gain is obtained, and cross-polarization radiation is not so good as E-plane, lower than −19 dB.
The measured results show good agreement with simulated ones.
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Figure 6: Measured and simulated directivity diagram. (a) E-plane. (b) H-plane.

4. CONCLUSION

In this paper, a SIW backed-cavity antenna with bow-tie shaped aperture is proposed and designed,
key parameters of the antenna are studied. By integrating bow-tie shaped aperture, the antenna
obtain wider bandwidth than the narrow rectangular slot antenna, but the radiation pattern of
the antenna is reduced, thus the antenna is suitable for the communication system which require
covering wider scope. Finally, the antenna is fabricated and tested. The measured results and
simulation results are in good agreement, verify the validity of the design.
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A Novel UWB Antenna with Dual-band Notched Characteristics

Yongfan Lin, Jiangang Liang, Zimu Yang, Zhiyong Xu, and Rui Wu
Air Force Engineering University, Xi’an, Shanxi 710051, China

Abstract— A novel omnidirectional ultra-wide band (UWB) antenna with dual band-notched
characteristics are designed in this paper. To obtain extended impedance band-width, a small
rectangular-shaped defected ground structure is used. The antenna has a good performance on
impedance characteristics with the bandwidth from 2.0 GHz to 13.7 GHz. A U-shaped defected
patch structure as well as a

∏
-shaped defected patch structure are applied to obtain a dual

band-notched characteristics at bandwidth of 5.29GHz ∼ 6.608GHz and 3.30 GHz ∼ 3.87GHz,
covering WIFI (5.470GHz ∼ 5.725GHz) and WIMAX (3.3 GHz–3.8 GHz) working frequency
bandwidth. The problem of interference among spectrum can be solved effectively using this
antenna.

1. INTRODUCTION

In 2002, the Federal Communications Commission approved rules for the commercial use for the
ultra-wideband (UWB) with a frequency range of 3.1 GHz–10.6GHz for commercial purposes, and
then UWB technology has been widely used in various radars and it play an important role in
the communication system [1, 2], because of the narrowband system of the UWB technology has
incomparable advantage just like low cost, high speed and anti-multipath effect. However, the work-
ing bandwidth for UWB antenna will cause interference with existing narrowband wireless com-
munication systems, for example WIFI (5.470 GHz–5.725GHz) and WiMAX (3.3 GHz–3.8GHz).
Therefore, in order to prevent the interference between the spectrum and improve the utilization
rate and independence of spectrum, it is particularly important to research UWB antenna with the
stopband characteristics [3, 4].

UWB antenna with band-notched characteristics has many different kinds of structure. Gen-
erally, they always develop from two basic structures, one is ‘strip’ and the other one is ‘slot’.
Recently, to obtain the frequency band-notch function, modified planar monopoles with the slots
on the patch of the antenna is proposed [5–7]. Modified planar monopoles with the strip structure is
proposed to get double band-notched characteristics [8]. Multiple fractal-shaped slots-based UWB
antenna is proposed to get triple band-notched functionality [9]. In this paper, a novel dual band-
notched UWB antenna is proposed with the

∏
-shaped and U-shaped slots in the patch. Obvious

band-notched characteristics and good performance on omnidirectional radiation characteristics on
the whole frequency band are realized by this simple structure. In aspect of implementing spectrum
coexistence the antenna will gets better application.

2. ANTENNA DESIGN∏
-shaped and U-shaped are designed in the patch of the UWB antenna. According to the theory

of resonance, the formula used to calculate the size of the slot is W = λre/2, λre = λ0/
√

εre, λ0 is
the wavelength of the center frequency of the notch band. So the band-notched characteristics for
different working bandwidths can be realized by improving the size of the slots.

When the size of slot is W = λre/2, current resonance will occur around slot, the surface
current distribution of the antenna at 5.5 GHz and 3.5 GHz are shown in Figure 1. As it is shown,
current resonance occurs around U-styled slot and current distributes mostly around U-styled slot
at 5.5 GHz. Band-notched function is created at 5.5 GHz because of the energy radiated by the
antenna is few. The same situation occurs at 3.5 GHz around

∏
-styled slot. So two distinct

band-notched functions are got by the new structure.
The geometry of the presented antenna is illustrated in Figure 2. The dimensions of the op-

timized antenna are depicted in Table 1. The antenna is fabricated on a substrate of 50 mm ×
40mm× 0.8mm with dielectric constant of 4.5, the loss tangent of 0.0035. The antenna consists of
a circle radiation patch connected to a 50-Ω microstrip line on the front side and a partial ground
plane on the back side.

3. RESULTS AND DISCUSSION

The band-notched characteristics produced by different slots are illustrated, simulated VSWR of
the antenna with different slots shown in Figure 3. As it is shown, because of the different sizes
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5.5 GHz 3.5 GHz

Figure 1: Surface current distribution on the proposed antenna at 5.5 GHz and 3.5 GHz.

Figure 2: Geometry of the proposed antenna.

Table 1: Optimized antenna parameters (units: mm).

W W1 W2 W3 W4 W5 W6 L1 L2 L3 L4 L5 L6 L7
50 2 5 8 1.5 4 16.8 1 5 8 1.5 1.6 2.1 24

of the
∏

-shaped and U-shaped slots, the antenna has different band-notched characteristics. Two
independent stopbands from 3.30GHz–3.87 GHz and 5.29 GHz–6.608 GHz are created distinctly.
The band-notched characteristic near 3.5GHz mainly affected by the size of

∏
-shaped slot, while

the band-notched characteristic near 5.5 GHz mainly affected by the U-shaped slot. Meanwhile,
the simulated result of a reference antennas with only one slot are also depicted as comparison.

Figure 4 illustrates simulated VSWR for the proposed antenna with different L3 and L7. It

(a) (b) (c)

Figure 3: Simulated S11 for different slots.
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(a) (b)

Figure 4: Simulated S11 for different sizes of L7 and L3.

Figure 5: Photograph of the fabricated antenna.

Figure 6: Simulated and measured VSWR.

exhibits the effect of the size of U-shaped and
∏

-shaped slots, actually the center of the notch
band is associated with the size of the slots. The parametric study shows that as the length of the
segment L3 changes, the band produced by U-shaped slot is shifted significantly without affecting
the other notched band. On the contrary, when the

∏
-shaped slot size L7 shifts, the lower notched

band shifts significantly without affecting the higher notched band. And we can see that the bigger
the L3 and L7 the lower the notch frequency turns to be. The working frequency band of WIFI
(5.470GHz–5.725 GHz) and WIMAX (3.3 GHz–3.8 GHz) can be covered by shifting the size of L3
and L7.

The photograph of the antenna is shown in Figure 5. The simulated and measured VSWR of
the proposed antenna are shown in Figure 6. It is shown that the simulated and measured results
exhibit a good consistency.

The simulated radiation patterns at 2GHz, 5 GHz, 7 GHz, 9GHz are depicted in Figure 7. It
can be seen that the antenna has a nearly omnidirectional radiation pattern in the H-plane and a
radiation pattern in the E-plane. The presented antenna exhibits a good radiation performance.
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(a) 7 GHz (b) 9 GHz (c) 2 GHz (d) 5 GHz

Figure 7: Radiation patterns of the antenna at (a) 5 GHz and (b) 7 GHz.

4. CONCLUSION

A novel compact UWB planar antenna with dual-notched bands has been presented and discussed.
The wide impedance band-width (2.0 GHz–13.7 GHz) is realized by a rectangle-shaped defected
ground structure (DGS). The presented antenna exhibits a broad bandwidth and omnidirectional
radiation performance. In addition, the dual band-notched characteristics are realized by a U-
shaped as well as a

∏
-shaped slot. Simulated and measured results show that the working band-

width of WIFI (5.470GHz–5.725 GHz) and WIMAX (3.3 GHz–3.8 GHz) are covered by the two
band notches. The problems of spectrum coexistence and interference among spectrum can be
solved effectively.
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Spurious Modes Reduction in a Patch Antenna Using a Novel
DP-EBG Structure

Zhi-Yong Xu, Hou Zhang, Rui Wu, and Yong-Fan Lin
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Abstract— A novel dual planar electromagnetic bandgap (DP-EBG) microstrip structure with
wide stopband and flat passband is presented. It is demonstrated that the proposed structure
achieves a Ultra-Wide stopband and excellent passband performance within a compact circuit
area. And the DP-EBG structure is employed in the feed line of patch antenna with the aim of
suppressing harmonics and other spurious modes. Simulated and measured results indicate that
the application of this DP-EBG structure not only drastically diminishes spurious radiations of
2nd ∼ 6th harmonics in a broad frequency band, but also overcome some shortages of other EBG
microstrip antennas introduced in previous research.

1. INTRODUCTION

The active integrated antennas play an important role in the framework of modern wireless com-
munication systems [1]. The evolution of communication systems, demand antennas with specific
operational features and create the necessity to develop advanced new methods to design them in
order to fulfill the imposed technical requirements. So more and more new technologies are uti-
lized in the modern antennas. One of them, being choice for many antenna engineers, is the EBG
(Electromagnetic Band Gap) technology [2].

The electromagnetic band-gap (EBG) structure exhibits a bandstop behavior over a certain
frequency range, in which the propagation of electromagnetic waves is prohibited [3]. Recently,
some papers have proposed the employment of EBG structures for the improvement of the antennas’
radiating features. For example, the EBG structure has been developed to reduce the spurious
harmonic radiation of the patch antenna. For microstrip patch antenna with proximity coupled
feeding line, the second and third harmonics are eliminated by adjusting the length of feed line and
introducing one resonant cell [4]. A CPW-fed circular slot antenna with an arc-shaped slot inserted
on the ground conductor was designed for achieving four-frequency band notch characteristic in
the range of 2 ∼ 10GHz [5].

In this paper, a novel dual planar electromagnetic bandgap (DP-EBG) microstrip structure is
proposed. Wide stopband and compact size are realized with asymmetric defected ground structure
(ADGS). Furthermore the new structure is utilized to suppress harmonics and other spurious modes
of the patch antenna. Both simulated and measured results demonstrate that the patch antenna
which adopt the new structure obtains better performance than that of other designs in previous
references in view of harmonic signal suppression and radiation patterns.

2. NOVEL DP-EBG STRUCTURE DESIGN AND ANALYSIS

As shown in Fig. 1, the novel dual planar electromagnetic bandgap (DP-EBG) microstrip structure
is achieved with a combination of two one-dimensional (1-D) EBG structures, namely the asym-
metric defected ground structure (ADGS) and the microstrip line type electromagnetic bandgap
(ML-EBG) structure. According to [6], The ADGS circuit not only provides deeper stopband but
also decreases the physical dimensions when compared with the microstrip line type EBG structure
due to its highly-resonant characteristics. Hence, if we superpose the microstrip line type EBG
structure and the ADGS section into a double-plane configuration, this assembled configuration
may be expected to realize better stopband and low-pass band performance than that of any other
single type EBG structure.

Based on this idea, we propose a novel compact dual planar electromagnetic bandgap (DP-
EBG) microstrip structure as shown in Fig. 1, in order to achieve minimization, only one unit
cell are etched underneath the adjacent EBG square patches. In addition, the proposed DP-EBG
microstrip structure using a FR4 substrate with 0.8 mm thick and a dielectric constant of 2.65. The
line width w for all models is chosen to be 2.2 mm (equal to the width of microstrip 50 ohm line).
And other correlative structural dimensions are calculated and shown in Table 1.

Figure 2 shows S-parameters of the proposed DP-EBG microstrip structure. Regarding Fig. 2,
the most important feature of the proposed DP-EBG microstrip structure is about−20 dB stopband
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(b)(a)

Figure 1: Schematic of the novel DP-EBG microstrip structure. (a) 3-D view. (b) Top view.

Table 1: Structural dimensions.

Parameters d a b c r g e

Value (mm) 4 14 4 6.7 2.5 0.4 4.5

from 3.5 GHz to 13 GHz (In other words, the relative bandwidth is over than 115%) in addition
to the negligible insertion loss which is less than 0.3 dB throughout the passband. These favorable
results are profit from the fact that the longitudinal resonant modes of the microstrip line type
EBG structure and the transverse resonant modes of the ADGS are strongly coupled through the
DGS gap fields so that the passband and stopband characteristics are effectively improved by these
multiple resonant modes. By virtue of the highly resonant mechanism, this novel DP-EBG structure
has relatively wider stopband characteristics and smaller required circuit size than that of the new
EBG structure proposed in [7, 8] which satisfies the Bragg reflection condition.
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Figure 2: S-parameters of the proposed DP-EBG microstrip structure.

3. APPLICATION OF THE NOVEL DP-EBG STRUCTURE IN MICROSTRIP
ANTENNA

3.1. The Novel EBG Microstrip Antenna Design

In order to validate the validity of the novel DP-EBG structure in the usage of suppressing spurious
radiations of patch antenna, a normal microstrip patch antenna that serves as the reference antenna
and operates at 1.83 GHz is designed firstly. Fig. 3(a) shows the configuration of the reference
antenna. A 50 × 50mm2 square patch is fabricated on the FR4 substrate with the physical size
of 118× 91× 0.8mm3 and the relative permittivity of εr = 2.65. A 50 ohm microstrip feed line is
used for antenna excitation. Inset cut with the length (Lgap) of 18.8 mm and the width (Wgap) of
1.2mm is also adopted for a good impedance design for the reference antenna. Additionally, other
structural parameters are evaluated and shown in Fig. 3(a).

Then, the proposed DP-EBG structure shown in Fig. 1 was constructed in the feed line of the
microstrip patch antenna, and it is apparent from the schematics shown in Fig. 3(b) that this
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(b)(a)

Figure 3: Sketch of the printed antennas. (a) The reference patch antenna. (b) The proposed EBG patch
antenna.

novel EBG microstrip antenna has the same dimensions as that of the reference antenna except a
modulated microstrip line on top of a perturbed ground plane etched with ADGS.

The above models are fabricated and measured experimentally to confirm the theoretical analysis
with respect to the reflection coefficients and radiation properties. All the simulation is carried out
by HFSS. The reflection or transmission coefficients of all the fabricated prototypes are measured
using an Anritsu ME7808A vector network analyzer while the radiation patterns are measured
inside an anechoic chamber with an AV3635 antenna measurement system.

4. SIMULATION AND EXPERIMENTAL RESULTS

It is shown in Fig. 4 that the simulation and measurement return loss of the two antennas has
been depicted. Reasonable agreement is observed between the measurements and the simulated
data over the entire frequency span. The difference in the value of input return loss could be due
to the number of sampling points taken while the slight shift in frequency could be attributed to
the variation of the actual dielectric constant and the machining error. From the measured result
shown in Fig. 4(a), the dominant resonant frequency of the reference antenna is 1.85 GHz, slightly
shifting from the simulated one and its −10 dB bandwidth is about 16 MHz. The reference antenna
also resonates at many harmonic frequencies along with other surface wave modes. However, for the
EBG antenna, these harmonic resonances as well as other surface wave modes are totally suppressed
within a wide frequency band except the fundamental as shown in Fig. 4(b). It is also easily found
by comparing the measured S11 of both antennas that the proposed EBG antenna has the same
fundamental frequency (i.e., 1.85GHz) as that of the reference antenna, and the bandwidth and
the reflection coefficient roughly remain unchanged. Therefore, the proposed EBG antenna obtains
a number of attractive features, which include the following.

I. The operating frequency is not shifted away from the original resonance of the reference
antenna, even though the patch size of the EBG antenna remain unchanged. Unlike other designs
introduced in the references [4, 9–11], where the fundamental frequencies of EBG antenna were
always shifted more or less if they have the same patch size as that of the normal one. This character
can be attributed to two reasons. Firstly, the low-pass characteristics of the feed line constructed
with the proposed DP-EBG structure is so well that the propagation loss is small and can be
comparable to that of a conventional microstrip line. On the other hand, the distance between the
patch’s bottom edge and the DP-EBG structure’s top side is enough long (i.e., 16.6mm, which is
longer than λg/10, where λg is the wavelength under the substrate corresponding to 1.85 GHz),
so the electromagnetic field in the vicinity around the patch is not disturbed by the DP-EBG
structure, making the fundamental frequency of the EBG antenna be stable. So, the method in
this letter can be utilized to design an EBG patch antenna operating on any required fundamental
frequency and reducing spurious modes over a wide band even though the patch size is calculated
by using the conventional procedure applied to the normal microstrip patch antenna.

II. The proposed EBG antenna achieves the goal of notably diminishing resonances of 2nd ∼ 6th
harmonics and other surface wave modes over a wide frequency range extending from 2 GHz up
to 9GHz, so this proposed EBG antenna obtains better performance than that of other designs in
references [4, 5, 9–11] with regard to the frequency bandwidth of harmonic suppression. Moreover,
the total length of the two EBG units is about 21.4 mm, less than 1/7 of the free space wavelength at
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1.85GHz. There is no increase in the size of the antenna while the other features are not degraded.
In addition, the radiation patterns at the fundamental frequency are simulated and measured for

both antennas as depicted in Fig. 5 and Fig. 6. These power levels are normalized by the maximum
level of the reference antenna at the dominant resonant frequency. The experimental co-polarization
patterns agree well with simulated ones except some discrepancies which can be attribute to the
fabrication inaccuracy. It is easily seen from the measured results that both antennas have almost
identical and quite stable co-polarization pattern characteristics in both plane at the fundamental
frequency. The EBG antenna radiates broadside, and maintains a cross-polarization level similar
to that of the reference one, which is not presented here and remain below −20 dB in the E-plane
and H-plane respectively. The realized gain of the EBG antenna is similar to that of the reference
antenna (the reference antenna: 6.0 dB; the EBG antenna: 6.0 dB), satisfying the requirements
for engineering applications. And there is no energy leaking in our designed EBG antenna, which
can be studied from the Fig. 6 that the front-to-back ratio is only a little lower than that of the
reference one because the DP-EBG structure constructed in the feed line cannot resonate effectively
as an antenna and results in a negligible radiation loss at the operating frequency. Besides that,
there is also no beam squint in the fundamental radiation pattern, which is different from the
case presented in [9] where the DGS operating with some energy letting out is so close to the
patch’s bottom edge that its radiation disturbs the antenna’s main radiation pattern. Therefore,
this proposed EBG antenna in this paper obtains better radiation performance at the fundamental
frequency in comparison with some designs in former references.
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Figure 4: (a) Calculated and measured return losses for the normal antenna and (b) the proposed EBG
antenna.

(b)(a)

Figure 5: Simulated radiation patterns for the reference antenna and the EBG antenna. (a) E-plane. (b) H-
plane.
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(a) (b)

Figure 6: Measured co-polarization radiation patterns for the reference antenna (rigid line) and the EBG
antenna (broken line) at the dominant resonant frequency. (a) E-plane. (b) H-plane.

5. CONCLUSIONS

A patch antenna with a novel DP-EBG structure constructed in the feeding network has been
studied in this letter. It is demonstrated that the usage of the novel DP-EBG microstrip structure
in the patch antenna leads to a perfect removal of multiple harmonics and other spurious resonances
over a wide frequency range, while improvements in radiations at the fundamental frequency is
more significant as compared to other designs given in the previous research. By modulating the
separation between DP-EBG structure inserted in the feed line and the patch’s bottom edge at a
moderate distance (i.e., longer than λg/10), we realize the goal of making the fundamental frequency
of the EBG antenna unchanged when compared with the normal one even though the patch sizes
of two antennas are identical. Therefore, the design of the EBG patch antenna operating at any
certain frequency and reducing spurious modes over a wide band can be simplified by using the
method proposed in this paper since the patch sizes can be calculated through the conventional
evaluating procedure. Further more, due to the small dimension of the DP-EBG structure, compact
feed network is achieved. Therefore, the proposed EBG antenna in this letter is quite effective for
the suppression of spurious signals, and may find applications in compact active circuit system and
modern wireless communication realm.
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A Novel DP-EBG Structure for Low-pass Filter of Wide Stopband
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Abstract— In this letter, a novel dual planar electromagnetic bandgap (DP-EBG) microstrip
low-pass filter structure is investigated. The presented structure is realized by superposing two
different one-dimensional (1-D) electromagnetic bandgap (EBG) structures which have different
center frequency of the stopband into a coupled dual-plane configuration. Both simulation and
experimental results have verified that only two cells of the proposed structure are enough for the
measured −20 dB stopband from 3.7 GHz to 14 GHz with a excellent low-pass performance in a
small circuit area. Since this novel design demonstrates superior low-pass filtering functionality,
we expect this novel structure is widely used for wideband monolithic circuit applications.

1. INTRODUCTION

The electromagnetic bandgap (EBG) structure is a frequency-selective structure capable of restrict-
ing the electromagnetic waves along one or more directions within a certain frequency band. Due
to the bandgap that can filter out the unwanted signals, the EBG structures have been widely used
in antennas, filters, couplers, high-speed circuits, etc. [1–4]. Therefore, the investigation of EBG
structures have attracted much attention recently.

In modern telecommunication systems, high-performance microwave circuits with compact size,
low insertion loss, steep rejection, and wide stopband are widely required. In [5], a compact tapered
planar EBG structure is proposed for achieving wide stopband and flat passband, in comparison
with traditional planar EBG structure, the new structure obtained a relative fractional bandwidth
of 93.7% in the stopband below −20 dB. In [6], An interleaved electromagnetic bandgap (EBG)
structure is investigated to be with a compact size and wide stop-band bandwidth for suppressing
power/ground noise in power distribution networks, the interleaved EBG structure achieve sub-
stantial improvements on the bandwidth of 51.1% compared with the conventional EBG structure.
Several researchers have focused on achieving compact design and wide frequency stopband using
multilayered planar techniques, such as [7–10]. For example, T. Akalin [7] has proposed a dual-
planar EBG microstrip low-pass filter, but this require large size and has a limitation in compact
microstrip circuit applications.

In this paper, we introduce a novel dual planar electromagnetic bandgap (DP-EBG) structure
which is achieved with a combination of two one-dimensional (1-D) EBG structures having different
center frequencies of the stopband, namely the elliptical dumbbell defected ground structure (ED-
DGS) and the microstrip line type electromagnetic bandgap (ML-EBG) structure. A low-pass
filter using two cells of the proposed DP-EBG structure demonstrate a rejection of below −20 dB
in the range from 3.7GHz to 14 GHz and negligible insertion loss in the passband. As compared
to previous research on EBG low-pass filters, the proposed structure achieves better performance
with a ultra-wide stopband and a significant reduction in physical size.

2. NOVEL DP-EBG MICROSTRIP LOW-PASS FILTER STRUCTURE

The ordinary filters can be achieved with the microstrip line type electromagnetic bandgap (ML-
EBG) structure which consists of the conductor ground plane and periodic patches inserted in the
microstrip line on the top plane, as shown in Fig. 1. Since it is designed to satisfy the Bragg
reflection condition [11], the period d equals half of guided wavelength at center frequency of the
stopband.

It is simple to use the ML-EBG structure for the design of the microstrip filters, but this
structure is not compact in physical size for low-frequency band applications since it is designed
to satisfy the Bragg reflection condition. In order to provide more evident stopband characteristic
and decreese the circuit layout size, a rectangular dumbbell defected ground structure (DGS) unit
was proposed in [12]. The DGS filters not only provide deeper stopband but also decrease the
physical dimensions when compared with a conventional ML-EBG filter due to its highly-resonant
characteristics [12]. However, it is experimentally found that the passband performance of the DGS
with only one or a few unit lattices is not good [13]. Hence, if we superpose the ML-EBG structure
and the DGS section into a double-plane configuration, in which two types of EBG cells are too
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strongly coupled to probably remove above mentioned shortages, this compact configuration may
be expected to realize better stopband and low-pass performance than that of any single type EBG
structure and could be used as a new good low-pass filter.

Based on this idea, we propose a novel compact dual planar electromagnetic bandgap (DP-EBG)
microstrip filter as shown in Fig. 2, in which a ML-EBG structure is overlapped on a elliptical
dumbbell defected ground structure (ED-DGS). In Fig. 2, each rectangular patch etched on the
microstrip line together with its underlying ED-DGS located on the ground plane can be treated as
a unit cell, so this novel DP-EBG filter consists of two cells. we simulated a ML-EBG unit cell on a
common ground and a common microstrip on a ED-DGS unit cell in addition to the proposed filter
structure shown in Fig. 2 using a F4B substrate with 0.8-mm thick and a dielectric constant of
2.65 by Anosoft HFSS. The linewidth w for all models is chosen to be the characteristic impedance
of 50 Ω microstrip line.The ED-DGS cell in the proposed DP-EBG filter is designed for 5.42 GHz
resonant frequency, and the ML-EBG structure is designed for 7 GHz Bragg condition so the period
of the lattice (d) is set as 13.4 mm. Also, other structural dimensions are calculated and shown in
Table 1.

Then, in order to characterize the proposed DP-EBG microstrip filter experimentally, we fabri-
cated this structure and its S-parameters were measured to validate the simulation results. Fig. 3
shows the fabricated structure, which has a F4B substrate (2.65εr and 0.8 mm thickness).

Figure 1: Front view of the ordinary filter using ML-EBG structure which is built up on the microstrip line.

(a) (b)

Figure 2: Schematic of the novel DP-EBG microstrip structure. (a) 3-D view. (b) Top view.

Table 1: Novel DP-EBG microstrip structure specifications, where the axial ratio: R/r is assigned to be
10/7.

Parameters w a b R r g s

Value (mm) 2.2 6.7 5 4 2.8 0.5 15.4
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(a) (b)

Figure 3: Manufactured prototype of the novel DP-EBG microstrip structure. (a) Top view. (b) Bottom
view.

3. NUMERICAL AND MEASUREMENT RESULTS

Figure 4 shows the calculated data of the single ML-EBG cell and the single ED-DGS cell. The
single ML-EBG cell shows flat transmission characteristics and very low insertion loss without
ripples in the passband while the single ED-DGS cell shows a attenuation pole location in the
stopband which is wider than that of a single ML-EBG cell, indicating there is a highly-resonant
behavior in the ED-DGS. It can be concluded from results shown in Fig. 4 that the DGS unit
provide evident stopband characteristics while the ML-EBG cell shows good low-pass performance.

Figure 5 shows S-parameters of the proposed DP-EBG microstrip structure consisting of one
cell and two cells, It can be seen from the Fig. 5 that the return loss in the lowpass band for
the one-unit microstrip structure is not always below −10 dB and its corresponding insertion loss
is also a little higher than that of the DP-EBG structure including two cells. In Fig. 5(b), the
measured data agree well with the simulation results except the difference occurring in the high
frequency band which could be attributed to the variation of the actual dielectric constant and the
loss tangent. Also, it has been assumed infinite conductivity for the metallic strip and the ground
plane in the simulation. The Fig. 5(b) also show that the most important feature of the proposed
DP-EBG microstrip filter is about −20 dB stopband from 3.7GHz ∼ 14GHz (In other words, the
relative bandwidth is over than 116%) in addition to the negligible insertion loss which is less than
0.5 dB throughout the passband (0 GHz ∼ 2GHz). It is also noted that there are some attenuation
pole locations in the stopband which are more deeper than that shown in Fig. 4(b), meaning the
resonant behavior of it is more intense than that of the single ED-DGS cell. These favorable
results for the proposed DP-EBG filter structure can be explained by the theory introduced in [8]
that the longitudinal resonant modes of the ML-EBG structure and the transverse resonant modes
of the ED-DGS are strongly coupled through the ED-DGS gap fields so that the passband and
stopband characteristics are effectively improved by these multiple resonant modes. Further more,
by virtue of the highly-resonant mechanism, this novel DP-EBG filter has relatively wider stopband
characteristics and smaller required circuit size than that of other dual planar EBG filters proposed
in [9, 10] which satisfies the Bragg reflection condition. Also, this new DP-EBG structure, having
only one substrate, is much simpler to be fabricated than that of the EBG filter introduced in [6]
which consists of dual attached slabs while the relative stopband bandwidth is also wider. Therefore,
it is testified from the experimental results that the DP-EBG microstrip structure proposed in this
letter is a new compact low-pass filter with ultra-wide stopband.
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Figure 4: Simulated results of EBG cells, (a) single ML-EBG cell and (b) single ED-DGS cell.
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Figure 5: S-parameters of the proposed DP-EBG microstrip structure, (a) simulated results of one DP-EBG
cell and (b) simulated and measured results of two DP-EBG cells.

4. CONCLUSIONS

A novel low-pass filter structure using the DP-EBG configuration is designed and implemented in
this paper. Due to the dual planar arrangement of two different EBG structures as well as their
unique characteristics, this proposed EBG filter structure obtains a relative fractional bandwidth
of more than 116% in the stopband below −20 dB and excellent low-pass performance in a compact
physical size. The structure was fabricated and the measured results are in good agreement with
the simulation results, verifying the good performance of the proposed structure. Since this novel
filter structure is easy to fabricate and shows superior passband and stopband characteristics in a
small circuit area, it will be widely applied in various monolithic circuits.
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Imaging Radar Wall Clutter Elimination Using Independent
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Abstract— A wall clutter elimination method for the through-the-wall imaging radar (TWIR)
with sparse array antenna is presented in this paper. Unlike the synthetic aperture radar (SAR)
processing techniques, we scan the elements of the array periodically to create a range profile
(RP) matrix for each transmit/receive antenna pair. Then, based on analysis of the weak fluc-
tuation among RP signals, we apply independent component analysis (ICA) on each RP matrix
to decompose the signal components and remove the wall clutter. The experimental results show
that the proposed method can separate targets and wall clutter components, and improve the
signal-to-clutter ratio (SCR) of final image effectively.

1. INTRODUCTION

Through-the-wall imaging radar (TWIR) emits electromagnetic waves to image and localise objects
or people behind walls, which can assist actions in many area such as military, antiterrorism and
rescues [1]. However, the serious interference caused by the reflections from walls is the main
difficulty against revealing a scene [2]. To mitigate the wall clutter, a direct approach is to subtract
the background from the measured data. But sometimes the empty room data is unavailable in the
real scenarios. The statistical techniques like singular value decomposition (SVD) and principal
component analysis (PCA) can project the echo into targets and clutters subspaces and abandon
the latter according to the magnitude of the singular value or eigenvalue without other priori
information [3, 4]. However, when the reflections of targets are weak, the characteristic of targets
subspace is unobvious. In contrast, based on the hypothesis that the observed signal is a linear
combination of independent components, i.e., source signals which are statistically independent
from each other, the independent component analysis (ICA) algorithm can separate target signals
and clutters more effectively.

ICA method has been reported to process a B-scan matrix which is formed through the move-
ment of monostatic radar alone the crossrange in synthetic aperture radar (SAR) imaging ap-
proach [3, 4]. While the single-output multiple-input or multiple-input multiple-output processing
techniques are suitable for multistatic system using an array antenna. In this case, a B-scan-like
two-dimensional matrix can be formed by scanning the elements of the array one antenna pair at
a time [5]. But sometimes, the sparsity of array elements limits the number of range profiles (RP),
i.e., observed signals obtained in one single scanning. This will hinder the effectiveness of ICA
method. To overcome the issue, a multiple scanning based ICA method is proposed based on the
analysis of the weak fluctuation among RP signals in different periods, which implements multiple
scanning of the array antenna, then applies ICA to a RP matrix for each transmit/receive antenna
pair and remove the wall clutter components.

The formation of RP is briefly introduced in Section 2, as well as ICA model. Then the mul-
tiple scanning based ICA method for sparse array antenna is discussed in Section 3. To examine
the feasibility of the proposed method, a four-element fixed array antenna is employed to detect
two trihedrals in a room in Section 4 The experimental results show that the proposed method
can separate target and wall clutter components effectively. The signal-to-clutter ratio (SCR) is
promoted in final image after removing the wall clutter components.

2. SIGNAL REPRESENTATION

For a one-dimensional fixed array, RP is obtained for each antenna pair by scanning the elements of
array. The wideband signal waveform is synthesized by stepped-frequency continuous wave (SFCW)
with a finite number K of frequency points, be denoted as fk = f0 +(k − 1)∆f , k = 0, 1, . . . , K−1,
where f0 denotes the start frequency and ∆f represents the frequency step size. Inverse discrete
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Fourier transform is implemented to generate the time-domain signal given by

rl
n =

N−1∑

k=0

ul
k exp

(
j
2πn

N
k

)
, 0 ≤ n ≤ N − 1 (1)

where ul
k is the frequency-domain data at fk, n denotes the range cell index. Let Rl =[rl

0, r
l
1, . . . , r

l
N−1]

represents the RP in the field of view of lth antenna pair in matrix notation, l ∈ {1, 2, . . . , L}.
In [3], a few statistical techniques for wall clutter elimination are reported based on monostatic

system using SAR imaging approach. Among them, the ICA algorithm is attractive due to its
relatively good signal decomposition performance. ICA models the observed signal as a linear
combination of independent source signals as follows [6]

X = AS (2)

here X = [x1, x2, . . . , xM ]T is the observed signals matrix in rows of N samples, A denotes a M×P

constant mixing matrix which has full column rank, and S = [s1, s2, . . . , sP ]T is the matrix of
independent source signals. Both A and S are unknown. The task of ICA is to determine a full
rank separating matrix W to estimate the source signals as

S = WX (3)

In SAR mode, the observed signal represents the RP obtained at antenna position m. Then X is
equivalent to the so called B-scan matrix.

3. MULTIPLE SCANNING BASED ICA

Naturally, a similar representation of observed signal can be introduced into the multistatic system
with array antenna, but herem denotes the transmit/receive antenna pair index, i.e., l. For an
array antenna with Q elements where all of the antennas are used to both transmit and receive,
one can obtain L = Q × (Q− 1) combinations of antenna pair at most. If the element is sparsely
distributed, which means that Q is small, the number of observed signals M will be limited. On
the other hand, from Equations (2), (3) and properties of rank of matrix, the following relationship
can be derived

min (M, N) ≥ rank (X) = rank (S) = P (4)

Usually the number of discrete sample points is greater than the antenna pair index. So, this is
equivalent to M ≥ P . That means ICA needs more (at least equal) observed signals than the
latent sources to make the estimation feasible. Consider the large amount of latent sources in real
senarios, the condition may not be satisfied.

To overcome this issue, we scan the array antenna periodically and observe the RP obtained in
every scanning. Let Rl

m represents the RP obtained in mth scanning of lth antenna pair, which
is shown in Figure 1. Ideally, if the target is stationary, Rl

m will not change with m. However,
in practice, the RP exists weak fluctuation due to issues involving multipath, slight change of
enviroment, and unstability of TWIR system. Figure 2 shows the mean removal magnitde samples
of Rl

m at different range cells n in 50 scanning.
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As seen, Rl
m always has a random variation (about 0.1% of the mean) at different range cells

with m. So Rl
m can be used as the observed signal and rewrite the ICA model as follows

xl
m =

P∑

p=1

al
m,ps

l
p (5)

here m denotes the scanning index, xl
m represents Rl

m, sl
p is the pth source signal of the lth antenna

pair, and al
m,pis the corresponding mixing coefficient which also relates to l. This means we apply

ICA to a RP matrix, Xl =
[
Rl

1,R
l
2, . . . ,R

l
M

]T , for each antenna pair l individually, l = 1, 2, . . . , L.
In this way, the lack of observed signals can be overcomed by implementing multiple scanning of
the array antenna such that the condition M ≥ P is satisfied. After decomposition, the wall clutter
related signal components which are parts of terms in the sum on the left side of (5) can be removed.
The sum of remaining components that contain target information is keeped, which is denoted as
xl

tar,m. After xl
tar,m is obtained for every antenna pair, a two-dimensional matrix represented by

Bm =
[
x1

tar,m,x2
tar,m, . . . ,xL

tar,m

]
is formed for beamforming.

4. EXPERIMENTAL RESULTS

To examine the feasibility of the multiple scanning based ICA approach, experimental data is
collected with a four-element Vivaldi array antenna placed parallel to the wall, as shown in Figure 3.
The array is 3 m long with an inter-element spacing of 1m and located at a distance of 6.6 m from
the exterior wall at the height of 1 m. A 3.2m × 7m room surrounded by brick wall with 0.35m
thickness is used for imaging. Two trihedrals of different size are located at same height as that of
the array. The one of size 30 cm is located at (−1.4m, 8.7 m), the other of size 20 cm is located at
(1.2m, 8.1 m). The middle of array is defined as coordinate origin. Wideband signal waveform is
synthesized by SFCW which starts from 317 MHz and ends at 1815MHz with steps of size 2 MHz.

First of all, the empty room data is collected which is used as background. Then, the scene
is scanned 50 times with the array in the presence of targets such that a 50 × 200 RP (the part
of RP outside the imaging field is truncated) matrix, Xl, is formed for each antenna pair. The
ICA algorithm is applied to each Xl. Take the 9th pair (antenna 3 transmits, antenna 4 receives)
as an example, Figure 4 shows parts of the signal components of x9

25 after decomposition. The
background-subtracted RP is indicated by the magenta lines marked with asterisk in Figures 4(b),
(c). Notice that the first two peaks which represent trihedral 2 and 1 coinside with component
2 and 3 (the solide blue lines) respectively. Besides, reflections of the exterior and interior walls
contribute to component 1 and 4 respectively. This can be verified by observing original RP of
the 9th antenna pair which has been shown in Figure 1. The wall clutter related components like
component 1 and 4 can be removed according to their peak position.

Figure 3: The experimental scene.

As raised above, a two-dimensional matrix represented by B25 is formed for beamforming.
Here, the backprojection (BP) algorithm is implemented. Figure 5(a) shows the original BP image
without clutter elimination. The heavy wall reflection makes the targets totally invisible. In
contrast, using the proposed method, wall clutters are eliminated efficiently and two targets can be
observed in Figure 5(b). As mentioned at the beginning of Section 3, we also use the RP of every
antenna pair collected in one scanning to form a 12×200 B-scan-like matrix. Then implement ICA
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Figure 4: Parts of signal components of observed signal. (a) Component 1. (b) Component 2 (C2). (c)
Component 3 (C3). (d) Component 4.

to decompose it and remove the wall clutter related portion. However, as shown in Figure 5(c),
the target portion is still invisible in the final beamforming result. The performance of different
methods is further compared by calculating the SCR of BP images as follows [7]

SCR = N2

∑

(i,j)∈{A1,A2}
‖Iij‖

/
N1

∑

(i,j)∈A3

‖Iij‖ − 1 (6)

where N1 is the number of pixels defining two 0.5m × 0.3m rectangular areas A1, A2 around the
targets, N2 is the number of pixels of the entire image area A3, ‖Iij‖ denotes the intensity of pixels
in corresponding area. It is observed that the BP image processed by multiple scanning based ICA
has better SCR performance, as shown in Table 1. However, as shown in Figure 5(b), there are
still some ghost targets due to the multipath effects in the scenario.
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Figure 5: BP image. (a) Original image. (b) Multiple scanning based ICA. (c) Single scanning based ICA.

Table 1: SCR of different BP images.

Original image Multiple scanning based ICA Single scanning based ICA
SCR 0.304 1.93 0.871

5. CONCLUSION

In this paper, we propose a multiple scanning based ICA method for TWIR wall clutter elimination.
It can overcome the issue associated with the lack of observed signals for system with sparse array
antenna. Experimental results show that the proposed method can separate target and wall clutter
components effectively, and the SCR is promoted after removing the latter in final imaging result.
Further, the multipath propagation effects should be studied to remove ghost targets in the image.
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Abstract— A compact dual band antenna with two U-shaped slots is presented. The an-
tenna structure consists of rectangular patch and a ground plane at the same side. By using
two U-shaped slots, the dual band characteristics are successfully obtained. Utilizing a CPW
(Coplanar Waveguide) feeding line, the overall dimension of the antenna is 34.5mm × 40 mm,
which printed on an FR4 substrate with a dielectric constant of 2.95 and a substrate thickness
of 0.8mm. Simulation and measurement results show that the antenna impedance bandwidth
covers the frequency range of 2.15 to 3.72 GHz. With almost omni-directional radiation pattern,
the proposed antenna configuration can be applied to WLAN and WiMAX devices.

1. INTRODUCTION

Rapid development of wireless applications has promoted the printed antenna with characteristics
of low cost, miniaturization and profiles reduction. Increasing attentions have been attached to
wide dual-band and multi-band antennas vary with area or country [1]. Numerous types of popular
antennas have been proposed and published for wireless local area network (WLAN) and World
wide Inter operability for Microwave Access (WiMAX) applications [2, 3]. Many of them belong
to categories such as the circular slot antennas, slot monopole antennas and slot antennas with
triangular SRR terminated feedline [4–6]. To enhance the impedance bandwidth, the monopole
and the slots with different shapes is used [7, 8]. With outstanding features, CPW-fed antennas
have lower radiation losses and less dispersion than microstrip lines [9].

In this letter, a novel CPW-fed dual-band antenna with U-shaped slots is proposed, simple and
well suited for WLAN and WiMAX operation. Owing to the two U-shaped slots, dual band resonant
modes are brought in. The proposed antenna employs two L-shaped slots in the ground plane to
broaden the impedance bandwidth which can easily cover the WLAN and WiMAX bands [10]. The
antenna has promising features, including good impedance matching performance over the whole
operating frequency band and stable radiation patterns. Good agreement between the measurement
and simulation is achieved.

2. ANTENNA DESIGN

Figure 1 shows the configuration of CPW-fed dual-band slot antenna as well as the coordinate axis.
The antenna is printed on a FR4 substrate with thickness of 0.8 mm, relative permittivity of 4.3 and
loss tangent of 0.02, respectively. A 50-Ω CPW transmission line of a signal strip is used for feeding
the antenna. Two U-shaped slots in the rectangular radiating patch generate two resonant modes
and L-shape slots help to enhance the impedance bandwidth. Simulation and optimization of the
antenna have been conducted with high-frequency structure simulator (HFSS) which is based on
the finite element method. As shown in Table 1, the optimal parameters for proposed configuration
are obtained.

Table 1: Value of the optimized parameters (unit: mm).

W L S W1 W2 W3 W4 W5 W6

34.5 40.0 0.3 33.6 18.9 16.4 14.9 14.7 16.0
W7 W8 L1 L2 L3 L4 L5 S1 h

14.9 1.5 10.5 2.6 6.5 26.7 2.0 0.5 0.8
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Figure 1: Configuration of the proposed an-
tenna.

(a) 2.45 GHz (b) 3.44GHz

Figure 2: Surface current distributions of the proposed an-
tenna.

3. SIMULATION AND MEASUREMENT

Figures 2(a) and 2(b) plot the current distributions of the proposed dual-band slot antenna at the
central frequencies of the first and second resonant bands, respectively. As shown in Figure 2, the
U-shaped slots increase the current routes to achieve two resonant bands.

Figure 3 plots the measured and simulated S11 curves against frequency. The antenna has two
operating bandwidths with the central frequencies of 2.45 GHz and 3.44 GHz and the simulated
results agree excellently with measurements.

Figure 3: Measured and simulated S11 of the prototypes.

Figure 4 demonstrates the measured radiation pattern at 2.45 and 3.44 GHz. At low band, a
figure-eight radiation pattern is obtained in the E-plane, and a nearly omni-directional radiation
pattern in the H-plane. Although the obtained patterns are not as good as a conventional simple
monopole antenna, they are close to the monopole-like patterns.

In Figure 5, the measured gain at low band varies in a range of 3.44 ∼ 5.23 dBi and varies in a
range of about 3.12 ∼ 4.09 dBi at the high band. For bandwidth frequencies associated with dual
impedance, acceptable broadside radiation patterns and favorable cross-polarization characteristics
are obtained. However, the gain variations reach more than 1.0 dBi across the operating bandwidths
from 2.40 to 2.60 GHz. As the antenna gain is a function of its electrical dimensions relative to
the wavelength of interest, current distribution, and radiation pattern, the proposed antenna has
larger gain in the lower band. Photograph of the fabricated antenna is shown in Figure 6.



1488 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

(a) 2.45 GHz 

(b) 3.44 GHz

Figure 4: Radiation patterns of the presented antenna.

Figure 5: Simulated and measured gain against fre-
quency for the proposed antenna.

Figure 6: Photograph of the fabricated antenna.

4. CONCLUSION

A novel CPW-fed U-shaped slot antenna is proposed for WLAN and WiMAX applications. Two
resonant operating bands are introduced by the U-shaped slots. Owing to the L-shaped DGS, the
bandwidths of the proposed antenna are enhanced. Simulations and measurements have indicated
that the proposed antenna can be effectively used for WLAN and WiMAX applications.
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Abstract— With the rapid development of navigation satellite systems, China is accelerating
the pace of development of its own Compass Navigation Satellite System (CNSS for short). In
CNSS system, miniaturized antennas are more attractive. However, conventional CNSS antennas
work at low operation frequency (L band, 1.616±5MHz and S Band, 2492±5MHz) which lead to
large scale by using low-permittivity ceramic substrate. Consequently, in this paper, we present
two miniaturized CNSS microstrip antennas based on high-permittivity (εr = 16) ceramic sub-
strate. One is corner-cut-patch structure, and the other is two-pair-slot-patch structure. They
work at S Band (2492 ± 5MHz, right-handed circular polarization, RHCP) to receive position
information. An experiment was carried out to verify our design. For corner-cut structure, nu-
merical results show that impedance bandwidth (S11 < −10 dB), 3 dB axial ratio bandwidth and
gain are about 62 MHz, 15 MHz, and 3.48 dB, and measured results shows that impedance band-
width (S11 < −10 dB) and 3 dB axial ratio bandwidth are about 66MHz, 12 MHz, respectively.
Meanwhile, for slot structure, numerical results show that impedance bandwidth (S11 < −10 dB),
3 dB axial ratio bandwidth and gain are about 94 MHz, 23 MHz, and 3.96 dB, and measured re-
sults shows that impedance bandwidth (S11 < −10 dB) is about 132MHz and 3 dB axial ratio
bandwidth is much larger than 22 MHz, respectively. Obviously, the characteristics of slot-patch
structure are better than the characteristics of corner-cut structure. Measured results fit well
with the simulation results. The two antennas can fully meet the requirement of CNSS. Mean-
while, comparing with the conventional low-permittivity substrate antennas, the two antennas
remain their well performances with a reduced size by 75% to 80%. Such advantages make it
proper to practical applications.

1. INTRODUCTION

Microstrip patch antennas (MPAs) has been widely used in modern communication and weapon
systems for their irreplaceable advantages such as low profile, light weight, and easily to be im-
plemented and integrated characteristics [1–3]. With the rapid development of Chinese Compass
Navigation Satellite system (CNSS for short), the demand for CNSS terminal microstrip anten-
nas is quite urgent [4–6]. In CNSS system, antennas work at low operation frequency (L band,
1.616 ± 5 MHz and S Band, 2492 ± 5 MHz) which lead to large scale by using low-permittivity
substrate. The reason is shown in equation L = c/2f

√
εr, where L is the size of the square radi-

ation patch, c is the velocity of light, f is the central frequency of the antenna, εr is the relative
permittivity of the substrate. It is obviously that using high-permittivity substrate is an effective
way to achieve minimized antennas.

In communication systems, circularly polarized antennas are more attractive. Linear polar-
ized antenna can only receive part or none of the signal, which significantly lowers the antenna’s
efficiency. The common methods to achieve a circularly polarized microstrip patch antenna are
to truncate corners or slots on the radiation patches [7, 8]. In this paper, two miniaturized CNSS
microstrip patch antennas are present. One is corner-cut-patch structure, and the other is two-pair-
slot-patch structure. By using high-permittivity ceramic (εr = 16) as the substrate, the antennas
keep their performances with a reduced size by 75% to 80% comparing with the conventional ones
using low-permittivity substrate. The proposed antennas and results are presented and discussed
as follows. In Section 2, the geometries of the proposed antennas are presented. Simulated and
measured results including S11, axial ratio and radiation pattern are given in Section 3. Conclusion
is provided in Section 4.

2. ANTENNA DESIGN

The geometry of the corner-cut-patch structure antenna at S band is shown in Figure 1. A low-
cost substrate with εr = 16, tan δ = 0.001 and h = 4 mm was chosen. A parametric study was
carried out using High Frequency Structure Simulator (HFSS) to achieve optimal performances,
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Figure 1: The geometry of the corner-cut-patch
structure antenna. (a) The designed antenna. (b)
The fabricated antenna.
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Figure 2: The geometry of the two-pair-slot-patch
structure antenna. (a) The designed antenna. (b)
The fabricated antenna.

and the geometric dimensions of the proposed antenna are as follows: a = 25mm, b = 12.85mm,
c = 1.15 mm, d = 1.6mm.

The geometry of the two-pair-slot-patch structure antenna at S band is shown in Figure 2. It
is composed of two pairs of slots, and the slots are etched on the patches to realize right handed
circularly polarizations (RHCP) or left handed circularly polarizations (LHCP) states. Such differ-
ences lie on the length ratio of the slot in x- and y-directions. A low-cost substrate with εr = 16,
tan δ = 0.001 and h = 4 mm was chosen. By the optimization, the geometric dimensions of the pro-
posed antenna are as follows: a = 30 mm, b = 12.12mm, L1 = 3.4mm, L2 = 2.28mm, w = 0.3 mm,
d = 1.4mm.

3. SIMULATED AND MEASURED RESULTS

We used the full wave simulation software High Frequency Structure Simulator (HFSS) version 12.0
to calculate its performances, and use Vector Network Analyzer (VNA) to measure its performance.
The reflection coefficient is closely related to the transmission coefficient. Meanwhile, in general,
when the axial ratio is lower than 3 dB, we can consider that this antenna achieved excellent
circularly polarized performance.

Figure 3 shows the simulated and measured S11 and Axial Ratio (AR) results of the corner-
cut-patch structure antenna, the real line is the simulated results curve and the dashed line is the
measured results curve. From Figure 3, we can see that the simulated and measured impedance
bandwidth (S11 < −10 dB) are 62 MHz and 66MHz, the simulated and measured 3 dB axial ratio
bandwidth are 15 MHz and 12MHz.
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Figure 3: The simulated and measured S11 and Axial Ratio (AR) results of the corner-cut-patch structure
antenna. (a) The S11. (b) The Axial Ratio (AR).
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Figure 4 shows the simulated and measured normalized radiation pattern at 2.492 GHz, the real
line is the simulated results curve and the dashed line is the measured results curve. Due to the
lack of normative horn antennas at S band, it is difficult for us to measure the gain of this antenna.
The simulated gain at S band is 3.48 dB.

Figure 5 shows the simulated and measured S11 and Axial Ratio (AR) results of the two-pair-
slot-patch structure antenna, the real line is the simulated results curve and the dashed line is the
measured results curve. The simulated and measured impedance bandwidth (S11 < −10 dB) are
94MHz and 132 MHz, the simulated and measured 3 dB axial ratio bandwidth are 23 MHz and

-180 -150 -120 -90 -60 -30 0 30 60 90 120 150 180

-8

-7

-6

-5

-4

-3

-2

-1

0

R
a

la
t
iv

e
 P

o
w

e
r
 (

d
B

)

Angle/degree

 Simulate d

 Measur ed

 
Measured

Simulated

Figure 4: The simulated and measured normalized radiation pattern at 2.492GHz.
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Figure 6: The simulated and measured normalized radiation pattern at 2.492GHz.
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larger than 22 MHz.
Figure 6 shows the simulated and measured normalized radiation pattern at 2.492 GHz, the real

line is the simulated results curve and the dashed line is the measured results curve. The simulated
gain is 3.96 dB.

4. CONCLUSION

In this paper, we present two minimized RHCP microstrip antennas at S band for CNSS. The
measured results agree well with the simulated ones. Meanwhile, the characteristics of slot-patch
structure are better than the characteristics of corner-cut structure. Comparing with the con-
ventional low-permittivity substrate antennas, the two antennas remain well performances with a
reduced size by 75% to 80%. Such advantages make it proper to practical applications.
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Abstract— A dual-band frequency selective surface (FSS) is presented. The complementary
hexagonal loop resonators are used in each FSS unit cell to obtain this ability. We designed
three styles FSS composed of circle loop squared loop and hexagonal loop arranged in a 2-D
periodic lattice. These FSSs are engineered a hybrid of three layers closely coupled FSS. The
outer layers of elements and a middle layer of complementary elements are etched either side of
a dielectric substrate. The proposed FSS structure is independent of incident polarization and
angle because of centrosymmetric of the unit cell. We investigate the frequency responses of such
periodic structures induced field distribution. It is demonstrated that transmission zeros occur
in passbands formed by the mode of aperture resonance and aperture coupled patch resonance.
By simulating their transmission and reflection coefficients under normal and oblique TE and
TM incidences, show that it has a stable frequency response at different oblique incident angles
and the advantages of high selectivity.

1. INTRODUCTION

The frequency selective surface (FSS) has found widespread applications, such as antennas and
radomes for aircraft and communication fields [1, 2]. With the development of radome’s per-
formance and the improvement of communication devices, the requirements of multi-frequency
communication become more and more significant. For those applications, the multi-band FSS
have been used especially when multiple independent transmission bands are required. Therefore
the multi-band FSS designs have been investigated extensively [3, 4]. In the past, several tech-
niques have been used to design multi-band FSS, include cascading multi-layer different unit cell
to obtain multi-resonance [5] and single-layer FSS with the fractal structures [6]. Recently, in
substrate-integrated waveguide technology, dual-band FSS was constructed to obtain a large band
separation, band-reject response [7–12].

In this letter, we present a complementary structure of FSS, comprising loop elements with
complementary loop elements connected via two layers dielectric, as shown in Figure 1. The
field distribution is shown to analyse the resonant frequencies. In the end, we obtained dual-
passbands frequency selective surface with excellent performances. These FSSs have advantages
to high selectivity, stable performance, compact volume and easy to be fabricated by print circuit
board technology.

2. DESIGN AND ANALYSIS

In this Section, we present the results of numerical simulation of the FSS models shown in Figure 1.
These FSSs have a substrate with relative permittivity of εr = 2.65, loss tangent of 0.01 and

(a) (b) (c)

Figure 1: Geometry of 3D FSS element. (a) Circle element view. (b) Square element view. (c) Hexagonal
element view.
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thickness of hsub = 1mm. Finite element method (FEM) was used to calculate its reflection and
transmission characteristics. Assume that these FSSs is an infinite periodic structure. The four
side of the unit cell are set to be periodic boundary and these FSSs are excited by the TE and TM
polarizations. The S parameters of this FSS under normal incident are presented in Figure 2. It is
found that the transmission property has dual-band performance.

The magnetic field distribution at first transmission zeroes are plotted in Figure 3(a). It is
found that the first transmission zeroes (under TE normal incidence Circle at 5.712 GHz, Square at
5.824GHz, Hexagonal at 6.24GHz, respectively) corresponds to the aperture resonance, whereas the
second transmission zeroes of these elements (also under TE normal incidence Circle at 11.664 GHz,
Square at 12.944 GHz, Hexagonal at 15.248 GHz, respectively) exhibit the opposite direction of
currents arise in top layer and middle layer were shown in Figure 3(b). So we can affirm that it is
a patch-aperture resonance mode.

Figure 2: Frequency responses under normal incidence.

(a)
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(b)

Figure 3: Current distribution at two zeroes of transmission response. (a) At first transmission zeroes. (b) At
second transmission zeroes

3. STABLE PERFORMANCE ANALYSIS

The excellent frequency selective surface would provide stable performance under different incidence
angles and polarizations. Usually, dual-passbands FSS should have large band separation and flat
passbands. A high rejection edge is also a good benefit.

Figure 4 gives these frequency selective surfaces under different incidence angles and polariza-
tions. These frequency selective surfaces is stable under oblique incidence angles from 0◦ to 30◦
for both TE and TM polarization, its transmission is obviously dual-passbands performance. The
first passband bandwidth of −3 dB reaches (circle: 1 GHz, square: 900 MHz, hexagonal: 800MHz,
respectively), and second passband relative bandwidth of −3 dB reaches (circle: 2.8 GHz, square:
3.2GHz, hexagonal: 4.8 GHz, respectively).

(a)
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(b)

(c)

Figure 4: Frequency response of these FSS under incidence angles from0◦ to 30◦ for both TE and TM
polarization. (a) Circle element. (b) Square element. (c) Hexagonal element

4. CONCLUSION AND DISCUSSION

In this paper, we proposed a dual-passbands frequency selective surface with stable performances.
The complementary struct was designed for obtain advantages. The each passband has stable
performance various incident angles and TE/TM polarizations. The dual-passbands frequency
selective surface has advantages of high selectivity, large band separation. Such a frequency selective
surface can provide practical applications in communications filed, etc.
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Abstract— This paper presents a compact ultra-wideband strip helical antenna with circular
polarization. In order to achieve circular polarization and impedance matching with helix of
1.1 turns, the helix is made of uniform metallic strip instead of traditional metallic wire. Consid-
ering the convenience in manufacture, the uniform metallic strip is firstly printed on a substrate
with εr = 2.2, h = 0.5mm, then the substrate is rolled into the shape of cylinder such that a helix
is formed. A 50Ω coaxial cable is directly connected to the helix without an impedance matching
section. The ground plane, which is printed on another substrate with εr = 2.2, h = 3 mm, is
placed under the helix. To demonstrate this method, a 1.1-turns helical antenna is fabricated,
measured and analyzed. Measured results show that the proposed antenna has an impedance
bandwidth (S11 ≤ −10 dB) of more than 70%, and an axial ratio (AR) bandwidth (AR ≤ 3 dB) of
55%. These wideband circular polarized (CP) characteristics indicate that the proposed antenna
has a potential application in wide-band/multi-band wireless communications.

1. INTRODUCTION

The conventional cylindrical axial-mode helical antenna [1] is a good candidate for circle polarization
applications due to its advantages such as high gain and wideband AR bandwidth. However, its
large profile limits its applications in wireless communication terminals. A series of small and low
profile cylindrical helical antennas are presented by H. Nakano [2, 3]. But these types of antennas
have a narrow AR bandwidth and are difficult to impedance match with 50Ω coaxial feed. In the
last twenty years, H. T. Hui and his group introduce a type of hemispherical helical antenna [4–6].
Comparing with the conventional cylindrical helical antenna, the hemispherical helical antennas
have much wider beamwidth for circular polarization. Nevertheless, their AR bandwidths are less
than 15% and disable to satisfy the high data rate information transmission. Recently, a wideband
hemispherical helical antenna has been reported [7]. Using a tapered metallic strip instead of wire,
the hemispherical helical antenna in [7] has an AR bandwidth of 24%. However, it needs a section
of impedance matching thus the antenna structure is complicated and difficult to be fabricated.

In this paper, a new type of cylindrical strip helical antenna with low profile and broadband
operation for circular polarization is presented. Instead of traditional metallic wire, the proposed
strip helical antenna is made of uniform metallic strip. As a result, a wideband AR bandwidth of
55% is obtained when the strip helix is only 1.1 turns. Moreover, an impedance bandwidth of 77%,
which can completely cover the AR bandwidth, is achieved without an impedance matching section.
To verify these good CP features, a prototype of the proposed strip helical antenna is fabricated and
analyzed both numerically and experimentally. Simulated results are obtained using commercial
software ‘HFSS’.

2. ANTENNA STRUCTURE

The structure of the strip helical antenna is illustrated as in Fig. 1. It consists of a cylindrical helix
and a circular ground plane. The cylindrical helix is made of metallic strip with uniform width (w).
For convenience to fabrication, it is printed on Substrate A with (εr1 = 2.2, h1 = 0.5mm). Then
Substrate A is rolled into a hollow cylinder thus a strip helix is formed. The detail dimensions of
the helix are as follows: D is the diameter of the helix, S is the spacing between turns (center-to-
center), α is the pitch angle (α = arctan(S/πD)), L is the length of one turn, and n is the number
of turns. The circular ground plane, which is printed on the bottom layer of substrate B (εr2 = 2.2,
h2 = 3mm), is placed below the helix for axial-mode operation. A 50 Ω SMA (diameter of 1 mm)
is attached to the bottom of the strip helix.

The proposed helix is made of uniform metallic strip, which is different from the conventional
wire helix. This change offers advantages to both input impedance and radiation characteristics
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Figure 1: Geometry of the proposed antenna. (a) 3D view. (b) Side view. (c) Unrolled strip helix of one
turn.

of the antenna. As is well known, a strip monopole has much more operation bandwidth than
a wire monopole. Similarly, a strip helical antenna has much better impedance matching than a
wire helical antenna. Particularly, the input impedance of the strip helical antenna almost keeps
stable over an ultra wide frequency range. Thus, by tuning the width of the metallic strip, the
strip helical antenna can reach a broadband impedance width. On the other hand, it is found that
the strip helical antenna just needs around 1.1 turns to achieve axial radiation mode with circular
polarization, while the conventional wire helical antenna needs at least 3 turns. Consequently, The
strip helix can reduce the axial height of the antenna significantly.

3. SIMULATED AND MEASURED RESULTS

In order to demonstrate the good performance of the proposed strip helical antenna, a prototype
is fabricated. The detail dimensions of the strip helix are as follows: D = 72 mm, w = 22 mm,
S = 65mm, α = 16◦, L = 235 mm, n = 1.1. The diameter of the circular ground plane (G) is
160mm. Measurement is with the aid of the E5071C Network Analyzer and the Near Field Antenna
Measurement System, Satimo. Measured results for reflect coefficient (S11), axial ratio, gain, and
radiation patterns are presented and compared with the corresponding simulated results.

The reflect coefficient (S11) of the proposed strip helical antenna are depicted in Figure 2.
Since the input impedance of the proposed strip helical antenna is stable and matching with 50 Ω
across a large frequency range, ultra wideband impedance bandwidths are obtained. The simulated
impedance bandwidths (S11 ≤ −10 dB) is more than 85% from 1.18 GHz to 3 GHz and beyond
(we tested only between 1–3 GHz), while the measured impedance bandwidths is about 77% from
1.22GHz to 2.76 GHz).

Figure 3 exhibits both the simulated and measured results for AR and gain in the axial direction
of the helix. There is a good agreement between the simulated and measured results. From the
AR curves, it is observed that the proposed strip helical antenna has simulated and measured AR
bandwidths (AR ≤ 3 dB) are 56% (1.23–2.19 GHz) and 55% (1.25–2.2 GHz), respectively. The
measured center operation frequency is 1.725 GHz. During the AR bandwidth, the simulated
and measured peak gain is 8.5 dBic and 8 dBic, respectively. From 1.8GHz to 2.2 GHz, both the
simulated and measured gain decrease. It is because that the direction of maximum radiation is
offset the axial direction with tilt angle τ in higher frequency band.

Figure 4 shows the simulated and measured radiation patterns at 1.725 GHz (radiation patterns
at 1.25 GHz and 2.2 GHz are not shown for brevity). The proposed strip helical antenna is of right-
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Figure 2: Reflection coefficient (S11) against frequency
of the proposed antenna.

Gain

AR

Figure 3: Axial ratio and gain against frequency of
the proposed antenna. Solid line: measured data,
dash line: simulated data.
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Figure 4: Radiation patterns of the proposed antenna at 1.725 GHz. (a) φ = 0◦ plane, (b) φ = 90◦ plane.
Red line: measured data, black line: simulated data..

hand circular polarization (RHCP). The radiation patterns are symmetric about the axial direction
at φ = 90◦ plane. While the maximum radiation is offset the axial direction with tilt angle τ = −16◦
at φ = 0◦ plane. In fact, in both the simulation and measurement, the radiation patterns are very
symmetric in lower cutoff frequency, 1.25 GHz. As the operation frequency increases, the radiation
patterns become more and more asymmetric. Since the pitch angle α is equal to 16◦ and not
small, the asymmetry of the proposed antenna structure can not be neglected, especially in higher
frequency band.

4. CONCLUSION

A new type of helical antenna with the use of uniform metallic strip is proposed for wideband circular
polarization. Comparing with the conventional cylindrical helical antenna, the proposed strip helical
antenna needs less turns helix to achieve broadband CP bandwidth of 55%. Furthermore, Its AR
bandwidth is covered by a large impedance bandwidth, which reaches 77%. Due to these advantages,
the proposed antenna has a potential application in high data rate wireless communication systems.
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Discussions on the FSS Transmitted Beam Shift in Quasi-optic
Instruments
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Abstract— The Frequency Selective Surface is the key component in the Quasi-Optic instru-
ment for feeding large reflector antennas, because of that beams from horns in different frequency
band can be combined on a sharing feeding aperture. The aberration to the transmitted beam
through FSS is an important problem in fabricating a multi-band QO feed, and must be evaluated
in the design stage. Recently, an efficient anticipation method was reported, which can be used
to predict the tangential beam shift caused by the FSS and one FSS design is considered. In this
paper, we will further discuss the longitude transmitted beam shift anticipation, and consider
another FSS structure to show that method can be universal to different FSS structural types.

1. INTRODUCTION

The Quasi-Optical (QO) and beam waveguide (BWG) instruments have found to be with high
transmission efficiency and low dispersion, and have become popular in the reflector antenna sys-
tems [1–3]. The frequency selective surface (FSS) is the key component in the multi-band QO
and BWG, as one can use it to combine beams in different frequency bands onto a shared feed
aperture [4, 5]. To be more specifically, a beam in the stop band can be reflected by the FSS, while
that in the pass band can be transmitted through it. For the transmitted beam, the FSS structure
will introduces both degradation (beam deforming) and shifting effects, which bring difficulties in
fabricating a multi-band QO or BWG instrument and must be evaluated [1–3, 6]. The degrada-
tion effect due to the FSS has been intensively studied. In most of the reports, methods based on
plane-wave spectrum (PWS) formulations have been proposed and verified to be accurate in finding
the transmitted field distributions [6–9]. In those methods, the incident and transmitted beams
are expanded in the plane wave spectrum and the influence on each PW component by FSS can
be included in the analysis. Consequently, results of a 2-D angular sweeping of simulations under
periodic boundary conditions (PBC) are required to implement the PWS method [6–10].

In a multiband QO instrument, the FSS is deployed among a serial of components in each beam
path, where systematic design has to be performed [1–4]. In this case, an even more efficient method
to investigate the transmitted beam aberrations would help in the early design stage. Recently, we
reported a anticipation method for the transmitted beam shift caused by FSS [11]. That method
is based on the phase analysis of the plane-wave transmission functions of FSS within a range
of incident angles, and only the results of a 1-D sweeping of PBC simulations is required. In
the reported work, the anticipation method for tangential beam shift was validated by the PWS
algorithms. In this work, we are to discuss the longitudinal transmitted beam shift, and address
another FSS structure to show the university of that Method.

2. ANALYTIC MODEL AND VERFICATION METHOD

2.1. Analytic Model
In Fig. 1, the analytic model for anticipating the transmitted beam shift through FSS is presented,
along with the beam transmission through free-space as the reference. The difference between the
analytic model in this work and that in [11] is the consideration of longitudinal beam shift ∆l. As
the detailed derivations for the beam shift anticipation can be found in [11], related formulations
would not be included in this paper for brevity. Further, the formulations related to the ∆l which
has not been included in [11] will be presented in this work.

In Fig. 1, the transmitted aperture TA is shifted from RA (reference aperture) with tangential
beam shift of ∆t and ∆l, so that the transmitted beam on TA in the FSS transmitted system is
most approximated to that on RA in the Free-space transmission system. Considering the plane
wave transmission function in the Free-space system to be h(θ, ϕ), that in the FSS system from IA
to TA to be arg(ht

ξξ(θ, ϕ, ∆t, ∆l), and that from IA to RA to be ht0
ξξ(θ, ϕ). We have:

ht
ξξ(θ, ϕ,∆t,∆l) = ht0

ξξ(θ, ϕ) · e
−j

"
(−∆t · cosα + ∆l · sinα) · kx

+(∆t · sinα + ∆l · cosα) · kz

#

(1)
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Figure 1: Configuration of an FSS in an QO feed for reflector antenna (not to scale), the beam shift effect
by FSS is also demonstrated.

Actually, the beam shift cause by the FSS is due to the difference between the phase distri-
butions of ht0

ξξ(θ, ϕ) and h(θ, ϕ). If proper ∆t and ∆l can be introduced as in Fig. 2, so that
arg(ht

ξξ(θ, ϕ,∆t,∆l) approximates to arg(h(θ, ϕ)) + Cons, then the FSS transmitted system with
corresponding ∆t and ∆l can be regarded as the shift-corrected one for beam transmission. Here,
Cons stands for a constant number.
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Figure 2: Configuration of beam propagation systems with a FSS screen and without a FSS screen (Free-
space).

We are to do the phase analysis in the XOZ plane. The first step is conducting an 1-D θ
sweeping (ϕ = 0◦) of PBC-simulations for the FSS structure, using commercial software [12] to
obtain the ht0

ξξ(θ, 0
◦). Then, a phase difference function is defined as:

pd
ξ(θ,∆t, ∆l) = arg(h(θ, 0◦))− arg

(
ht

ξξ (θ, 0◦, ∆t,∆l)
)

(2)

Now we can perform the beam shift anticipation by doing:

(1) Tangential shift correction: Adjusting ∆t to have pd(θ, ∆t, ∆l = 0) reach its extremum at
θ = α, that also means arg(ht

ξξ(θ, 0
◦, ∆t, 0)) reaches its extremum at θ = α as arg(h(θ, 0◦))

does. The founded ∆t is named as ∆ta.
(2) Longitudinal shift correction: Adjusting ∆l to make the absolute value of pd(θ, ∆ta, ∆l) as

small as possible within the region of θ we care. The founded ∆l is called by ∆la.

In this paper, the scheme to find ∆ta and ∆la is called the Phase Correction scheme.

2.2. Verification Method
To validate the anticipated beam shift, ∆ta and ∆la, a direct way is to compare the FSS trans-
mitted fields on TA with the free-space transmitted fields on RA. The PWS method can be used
in accurately finding the transmitted fields through FSS, as has been proven in a number of refer-
ences [6–10]. The incident is the same as in [11]. For the TM or TE incident, we set the incident
field distributions on IA to be with only Ex(Ez also exists but is not needed to be considered in
the calculation) or Ey component respectively.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1505

Further evaluation of the beam shift ∆t and ∆l basing on the PWS simulation results can be
done via the coupling coefficients. The free-space transmitted fields on RA are considered as the
reference, to be compared with the FSS transmitted fields on TA with ∆t and ∆l as variables.
Then coupling coefficients C(∆t, ∆l), between the free-space transmitted fields EFree

ξ and FSS
transmitted fields EFSS

ξ (∆t,∆l), is defined as:

CPOL(∆t,∆l) =

∣∣∣∣∣∣∣

〈
EFree

ξ |EFSS
ξ (∆t,∆l)

〉

〈
EFree

ξ |EFree
ξ

〉0.5
·
〈
EFSS

ξ (∆t,∆l)|EFSS
ξ (∆t, ∆l)

〉0.5

∣∣∣∣∣∣∣
(3)

where: 〈f |g〉 =
∫∫

f(x, y) · g∗(x, y)dxdy, and POL stands for TM or TE, when ξ stands for x or
y respectively. Clearly, when C(∆t,∆l) reaches its maximum value, the corresponding ∆tmax and
∆lmax is the correct shift compensation for Ot as in Fig. 2.

3. RESULTS AND DISCUSSIONS

First, the same FSS structure studied in [11] is considered in this work, which is design for TE
and TM beam transmission around 90 GHz at oblique incident of (θ = α = 30◦, ϕ = 0◦). At
90GHz, the pd(θ) curves for TE and TM beam shift anticipation is presented in Fig. 4. Then
those anticipated ∆ta and ∆la are verified by the coupling coefficient results based on the PWS
calculated field distributions, as in Fig. 5. As can be seen, the ∆ta can be accurately anticipated as
stated in [11]. However, the anticipated ∆la is near to but not at, the positions where the maximum
of coupling coefficient C(∆tmax, ∆l) stand. This fact implies the information that arg(ht

ξξ(θ, 0
◦))

offers is not sufficient for the accurate ∆l determination. On the other hand, results shows that
coupling coefficients C(∆t, ∆l) varies much more severely versus ∆t than versus ∆l. And this fact
agrees with the common sense that the tangential beam shift ∆t caused by FSS is much more

Plane-wave Transmission Coefficients

dB

Freq (GHz)

TM

TE

Figure 3: 3-layer FSS structure and its transmission coefficients at the design angle (θ = 30◦ and ϕ = 0◦).

(a) (b)

Figure 4: The pd(θ) curves in different stages of phase correction scheme, at 90 GHz, in cases of (a) TM and
(b) TE incident.
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(a) (b)

Figure 5: Curves of calculated coupling coefficients between Free-space transmitted fields on RA and FSS
(the first one) transmitted fields on TA as in Fig. 2, along ∆t (first row) and ∆l (second row), at 90GHz, in
the cases of (a) TM and (b) TE incident; the positions of anticipated ∆ta and ∆la by the proposed method
are also marked.

worthy of attentions than the longitudinal shift ∆l, for the sake of transmission efficiency in the
design of an QO feed.

Another FSS design considered in this work, is a two-layer ring slot structure supported by
a dielectric plate. The purpose to study such a FSS design is to show that the method can be
utilized regardless of FSS structure types. The plane-wave transmission coefficients at the design
angle (θ = α = 30◦, ϕ = 0◦) are shown in Fig. 6. The anticipated ∆ta from 85GHz to 100 GHz
by the phase correction scheme, and the corresponding CTE(∆t,∆l = 0) and CTM (∆t, ∆l = 0)
distributions based on the PWS simulation results, are presented in Fig. 7. In both the cases of
TE and TM incident, the corresponding anticipated ∆ta walk along the maximum C(∆t) positions
which are near to ∆t = 0, that means the tangential shift anticipations were accurate within the
pass band. Meanwhile, the fact that the maximum of C(∆t) approaches to 1 (> 0.999) from 85GHz
to 100 GHz in both the cases of TE and TM incident, shows that the degradation effects by the
FSS are weak.

Figure 6: 2-layer FSS structure and its transmission coefficients at design angle (θ = 30◦ and ϕ = 0◦).
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(a) (b)

Figure 7: Distribution of calculated coupling coefficients C(∆t, ∆l = 0), between free-space transmitted
fields on RA and FSS (the second one) transmitted fields on TA as in Fig. 2, from 85 to 100GHz, in
cases of (a) TM and (b) TE incident; the positions of anticipated ∆tas by the proposed method at varying
frequencies, are also marked.

4. CONCLUSION

In this paper, we further discussed the beam transmission shift through FSS based on the method
reported in [11]. The longitudinal beam shift is discussed, which is found to be with a smaller effect
on the transmitted beams through FSS. We also considered another FSS structure to perform the
tangential beam shift anticipation, and accurate results were obtained. That means the tangential
shift anticipation method in [11] can be utilized regardless of FSS structure types.
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Abstract— Soil moisture is an important parameter for hydrological and climatic investiga-
tions. It also plays a critical role in the prediction of erosion, flood or drought. In this paper,
we explore the use of the support vector machine technique for modeling soil moisture inversion.
LS-SVM is improved by the standard SVM and has more attractive properties. Experimental
tests are carried by using the different set of training and test data. The methodologies have been
applied to two sets of data to retrieve soil moisture and obtained the root mean squared error
(RMSE) and the determination coefficient (R2). The emissivity model (Q/H model) is applied to
acquire the brightness temperature. The frequencies of interest include 1.4GHz (L-band) of the
soil moisture and ocean salinity (SMOS) sensor at two incidence angles and 6.9 GHz (C-band) of
the advanced microwave scanning radiometer (AMSR) viewing angle of 55 deg. The effectiveness
is assessed by considering various combinations of the input features. This study demonstrates
the great potential of LS-SVM in the retrial of soil moisture from passive microwave remotely
sensed data.

1. INTRODUCTION

The soil moisture of the bare-surface soil plays a key role of seasonal climate evolution and predic-
tion because that it is a critical parameter in the mass and energy transfer between the soil and
atmosphere [1]. The retrieval of surface soil moisture based on land surface hydrology models is
of great important in myriad applications, including agriculture, water resource management to
numerical weather foresting, climate change, and monitoring events (e.g., floods and droughts) [2].

Passive microwave remote sensing is a viable method in the research on land surface parameters.
Recently, much effort has been devoted to effective approaches to estimate soil moisture and other
surface parameters. Generally, there are two types of approaches to be used: physical modeling and
semiempirical [3] in recent years. The traditional theories: the small perturbation (SPM), Kirchhoff
approximation (KA). Moreover, the integral equation model (IEM) has demonstrated a much wider
applicable scope for surface roughness conditions [4]. The empirically adopted IEM (EA-IEM) fit a
wide range of soil dielectric constants, incidence angles [5]. For the semiempirical models, the Q/H
model presented by Wang and Choudhury [6, 7], is a function of the surface roughness and dielectric
properties and widely used in the remote sensing community. Now, many studies and methods have
been undertaken in radar sensing research to retrieve the soil moisture and surface roughness [8–
11]. Combined experimental or a model-based data, several papers applied the artificial neural
network (ANN) and support vector regression. LS-SVM were introduced [12, 13] as reformulations
to standard SVM which simplify the training process of SVM in a great extent by replacing the
inequality constraints with equality ones. LS-SVM has been applied to forecasting in many areas
of engineering.

Therefore, in this study, the goal is to approach the soil moisture of the inversion problem by
using LS-SVM combined with Q/H model, and manage to enhance the accuracy of the retrieval
process.

2. MICROWAVE SOIL MOISTURE RETRIEVAL APPROACH

2.1. Surface Roughness Model
In many studies, the Q/H model was the most commonly used to describe roughness surface
radiation [6, 7]. The measurements of electromagnetic radiation emitted or reflected by soil surface,
which can monitor the soil moisture. The expression of surface of the brightness temperature is
given below

TB = e · TS (1)

where TB is the brightness temperature, TS is the soil surface temperature and e is the soil emission.
This equation descripts the fact that both surface temperature and emission decide soil surface
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brightness temperature. Besides, soil brightness temperatures have linear relation with emission
at the fixed soil surface temperature according to Eq. (1). e is decided by the characteristic of
target object and related to the reflectivity r by reciprocity: e = 1 − r. Relate to smooth surface
reflectivity, rough surface reflectivity can expressed as

rsp = [(1−Q)rop + Qroq] exp(−h) (2)

where, rsp is the rough surface reflectivity, the subscript p and q denote either V or H polarization.
For a homogeneous soil with a smooth surface, the reflectivity at V and H polarization rov and roh

are given by the Fresnel expression

roh =
∣∣∣
(
cos θ −

√
εr − sin2 θ

)/(
cos θ +

√
εr − sin2 θ

)∣∣∣
2

(3)

rov =
∣∣∣
(
εr cos θ −

√
εr − sin2 θ

)/(
εr cos θ +

√
εr − sin2 θ

)∣∣∣
2

(4)

where θ is the incidence angle and εr is the complex dielectric constant of the soil that depends
primarily on the soil moisture content. In Q/H model, Q is a mixing parameter between polar-
izations V and H, and can be discarded sometimes. In theorythe parameter h = (4πσ cos θ/λ)2 is
used for surface roughness correction.

2.2. Least Square Support Machines Regression

LS-SVM are reformulations, the result in a set of linear equations instead of a quadratic program-
ming problem for SVM. The xi and yi are the input and the output of the ith example, l presents
the number of samples, consider a given training set: {(xi, yi)|xi ∈ Rl, yi ∈ R}i=1,2,...,l. The goal of
the support vector method is to construct a regression of the following form

y = ωT φ(x) + b (5)

where φ(·) is the nonlinear map mapping the input space to a usually high dimensional feature
space, ω ∈ Rl is coefficient vector and b ∈ R is bias term. These unknown parameters ω and b can
be obtained [12, 13]

min J(ω, ξ) =
1
2
ωT ω +

1
2
γ

l∑

i=1

ξ2
i s.t. yi

[
ωT φ(x) + b

]
= 1− ξi, ξi ≥ 0, i = 1, 2, . . . , l (6)

The Lagrange corresponding to Eq. (6) can be defined as follows:

L (ω, ξ, α) =
1
2
ωT ω +

1
2
γ

l∑

i=1

ξ2
i −

l∑

i=1

αi

(
ωT φ (xi) + b + ξi − yi

)
(7)

where αi (i = 1, 2, . . . , N) are the Lagrange multipliers. The value of ω and ξ are obtained from
the solution, and the Kuhn-Tucker conditions can be expressed by

[
0 ~1T

~1 zT z + γ−1I

] [
b
α

]
=

[
0
y

]
(8)

where I is the identity matrix, z = [φ(x1), . . . , φ(xl)]; y = [y1, . . . , yl]T ; ~1 = [1, . . . , 1]T ; α =
[α1, . . . , αl]T .

The solution of αa nd b can be obtained by solving Eq. (8) and substitute to Eq. (5). According
to the Mercer rule, the Kernel function K(xi, yj) = φ(xi)T φ(yj) Eq. (5) is presented as:

y(x) =
l∑

i=1

αiK(xi, x) + b (9)
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3. DATA SET AND DESIGN OF EXPERIMENTS

In order to evaluate and characterize the effect of roughness on surface emission. Meanwhile, SM
is sensitive to low-frequency ban at bare or low vegetated soils. We generated a simulated surface
emission data based for two specific frequencies 1.4GHz of the SMOS sensor and 6.9GHz of the
AMSR, respectively. Some initial specific parameters are related in the process of SM simulation,
e.g., the soil surface temperature, the structure of the surface soil texture, soil bulk density (ps),
surface roughness etc.. According to the some reference, we designed the study area SM simulation
input data sets, which were listed in Table 1.

The training of the LS-SVM data have been simulated in terms of the soil surface emissivity dual-
polarization from Eq. (1). We set the soil moisture content (MV) from 2%–42%, and σ in the range
of 0.1–1.6 cm. For simulated data sets, we converted into soil dielectric constant model [18], and
generated MV and brightness temperature more than 900 samples. The inputs are the brightness
temperature, the outputs is the MV as well. Considering the input parameters affect the estimation,
various combinations are taken in account, the following design of experiments:

(1) three 1-D modes: a) two L-band 1-D modes: emissivity polarization H and V at 1.4GHz
and incidence angles 20 and 40 deg respectively; b) one C-band 1-D mode: emissivity dual-
polarization at 6.9 GHz at an angle of 55 deg.

(2) one L-band 2-D mode: combine two angles of incidence that correspond to one L-band 2-D
mode, i.e., dual-polarization at 1.4 GHz at angles of 20 and 40 deg.

(3) three integrated C- and L-band modes: at C-band combined with the front two steps to
become integrated C- and L-band multiple dimensional emissivity modes.

Table 1: Data sets of soil moisture simulated.

Parameters Temperature Sand (g/g) Clay (g/g) ps (g/cm3) Frequency Incidence angle
value 23◦ 42% 18% 1.4 1.4, 6.9 GHz 20, 40, 55 deg

Table 2: The R2 and RMSE of SM by the LS-SVM and BPNN method.

EXPERIMENTS
LS-SVM BPNN

R2 RMSE (%) R2 RMSE(%)

L-band 1-D mode
1.4GHz/20 deg 1.0 0.0016 0.997172 0.8838

1.4GHz/40 deg 1.0 0.0002 0.999435 0.5780

AMSR mode 6.9GHz/55 deg 0.990461 1.595 0.98775 1.8105

L-band 2-D mode 1.4GHz/20 + 40 deg 1.0 0.0023 0.997296 0.8489

combined 6.9 GHz and

L-band 1-D mode

6.9GHz/55 deg, 1.4GHz/20 deg 0.999548 0.3696 0.997590 0.9651

6.9GHz/55 deg, 1.4GHz/40 deg 0.999961 0.1216 0.998976 0.6049

3-D mode 6.9GHz/55 deg, 1.4 GHz/20,40 deg 0.999968 0.11 0.998793 0.6414
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4. RESULTS AND COMPARISON

Through the brightness temperature simulation and numerical experiments, we obtained the re-
trieval results for the soil moisture, the R2 between the retrieved SM and the reference, and the
RMSE in SM are also given in the Table 2.

As were shown in the figures (part of the results) and Table 2, obviously, we can get the following
main conclusions: L-band result is better than C-band in different wavelengths; the result of large
angle is better than the small angle within a limited range; the inversion of SM at C-band combined
with L-band displayed that 3-D mode is better than 2-D modes. In Table 2, both of those two
methods result sound, evidently, LS-SVM method has an advantage over BPNN method.

5. CONCLUSION

In this study, we had come up with the LS-SVM to retrieve the SM from simulated brightness
temperature. The result of the design is based on the simulations of Q/H model that is a promising
approach to further investigate the sensing of the SM by space-based microwave radiometers such
as the AMSR and SMOS.
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A Method of Two-dimensional MIMO Planar Array Design Based
on Sub-array Segmentation for Through-wall Imaging

Pengfei Liu, Biying Lu, and Xin Sun
College of Electronic Science and Engineering

National University of Defense Technology, Changsha 410073, China

Abstract— In three-dimensional (3-D) through-wall imaging (TWI) applications, imaging per-
formance is directly affected by the configuration of the arrays. In this paper, the concept of
equivalent array is introduced to design the 2-D MIMO array. A method named sub-array seg-
mentation is used to circumvent the de-convolution process between the equivalent array and
MIMO array. To get the optimum array among the results after the de-convolution, a concept of
comprehensive size is used to evaluate the physical size of the MIMO array by using the informa-
tion of sub-array segmentation, which is inspired by the split transmit virtual aperture (STVA)
that has the shortest physical size given the virtual aperture. Finally, a 2-D UWB-MIMO array
is designed for TWI as an example to validate the proposed method.

1. INTRODUCTION

Recent years, radar imaging technology has made a great progress with the introduction of various
new concepts. To meet the needs of anti-terrorism in the cities, street fighting, as well as the
personnel rescue buried in the ruins, ultra-wideband TWI technology has been widely studied. To
solve the problem of the shadow effect and space ambiguity phenomena in 2-D imaging, getting the
3-D information of target scene by 2-D spatial distribution of antennas becomes an urgent need.

In order to overcome the disadvantages of time costing of synthetic aperture imaging system and
the prohibitive cost of real aperture imaging in 3-D TWI, MIMO imaging [1], which uses the virtual
array concept to get a larger virtual imaging aperture while using much lesser actual number of
array elements, are widely used. Equivalent array, such as virtual aperture [2–4], which makes the
bistatic pattern of MIMO array equivalent to the monostatic pattern, provides an important tool
for the analysis and design of MIMO array.

In [5] Lockwood proposed a framework for designing the 2-D sparse array by selecting different
element spacing within the transmit/receive elements, Smith obtained Several typical configurations
of 2-D array under far-field condition using Fast Fourier transform methods in [6], X. D. Zhuge
in [7] extended the method of separable aperture functions for designing an uniform linear array to
an uniform rectilinear array. As the bistatic-to-monostatic equivalence condition is valid only at a
small range of angle, in most cases, the size of the designed MIMO array is expected to be as small
as possible to keep the similar illumination geometry with the equivalent array. Refer to the STVA
given by Lu Biying in [2], a method based on the sub-array segmentation is introduced to solve the
problem of de-convolution, and a best choice for the smallest physical size of the MIMO array is
made among the results after the de-convolution according to the criterion of comprehensive size.
An example of 2-D planar array is made to validate the proposed method in the end.

2. VIRTUAL APERTURE

Virtual aperture [2–4] is based on the equivalence between the two-way bistatic array and the
two-way monostatic array, using the principle of Phase Center Approximation (PCA). Consider
the 2-D MIMO array composed of M transmit and N receive elements located on the xz plane, in
which the location of mth transmit element is rt,m = (xt,m, 0, zt,m), m = 0, 1, 2, . . . , M − 1, and the
location of nth receive element is rr,n = (xr,n, 0, zr,n), n = 0, 1, 2, . . . , N − 1. The virtual aperture
element rv,i, come from rt,m and rr,n, may be expressed as

rv,i = (xv,i, 0, zv,i) = ((xt,m + xr,n)/2, 0, (zt,m + zr,n)/2) (1)

where i = (m + 1)(n + 1)− 1, m = 0, 1, 2, . . . ,M − 1, n = 0, 1, 2, . . . , N − 1.

3. 2-D MIMO ARRAY DESIGN

As known that the equivalent virtual array can be regarded as the space convolution between the
transmit and receive elements of MIMO array, got as

De(r) = Dt(r) ∗Dr(r) (2)
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where De(r) is the distribution function of the equivalent array, Dt(r) and Dr(r) are the distribution
functions of the transmit and receive array, “∗” represents the space convolution operation.

Due to the nature of convolution, the equivalent array can be seen as a combination of receive ar-
ray copies, when the number of transmit elements is given. Thus, in some cases, the de-convolution
of the equivalent array can be simplified to the segmentation of the equivalent array with the same
structure of sub-arrays.

For a 2-D planar array, assume that the 2-D uniform plane array composed with N ×M equiv-
alent virtual elements is considered. The intervals between the elements along the x-label and the
z-label are respectively dx and dz. The distribution function of the equivalent virtual array can be
expressed as

De(r) =
{

(r, we(r))
∣∣∣ r(x) = xm, m = 1, 2 . . . , M

r(z) = zn, n = 1, 2 . . . , N
, we(r) = 1

}
(3)

The center position of the equivalent array is

O(x0, z0) = ((x1 + xM )/2, (z1 + zN )/2) (4)

Given the number of transmit elements T , which is a divisor of N × M , then the number of
receive elements can be determined by R = N×M/T . Factor R, and let NR represents the number
of factorizations. For the ath factorization R = Rax × Raz, factor Rax and Raz respectively, the
number of factorizations Nax and Naz can be got. If Rax is not a divisor of M or Raz is not a
divisor of N , Nax or Naz should be set to null. If Rax equals to M or Raz equals to N , Nax or Naz

should be set to unity. Note that the pth factorization of Rax is Rax = Rapr ×Raps, and the qth of
Raz is Rax = Rapr ×Raps. The number of sub-array segmentations for the equivalent array can be
formulated as

NE =
NR∑

a=1

Nax ×Naz (5)

Take any kind of the sub-array segmentation from NE , a structure of sub-array can be obtained.
Thus, a copy of the receive array can be expressed as follows

Dr0(r) =
{

(r, wr0(r))
∣∣∣ r(x) = xm, m = (Rx − 1)×M/Raps + 1, 2 . . . , Raps, Rx = 1, . . . , Rapr;

r(z) = zn, n = (Rz − 1)×N/Raqs + 1, 2 . . . , Raqs, Rz = 1, . . . , Raqr;
,

wr0(r) = 1
}

(6)

The center position of the receive array copy is

O(x′0, z
′
0) = ((x1 + xm0)/2, (z1 + zn0)/2),

m0 = (Rapr − 1)×M/Raps + Raps, n0 = (Raqr − 1)×N/Raqs + Raqs
(7)

Then, the distribution function of the receive array can be expressed as

Dr(r) =
{
(r, wr(r))

∣∣∣r(x)=2(xm+x0−x′0), m=(Rx−1)×M/Raps+1, . . . , Raps, Rx =1, . . . , Rapr

r(z)=2(zn+z0−z′0), n=(Rz−1)×N/Raqs+1, . . . , Raqs, Rz = 1, . . . , Raqr
,

wr(r) = 1
}

(8)

Combine Eq. (3), Eq. (8) and the positional relationship of the equivalent virtual array given in
Eq. (1), the distribution function of the transmit array is

Dt(r)=
{
(r, wt(r))

∣∣∣r(x)=[2(i−1)−(M/Rax−1)]×M/Rapsdx+x0, i=1, 2 . . . ,M/Rax

r(z)=[2(j−1)−(N/Raz−1)]×N/Raqsdz+z0, j =1, 2 . . . , N/Raz
, wt(r) = 1

}

(9)
It is easy to find that different segmentations lead to different results of the de-convolution

MIMO arrays, when given the same equivalent array. Refer to the STVA, which has the shortest
physical size when given the effective aperture, a concept of comprehensive size, which use the
information of sub-array segmentation to evaluate the truly physical size of the MIMO array, is
introduced as follows

Se = Sr0 ∪ dtxdtz(Ntx − 1)(Ntz − 1)) (10)
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where Se represents the comprehensive size or the final physical size of the MIMO array, Sr0

represents the size of sub-array, Ntx and Ntz represent the number of sub arrays along the x-label
and z-label direction, dtx and dtz represent the intervals between sub-arrays along the x-label and
z-label direction, “∪” means to take the union.

According to the projection slice theory [8], the pattern of the planar array at a certain direction
is determined by the projection of array elements onto a rotated axis at that particular angle within
the array plane. If the beam patterns along two orthogonal directions are only concerned, a 2-D
planar array can be designed as a composition with two basic one-dimensional linear arrays designed
with the performance requirements previously.

Thus, the 2-D MIMO array can be designed as the following steps:

(1) Design two basic one-dimensional linear arrays meeting with the performance requirements of
the azimuth, elevation direction [2];

D1(r) = {(r, w1(r))|r(x) = xm, m = 1, 2 . . . , M, w1(r) = 1} (11)
D2(r) = {(r, w2(r))|r(z) = zn, n = 1, 2 . . . , N, w2(r) = 1} (12)

(2) Compose the two basic one-dimensional linear arrays designed above into a 2-D uniform planar
array, as shown in Eq. (3);

(3) For the given number of transmit elements, segment the 2-D uniform planar array according
to Eq. (5) to obtain a copy of receive array as shown in Eq. (6), and then select the smallest
comprehensive size among the receive array copies after segmentation according to Eq. (10).

(4) Obtain the receive array from the copy of receive array based on Eq. (8), and get the transmit
array as shown in Eq. (9).

4. AN EXAMPLE AND SIMULATION RESULTS

Array Requirements: Design a 2-D UWB-MIMO array, with resolutions of 0.3 m in both the azimuth
and elevation direction at a distance of 5m. The side lobe levels should be below −18 dB. The
number of transmit elements is 9, and the physical size of the MIMO array should be as small as
possible.

To meet the UWB imaging requirements, a stepped frequency signal is emitted, the center
frequency is 1.5GHz, the bandwidth is 2GHz, the frequency step is 4MHz. In accordance with the
design steps described above and paper [2], the length of one-dimensional uniform linear array and
the number of elements should satisfy

σ = 0.886λc/4

(
L/2√

(L/2)2 + R2

)
(13)

N = intup(max(1/RL, fH/(B ·GL))) (14)

where intup(·) is the top integral function.
From Eq. (13) and Eq. (14), the length of one-dimensional uniform linear array L = 1.5m

and the number of elements N = 12 can be obtained. Thus, a two-dimensional uniform array of
12× 12(1.5m× 1.5m) would be got from the two basic one-dimensional uniform linear arrays with
the interval d = 0.1364m between the elements. Given the number of transmit elements as T = 9,
the square equivalent array could be segmented into 9 kinds of 16-sub-arrays with same structure
as shown in Figure 1 according to the Eq. (5).

According to Eq. (10), the comprehensive apertures of the segmentations shown in Figure 1 can
be calculated in Table 1. From Table 1, array 5 acquires the smallest comprehensive size and the
corresponding smallest physical size of the MIMO array. The resulted MIMO array following the
design steps is shown in Figure 2.

Table 1: Comprehensive sizes for the 9 different segmentations illustrated in Figure 1.

N 1 2 3 4 5 6 7 8 9
Se 64 56 72 56 49 63 72 63 81
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To validate the performance of the designed equivalent array and MIMO array, a simulation is
taken and the resulted PSF is shown in Figure 3. It can be found that both the designed equivalent
array and MIMO array well meet the design requirements and the PSFs keep almost identified,
which has verified the accuracy of the method to use equivalent array to design the MIMO array and
the effectiveness of the method to use the sub-array segmentation to circumvent the de-convolution
process between the equivalent array and the MIMO array.

Adopt the designed 2-D MIMO array into the 3-D TWI application with a simulation. Assume
that the MIMO array locates at 3m far away from the wall, the thickness of the wall is 0.2 m and
the dielectric constant is 4.2, two point targets distributed along the elevation direction locate at
2m after the wall, the interval between the targets is 0.4 m. The illumination geometry and the
result imaging are shown schematically in Figure 4. It can be found from the simulation results

1 2 3

4 5 6

7 8 9

Figure 1: 9 kinds of structures for the 16-element
sub-array.
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Figure 2: 2-D equivalent array and MIMO array
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Figure 3: The PSFs of the equivalent array and MIMO array in azimuth and elevation directions. (a) PSFs
in azimuth direction. (b) PSFs in azimuth direction.
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Figure 4: The illumination geometry and the result imaging for 3-D TWI. (a) The illumination geometry.
(b) The slice of range-elevation plane. (c) The slice of azimuth-elevation plane. (d) The slice of azimuth-range
direction.

that the designed 2-D MIMO array behave a perfect performance in the 3-D TWI.

5. CONCLUSIONS

In this paper, the concept of equivalent array is introduced to analyze and design the 2-D MIMO
array. The principle of the shortest physical size for the one-dimensional STVA array is extended
to the 2-D MIMO array with the concept of comprehensive size and the method of sub-array
segmentation is used to circumvent the de-convolution process between the equivalent array and
the MIMO array. At last, an example is taken to design a 2-D UWB-MIMO array, and the
simulation gives a perfect result.
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Abstract— According to the literary data, terahertz radiation has some effects on different
blood cells. Our study focuses on the determining the level of some cell surface antigens of
lymphocytes when exposed to broadband terahertz range of 0.05–1.70THz. These data indicate
that terahertz radiation with power density of 9.55, 0.63 and 0.03 mW/cm2 for 1 minute does
not alter the functional activity of lymphocytes.

1. INTRODUCTION

To date, literature sources contain a number of studies on the influence of terahertz (THz) radiation
on the functional activity of human blood cells. At various times, the objects of the study were
erythrocytes or platelets [1], leukocytes [2], as well as lymphocytes. In the case of the latter, the
emphasis was on the role of THz radiation of varying power in regulation of advancing of cells in
the cell cycle [3, 4], violation of integrity of the genetic material of cells and DNA stability [4, 5].
However, to evaluate the functional state of cells correctly, one can use a somewhat different
approach, based on determining the level of surface antigens that characterize the functional state
of cells, i.e., cell activation markers. Lymphocyte activation markers spectrum is very broad. They
are traditionally divided into several groups depending on the time of appearance on lymphocyte
surface after its activation. During the study, we have selected two antigens — CD38 and CD69,
increasing the level of surface expression of which allows to assess the functional state of cells in
culture conditions in vitro.

Molecule CD38 — is a transmembrane protein, which is an enzyme that regulates the cytoplas-
mic calcium concentration — the main mediator in signal transmission from the surface receptors
to the cell nucleus. In addition, this enzyme has a number of other properties and can exhibit the
activity of adenosine diphosphate-ribosyl cyclase, cyclic adenosine diphosphate ribosyl hydrolase,
and NAD-glycohydrolase [6]. CD38 acts as a receptor modulating cell-to-cell cooperation, and can
play a role in signal transmission from extracellular space into the cytoplasm of cells. This molecule
is widely represented on activated blood cells, which include T-, B-, NK-cells and some other types
of cells, and determining the level of expression of this molecule is of important prognostic value
while managing the patients with different pathologies [7]. As for the second activation marker
selected for our research, CD69 molecule refers to integral membrane proteins. It is believed that
CD69 is involved in proliferation of leukocytes, because the level of its expression correlates with an
increase in proliferative activity of cells, however, the expression level of this molecule is extremely
low on the “resting” — not activated lymphocytes (typically, T- and B-cells) [8].

2. EXPERIMENTAL SETUP

The generation effect of THz radiation is that the laser beam of femtosecond interval creates free
charge carriers on semiconductor surface, the motion of which in the magnetic field generates THz
radiation. This principle is called a photoconductive antenna generation. In the present research
we developed an optical design of the experiment as shown in Fig. 1. Detailed description of the
scheme is given in [9].

The generated THz radiation had the frequency band of 0.05–1.7 THz with a maximum signal
at 0.5 THz, and the THz pulse duration was 2.5 ps. The samples were irradiated for 1min. The
power of the THz radiation was varied by means of filters, and, allowing for absorption by the
plate, was 30, 2 and 0.1µW. The irradiation area was 3.14 cm2. The power density was accordingly
9.55, 0.63, and 0.03 µW/cm2. The experiments were carried out at the temperature of 20◦C. Each
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(a) (b)

Figure 1: Scheme of terahertz photometer: (a) top view; elements 8 and (b) 9 — a side view: 1 — femtosecond
laser (Yb: KYW, 1040 nm, 120 fs, 75MHz, 1 W); 2, 4 — mirrors; 3 — mechanical modulator; 5 — InAs
crystal placed inside a magnet (angle of incidence was 45◦); 6, 8 — the parabolic mirror; 7 — beam splitter
plate; 9 — an object placed in the wells; 10 — lens; 11 — opto-acoustic detector.

power irradiated by one sample from each donor (18 donors). 18 control wells were not subjected
to irradiation.

3. MATERIALS AND METHODS

Venous blood sampling from clinically healthy donors was carried out with heparinized (10 IU/ml)
test tubes. The blood was mixed with sterile phosphate-buffered saline (PBS) in the ratio of
1 : 2, and lamination by the density gradient of 1.077 g/mL of Histopaque-1077 (Sigma-Aldrich,
USA), and then subject to centrifugation for 30 min at 400 g and at 18–22◦C. Upon the completion
of centrifugation, the mononuclear cell layer was collected, formed at the phase interface. The
resulting cell suspension was washed twice with the complete culture medium (CCM), prepared
based on RPMI-1640 (“Biolot”, St. Petersburg) with addition of 10% heat-inactivated fetal bovine
serum (FBS, “Biolot”, St. Petersburg), 50 g/ml gentamicin (“Biolot”, St. Petersburg) and 2mM
L-glutamine (“Biolot”, St. Petersburg), for 7 minutes while accelerating at 300 g. Then the number
of the obtained cells was determined using a hemocytometer. For experimental set up, the wells
of 24-well plates (“Sarstedt”, Germany) were filled with 200µl of cell suspension (5× 106 cells/ml)
poured to CCM. After radiation treatment, lymphocytes cultures were added with 250µl of CCM
and incubated at 37◦C under 5% CO2 for 24 hours. Upon completion of incubation, the cells were
mixed with cooled PBS containing 2% of FBS, transferred into centrifuge tubes, and washed twice
with PBS (300 g for 8 min). The resulting cell suspension was used for performing the experiments
described below.

Upon completion of incubation, the lymphocyte suspension was washed twice with PBS at the
above described conditions, and then mixed with 100µl of fresh PBS. To identify the major cell
populations the following antibodies were used: to identify the population of T-lymphocytes —
CD3-PC7 (Cat. No. 737657), to identify B-lymphocytes — CD19-ECD (A07770), to identify a
population of natural killer cells — CD56-PC5.5 (A79388). Antibodies against CD69 (IM1934U)
and CD38 (A07778), PE labeled (phycoerythrin) and FITC (fluorescein isothiocyanate-dextran),
respectively, were used as activation markers. To correctly identify the lymphocyte population
the pan-leucocyte APC labeled (alofikotsianin) marker CD45 (IM2473) was used. Staining with
antibodies against surface antigens was carried out in accordance with the manufacturer’s recom-
mendations; to assess the level of expression of activation markers the isotype controls were used.
At least 20000 lymphocytes were analyzed for each sample by flow cytometer Navios (“Beckman
Coulter”, USA). Analysis of the results was performed using Kaluza software (“Beckman Coulter”,
USA).



1520 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

4. RESULTS AND DISCUSSION

Results were expressed as percentage of cells bearing either one of activation markers (CD38+CD69−
and CD38−CD69+), both markers simultaneously (CD38+CD69+), or bearing no of them (CD38−
CD69−). These markers were examined for populations of T-lymphocytes (responsible for imple-
mentation of cell responses of the acquired immunity), B-lymphocytes (the main function of which
is to participate in humoral responses of the acquired immunity), as well as natural killer (NK)
cells, and NKT-cells — peripheral blood lymphocyte populations involved in antiviral and antitu-
mor body responses. Processing of the results was performed using PASW Statistics 18 software
package (IBM, USA). The results are summarized in the Table 1.

Table 1: The percentage distribution of the cells by the presence of these activation markers (X ± s, n = 18,
X — average, s — error, n — number of observations for one point).

Power

density,

µW/cm2

T-lymphocytes, % B-lymphocytes, %

CD69+

CD38−
CD69+

CD38+

CD69−
CD38+

CD69−
CD38−

CD69+

CD38−
CD69+

CD38+

CD69−
CD38+

CD69−
CD38−

control 5.0± 0.8 8.8± 1.4 52.2± 2.9 34.0± 2.6 9.6± 1.0 27.7± 1.8 49.5± 2.0 13.1± 2.2

0.03 5.0± 0.7 9.1± 1.9 52.9± 2.9 33.0± 2.5 9.5± 1.2 29.0± 2.0 49.2± 2.2 12.2± 1.8

0.63 5.2± 0.7 9.3± 1.6 52.1± 2.8 33.5± 2.6 9.8± 1.2 29.9± 1.7 48.6± 2.0 11.7± 1.7

9.55 5.1± 0.5 9.1± 1.5 52.2± 2.6 33.6± 2.7 9.4± 1.0 29.0± 1.7 49.6± 1.8 12.1± 1.7

Power

density,

µW/cm2

NK, % NKT, %

CD69+

CD38−
CD69+

CD38+

CD69−
CD38+

CD69−
CD38−

CD69+

CD38−
CD69+

CD38+

CD69−
CD38+

CD69−
CD38−

control 1.5± 0.3 72.7± 5.0 23.5± 4.8 2.3± 0.5 18.2± 2.6 15.6± 0.7 32.5± 3.9 33.7± 3.2

0.03 1.8± 0.4 72.0± 4.7 23.8± 4.5 2.4± 0.6 18.7± 2.9 16.6± 1.5 32.2± 3.9 32.5± 3.5

0.63 1.7± 0.3 72.4± 4.7 23.8± 4.5 2.1± 0.5 18.7± 2.6 16.7± 1.3 32.8± 3.9 31.8± 3.3

9.55 1.8± 0.3 72.2± 4.6 23.8± 4.3 2.2± 0.5 19.6± 2.7 16.7± 1.5 32.2± 3.5 31.4± 2.9

In the course of this study, no increase in the level of surface expression of CD38 on any of the
cell types studied, which include T-, B-, NK- and NKT-cells, was noted. However, literature study
indicates that the significant increase in CD38 level is reported in culture conditions of lympho-
cytes in vitro in response to the introduction of standard immunological stimulants such as phorbol
myristyl acetate, as well as IL-4 and anti-CD3 or M surface immunoglobulins, respectively [10].
When using terahertz radiation with the power density of 9.55, 0.63 and 0.03mcW/cm2 no activa-
tion of any of the above cell populations was the case. Similar results were obtained when assessing
the level of expression of CD69 of major lymphocyte populations, changes in the expression level
of which may be associated with proliferative activity of lymphocytes. As mentioned above, this
molecule is nearly absent on inactivated cells (T- and B-lymphocytes in particular). However,
during the transfer of lymphocytes to the activated state on RNA level — using polymerase chain
reaction — a significant increase in CD69 gene expression is observed 3–4 hours after the activation
of cells in vitro [11]. This is precisely why the CD69 marker is traditionally treated as “early”
lymphocyte activation marker. As for the populations of cytotoxic cells (NK- and NKT-cells), the
expression level of CD69 on them is continuously higher. Whereas additional stimulation of cells
is accompanied by an additional increase in the level of both CD69, and CD38 [7, 12]. It’s worth
mentioning that the latter antigen — CD38− in case of B-lymphocytes and natural killer cells —
is treated by most researchers as a “differentiation” or maturation marker characterized by the
“maturity degree” of cells, rather than their activation status.

Literature analysis showed that there is no effect on the kinetics of the cell cycle, micronucleus
formation, proliferation index and the induction of micronuclei cells with cytogenesis block when
irradiating human peripheral blood lymphocytes with free-electron laser at 0.12 and 0.13THz for
20min, and average power of 1mW and 0.6 mW, respectively [3].

In work [4] it was shown that using the radiation of 0.13 THz (20 min) in the power range
of 0.15–5.00 mW/cm2, other researchers have also confirmed no effect on cell cycle kinetics of
lymphocytes. They also noted that the THz radiation causes no chromosome damage (MN-analysis).

Impact of THz radiation (0.1 THz, 31 mW/cm2) lasting for 60, 120 and 1440 min causes genome
instability in lymphocytes [5]. However, according to G. J. Wilmink, these results should be treated
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with caution [13].
All the above studies used continuous radiation sources. Also, power density of THz radiation

and duration of irradiation of the above works is significantly higher than those used in our exper-
iment (9.55, 0.63 and 0.03mW/cm2, for 1minute). Only work [5] is comparable to ours in regard
to power density (31mW/cm2). However, a large number of publications concerning the effects of
weak fields show that a low-intensity radiation can cause biological effects, which are not observed
during the radiation of a greater power. So the main possible mechanisms regarding the millimeter
and submillimeter wave (terahertz) range are presented in [14]. We should also note that our earlier
experiments on nerve cells [15] showed that the reduction of broadband terahertz radiation power
density leads to stimulation of cell growth. Based on the above, we have chosen the power density
data.

Due to the fact that the main practical interest of the use of THz radiation in medicine today
is aimed to develop diagnostic terahertz instruments, to diagnose using these instruments it makes
sense, to our opinion, to define the duration of exposure based on the duration of the study proce-
dure. Since the scanning takes a few minutes, then the exposure duration at this stage was chosen
as 1 min.

In our study, terahertz radiation with the power density of 9.55; 0.63 and 0.03 mW/cm2 for
1minute did not alter the functional activity of lymphocytes. It is possible that an increase in
exposure duration may affect the activation of cells. Variation of irradiation parameters will be the
next stage of our research.

5. CONCLUSION

Analysis of the level of expression of cell activation markers (CD38 and CD69) lymphocytes (T-
lymphocytes, B-lymphocytes, natural killer cells and NKT-cells) showed that the terahertz pulse
irradiation with the frequency range of 0.05–1.7 THz and power density of 9.55; 0.63; 0.03mW/cm2

for 1minute does not result in the reliable increase in number of lymphocytes containing these
markers.
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A. Doria, E. Giovenale, A. Lai, G. Messina, and M. R. Scarf̀ı, “Cytogenetic observations
in human peripheral blood leukocytes following in vitro exposure to THz radiation: A pilot
study,” Health Phys., Vol. 92, No. 4, 349–357, 2007.

3. Scarfi, M. R., M. Romano, R. Di Pietro, O. Zeni, A. Doria, G. P. Gallerano, E. Giovenale,
G. Messina, A. Lai, G. Campurra, D. Coniglio, and M. D’Arienzo, “THz exposure of whole
blood for the study of biological effects on human lymphocytes,” Journal of Biological Physics,
Vol. 29, 171–177, 2003.

4. Doria, A., G. P. Gallerano, E. Giovenale, G. Messina, A. Lai, A. Ramundo-Orlando, V. Sposato,
M. D’Arienzo, A. Perrotta, M. Romano, M. Sarti, M. R. Scarfi, I. Spassovsky, and O. Zeni,
“THz radiation studies on biological systems at the ENEA FEL facility,” Infrared Physics &
Technology, Vol. 45, 339–347, 2004.

5. Korenstein-Ilan, A., A. Barbul, P. Hasin, A. Eliran, A. Gover, and R. Korenstein, “Terahertz
radiation increases genomic instability in human lymphocytes,” Radiation Research, Vol. 170,
No. 2, 224–234, 2008.

6. Dos Santos, D. C., P. C. Neves, E. L. Azeredo, M. Pelajo-Machado, J. M. Martinho,
L. F. Pacheco-Moreira, C. C. Araujo, O. G. Cruz, J. M. de Oliveira, and M. A. Pinto, “Ac-
tivated lymphocytes and high liver expression of IFN-γ are associated with fulminant hepatic
failure in patients,” Liver Int., Vol. 32, No. 1, 147–157, 2012.

7. Slyker, J. A., B. Lohman-Payne, G. C. John-Stewart, T. Dong, D. Mbori-Ngacha, K. Tapia,
A. Atzberger, S. Taylor, S. L. Rowland-Jones, and C. A. Blish, “The impact of HIV-1 infection
and exposure on natural killer (NK) cell phenotype in Kenyan infants during the first year of
life,” Front Immunol., Vol. 3, 399–406, 2012.



1522 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

8. Caruso, A., S. Licenziati, M. Corulli, A. D. Canaris, M. A. De Francesco, S. Fiorentini, L. Per-
oni, F. Fallacara, F. Dima, A. Balsari, and A. Turano, “Flow cytometric analysis of activation
markers on stimulated T cells and their correlation with cell proliferation,” Cytometry, Vol. 27.
No. 1, 71–76, 1997.

9. Duka (Tsurkan), M. V., Y. S. Nesgovorova, O. A. Smolyanskaya, V. G. Bespalov,
I. V. Kudryavtsev, A. V. Polevshchikov, M. K. Serebryakova, I. V. Nazarova, and A. S. Trulev,
“Study of the action of broad-band terahertz radiation on the functional activity of cells,”
Journal of Optical Technology, Vol. 80, No. 11, 655–660, 2013.

10. Deterre, P., V. Berthelier, B. Bauvois, A. Dalloul, F. Schuber, and F. Lund, “CD38 in T- and
B-cell functions,” Chem. Immunol., Vol. 75, 146–168, 2000.

11. Reddy, M., E. Eirikis, C. Davis, H. M. Davis, and U. Prabhakar, “Comparative analysis of
lymphocyte activation marker expression and cytokine secretion profile in stimulated human
peripheral blood mononuclear cell cultures: An in vitro model to monitor cellular immune
function,” J. Immunol. Meth., Vol. 293, Nos. 1–2, 127–142, 2004.

12. Montoya, C. J., J. C. Catano, Z. Ramirez, M. T. Rugeles, S. B. Wilson, and A. L. Landay,
“Invariant NKT cells from HIV-1 or mycobacterium tuberculosis-infected patients express an
activated phenotype,” Clin. Immunol., Vol. 127, 1–6, 2008.

13. Wilmink, G. J. and J. E. Grundt, “Invited review article: Current state of research on biological
effects of terahertz radiation,” J. Infrared Milli. Terahz. Waves, Vol. 32, 1074–1122, 2011.

14. Betsky, O. V., N. D. Deviatkov, and V. V. Kislov, “Lowintensity MM-waves in biology and
medicine,” Biomedical Radioelectronics, Vol. 10, 13–29, 1998.

15. Tsurkan, M. V. and O. A. Smolyanskaya, “Impact of terahertz radiation on cells,” Microwave
Conference Proceedings (APMC), 630–632, 2013.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1523

Influence of Terahertz Radiation with a Frequency 0.05 ÷ 1.7 THz
on Mitochondrial Membrane Potential of Tumor Cells

M. V. Duka (Tsurkan)1, M. K. Serebriakova2, 4, I. V. Kudryavtsev2, 3,
A. S. Trulioff2, 4, A. S. Nazarova4, and O. A. Smolyankaya1

1ITMO University, Russia
2Institute of Experimental Medicine of the North-West Branch of the Russian Academy of Medical

Sciences, Russia
3Far Eastern Federal University, Russia

4Saint-Petersburg State University, Russia

Abstract— In order to ensure safety in the use of terahertz radiation for medical problems,
impact assessment of broadband terahertz radiation in the frequency range of 0.05–1.7 THz was
made to investigate functional activity of tumor cells in vitro. According to the results of flow
cytometry we can speculate that pulsed terahertz radiation with a power density of up to near
10mW/cm2 and duration of 1 minute does not change functional activity of tumor cells.

1. INTRODUCTION

In recent years, application of sources of terahertz (THz) radiation is rapidly growing. It is estimated
that it can be used in medical diagnosis of skin diseases and skin cancer [1, 2]. However, the divergent
data on the effects of THz radiation are questioning the safety of its use. To assess the effects of
THz radiation at the cellular level, the mitochondrial membrane potential and the permeability of
the cell membrane of certain cells of transplanted crops were investigated after exposure by flow
cytometry.

Let us consider the works devoted to the change in membrane potential of cell and membrane
permeability when exposed to THz radiation. Thus, radiation at of 2.5THz results in damage
of membrane morphology and intracellular structures, and the fall in the membrane potential of
neurons [3], and radiation at a frequency of about 2.31 THz can cause reversible damage of the
barrier properties of neuron’ membrane [4]. However, other researchers have proved, that using
the same object under the radiation of 0.60 and 0.75 THz, all the changes are solely due to the
temperature increase [5].

Effect of increasing the permeability of the cell membrane was obtained when exposed to THz
radiation with the frequency of 2.52 THz and the power density of 227 mW/cm2 for over 12 seconds
and the decrease was observed when decreasing the duration of exposure [6].

Lipid bilayer demonstrated an increase in membrane permeability when using a pulsed source
(0.13THz, 7 Hz, 7.7 mW/cm2 for 2 minutes) and lack of any effects from continuous radiation
source [7].

Investigators observed both blocking and increased neuronal activity upon the exposure to
radiation of 0.06 THz for 1 min under low power density (0.07, 0.28, 0.56 and 0.74 m/cm2) [11].
These authors have also demonstrated that radiation frequency of about 0.05 THz (15mW/cm2,
2min) induces the opening of ion channels during the exposure, and their sealing 3 minutes after
the exposure [8].

Thus, these studies indicate that the terahertz radiation increases the permeability of the mem-
brane and results in changes in membrane potential. However, most of these data were obtained
using continuous radiation sources, and the issue concerning the impact of broadband pulse THz
radiation remains open. And the relevance of our ongoing work is this is due to this fact.

2. EXPERIMENTAL SETUP

Experimental setup. In the layout of the apparatus, the radiation of femtosecond laser with an
Yb : KYW active medium (wavelength 1040 nm, pulse width 120 fs, pulse-repetition rate 75MHz,
mean power 1 W) was modulated by a mechanical modulator and was then fed to an InAs crystal
located in a special system with magnetic induction B = 2.2T. THz radiation generated in the InAs
crystal was collimated by an off-axis parabolic mirror to a beam splitter plate. The femtosecond
radiation reflected from the crystal was absorbed in a fluoroplastic filter. Next, the part of the
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radiation transmitted through the beam splitter plate was focused by a lens onto a GC-1P optoa-
coustic detector, another part of the radiation was directed by parabolic mirror toward the object.
The loss of THz radiation on the plate in which the cells are held was 20%. The generatedTHz
radiation had a frequency band of 0.05–1.70 THz with a maximum signal at 0.50 THz, and the THz
pulse was 2.5 ps wide, exposure time was 1min. The irradiation area was 3.14 cm2. The power
density was 9.55, 0.63 and 0.03µW/cm2. Three series of experiments were carried out for each cell
culture. The irradiation was done three times in each series at each power. As a control, wells in
the plate that were not subjected to the action of the irradiation were used for each of the powers.

Objects. Cell cultures of the following lines were chosen as objects of study: adherent cultures
A-549 (carcinoma cells of human lung), BT-20 (adenocarcinoma cells of the mammary gland);
suspension cultures U937 (a cell line of leukosis of human histocytes), HL-60 (cells of human
promyeloid leukemia).

Evaluation of mitochondrial membrane potential and cellular membrane perme-
ability with flow cytometry. Assay principle. This method is based on using two fluorescent
dyes-3,3’-dihexyl carbocyanine iodide (DiOC6(3)) and propidium iodide (PI). DiOC6(3) belongs
to the group of cationic lipophilic dyes, which have been named in literature as “mitochondrial
probes”, as they are used to study the mitochondrial membrane potential of cells [9]. Due to its
lipophilic properties DiOC6(3) is able to freely penetrate through the lipid bilayer cell membranes
(surface membrane of a cell, as well as the inner and outer mitochondrial membrane) and, thanks
to the cationic properties, this dye accumulates in the areas with a high concentration of protons,
i.e., under the inner membrane of mitochondria. This effect is accompanied by changes in fluores-
cence intensity of cells in the green subspectrum, and that is recorded during the flow cytometer
analysis [10]. If the concentration of protons is reduced, as is the case during the initial stages
of the physiological cell death-apoptosis, then the dye will accumulate inside them less effectively,
and, as a result, the intensity of its fluorescence will be reduced. Hence, it is possible to distinguish
the living cells with effectively functioning mitochondria (and, consequently, of high fluorescence
intensity) from dead or dying cells with damaged mitochondrial function. As a result, these cells
possess reduced fluorescence intensity. If mitochondrial depolarization is treated as an “early” event
when at apoptosis start, the integrity damage of the membrane surface (i.e., its fragmentation) is
usually typical for the cells at the terminal stages of their death. In this regard, to identify the
different stages of apoptosis, aside from DiOC6(3), the cells are further stained with PI-dye capable
of interacting with nucleic acids of cells. PI can’t diffuse through bilayer lipid membranes and,
consequently, can’t bind with cellular DNA. However, as far as the fragmentation of cytoplasmic
and nuclear membranes takes place, the dye enters the cell and interacts with RNA and DNA.
This interaction results in accumulation of the dye in cytoplasm and nucleus, and the cell acquires
fluorescence in the red subspectrum.

Thus, the living cells will have a bright fluorescence in the channel intended for detecting
DiOC6(3), but won’t accumulate propidium iodide (phenotype DiOC6(3)brightPI−). Cells in the
early stages of apoptosis (reduced mitochondrial potential, but plasma membrane still keeps its
integrity and impermeability to propidium iodide) will be of phenotype DiOC6(3)dim-to-negPI−).
However, the cells in the late stage of apoptosis or the ones that have already died (necrosis), will
not efficiently accumulate DiOC6(3), but will be stained with P-DiOC6 phenotype (3)dim-to-negPI+.

Staining procedure. To assess the mitochondrial membrane potential the 100µl of cell suspen-
sion (2–3×106 cells/ml) was added with 20-fold working solution DiOC6(3) (“Invitrogen”, USA) to
yield a final dye concentration of 20 nM [11]. The working solution was prepared extempete, adding
10µl of stock solution (stock −1mg/ml of dimethylsulfoxide (DMSO), pipetted by 10µl and stored
before use at −20◦C), 4900µl of PBS After adding the dye, the samples were thoroughly mixed
and incubated at 37◦C under 5% CO2 atmosphere in a dark place for 20 min. Upon completing
the incubation, the samples were washed with PBS containing 2% FBS (8min at 300 g). Then, the
supernatant was removed and the cell pellet was transferred to 100µl of fresh PBS. The resulting
cell suspension was added with 10µl of propidium iodide solution (“Sigma-Aldrich”, USA) to get a
final concentration of PI of 1 ug/ml. Further, the samples were incubated for 10 min at room tem-
perature, protected from light. Upon completion of incubation, the samples were added with 200µl
of PBS, and the cytometric measurement was performed. At least 50,000 single cells were analyzed
for each sample. To distinguish single cells from sticking together (aggregates), and subsequently
discriminate aggregates from the assay, the following combinations of signals on forward (a value
proportional to the cell size) and side (a value characterizing the cell structure) scattering-peak
intensity against the intensity of the integral signals of FS or SS, as well as the flight time against
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the intensity of the integral signals of FS or SS. Analysis of results was performed using Kaluza
software (“Beckman Coulter”, USA).

3. RESULTS

To analyze the results of flow cytometry the histograms of fluorescence intensity of DIOC6(3) have
been plotted, the increase in fluorescence intensity of which depends on mitochondrial membrane
potential. Fig. 1 demonstrates one typical example of such histogram for each cell culture used

Figure 1: Examination of mitochondrial membrane potential using fluorescent dye DIOC6(3). X-direction:
DIOC6 fluorescence intensity (3); Y -direction: propidium iodide fluorescence intensity. Left to right —
different cell lines. Downwards are the examples of histograms of cell distribution in control wells and in
radiation-exposed wells with the power of 0.1; 2 and 30 mW (series of histograms A, B, C and D, respectively).

Table 1: The evaluation results the mitochondrial membrane potential and the permeability of the cell
membrane using flow cytometry (X ± s, n ≥ 4 for each culture).

Cell culture
Radiation

power, mW
Living cells,

%
Early stage of
apoptosis, %

Late stage of
apoptosis/necrosis, %

A-549

Control 95.9± 0.5 1.2± 0.7 2.8± 0.3
0.1 96.2± 0.3 1.2± 0.4 2.6± 0.3
2 96.3± 0.4 0.7± 0.2 3.0± 0.3
30 96.4± 0.4 0.7± 0.2 2.9±0.2

BT-20

Control 93.3± 0.2 2.6± 0.5 4.1± 0.4
0.1 93.1± 0.2 2.5± 0.4 4.4± 0.6
2 93.3± 0.3 2.4± 0.5 4.3± 0.3
30 93.2± 0.3 2.7± 0.5 4.1± 0.2

HL-60

Control 65.2± 7.7 4.1± 1.2 30.7± 8.4
0.1 66.4± 7.7 4.3± 1.4 29.3± 8.7
2 66.6± 8.5 3.9± 1.3 29.6± 9.5
30 67.7± 7.3 4.0± 1.2 28.4± 8.1

U-937

Control 56.3± 8.6 2.4± 0.3 41.3± 6.5
0.1 55.9± 6.4 2.5± 0.3 41.6± 6.5
2 56.4± 6.7 2.8± 0.3 40.8± 6.5
30 58.1± 6.5 2.3± 0.3 39.7± 6.6
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during the experiment.
The obtained histogram data have been processed and presented in Table 1 showing the per-

centage of living cells and cells that are at the early and late stages of apoptosis.

4. CONCLUSION

Thus, on various tumor cell cultures such as adherent cultures (carcinoma cells of the human lung,
adenocarcinoma cells of the mammary gland) and suspension cultures (a cell line of leukosis of
human histocytes, and cells of human promyeloid leukemia) using flow cytometry it is shown that
the action of pulsed broadband terahertz radiation in the frequency range of 0.1–1.7 THz with the
power of 30, 2, and 0.1µW has no significant effect on the change in the functional activity of cells
mitochondria, as well as does not damage the integrity of their lipid bilayer surface membranes.

However, the lack of effect may be due to the fact that the cells are in an aqueous medium,
which is absorbed greatly in terahertz spectral range. Despite the fact that this assumption does
not explain the absence of any effect on adhesive culture monolayer cells such as A-549 and BT-20
which are tightly adjacent to the substrate surface. Based on this fact, additional researches with
cell cultures are needed, involving various duration and power of irradiation.
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Abstract— To let the brain be in the best condition for learning is the task faced to teachers
for improving the students’ abilities of memory, attention, thinking and so on, which is also a
work of great significance for improving the teaching quality. This article discusses the influence
of the Baroque music on learning state from the perspective of electroencephalogram analysis.
First electroencephalogram (EEG) data of the n-back experiments are collected before and after
listening to the Baroque music. Then its frequency, the energy, α wave distribution, scalp,
event related potential and other components are compared. Specially, the brain’s memory and
attention are analyzed and estimated by extracting useful EEG information in time-domain,
frequency-domain and spatial distribution. The experimental results show that Baroque music
has a positive influence on improving learning efficiency. So that teachers can use Baroque music
to assist teaching as reform means, which will provide an effective way to improve the learning
efficiency and teaching quality.

1. INTRODUCTION

Brain is the organ of learning. Human intelligence activities are closely related to the states
of human brain. Only by following the brain activity patterns, the learning efficiency could be
promoted and the brain function could be further developed. In recent years, by the technologies
such as EEG and fMRI, the brain’s memory, thinking, learning, emotional and other advanced
features are in-depth studied, which confirms that the brain science is bound up with education
and has important guiding value to educational practice. The research on brain science is widely
used in the field of education, as the important basis of reforming the traditional teaching methods.
Therefore, the rational use of the human brain cognitive rules can help improve students’ learning
efficiency. For the past few years, the research on close integration of brain science and education
has been carried out and become a hot spot. The scientists of many countries are researching it.

In this paper, by using high-resolution 64-channel EEG technology, the EEG data extracted
before and after the n-back experiments are analyzed to explore the impact of the Baroque music
on learning efficiency.

2. EFFECT OF SOUND WAVES ON THE BRAIN

Music is also an acoustic wave, any sonic vibrations stimulate the auditory systemby the process of
converting from mechanical energy of sound source vibrations to neural signals, chemical signals,
electrical signals. These signals, interact with each other to form auditory perception, along the
neural pathway: the brainstem, the hypothalamus and the brain cortex. For example, musical
instruments produce sound. This mechanical energy can cause vibrations in the cochlea, then
the hair cells arranged on the base film are stimulated to produce receptor potential, projecting
to the neurons nucleus through the auditory nerve fibers. However, we just hear the sound, not
knowing what kind of instrument sounds. It needs for various types of cells in the nucleus to
make judgments by sound frequency, intensity, and other features. Because there is a gap between
the cells, there is no direct electrical coupling, nerve signals can not pass. Fortunately, there is a
specific communication joint between neurons, called synapses. Presynaptic neurons by releasing
a neurotransmitter convert chemical signals to electrical signals, and then the neurotransmitter
carrying music information act on the postsynaptic membrane, then the chemical signals into
electrical signals. The music propagation in the auditory system is realized.

There are dozens of brain neurotransmitters, each of which has a special physiological function.
By changing the function of neurons, bringing the biological functional effects can produce an effect
on mental activity, emotional reactions, learning and memory, and so on. The vibration in different
parts of the base film is caused by acoustic wave of different frequencies. Bioelectrical activity of
auditory nerve fibers, on behalf of acoustic wave of different frequencies, likes tides ups and downs,
forms brain waves. Low frequency components of the brain waves are related to the activities
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of neurotransmitters. Various neurotransmitters have their unique ultra-slow-wave frequencies.
The amplitude variation of brain waves corresponds with the strength of the neurotransmitter.
That is, the frequency stimulation of the acoustic wave changes the original EEG rhythm. So
music stimulation is changing the brain wave rhythm, while also changing the brain physiological
functions.

Baroque music in line with 50 to 70 beats/minute is ideal for rapid enhancing learning efficiency.
“Baroque” came from the Portuguese barroco, meaning less rounded pearls. Baroque music is the
music generated within the period of 1600–1750. Its effect on learning efficiency is mainly reflected
in the impact on the brain α-wave. For a more precise understanding of the effect of Baroque music
on learning efficiency, we designed the n-back experiment to test memory. The subjects’ EEG data
are obtained before and after the music during the experiments. Then the effects of Baroque
music on wave frequency, amplitude, and energy distribution are detailed analyzed. Thereby the
stimulation of Baroque music on memory and attention during the learning process is clarified.

3. ANALYSIS OF EEG-BASED LEARNING EFFICIENCY

How to determine whether the student’s learning state is optimum or not? There are many ways
in which EEG is an effective method of analysis. EEG is the most commonly used and most
objective physical signs of studying of the human brain. When the person’s attention, memory,
etc. change, EEG signal recorded will change accordingly. Thus, the degree of students’ memory
or attention can be estimated by recording and analyzing their EEG signals. This is an effective
method to determine whether the brain is in the best learning state or not. The human brain is
a very complex nonlinear dynamic systems. EEG is the weak potential difference measured from
the scalp, when a considerable number of neurons in the brain neural network are discharging
synchronously. Now many laboratory instruments can be used to detect the potential difference,
then electroencephalogram can be obtained. In this article, the brain’s memory and attention are
analyzed and estimated by extracting useful EEG information from the time domain, frequency
domain and the spatial distribution.

Time domain information is usually composed of a number of event-related potentials (ERP)
composition. ERP is referred to the bio-electric response detected in the corresponding parts of
the brain, which is generated with a relatively fixed time interval and the specific phase from
the stimulation, when a particular part of the nervous system is given corresponding stimulation.
ERP reflects activities of neurons in brain. In all ERP components, P300 is the most classic, first
discovered and most extensively studied one. P300 is the positive peak of brain waves around
300ms after stimulation, which is induced by the endogenous event. The waveform is most obvious
near the midline of the parietal lobe, mainly reflecting the brain’s cognitive processes to external
information. The frequency domain information is the use of power spectrum analysis, obtained
the frequency variation of brain waves associated with brain activities. When a person’s state of
consciousness varies, the frequency of the brainwave is different. According to the frequency from
low to high, the brain waves can be divided into δ waves (0.5–4Hz), θ waves (4–8Hz), α wave
(8–13Hz), β wave (13–25Hz ), γ wave (> 25Hz). If the dominant brainwave is α wave, the person
could have the feeling of comfort and concentration, achieve extraordinary memory, highly focused
and unusual creativity. In particular, high-amplitude α waves can lead to high learning efficiency.
Spatial information is focused on the spatial distribution of the EEG signals on surface of the scalp.
By recording the EEG signals, we can analyze the activities of different brain regions. This spatial
distribution of EEG can also be used as the characteristic information to analyze brain activities.

4. EXPERIMENTS AND DATA ACQUISITION

4.1. n-back experiments
The tasks of n-back experiments are a series of continuous implementation, which are widely used
to stimulate the brain activities in nerve imaging experiments. It is proposed by Wayne Kirchner
in 1958. n-back task is a series of stimulus, the paradigm requires subjects to response when the
current stimulus matches the one appeared n times before. Load factor n may be adjusted to vary
the difficulty of the task. When n = 1, the subjects were asked to compare the current stimulus
with the stimulus immediately preceding it; when n = 2, then compare the current one with the
one two times before; when n = 3, compare the current one with the one three times before, and
so on, with changing the difficulty of the task.

The position matching task is programmed by using E-prime software. displayed on a computer
screen in different positions on white background. The black “+” sign of different position is
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displayed with white background on the computer screen, the position of “+” sign is random for
subjects. each “+” sign appears for a second. The subjects are asked to remember its position
and make the appropriate choice by entering the judgment of their vertical position through the
computer keyboard. Because the 3-back task is too difficult, this experiment is reduced to 1-back
task and 2-back task. When n = 1, the subjects are asked to compare the relative vertical position
of the current “+” sign and the one previous it, and then press the appropriate key. There are
forty “+” signs in all in 1-back task. When n = 2, it need to compare the relative vertical position
of current “+” sign and the interval one preceding it. There are forty “+” signs in 2-back task too.
Two parts are proceeding continuously. They will be carried out before and after Baroque music,
which last three to four minutes.
4.2. Experimental Process and EEG Acquisition
In the trials, EEG data of the subjects are collected by NeuroScan’s EEG/ERP recorder and
the corresponding acquisition system. 20 healthy undergraduate and graduate students as subjects
participate voluntarily in the experiment. For the one-dimensional spatial position of visual stimulus
(“+” sign), the subjects perform on the memory, judgment and choice. During the experiments, the
subjects’ EEG data are collected before and after Baroque music. Then the data are comparatively
analyzed to study whether Baroque music can affect the improvement of the learning efficiency on
some appropriate variables. In the experiment, Vivaldi’s “Four Seasons” is used as Baroque music.
First, n-back experiment is carried out before the music. Next, subjects listen to the Baroque
music, which lasts 30 minutes. And then, n-back experiment is carried out again after the music
for the same subjects. EEG data are collected during the experiments.

5. EXPERIMENTS AND DATA ACQUISITION

5.1. Data Processing Method
The reaction time and the correct rate about the location matching task are recorded by E-prime
software in the experiment. These can be used as basis of assessing the impact of Baroque music
on the learning efficiency.

In the analysis of EEG data, you must preprocess the data firstly. By using Curry 7 software,
the collected raw EEG data are preprocessed. It includes filtering, baseline correction, the DC
drift premovement, bad channel re-movement, EOG interference exclusion, down sampling, etc..
Since four basic brainwaves frequency ranges from 0.5 to 30Hz approximately, and δ wave in our
research is not considered, so the brain wave information is left only from 1 to 30 Hz by band pass
filtering. The EEG data above 30Hz and below 1 Hz are removed. By comparing the VEO (EOG)
waveforms, EOG interference is excluded. The filter range is plus or minus 200 microvolts. While
ensuring appropriate data details, the data file is compressed. It can reduce the computer’s running
burden in the subsequent operation, speed up the data processing and save the storage space.

Analyzed data is from 0 ms to 2000 ms when stimulus appears. After removing artifacts such
as unreliable data, ensure that in each test mode, the data superposition averaging are more than
30 segments. Then observe the amplitude of ERP waveform and contrast of energy distribution,
especially P300 component, which reflects the brain’s cognitive processes to external information.

By the power spectrum analysis, different waves’ energy and the distribution of various brain
regions are extracted. The excitation of Baroque music is investigated on the α wave.
5.2. Results Discussion
The experimental data are obtained through averaging. The experimental results are shown in
Table 1. It can be seen, in both the 1-back and 2-back experiments, the reaction times are decreased
after Baroque music. The accuracy of the two tasks are both improved. While the increase of
accuracy is not obvious, but the reaction time is shortened more obviously in 2-back compared
with the 1-back. It is thus clear that, when task difficulty or memory load increases, the Baroque
music is more effective for improving the memory.

Figure 1 shows the power spectral distribution of all channels before and after music. The left
is the data before music, right for after the music. We can see after the music. There is an evident
energy fluctuation on the rise within α wave band (about 10 Hz). It indicates that α brain waves
are excited evidently after stimulation of Baroque music for 30 minutes. So the Baroque music is
verified having an effect on stimulating α brain waves.

The two diagrams of Figure 2 show the Event-Related Potentials (ERP) of all channels before
and after music. All the data segments (trails) are superimposed on the average in the experiments.
After the music, there is an evident P300 waveform close to 239ms latency. Obviously, by contrast
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Table 1: Parameters of analytical pdfs fitted to the empirical data.

average Reaction time accuracy

1-back task
Before music 594.22ms 90.10%
After music 513.61ms 92.70%

2-back task
Before music 928.36ms 72.30%
After music 752.57ms 86.70%

Figure 1: The power spectrum distribution before and after Baroque music.

of EEG data, the amplitude of P300 component has been greatly improved after music. The P300
has great relationship with human activities of identification, discovery, perception and memory.
The increase of P300 amplitude, just from the microscopic point of view, verify that Baroque music
has positive influence on improving memory and attention.

Figure 2: The event-related potentials (ERP) of all channels before and after Baroque music.

In addition, to verify the stimulation effect of Baroque music on α brain waves, the subjects
are instructed to do deep breathing exercises with background music — ‘The Four Seasons’ by
Antonio Vivaldi. Within 25 minutes, from drowsy to awake, the changes in the power spectrum
of the subjects’ alpha brainwave (8 ∼ 13Hz) were extracted. Figure 3 shows the changes in the
power spectrum of EEG at 10 Hz. It can be seen that the power spectral density of EEG at 10Hz
ascends gradually as the level of vigilance changes. The power spectral density at other frequencies
in α band has similar variation. However, it is most obvious around 10 Hz. As time goes on, with

Figure 3: The average energy variations of EEG at around 10Hz. Each sub graph represents.
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the stimulation of Baroque music, the power spectral density of α wave changes significantly in
20minutes. Alpha brainwave gradually became dominant, proving that the subjects have been into
the state of relaxed alertness from being sleepy. This experiment has verified the effect of musical
stimulation on α wave. the EEG power distribution on the strength at a certain moment.

6. CONCLUSION

This paper explores the optimum learning state from the perspective of brain cognition and EEG-
based analysis method is proposed from time domain, frequency domain, spatial distribution. N-
back experiments are designed to study the subjects’ attention and memory. The results show that
Baroque music is beneficial to enhance learning efficiency. It can quickly and effectively stimulate
α brain waves, increase the amplitude of ERP, shorten the reaction time, improve the response
accuracy, and improve the memory and attention of brains. Baroque music can really make a person
to be in a balanced, stable, calm state of mind, and improve their learning efficiency. Therefore,
teachers can use Baroque music as teaching reform methods to assist instruction and enhance the
students’ learning effects. With the deepening of research on the brain’s learning mechanisms, our
understanding of the teaching process is constantly changing. Brain science’s contribution continues
to increase its impact on education, which will provide the correct and effective way to improve the
quality of teaching.
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Abstract— The spectral characteristics of the human cornea in vitro were analyzed in this
work. Correct identification of the reflection spectra peaks allows using the terahertz radiation
as the new diagnostics method of eye diseases.

1. INTRODUCTION

Today there is quite a number of corneal diseases that lead to impairment or loss of sight. For
example, dry eye syndrome leads to drying of a cornea. Another example keratitis characterized by
the so-called corneal syndrome (lacrimation, photophobia, blepharospasm), results in an irritation
of sensory nerves of a cornea [1]. Last years the investigations of various degenerative processes in a
cornea are of considerable interest for ophthalmic diagnostics. It is worth saying that the diagnostics
of eye diseases is a very important step to carry out preventive and therapeutic measurements.
Currently an eye examination with a slit lamp (biomicroscopy the eye) is used for research of
a cornea state (transparency, sphericity, gloss) in low vision clinics [2]. There are most of the
vibrational-rotational spectral lines of water and many organic macromolecules, such as proteins,
nucleic acids, DNA, as well as the frequencies of intermolecular interactions spectral lines in the
terahertz (THz) frequency range [3]. It should be noted that the characteristic feature of THz
radiation is strong absorption of radiation by water, and the absorption intensity is much higher
than in the millimeter wavelength range. It is well known that there are no blood vessels but
many nerve endings in a cornea. Human cornea contains 75÷ 80% of water [4]. Above mentioned
diseases affect on a cornea composition, particularly on the quantity of water content. Therefore the
visible differences in reflection spectrum of pathological cornea compared with reflection spectrum
of healthy ones may be observed. At the present time the different scientific works are devoted
to the research of the possible methods of parameters monitoring of a cornea state using THz
radiation. In particular, the article [5] presents the application of THz technology to visualize the
hydration content in ex vivo porcine corneas. In this article the pulsed reflective THz spectroscopy
system was developed specifically for hydration sensing. The point of maximum reflection was
found to be coincident with the center of cornea. The reflection decreased from the center to the
cornea edges, suggesting that the cornea center was more hydrated than the edges.

In this work, we obtained the spectral characteristics of the human cornea using the THz pulsed
spectrometer in the reflection mode.

2. EXPERIMENTAL SETUP

The reflection spectra were obtained by the THz time domain (TD) spectrometer [6]. The char-
acteristics of the spectrometer are following: the spectral resolution of 15GHz, the sensitivity of
lock-in amplifier of 1mV, the lock-in amplifier time constant of 1 s. The THz broadband pulsed
radiation had the following parameters: the spectral range of 0.1–2.0THz, the pulse duration of
2.7 ps, the average power of 30mW.

THz radiation was generated by femtosecond laser (Yb:KYW) irradiation of undoped indium
arsenide crystal. The femtosecond laser parameters are following: the wavelength of 1040 nm, the
pulse duration of 120 fs, the pulse repetition rate of 75MHz, the power of 1 W. The spectra in
frequency domain were obtained by the Fourier transform of the measured time domain waveforms
of the reference sample and the biological object.

3. OBJECT UNDER THE STUDY

In this paper, two different human corneas in-vitro, respectively, were studied. Corneoscleral surgi-
cal specimens were obtained by cutting out the eyes, which were preserved in the Borzenka-Moroz
medium at the temperature of +4◦C. The canned samples were stored during 5 days from the
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(a) (b)

Figure 1: Scheme of (a) the THz pulsed broadband spectrometer in the reflection mode and (b) the reference
THz pulse frequency spectrum. FL-1 — infrared laser; M — mirrors; 1 — beam splitter; 2 — optical delay
line; 3 — THz radiation generator: crystal of InAs in a magnetic system; 4 — parabolic mirrors; 5 —
chopper; 6 — biological object; 7 — THz radiation beam splitter on the basis of high-resistivity silicon
wafer; 8 — TPX polymer lens; 9 — electro optical crystal of CdTe; 10 — achromatic quarter-wave plate;
11 — Wollaston prism; 12 — balanced photodiodes.

operation moment until the experiment. The corneoscleral discs were cut out of the eyes in vitro.
The sparing technique based on microsurgical approach allows preserving native, architectonic and
endothelial cell density of corneas in-vitro during their hypothermic preservation in the cultural en-
vironment. The domestic environment for hypothermic preservation of the viable corneas in vitro
had high barrier properties and it stabilized cell membranes, safety and stability of endothelial
cell density during the cold storage process. The typical microphotography of human cornea is
presented in the Figure 2.

Figure 2: Microphotography of object under study (microscope OLYMPUS STM6).

The location of the sample in the THz spectrometer scheme is shown in the Figure 3. The
reflection time domain waveforms were recorded sequentially for the following structures: mirror,
object + mirror, dielectric, dielectric + object.

4. RESULTS AND DISCUSSION

In our work, we obtained the spectral characteristics of two different human corneas in vitro. Aver-
aging was made by five measurements of each sample of cornea. The average reflection spectrum of
the first sample of the normal human cornea in vitro is shown in the Figure 4. The pronounced peak
in the reflection spectrum at the frequency of 0.9 THz and the faint peak at 1THz are observed.

The average reflection spectrum of the second sample of the normal human cornea in vitro is
shown in the Figure 5. The pronounced peak in the reflection spectrum at the frequency of 0.9 THz
and the faint peaks near 1.3, 1.8 THz are observed.

The visible differences in the characteristic spectral lines in the reflection spectra of two samples
of the normal human corneas can be explained by various composition and water content.

THz absorption spectrum of water is illustrated in the Figure 6 [7]. Comparing the our results
with the absorption spectrum of water, it can be assumed that in our spectra the reflection peaks
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Figure 3: Photo of the irradiation human cornea using the pulsed THz spectrometer in the reflection mode.

Figure 4: The average reflection spectrum of the first
sample of the normal human cornea in vitro.

Figure 5: The average reflection spectrum of the
second sample of normal human cornea in-vitro.

near 1.00 THz and 1.70 THz are associated with the absorption of radiation by water.
The manifestation and correct identification of the characteristic peaks of the reflection spectra,

which are specific to the certain diseases (such as different types of keratitis) in the reflection spectra
of the human cornea, it can be seen as new non-invasive diagnostics method of the human cornea
state.

Figure 6: The absorption spectrum of water [7].
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Finally, in this paper we proposed the possible option of development of the new non-invasive
diagnostics of the cornea state by the identification of the reflection spectrum peaks.

5. CONCLUSIONS

The spectral characteristics of the human cornea were analyzed for the development of the non-
invasive methods of cornea diagnostics for the frequency range of 0.1–2.0 THz.
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Abstract— The dispersion of penetration depth of terahertz radiation in various human patho-
logical tissues were obtained and analyzed for development of subcutaneous diseases diagnostics
in terahertz frequency range.

1. INTRODUCTION

The terahertz (THz) radiation is an electromagnetic radiation in the wavelength range of 3 mm–
30mkm (the frequency range of 0.1–10THz). Terahertz radiation is perspective for applications in
spectroscopy and medicine. Actual use of THz radiation is to diagnose skin pathologies, such as
chemical and thermal burns, mechanical damage, skin cancer and other morphological changes [1].
Diagnosis of skin cancer in the early stages becomes a complex process that requires to know how
deep the radiation passes into the skin. It is necessary not to miss early cancer when examining
the patient [2]. This paper is devoted to investigation of penetration depth of radiation in normal
and pathological human skin tissues, for development of subcutaneous diseases diagnostics in the
frequency range of 0.1–2 THz.

2. MATERIALS

We investigated in vivo several samples of human tissues: normal skin tissue, thermal burn skin
tissue, chemical burn skin tissue, skin covered by ointment containing glycerin. All measurements
were carried out at room temperature. Five measurements were made for each tissue sample. In one
set of measurements we used an ointment in case to increase penetration depth of radiation. The
ointment contained 39% of glycerin, cetearyl alcohol, stearic acid, palmitic acid, sodium cetearyl
sulfate.

Figure 1: Sample of normal male human tissue in measurement window of terahertz time domain spectrom-
eter.

3. EXPERIMENTAL SETUP

The reflection spectra were obtained by THz time domain reflection spectroscopy, utilizing ultra
short electromagnetic pulses generated from an InAs semiconductor in magnetic system driven by
femtosecond laser pulses. The THz spectrometer has the following characteristics: the average
power of 30µW; the frequency range of 0.1 ÷ 2.0THz, THz pulse duration of 3 ps, the spectral
resolution about of 15 GHz [3]. The signals measured by the spectroscopy system are time domain
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waveforms that are directly proportional to the terahertz electric field. The frequency domain
spectra were obtained from time domain waveforms using Fast Fourier Transform (FFT). Thus, it
is possible to recover both phase and amplitude information, which provides a direct measure of the
frequency-dependent refractive index of the tissue sample, absorption coefficient and penetration
depth.

4. METHOD

In experiment we obtain THz pulses reflected from the interfaces of polystyrene window/skin
sample. THz pulse reflected from the sample contains the first pulse reflected from the front
of polystyrene window (reference pulse) and the second delayed pulse from the polystyrene — skin
interface (sample pulse) [4]. The Happ-Genzel apodization function was applied to Fourier trans-

Figure 2: Scheme of the universal pulsed broadband THz spectrometer. FL-1 — laser of femtosecond pulses,
M — mirrors, BS — beam splitter, DL — optical delay line, G — generator of THz radiation based on the
crystal InAs, PM — parabolic mirrors, TL — lenses for THz radiation, f — teflon filter, TP — translucent
silicon plate, Ch — chopper, EOC — electro optical crystal of CdTe, W — Wollaston prism, BP — balanced
photodiodes, LA — lock-in amplifier, ADC — analog-to-digital converter, PC — personal computer, OAD
— opto-acoustic detector (Golay cell).

Reference Dielectric

"

rDSrAD

THz pulse 

Human skin sample

Figure 3: Scheme of the experiment. The first pulse indicates reflection from air-dielectric interface. The
second pulse appears from dielectric-skin interface reflection.
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form integration to reduce the ripples for each pulses (rAD, rDS). The Happ-Genzel function is
often used to achieve a good balance between ripple size and resolution. The ratio of the Fourier
transform of the reference pulse ÊR(υ) and the sample pulse ÊS(υ), is

ÊS(υ)
ÊR(υ)

=
tADrDStDA

rAD
exp

(
i
4πnDdDυ

c

)
(1)

where tAD, rAD, tDA, r̂DS are Fresnel coefficients at normal incidence for the amplitude transmis-
sion t, and reflection r. The subscripts indicate the interfaces: air (A), polystyrene (D), skin (S).
The Fresnel coefficients for the air-polystyrene interfaces are real because dry air and polystyrene
have no absorption. The phase shift is represented in exponential factor, where nD is the refraction
index of polystyrene and dD is the thickness of used window. From the Equation (1) we may ob-
tain real and imaginary parts of refractive index and absorption coefficient of skin: n̂S = n′S − jn′′S ,
where

n′S =
nD

(
1−R2

)

1 + R2 + 2R cos θ
, (2)

n′′S = nD
−2R sin θ

1 + R2 + 2R cos θ
, (3)

αS =
4πυnD

c

−2R sin θ

1 + R2 + 2R cos θ
. (4)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4: (a), (b), (c) Both real and imagine parts of refractive index, (d), (e), (f) dielectric permittivity,
(g), (h), (i) absorption coefficient and penetration depth, (a), (d), (g) healthy skin, (b), (e), (h) skin with
chemical burn, (c), (f), (i) skin with thermal burn.
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If both thickness and refractive index of reference dielectric are known then amplitude R and
phase angle θ can be obtained experimentally. Penetration depth can be calculated as σ = 1

α [5].
Real and imagine parts of skin permittivity (ε̂ = ε′ + iε′′) are calculated from the relation ε̂ = n̂2.

5. RESULTS

The results of the measured time domain waveforms processing are presented in Fig. 4. It is
clearly seen that the explicit increase of the imaginary part of refraction index (as well as the
absorption coefficient) of pathological skin (chemical burn and thermal burn) in comparison with
healthy skin is observed in the frequency range of 0.6–0.8 THz (Figs. 4(a)–(c)). The effect results
in the dramatically decrease of THz pulse penetration depth from 0.1 mm till 0.05mm for skin
with chemical burn and from 0.3mm till 0.1mm for skin with thermal burn in this frequency range
(Figs. 4(g)–(i)). This fact worsens the possibility of THz diagnostics of subcutaneous diseases of
burned tissue in the frequency range of 0.6–0.8 THz.

6. CONCLUSIONS

We experimentally obtained THz reflection spectra of normal human skin and human skin with
thermal and chemical burns in the range 0.15–1.0 THz. Both real and imagine parts of refractive
index, dielectric permittivity, absorption coefficient and penetration depth were derived by analysis
of reflection spectra.
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Abstract— This paper presents an analysis of the coaxial probe aperture immersed in a dis-
sipative medium using Levine’s integral calculation and Nevels’s MoM routines. The analytical
integration and MoM are programmed with MATLAB code. The comparison between simplicity
and accuracy of both methods has been discussed in detail. This paper intends to enhance the
compatibility study of analytical and numerical methods for coaxial probe, since literature on
this study for coaxial probe is less compared to linear monopole.

1. INTRODUCTION

Analytical and numerical modeling is a tool that cannot be lacked in the current communication
educational, research and engineering world. Communication devices can be designed and modified
in a short time based on the modeling calculated results without building an actual prototype and
repeatedly testing its performance by using measurement method. Directly, the cost and time in
the design of communication devices, such as antenna, filter and directional coupler can be saved.
However, the main purpose of this study is for new researchers involved in the communication to
better understand the development background and concepts of numerical modeling other than use
only. In additional, a good understanding of the mathematical principles of wave propagation and
radiation is an essential requirement for undergraduate in communication engineering, especially
for student who prepares to further their postgraduate study. Although, relevant information in
this regard can be found in many textbooks, mostly are on the modeling of a linear monopole (or
dipole), very little information on the open-ended coaxial probe. Hence, in this paper, a brief review
of analytical and method of moment (MoM) based numerical modeling are particularly focused on
a coaxial probe.

There are close relationship between the analytical and numerical modeling, due to the fact that
MoM cannot be used if problems have no established analytical integral equation as a governing
function. Moreover, the accuracy of the MoM method is dependent on the rigors of the integral
equation. Fortunately, there are several rigorous quasi-static integrals have been derived, such
as Levine’s [1] and Nevels’s [4] admittance integral formulations. The MoM, a technique that
is suitable to be used to solve the unbounded scattering wave problems, and requires no special
boundary treatment, since those integral equations are expressed in terms of Green’s functions,
which are naturally satisfied the radiated fields. In fact, the difference between the analytical
and numerical modeling are the complexity of the solutions. In engineering field, the analytical
solutions require various assumptions in the theoretical equation. For instance, the difference in
the voltages between the coaxial gap (at a < ρ < b) at aperture surface (at z = 0) is assumed to
be 1 V (or 1/2 V) for analytical solution as shown in Figure 1(a). However, in numerical solution,
the difference voltage is an unknown parameter. For instance, the MoM routines may divide the
aperture surface into small element areas and the unknown difference voltages at each area are
solved one by one [3, 4] as shown in Figure 1(b). Thus, the distribution of voltage difference at the
aperture surface can be virtualized obviously. The more detail procedures description for the MoM
methods for open-ended coaxial probe was available in following section.

2. ANALYTICAL METHOD

In this work, the derivations of analytical formulations are not shown explicitly, since that infor-
mation was available in the literatures [1–5]. For coaxial probe, the scattering aperture analysis
was widely referred to axisymmetric transverse magnetic (TM) formulation as [2, 4]:

H+
φ =

jωεoεr

π

∫ b

a

∫ π

0
Eo

exp (−jkr)
r

cosφ′ρ′dφ′dρ′ (1)
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Figure 1: (a) Cylindrical coordinates used in evaluating the aperture probe radiation field analytically.
(b) Vector voltage Vn for each grid positions at surface of the aperture probe.

where Eo is the magnitude of radial electric field. The distance between two points, r, at exterior
region as shown in Figure 1(a) is written as:

r =
√

ρ2 + ρ′2 − 2ρρ′ cos (φ′ − φ) + (z − z′)2 (2)

The ω and k are the angular frequency and propagation constant for the external medium at
exterior region (at z′ ≥ 0), respectively. Symbols of εo and εr are the permittivity of free space and
relative permittivity of the external medium (at z′ ≥ 0), respectively. At discontinuity aperture,
z = z′ = 0, the magnitude of radial electric field, Eo in (1) is given as:

Eo =
Vo

ρ′ ln (b/a)
(3)

where Vo is the voltage between the inner and outer conductors (a < ρ < b) at the aperture. For
the Vo = 1/2V excitation, the (1) is re-written as [2]:

H+
φ =

jωεoεr

2π ln (b/a)

∫ b

a

∫ π

0

exp (−jkr)
r

cosφ′dφ′dρ′ (4)

From (4), the integral formulation for Eρ component at exterior medium (z′ > 0) is given as [2]:

Eρ =
−1

jωεoεr

∂Hφ

∂z
=

−1
2π ln (b/a)

∫ b

a

∫ π

0

exp (−jkr)
r

cosφ′
(

jk +
1
r

)(
z − z′

)
dφ′dρ′ (5)

The aperture admittance integral equations for open-ended coaxial radiator can be derived by
matching the field components, H−

φ = I
2πρ (inner region, z ≤ 0) and (4) (exterior region, z ≥ 0),

since those tangential fields are continuous across the interface aperture (z = z′ = 0):

H−
φ = H+

φ (6a)

I

2πρ
=

jωεoεr

π

∫ b

a

∫ π

0
Eo

exp (−jkr)
r

cosφ′ρ′dφ′dρ′ (6b)

The current, I in (6b) are substituted by the following relationship: I = V Y and V =
∫ b
a Eo dρ,

yields
Y

2πρ

∫ b

a
Eo dρ =

jωεoεr

π

∫ b

a

∫ π

0
Eo

exp (−jkr)
r

cosφ′ρ′dφ′dρ′ (7)

where Y is the input admittance on surface, z = z′ = 0. After some mathematical operation work,
the input admittance, Y , which is normalized by characteristic admittance, Yo, of coaxial line can
be formulated. There are several expression form of normalized admittance, Ỹin are tabulated in
Table 1.
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Table 1: Various types of input admittance formulations of open-ended coaxial probe available in literatures.

Normalized Admittance Formulations of Open-Ended Coaxial Probe (only TEM mode)

Ỹin =
jkεr√

εc ln (b/a)

∫ ∞

0

dζ

ζ (ζ2 − k2)1/2
|Jo (ζa)− Jo (ζb)|2 [1] (8)

Ỹin =
jkεr

π
√

εc ln (b/a)

∫ b

a

∫ b

a

∫ π

0

exp (−jkr)
r

cosφ′dφ′dρ′dρ [5] (9)

Ỹin =
1

ηc ln(b/a)

∫ b

a

1
ρ′

dρ′ +
jωεoεrρ

2π

∫ b

a

∫ π

−π

exp (−jkr)
r

cosφ′ρ′dφ′dρ′ [4] (10)

Ỹin =
2Vo∫ b

a
Eρdρ′

− 1 [4] (11)

3. NUMERICAL METHOD (MOMENT OF METHOD)

In method of moment (MoM) solution, the analytical integrals in Section 2 have been discretized
and expressed it in matrix form. In fact, the MoM basically involves 3 main steps:

1. Derive an unknown parameter in the algebraic equations using Ohm’s law (V = IZ or VY = I)
and analytical integral (The unknown parameter normally either is vector current, I or vector
voltage, V ).

2. Solve the unknown parameter using matrix routine (such as Gaussian elimination method).
3. Interpret the results in desired domains. (In H field domain, E field domain, input impedance,

Zin or input admittance, Yin).

For coaxial probe case, the vector voltage, Vn at the aperture probe surface is assumed as the
unknown parameter and the algebraic equations to be solved which is written in matrix form as [4]:

[Ymn] [Vn] = [Im] (12)

where Ymn and Im are the admittance and the vector current at surface of the aperture probe
(z = z′ = 0), respectively [4]:

Ymn =
ln

(
ρn+∆ρ/2
ρn−∆ρ/2

)

ηc ln (b/a)
+

jωεoεrρm

2π

∫ ρn+∆ρ/2

ρn−∆ρ/2

∫ π

−π
cosφ′

exp
(
−jk

√
ρ2

m + ρ′2 − 2ρmρ′ cosφ′
)

√
ρ2

m + ρ′2 − 2ρmρ′ cosφ′
dφ′dρ′

(13)
and

Im =
2Vo

ηc ln (b/a)
(14)

where ηc is the intrinsic impedance of the coaxial line. The εo and εr are the permittivity of
free space and the relative permittivity of the exterior medium, respectively. The unknown vector
voltages, [Vn] on aperture probe are determined by inverting the admittance matrix, [Ymn] and
multiplying with the, [Im]. The radial electric field, Eρn at n match point position on surface
aperture, can be found by substituting the set values of [Vn] into (15):

Eρn =

{
Vn

ρ for
(
ρn − ∆ρ

2

)
< ρ <

(
ρn + ∆ρ

2

)

0 other
(15)

Once the electric field, Eρn on each match point positions has been determined, the (1) can be
re-exam by replacing (15) into (1) as:

H+
φ =

jωεoεr

π

N∑

n=1

Vn

∫ ρn+∆ρ/2

ρn−∆ρ/2

∫ π

0

exp (−jkr)
r

cosφ′dφ′dρ′ (16)
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Besides that, from the total value of electric field,
∑

Vn, the input admittance, Ỹin of the entire
surface aperture can be calculated by discretizing the integral electric field term in (11) with
V0 = 1 V, yields:

Ỹin =




2Vo

N∑
n=1

Vn ln
(

ρn+∆ρ/2
ρn−∆ρ/2

) − 1


 (17)

4. RESULTS AND DISCUSSION

In this work, the vector voltage, Vn on surface of aperture coaxial probe was simulated using N = 10
match points along the radius, ρ as depicted in Figure 2(a). The calculations assumed that the
section of coaxial line (a < ρ < b) is filled with Teflon (εc = 2.06) and the value ratio of b/a = 3.298
with a = 0.4545mm. In addition, the external dissipative medium at exterior region (z′ > 0) was
assumed to be methanol liquid and its dispersive properties obtained from Cole-Cole model with
εs = 33.7, ε∞ = 4.35, τ = 49.64 ps and α = 0.0426.

From Figure 2(b), the radial electric field decay exponentially as expected with the radial dis-
tance (Eρ ∝ 1/ρ). The comparison between analytical and numerical results for the magnetic field,
H∅ and electric field, Eρ at 3 GHz are shown in Figures 3(a) and (b), respectively. The absolute
values of H∅ and Eρ were normalized with its own maximum values (H∅max and Eρ max) to facilitate
the comparison. The calculation for H∅ and Eρ using (4) and (5), respectively, were conducted by
a 12 × 12-order Gaussian double integral method. Figure 3(a) shows the limitation of analytical
calculation using (4) at aperture probe (z = z′ = 0) and poor agreement with the numerical calcu-
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Figure 2: (a) The vector voltage, Vn and (b) vector electric field, Eρn along the radius, ρ axis on surface
aperture (z = z′ = 0).
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1544 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

lations [Equation (16) and COMSOL simulation]. From Figure 3(b), the analytical calculation of
Eρ using (5) was closed to the COMSOL simulation results when the observation plane moves far
away from the aperture. It deduced that the Equation (5) is only suitable for far field observation.

The normalized input admittance, Ỹin, is a complex number which can be separated into nor-
malized values of conductance, G(0)/Yo and susceptance, B(0)/Yo as Ỹin = G(0)/Yo + jB(0)/Yo.
The comparison of calculated G(0)/Yo and B(0)/Yo using models [(8), (9), (17), and COMSOL
simulation], and the simulation results for methanol are showed in Figures 4(a) and (b), respec-
tively. The calculation for admittance in Equation (9) was conducted by a 5×5×7-order Gaussian
triple integral method, while Equation (8) was solved by the series expansion method with 9 terms
of series [6]. Figures 4(a) and (b) clearly show good agreement for the G(0)/Yo and B(0)/Yo re-
sults which are obtained from Equation (17) and COMSOL simulation. The ignoring of TM0n

modes in (8) and (9) causes low accuracy of the analytical calculation results; however, it leads to
a relatively simple mathematical solution.
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Figure 4: The calculated (a) normalized conductance, G(0)/Yo and (b) normalized suscepatnce B(0)/Yo for
methanol at 25◦C by considering size of probe with b/a = 3.298 and a = 0.4545mm.

5. CONCLUSION

In this work, the coaxial probe has been used as an example of the electromagnetic field analysis,
in order to link the analytical formulations with numerical solutions. The restrictions and limita-
tions of analytical models for coaxial probe have been studied and the reasons for replacement of
analytical method by a numerical method have been briefly discussed.
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Abstract— Diffraction loss and deviation of the Doppler spectrum caused by a wind turbine
(WT) rotor is analyzed by using a one-dimensional Fresnel diffraction approach applied to the
forward scattered signal. To characterize performance degradation of radar and communication
systems by a WT, forward scatter path loss and the relative phase shift of the received signal are
investigated. Theoretical results are verified by comparison with Uniform Theory of Diffraction
(UTD) simulations obtained by FEKO. A joint time-frequency analysis is performed using Short
Time Fourier Transform (STFT) to obtain localized time-dependent frequency information about
the Doppler deviation.

1. INTRODUCTION

Serious concerns have been raised in recent years about the effects of the growing number of wind
turbines on existing radio communication systems [1]. The performance of radar and communi-
cation systems can be significantly deteriorated owing to the interference caused by scattering,
diffraction and near-filed effects of a nearby WT. Moreover, the rotating blades of the electrically
large WT introduce a time variant deviation of the Doppler return, which can cause serious radar
clutter problems. Most of the efforts to characterize the signal degradation caused by a WT have
focused on the backscatter region [2], while the WT forward scatter investigations have concen-
trated mainly on the shadowing and range effects in the context of interference with radio and TV
broadcast stations as well as with navigation systems and weather radars [3, 4].

In this paper we present an approximation for the calculation of the time variant diffraction
induced path loss and phase modulation in the forward scatter region, if the line-of-sight path is
obstructed by the rotor swept area of a WT. This scenario is particularly true for weather radars. A
one-dimensional Fresnel diffraction approach is applied to a WT rotor in specular direction (head-
on view along rotor axis). The rotor blades are assumed to be opaque. The time variant diffraction
induced path loss and phase modulation are determined. These calculated values are then used
for a time frequency analysis based on STFT to obtain the time variant deviation of the Doppler
spectrum along with time-varying motion dynamic features of the received signal. For a radar
system, the signal is diffracted twice at the WT blades. To account for the round trip, the one way
path loss and phase modulation is multiplied by a factor of 2.

(a) (b)

Figure 1: (a) WT obstructing a weather radar. (b) Plane of obstruction — WT in specular direction (head-on
view along rotor axis. Shaded part represents the obstruction zone.
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2. PATH LOSS AND TIME FREQUENCY SPECTRUM DETERMINATION

Figure 1(a) shows a WT obstructing a radio link. We assume the simplest interference scenario
of a signal path cutting the plane of obstruction inside the upper half of rotor swept area (above
nacelle) [5]. The signal is periodically obstructed by the rotating blades and hence a time variant
Doppler deviation of the received signal is observed. The impact of the static WT tower is ne-
glected. For the simplification of calculations, the blades are assumed to be of rectangular shape
in the plane of obstruction. Furthermore, only a single blade with infinite length is considered for
the aforementioned simplest interference scenario. We use a one dimensional Fresnel diffraction
approximation along a horizontal axis perpendicular to the line-of-sight path (Figure 1(b), origin
of x-and y-coordinate aligned with the axis of the signal path in the plane of obstruction) [6].

The amplitude of the electric field at a target located on the axis of the signal path is given by

Ep =
Eu√

2

{
[C(ν)− jS(ν)]+∞νb2

+ [C(ν)− jS(ν)]νb1−∞
}

(1)

where Eu is the electric field amplitude at the target in the absence of the obstruction. C and S
are the well-known Fresnel integrals. ν is a dimensionless aperture coordinate given as

νx1/2 =
[
−

√
x2

0 + y2
0 · sin

(
φ + arctan

x0

y0

)
± wb

2

]
+

√
2
λ

(
1
d1

+
1
d2

)
(2)

where d1 is the distance between the radar site and the WT, d2 is the distance between the WT
and the target, λ is the wavelength of the radar signal, xo and yo are the coordinates at the rotor
axis and wb is the blade width. The + sign is applicable for v1 and the − sign for v2. A detailed
description of this approach can be found in [7]. The results obtained are verified with 3D field
solver using Uniform Theory of Diffraction (UTD) method and software package FEKO. The time
frequency spectrum is obtained by the short time fourier transform (STFT) of the received time
domain signal.

3. RESULTS AND DISCUSSION

The diffraction path loss is calculated at a frequency of 1.30 GHz, which is typically used for weather
radars. The WT model used for this investigation has three blades, each with a length of 64 m.
The width of the blade at the point where the signal path cuts through the plane of obstruction is
assumed to be wb = 1.5m. A blade rotation speed of 15 rpm is assumed. The signal path is set to
be 60 m above the rotor axis (close to the tip of the blade). The WT is at d1 = 500m away from
the transmitter and the receiver is located at 8000 m (d2 = 7500). The one way diffraction induced
loss (∆αd) and the phase shift (∆βd) at 1.3GHz vs rotation angle Φ are shown in Figures 2(a)
and (b). For a radar system, these values have to be multiplied by a factor of 2. For Φ = 0 the
upper blade is oriented vertically. At Φ = 60◦ this blade is as far from the axis of the signal path

(a) (b)

Figure 2: Impact of 3-blade rotor vs rotor angle Φ at 1.3GHz: diffraction induced one way (a) loss and
(b) phase shift for d1 = 500 m and d2 = 7500 m.
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as the next blade following in clockwise direction. Thus, all graphs show an even symmetry along
Φ for every 60◦. The calculated values are verified by comparison with UTD simulation results
obtained by software package FEKO.

The comparison in Figure 2 shows a slight disagreement between the calculated and simulated
curves. This can be attributed to the scattering at the edges of the blade, which is not considered
in our theoretical approach. Moreover, FEKO simulations are carried out with three rotor blades,
whereas, the theoretical model only considers a single infinite long blade. At values of Φ around
60◦, the next blade which is not considered in the theoretical model is approaching the line of sight
and hence diffraction effects of both the blades appear to be significant rather than just the one
accounted for. However, for most values of Φ, the two results agree with each other.

Figure 3 shows the maximum value of ∆αd for values of d1 ranging from 500m to 7500 m. The
distance of the WT from the tranmistter (d1) is varied keeping the overall link distance constant
at d1 + d2 = 8 km. The lowest value of diffraction loss is observed when the WT is located midway
between the transmitter and the receiver (d1 = d2 = 4000m). As the location of the WT is
moved closer to either the transmitter or the receiver, the diffraction loss starts to increase. Due
to symmetry, d1 and d2 can be interchanged. This underlines the importance of keeping the WT
considerably far from a communication system.

The Doppler deviation introduced by the rotating blades can be characterized by the time
frequency spectrum of the received signal. A Hamming window of 256 samples for a sampling
frequency of 1 kHz is used to obtain the STFT of the received time domain signal. Figure 4 shows
the spectrum of the received signal (d1 = 500m, d2 = 7500m). For a rotational speed of 15RPM,
a single rotation of one blade is completed in 4 seconds. Noticeable sinusoidal tracks are visible. At
low values of Φ, one blade is in close proximity to the line of sight, obstructing the first few Fresnel
zones. This gives rise to a strong low frequency component. As the blade rotates, its distance from
the signal axis increases and it is cutting through a higher order Fresnel zones at a given time span,
introducing higher frequency components with a peak ocurring at Φ = 60◦. Beyond this angle, the
next blade starts approaching the line of sight, moving towards Fresnel zones of larger sizes (lower
order Fresnel zones) thus introducing more components of lower frequencies. Overall, a significant

Figure 3: Variation of maximum one-way diffraction loss with changing values of d1.

(a) (b)

Figure 4: Two-Way Normalized time-frequency spectrum at 1.3 GHz for d1 = 500m and d2 = 7500 m.
(a) Calculated. (b) Simulated.



1548 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Doppler deviation of up to 55 Hz is observed. For a Doppler radar, this corresponds to a target
velocity of 6.3 m/s. A weather radar, like all Doppler radars, relies on Doppler-shifted radar returns
for the estimation of wind speed. Doppler deviation caused by WT blades will therefore lead to
inaccurate wind measurements.

The investigations presented in this paper so far have ignored the ground plane effects. 3D radars
like weather radars are less susceptible to the ground plane reflections, owing to their extremely
narrow beams. However, the ground plane effects become significant for 2D radar systems and fixed
radio links and hence must be taken into account. Figures 5(a) and (b) compare ∆αd and ∆βd

with and without the presence of a ground plane, for the same set of parameters described earlier.
These values are obtained by UTD simulations. Higher values of ∆αd and ∆βd are observed if the
ground plane is accounted for. This results in an even stronger Doppler deviation compared to the
case where the ground plane is neglected.

(a) (b)

Figure 5: Impact of 3-blade rotor vs rotor angle Φ at 1.3 GHz, with and without ground plane: simulated
diffraction induced (a) loss and (b) phase shift for d1 = 500 m and d2 = 7500 m.

4. CONCLUSIONS

One-dimensional Fresnel diffraction approach has been applied to calculate the impact of diffraction
on the amplitude and phase of the WT forward scattered signal. Furthermore, deviation of the
Doppler spectrum caused by the time variant amplitude and phase modulation of the two-way
signal is presented. A joint time-frequency analysis of the diffracted signal has been performed
using STFT to highlight the motion dynamic Doppler features. It has been demonstrated that a
Doppler deviation of up to 55 Hz will occur in the forward scatter region for radars operating at
1.3GHz. For the characterization of the WT forward scatter in the presence of a ground plane, a
thorough investigation needs to be carried out by placing the WT at different locations along the
radio link. Different transmitter and receiver orientations for varying antenna height and signal
path also need to be considered for outlining the worst case scenario of WT interference. Moreover,
the impact of multiple wind turbines has to be further investigated. An extension of the presented
study has to be investigated.
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Abstract— This paper is to study the performance of rice husk and rice husk ash (RH-RHA)
mixture material as a microwave absorber. The microwave absorption and dielectric properties,
ε of RH-RHA mixture with different ratio were investigated in microwave frequency region 8.2 to
12.4GHz (X-band). A waveguide transmission line method (Nicholson-Ross-Weir) was used to
measure the complex permittivity of RH-RHA with different weight ratio mixture. The RH-RHA
microwave absorbers were designed and simulated in CST-MWS. The various ratio RH-RHA
mixtures show the different dielectric properties and the microwave absorption was investigated.
The 60%RH-40%RHA microwave absorber has the best microwave absorption 46–76%.

1. INTRODUCTION

Rice is producing the crop in the form of rice husk (RH), where the rice husk ash (RHA) is the
byproduct of RH that is obtained after burning rice husks in furnace or open air. Open air burning
the RH at the paddy field causes environment pollution. The RH can be reused and applied in
microwave absorber application [1–3]. The RH and RHA are lossy material due to their unique
dielectric properties. The dielectric constant, ε′r is the ability of a material to store electromagnetic
wave [4–6]. The loss factor, ε′′r is the ability of the material convert the electromagnetic wave
into heat and dissipated [7, 8]. The dielectric properties of a material are important in microwave
absorption. In this work, the RHA have been investigated as the material for the microwave
absorbers. The microwave absorption of the rice husk and rice husk ash mixture (RHA) was
investigated in various ratio mixtures.

2. EXPERIMENTAL

The raw RH and RHA were mixed with polyester and methyl-ketone-polymer. The RH and RHA
were composites with different ratio. Table 1 shows the ratio of the RH and RHA composites. The
RH was composite with difference amount of RHA from 20% to 60% of weight ratio.

Table 1: Rice husk/rice husk ash ratio (%total weight).

Sample code Rice Husk (%) Rice Husk Ash (%)
RA82 80 20
RA64 60 40
RA46 40 60

The fabricated samples were fabricated in a rectangular shape with 5 mm thickness which fit
into the samples holder. Figure 1 shows the Fabricated samples and sample holder. The complex
relative permittivity or dielectric properties (εr = ε′r − jε′′r) of RH-RHA composites were measured
using rectangular waveguide and Agilent 85071E software over 8.2–12.4 GHz frequency range.

3. SIMULATION

The dielectric properties of the absorbing materials are the basic parameters. The results of different
RH-RHA samples are simulated using Computer Simulation Technology (CST) Microwave Studio
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RH64RH82 RH46 

(a) (b)

Figure 1: (a) Fabricated samples and (b) sample
holder with sample.

Figure 2: Samples dimension in CST.

software. Before simulate the result, the sample must be defined the dielectric constant and loss
factor in CST-MWS over 8.2 GHz–12.4 GHz frequency range. In this simulation, the RH-RHA
samples were simulated with metal backed plate. The RH-RHA microwave absorber has been
designed and simulated in CST-MWS. The various ratio RH-RHA mixtures show the different
dielectric properties and the microwave absorption. The microwave absorption was calculated by
Equation (1) [9, 10];

A(%) =
[
1− (S11)2

] · 100% (1)

where A(%) and S11 are the percentage of absorption loss and reflection loss. The microwave
absorbers do not absorb any microwave the entire signal if the microwave absorber unable to
absorb microwave and the A ∼= 0%. The performance of RH-RHA samples can obtained using CST
microwave studio [11]. Figure 2 shows the sample dimension designed in CST microwave studio.

4. RESULTS AND DISCUSSION

4.1. Dielectric Propeties
The dielectric constant and loss factor result are shown in Figures 1(a) and (b). The various
ratio RH-RHA mixtures show the different dielectric properties of RA82, RA64, and RA46. From
Figures 1(a) and (b), the dielectric constant and loss factor were increased by increasing the ratio
of RHA in the composition. For samples RA82, the values of dielectric constant and loss factor
are 3.6–3.7 and 0.43–0.57 respectively. The dielectric constant and loss factor of samples RA64
is 3.7–4.2 and 0.57–0.65 respectively. The sample RA46 has the highest dielectric constant values
4.1–4.7 and 0.65–0.79 over 8.2–12.4 GHz frequency range.

When the ratio of RHA increase from 20% to 60%, the dielectric constant and loss factor

(a) (b)

Figure 3: (a) Dielectric constant and (b) loss factor of samples RA82, RA64, and RA46.
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Figure 4: Percentage microwave absorption of RH-RHA samples.

increase from 3.6 to 4.7 and 0.43 to 0.79. The different ratio of RH-RHA samples has various
values of dielectric properties.

4.2. Microwave Absorption
The RH-RHA samples was simulate in CST microwave studio to obtain the reflection loss (S11).
Then microwave absorption was calculated using Equation (1). Figure 4 shows the microwave
absorption of RH-RHA samples.

The microwave absorption of RH-RHA samples were decreased with increasing the frequency.
The RA82 sample microwave absorption 40–70% over 8.2–12.4 GHz frequency region. The mi-
crowave absorption of RA64 and RA46 are 40–73% and 46–76% respectively. The RA64 has the
highest microwave absorption compare to RA82 and RA46. The highest absorption point of RA64
sample at 8.2GHz with 76% microwave absorption. The average microwave absorption values of
RA82, RA64, and RA46 are 54.92%, 58.74%, and 50.15% respectively over frequency region.

5. CONCLUSIONS

The various ratio RH-RHA composites have the different dielectric properties. The dielectric prop-
erties of RH-RHA samples were increased with the RHA amount increased in the composites ratio.
The microwave absorption of RH-RHA samples with 5 mm thickness was decreasing with increasing
the frequency. The RA64 microwave absorber has the best microwave absorption in 8.2–12.4 GHz
frequency range.
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Abstract— In this work, the performances which are the reflection loss and absorption for
composite of sugarcane bagasse (SCB) and rubber tire dust as microwave absorber were inves-
tigated in the range frequency of 8.2–12.4 GHz (X-Band). Sugarcane bagasse (SCB) is one of
the major agricultural wastes. This residue agricultural waste material has potential to be used
as an alternative material for microwave absorber in Radio Frequency (RF) anechoic chamber.
Rubber tire dust is one of the residues from tire wear. This paper shows the method about how
the sample which is the composite of sugarcane bagasse with rubber tire dust was fabricated and
the measurement to get the reflection loss (S11) and transmission coefficient (S21). The thick-
ness of the sample is 5 mm. The methodologies included in this work are defining the dielectric
properties and measurement of the samples using transmission line technique (waveguide). The
dielectric constant, ε′ from the transmission line measurement of the composite of sugarcane
bagasse-rubber tire dust is 3.35. The S11 results showed that the SCB-rubber tire dust compos-
ite absorber was found to be better which means lower than −10 dB. The results proved that
SCB-rubber tire dust was a good alternative to be used as microwave absorber. The goal of this
investigation is to have the better electromagnetic reflection (S11) which is less that −10 dB with
the usage of the new agricultural waste such as sugarcane bagasse (SCB) and rubber tire dust.
These can help save the nature and environmental friendly.

1. INTRODUCTION

Sugarcane bagasse, SCB is the byproduct from the production and processing of sugar cane (Sac-
carhumofficinarum) to produce sugar. In the SEM-EDS results for determination of carbon and
silica content in sugarcane bagasse, it showed that sugarcane bagasse contained 9.78% of silica
and 90.22% of carbon [1]. Carbon is one of the elements in a microwave absorber to absorb the
unwanted microwave signal [2]. A radio frequency anechoic chamber is a shielded room whose
walls have been covered with a material that can scatter and absorb the incident energy that can
simulate free space. Recent innovations such as the used of ferrite tiles have greatly enhanced the
performance of anechoic chamber [3]. So, this work which is the composite of sugarcane bagasse
with rubber tire dust is one of the innovation to improve the performance of microwave absorber.
Absorbers are the main components in anechoic chamber. They were functioning in eliminating
the reflected signals [4]. Rubber tire dust is tire wear that are commonly composed of natural
and/orsynthetic rubbers, carbon black, and extender oils, respectively, accounting for 40–60%,
∼ 30%, and 10–20% by mass [5].

2. METHODOLOGY

The methodology included in this work are fabricating the sample which is the composite of sugar-
cane bagasse with rubber tire dust, defining the dielectric properties consist of dielectric constant
and loss factor and measurement of the samples using transmission line technique (waveguide tech-
nique). Before fabricating the samples, the sugarcane bagasses needed to be processed first. Then,
the sugarcane bagasse will be mixed with rubber tire dust and turn them into composite form
using mould. For two-port reflection/transmission measurement, the sample is placed between two
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waveguides. In this work, the dielectric properties have been determined using Agilent 85071E Soft-
ware. The measured reflection and transmission coefficients, S11 and S21 of samples were obtained
from this transmission line technique measurement [6].

3. RESULT AND DISCUSSION

The electric permittivity and magnetic permeability are important factor in characterizing the
microwave absorbers. The permittivity is a measure of the material’s effect on the electric field
in the electromagnetic wave. The quantity ε′ is sometimes called the dielectric constant which is
something of a misnomer when applied to absorbers as ε′ can vary significantly with frequency.
The quantity ε′′ is a measure of the attenuation of the electric field cause by the material. So,
the dielectric constant of materials such as sugarcane bagasse and rubber tire dust needed to be
defined first. In this work, the transmission line technique has been used. In order to measure the
reflection coefficient (S11) and transmission coefficient (S21), a section and part of the waveguide
was filled in with the material sample [7–11]. Adequate sample thickness must be used in order to
obtain an accurate measurement result.

3.1. Dielectric Constant and Loss Factor
Table 1 below shows the dielectric constant and loss factor of the two materials which are sugarcane
bagasse and rubber tire dust in the range frequency of 8.2 to 12.4 GHz.

Table 1: Dielectric constant of sugarcane bagasse and rubber tire dust.

Material
Dielectric Constant, ε′ Loss Factor ε′′

8.2–12.4GHz
Sugarcane Bagasse (SCB) 2.66 0.29

Rubber Tire Dust 4.12 0.18

The overall dielectric constant for the rubber tire-dust sample for the entire X-Band frequency
spectrum (8.2–12.4 GHz) was in the range of 3.4 to 4.2 which was greater than the range for the
sugarcane bagasse material which is in the range of 2.6 to 2.9. This was due to the presence of the
high dielectric constant material, that is, rubber, which is the major component in the tire dust. The
higher value of the dielectric constant of the tire dust indicated that the signal was propagated at a
slow speed due to the large refractive index of the medium [12]. Based on the result, the composite
of sugarcane bagasse has high loss factor than other composite. In consideration of microwave
absorption, the dissipation of energy in material is related to the imaginary part (ε′′) [13].

3.2. Measurement of the Samples Using Transmission Line Technique
Figures 1(a) & (b) below showed the S11 and S21 for pure sugarcane bagasse and composite of
SCB and RTD in range frequency of 8.2–12.4GHz. Table 2 showed the average reflection loss and
percentage of the microwave signal absorption.

In this work, the average reflection loss of sugarcane bagasse sample is 14.06 and the absorption
is about 41.51%. Then, the next sample is fabricated in composite of sugarcane bagasse and
rubber tire dust. The composition of sugarcane bagasse-rubber tire dust is 50 : 50 respectively.
The average reflection loss for composite of SCB and RTD is 11.73. From the result, it shows

Table 2: Average reflection loss and absorption of sugarcane bagasse and composite of sugarcane bagasse
with rubber tire dust.

Frequencies
(GHz)

Pure Sugarcane
Bagasse (SCB)

Composite of sugarcane
bagasse with

rubber tire dust
Average Reflection

Loss (dB)
Absorption (%)

Average Reflection
Loss (dB)

Absorption (%)

8.2–10.0 −15.00 34.47 −9.97 45.6
10.0–12.4 −13.35 46.04 −13.07 55.23
8.2–12.4 −14.06 41.51 −11.73 51.62
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Figure 1: S11 and S21 for samples of sugarcane bagasse and composite of sugarcane bagasse with rubber tire
dust.

that when sugarcane bagasse was added with rubber tire dust, it enhances the performance of the
absorber which is 51.62% of absorption compare to pure sugarcane bagasse which is 41.51%. So,
rubber tire dust can be a potential material to be added to sugarcane bagasse in fabricating the
pyramidal microwave absorber.

4. CONCLUSION

Based on the reflection loss performance from the measurement using the transmission line tech-
nique, the sugarcane bagasse-rubber tire dust has the potential to be used as the alternative material
in fabricating the microwave absorber. The main objectives of this research are to design, develop,
fabricate and measure an efficient, environmental friendly and low cost pyramidal microwave ab-
sorber using agricultural waste such as sugarcane bagasse and rubber tire dust. By using the
sugarcane bagasse, they can reduce the landfill waste and reduce the cost of production of the
microwave absorber compared to use the existing expensive material such as polyurethane and
polystyrene. The fabricated microwave absorber can operate successfully in the microwave range
frequency 8.2 to 12.4 GHz.
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Abstract— Gas insulated switchgear (GIS) of different manufacturers have different sizes of
resin sprues and the size of resin sprue has direct effects on the ultra high frequency (UHF)
electromagnetic waves motivated by partial discharge (PD), which brings about many difficulties
in accurate estimate of the severity of PD. On the platform of a 252 kV GIS, we used UHF sensors
which were mounted on resin sprues of different sizes that had been set up in advance to detect
electromagnetic wave signals emitted by a needle-plane PD model in GIS and found that with an
increment of the length of resin sprue’s long edge, the signal intensity enhances first and weakens
later and reaches its maximum at 75 mm. Another simulation experiment which used pulse signal
generator to provide excitation source for the transmitting antenna in GIS to simulate PD and
detected signals in the same way to the former also found the same conclusion. This conclusion
offers important references for the options of the optimal size of resin sprue and development of
external UHF sensor.

1. INTRODUCTION

Gas insulated switchgears (GIS) are widely used as main switching equipment in the power system.
Partial discharge (PD) reflects the insulation performance of GIS, which is not only the precursor
of GIS internal defects but also leads to gradual insulation deterioration and eventual breakdown.
As PD detection can discover the early defects in GIS, which provides a chance to take effective
measures to prevent its development, it is remain the most important tool in dielectric detection
and diagnosis for GIS equipment. In recent years, the ultra high frequency (UHF) method is
becoming more and more popular for on-site PD detection of GIS, because of its features such as
high sensitivity high S/N ratio and capacity of defect location and identification.

To make GIS enclosure reliable grounding and prevent the insulation material from chemical
corrosion, most basin-type insulators of GIS are overlaid by metal ring. In this situation the
UHF electromagnetic waves can only radiate from a rectangular hole on the metal ring, which is
called the resin sprue since it is used to inject epoxy resin into basin-type insulator when it being
manufactured. However, GIS of different manufacturers have different sizes of resin sprues and the
size of resin sprue has direct effects on the UHF electromagnetic waves motivated by PD, which
brings about many difficulties in accurate estimate of the severity of PD. So it is very necessary
and urgent to study the effects of resin sprue and determine the optimal size for it.

Currently, some scholars have done some research into the issue of resin sprue and they derived
some meaningful conclusions such as the propagation mode of UHF electromagnetic waves passing
through the hole, the structure of electric filed on the surface of the hole and so on. However, there
are few papers concentrating on the effects of resin sprue’s size on the UHF electromagnetic waves.

On the platform of a 252 kV GIS, the authors accumulated a great number of data through
a lot of experiments. On this basis, combining experiment results and simulation calculation, we
focused our study on the relationship between the size of resin sprue and the intensity of UHF
electromagnetic waves radiated form the hole. Then we drew a conclusion that offers important
references for the options of the optimal size of resin sprue and development of external UHF sensor.

2. STRUCTURE OF RESIN SPRUE

GIS has fully enclosed metal structure and every basin-type insulator connects two adjacent gas
tanks. Currently most basin-type insulators have their surfaces covered by metal rings, which are
safely grounded and provide effective prevention from erosion and radiation. There is a small hole
on each metal ring, as shown in Fig. 1. It’s called the resin sprue since it is used to inject epoxy
resin into the basin-type insulator when it being manufactured. The cross-section of the basin
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sprue is rectangle with rounded corners and its size is different due to the different manufactures
and voltage levels. For now the common sizes of the resin sprue are: depth: 25 mm, length of the
long edge: 45 mm, length of the short edge: 20 mm.

Figure 1: Rein sprue in the metal ring. Figure 2: 252 kV GIS experiment platform (top
view).

3. EXPERIMENTAL SETUP

The authors built up a 252 kV PD detection platform of UHF sensors, as shown in Fig. 2. The
experiment was mainly carried out in two of the gas tanks in phase C of the GIS, which is in
the box of dotted line in Fig. 2. Each of the basin-type insulator in phase C has 4 resin sprues
of different sizes distributed along the circumference of it and the size of them were respectively
15mm× 45mm, 15mm× 55mm, 15 mm× 75mm and 15 mm× 85 mm.

Given that the PD can’t be very stable, which means even under the same voltage level PDs of
same discharge quantity may excite UHF signals of different amplitude. In order to minimize the
this factor’s unfavorable effects, the experiment was taken as follows: the external sensor connected
to an oscilloscope (4 GHz, 20 GS/s) through a power amplifier (Gain 20 dB) was fixed on the 4 resin
sprues of different sizes on No. 1 basin-type insulator successively. Simultaneously the No. 2 built-in
sensor was used as a reference sensor directly connected to the oscilloscope to check the results.
Under a relative stable discharge quantity (with the voltage unchanged), the external sensor on
each resin sprue and the built-in sensor collected at least 200 sets of data respectively. Then we
averaged the data to reduce noises and divided the signal amplitude (that had been averaged)
collected from the external sensors by signal amplitude (that had been averaged) collected from
No. 2 built-in sensor to characterize the intensity of the UHF signals passing through the resin
sprues. The external sensors we used were produced by DMS.

Figure 3: Needle-plane discharge model.
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We applied power frequency voltage step by step at a needle-plane PD model set in the gas
tank filled up with SF6 gas (0.4Mpa) to generate PD through a 550 kV gas-insulated transformer.
The PD model, of which the PD quantities is under 30 pC, was mounted on the center conductor
beneath No. 1 built-in sensor, as shown in Fig. 3.

4. EXPERIMENT RESULTS

4.1. Experiment Results Based on PD Model

After processing the experiment data according to the method mentioned early, we got the results
shown in Fig. 5.

As is shown in Fig. 4, we can see that with the length of resin sprue’s long edge increasing, the
signal intensity enhances first and weakens later and reaches its maximum at 75 mm. The trend
of the variation is independent of discharge quantity and the amplitude of UHF electromagnetic
waves.

Figure 4: Signal intensity produced by the PD model
for the different lengths of the long edge.

Figure 5: Signal intensity produced by the pulse in-
jection for the different lengths of the long edge.

4.2. Experiment Results Based on Pulse Injection

In order to validate the accuracy of the experiment results, we conducted another set of experiments
which used a pulse signal generator to provide excitation source for the transmitting antenna in
GIS to simulate PD. As the pulse signals generated in this way is stable, we can minimize the
accidental error and random interference to a great extent, which is more beneficial to study on
the propagation characteristic of UHF electromagnetic waves passing through the resin sprue.

The rise time of the pulse was less than 0.3 ns and the output amplitude had three values which
are 50 V, 75 V and 100 V. No. 1 built-in sensor was used as the transmitting antenna and two
same external sensors — one was fixed on No. 1 basin-type insulator, the other on No. 2 basin-
type insulator were used to collect UHF signals radiated from the resin sprues of different sizes.
Under each output amplitude, each sensor collected at least 200 sets of data respectively. Then we
averaged the data to reduce noises and the final results are shown in Fig. 5.

As is shown in Fig. 5, we can see that with the length of resin sprue’s long edge increasing, the
signal intensity enhances first and weakens later and reaches its maximum at 75 mm. The trend
of the variation is independent of the output amplitude of the pulse and the distance between the
excitation source and resin sprues.

The experiment results based on PD model and that based on pulse injection are consistent.

5. CONCLUSION

From this paper we could obtain a conclusion that with the length of the resin sprue’s long edge
increasing, the UHF signal intensity enhances first and weakens later and reaches its maximum at
75mm.

For reason of the limited equipment condition, the resin sprues used in the experiment have only
4 sizes, thus leading to fewer points in the curves of the figure, which to some extent might affect
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the accuracy of the curves and the reliability of the results. This is what should be improved and
overcame in the future work.
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Abstract— With the rapid growth and development of the mobile communication technologies
in recent years, many mobile communication technologies appeared one after another, of particu-
lar concern is 3GPP long term evolution (LTE). TD-LTE is growing rapidly in China and is also
widely considered in the forth generation (4G) mobile communication now. MIMO technology,
which utilizes multiple antenna to improve spectrum efficiency and increase the system channel
capacity, is one of the 4G key technologies.
In this paper a MIMO antenna, operating on TD-LTE frequency band for TD-LTE mobile ter-
minal is designed. The proposed MIMO antenna consists of two modified IFA structures has the
advantage of compact structure and multiband for 4G handheld devices. The antenna designed
to cover the TD-LTE frequency band of 1880 −1900 MHz and 2575–2635 MHz for China Mobile.
The simulated and test results show that the isolation and S11 parameters of the proposed MIMO
antenna can meet TD-LTE mobile communication requirements.

1. INTRODUCTION

The 4th generation in the wireless evolution is called the Long Term Evolution (LTE) which will
provide higher peak data rates, higher spectral efficiency and lower latency taking advantage of the
latest enabling technologies such as Orthogonal Frequency Division Multiple Access (OFDMA),
Adaptive modulation and coding (AMC) and Multiple-Input Multiple-Output (MIMO) technolo-
gies.

The 1.8 GHz and 2.6GHz band is used for China Mobile’s LTE systems in mainland China. Due
to the small size of LTE mobile terminal, the design of Multiple-Input Multiple-Output (MIMO)
antenna with broadband or multiband on small handsets is a real challenge. And due to the
integration of multiple antennas on a single portable device with very limited space, mutual coupling
between multiple antennas is severe, and the MIMO antenna for mobile terminal systems with high
isolation is of great importance to bring 4G capabilities to reality.

Many printed MIMO antennas have been discussed in literature recently. In [1], a compact
planar MIMO antenna system of four elements is proposed for the whole 2.4-GHz WLAN band.
Two types of antenna elements printed on different sides of the substrate are used in the structure
for better isolation performance. In addition, a series of slits etched in the ground plane is proposed
to improve the mutual coupling. In [2], a modified PIFA antenna by adding a proper chip capacitor
was designed to enhance the lower band and by adding a shorted strip or forming a coupled section
to enhance the upper band. In [3], by adding the two parasitic monopoles, the mutual coupling is
greatly improved, meanwhile, the bandwidth increases somewhat. In [4], a penta-band CRLH-based
antenna was designed and integrated into a cellular handset. The measured results demonstrated
that the proposed CRLH-based antenna had superior performance and smaller size compared to
other conventional antenna designs.

In this article, we proposed a modified IFA antenna printed on one top layer of a 0.6 mm thick
with the FR4 substrate and the dielectric constant of 4.5. The antenna was designed to cover the
low band and upper band of TD-LTE for mobile terminals.

2. ANTENNA DESIGN

The basic antenna element has the shape of English character F, and hence it is called inverted-F
antenna. The print IFA is a new different antenna based on the basis of monopole antenna with a
short-circuit line, so the transmission line theory of the original model must be modified [5–9]. The
print IFA can be similar to a transmission line which is shorted in one end and which is opened in
a nother. It can be modeled by the equivalent circuit method.

The geometry and photo of the proposed MIMO antenna for mobile terminals is shown in Fig. 1.
The antenna consisted of two elements were placed in the right and left corners of a PCB with a
volume of 69 mm ∗ 69mm ∗ 0.6mm.
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Figure 1: (a) MIMO antenna model. (b) Photo of MIMO antenna.

The traditional inverted-F antenna covers only one frequency band and it should be modified
to have multiband frequency band-with. In order to get the dual band performance of each MIMO
antenna element, a branch with the length of L2 was used to get another band. The modified
inverted-F antenna with two radiation arm can provide two resonating path, but it is difficult to
get a wide upper band (2.6 GHz) of TD-LTE. To deal with this problem, a parasitic element with a
length of L3 was introduced to increase the upper band-with. The dimensions of the basic antenna
element are (in millimiters) shown in Table 1.

Table 1: Comparison between the perfusion coefficient (B) for the different tissues.

D1 D2 D3 D4 D5 D6 D7 H1 H2 H3 H4
0.6 5 0.3 2 0.3 15 1 5 1.1 0.3 1.4
H5 H6 H7 L1 L2 L3 F H DX DY

0.6 1.5 1.9 17.7 14.9 26 1 0.6 69 69

For the design of a compact MIMO antenna, coupling among antenna elements can no longer
be neglected because antenna elements are closely spaced in a limited room, and the displacement
between antennas will be influenced both in space diversity and in induced pattern diversity. We
proposed two methods to reduce the mutual coupling of the MIMO antenna. The firs method is
the use of ground elements. The second method is layout of two antenna element with different
places.

3. RESULTS AND DISCUSSION

The commercial software HFSS and CST was used for the simulation of the MIMO antenna model.
The simulated and measured S-parameters are showed in Fig. 2. As shown in Fig. 2, we can see
that both of simulation and measured results are in agreement.

The simulated of 3D farfeild radiation patterns are shown in Fig. 3, antenna 1 with lumport 1
is shown in the up corner of the model, antenna 2 with lumport 2 is shown in the low corner.

The correlation coefficient (ρ) is a measure that describes how much the communication channels
are isolated or correlated with each other. This metric considers the radiation pattern of the antenna
system, and how much the patterns affect one another when operated simultaneously. The square
of the correlation coefficient is known as the envelop correlation coefficient. The envelop correlation
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Figure 2: S-parameters.

Figure 3: 3D radiation patterns.

coefficient (ρe) can be calculated using the following formula [10].

ρe =

∣∣∣
∫∫

4π

[
~F1(θ, ϕ) ∗ ~F2(θ, ϕ)

]
dΩ

∣∣∣
2

∫∫
4π

∣∣∣~F1(θ, ϕ)
∣∣∣
2
dΩ

∫∫
4π

∣∣∣~F2(θ, ϕ)
∣∣∣
2
dΩ

, (1)

where ~Fi(θ, ϕ) is the three-dimensional field radiation pattern of the antenna when the i port is
excited, and Ω is the solid angle. The asterisk is the Hermitian product operator. This is a com-
plicated expression that requires three-dimensional radiation-pattern measurements and numerical
integration.

The correlation coefficient can be calculated using the S parameters for simple in [11, 12] when
a lossless and single-mode antenna is considered. The formula with S parameters only is given by

ρeij = |ρij |2

where

ρij =
S∗iiSij + S∗jiSjj√

(1− |Sii|2 − |Sji|2) (1− |Sjj |2 − |Sij |2)
(2)

As shown in Fig. 4, the radiation-pattern-based ECC of the proposed MIMO antenna has the ECC
of below 0.05 in both lower and higher frequency bands. The modified inverted-F antenna with
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compact size and dual band frequency is suitable to be an antenna element of MIMO antenna for
TD-LTE.
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Figure 4: ECC.

4. CONCLUSION

The small printed inverted-F antenna (IFA) for LTE system, near the band-with 1800 MHz and
2.6GHz, has been studied in this paper. The small antenna can be used in other frequency band
wireless communication system such as 3G. It is very convenient and quickly to design this kind of
antenna, more over, this kind of antenna designed in the experiment can be easily mass-fabricated
with low production cost.
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Abstract— A passive radio frequency identification (RFID) tag antenna with circular polar-
ization (CP) radiation is proposed to operate at 902–928MHz and mount on metallic surfaces.
A U-shaped terminal short-circuited feedline welded to a tag-chip is embedded in a rectangular
slot to achieve a coupled feeding and a good impedance matching. By employing two truncated
corners and two L-shaped slots with unequal length on the patch, a good left-hand circular
polarization (LHCP) and compact size are obtained. The measured impedance bandwidth of
the antenna is 85 MHz (875–960MHz), while the simulated 3-dB CP bandwidth is 6 MHz (912–
918MHz). The proposed tag antenna shows reasonable read ranges when mounted on the metal
plate in the following experiment.

1. INTRODUCTION

In commercial applications of UHF band RFID, most reader antennas are design as circular po-
larization (CP) for increasing the diversity of orientation, while the majority of tag antennas are
designed as linear polarization (LP) [1, 2]. Under this circumstance, the mismatch of polarization
will happen and cause unwanted loss of power transmission between reader and tag. Owing to the
tag-chip is designed with capacitive input impedance, the conjugate impedance matching should
be acquired between the chip and tag antenna to achieve the maximum read range of the tag.
Nowadays, lots of commercial sectors also demand the tag antenna with the ability to mount on
metallic surface [3]. In general, it is a challenge to design a metal-mountable tag antenna with CP,
in the meanwhile, has a simple method to fulfill the complex impedance matching.

Up to now, some works [4–6] are proposed to overcome the mentioned challenges. In [4–6], they
all introduce a good technique to attain the CP, impedance matching and an excellent performance
when the tag antenna is mounted on metallic plates. But their feedlines occupy some redundant
area outside the radiator and cause asymmetries in these antenna structures. This will bring an
increase of the overall size (the size of antenna top layer metallization) and a reduction of the
antenna gain in the boresight direction.

To reduce the overall size and achieve a good impedance matching, we propose a compact CP
RFID tag antenna with a U-shaped terminal grounded feedline embedded in a rectangular slot for
application of metal-mountable. The 3-dB CP bandwidth of 6 MHz is accomplished by etching on
the patch with two truncated corners and two L-shaped slots of unequal lengths. By tuning the
diagonal truncations and the two L-shaped slots, a good CP is realized. The rectangular slot and
the L-shaped slot also help to obtain a compact patch size. The tag shows a good performance of
read range when it is mounted on metals.

2. ANTENNA STRUCTURE AND DESIGN

The geometry is shown in Fig. 1. The substrate we used is FR4 (relative permittivity of 4.4, loss
tangent of 0.02) with a thickness of h = 1.6mm. The two L-shaped slotswith the same width of
1.5mm, length of S1, S2 respectively and the truncated corners are etched on the 60 × 60mm2

radiating patch to produce CP. The ground plane size is 85× 85mm2 and the operating frequency
band is set to 902–928 MHz. A terminal grounded U-shaped feedine, with a width equal to 1.7mm
and a coupling distance of D = 1mm, is embedded in the rectangular slot (SW = 30 mm, SL =
15mm) to capacitively excite the patch. The impedance of the welded Monza4 tag chip (11+j143K
at 915MHz, threshold power Pth = −17.4 dBm) is also matched by the feedine. In the view of the
theory of short-circuited transmission line from [7], the total length of the feedline should be set to
27.9mm to get reactance of 143 jΩ by applying the following formula (1):

143 = Z0 tan
[
2π

λ
(L1 + L2)

]
(1)
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Figure 1: The geometry of the proposed circularly polarized patch tag antenna (unit: mm).

In the formula, the feedline width of 1.7mm determines the characteristic impedance Z0, and λ
means the guided wavelength at 915 MHz. Considering the electromagnetic coupling effect [8], the
feed line length should be slightly tuned to 37.7mm to ensure the antenna impedance be close to
11 + 143jΩ at 915 MHz. Table 1 shows the detailed dimensions of the designed antenna.

Table 1: Optimized design parameters of the antenna (Unit: mm).

Ds L1 L2

15.1 18 3
C S1 S2

8.5 33.6 35.6

3. RESULTS AND DISCUSSIONS

In this paper, the ANSYS HFSS is applied to accomplish the work of simulation and optimization.
The impedance bandwidth of our RFID tag antenna is defined by the power reflection coefficient
(PRC) Γ < −3 dB [9]. The input impedances are successfully measured by using the method of [10],
with a four-port VNA (Agilent N5247A) and a test fixture. Fig. 2 shows the input impedances
from measuring and simulating and the corresponding PRC chart respectively. As the condition
of impedance matching is mainly decided by the reactance matching, so the measured results are
actually fitting well with the simulated ones. In fact, as compared with the simulation, the measured
3 dB PRC shows a better bandwidth of 85 MHz (from 875 to 960MHz), which completely cover the
902–928MHz band. The difference between the measurement and the simulation may be caused
by the test fixture placed above the antenna and the deviation of the antenna fabrication process.

In the following, the analysis of realizing a good CP by adding the truncated corners and the two
unequal L-shaped slots is discussed. Firstly, the satisfactory CP is not able to realize only with the
truncated corners under the current feeding condition. So we introduce the two L-shaped slots with
unequal length to further enhance the CP performance. As the simulated amplitude (|Ex|, |Ey|),

Figure 2: Measured and simulated input impedances, power reflection coefficient of the proposed tag antenna.
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the relevant phase difference (Φy − Φx), and the corresponding AR bandwidth diagram exhibited
in Fig. 3, we can see that the amplitude will be equal around 91 5MHz regardless of the L-shaped
slots, but the phase difference will move to the lower frequency when the L slots are added. So the
L-shaped slots can be uesed to tune the phase difference to achieve a good and pure CP radiation
and reduce radiator size at the same time.

Figure 3: Simulated amplitude and phase difference diagrams of Ex and Ey, axial ratio in the boresight
direction.

Under the current technical constrain, the radiation patterns of the RFID tag antenna is difficult
to measure, so Fig. 4 only presents the simulated CP radiation patterns at 915 MHz. In Fig. 4,
the 3-dB beamwidth is about 75◦ and a good front-to-back radiation ratio of 50 dB in both the
x-z and y-z planes is revealed. This indicates an excellent and pure left hand circular polarization
(LHCP) radiation of our antenna when it is placed in free space. Fig. 4 also shows the simulated
gains of our tag antenna in different placement environments (free space, as well as mounted on
metal plates of various sizes) and the corresponding AR diagram. In fact, the antenna gain will be
about −8.5 dBi and the minimum point of AR will stay around 915MHz when size of the mounted
metal is more than 100 × 100mm2. The antenna gain will promote about 1 dB when installed on
the metal rather than in free space. As the figure presents, the proposed antenna will maintain a
reliable gain and a good CP whether it is in free space or mounted on metals.

Figure 4: Simulated normalized CP gain radiation patterns at 915 MHz, antenna gains and axial ratio.

Figure 5: Measured reading distances when the tag antenna is rotated along the ϕ direction with a fixed
reader antenna.
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Table 2: Comparison between measured and calculated maximum reading distances of the proposed CP tag
using LP reader antenna and CP reader antenna with the same output power (3.98 W) at the operating
frequency.

Conditions Simulated Gain (Gr)
Reading Distance by

LP Reader Antenna (m)
Reading Distance by

CP Reader Antenna (m)
Meas. Cal. Meas. Cal.

Free Space −9.8 dBic 1.88 2.26 2.74 3.2
300× 300mm2

metal plate
−8.7 dBic 2.38 2.56 3.27 3.62

The read range measurement of our tag antenna is shown in Fig. 5 and Table 2. An RFID
reader module (IPJ R420) with operating frequencies of 902–928MHz, a LP reader antenna (Laird-
E9012PLNF, gain of 12 dBi) and a CP reader antenna (Laird A9028, gain of 8 dBi) are applied to
do the read range measurement. The overall output power of the read antenna system is set to
3.98W in each case. As shown in Fig. 5, the tag antenna is rotated along the ϕ direction and
the LP reader antenna is fixed to measure the maximal reading distances, under the conditions of
in free space and on metal plates with two different areas (100 × 100mm2, 300 × 300mm2). In
free-space, the read range presents similar distances around 1.7 m at all angles of ϕ. In addition,
when mounted on 300× 300 mm2 metal plates, it shows a stable read range changes between 1.9 to
2.4m with ϕ varying. Therefore, it means a good performance of CP radiation and a reliable and
practical on-metal reading distance of the proposed antenna. Within the local equivalent isotropic
radiated power (EIRP) [11], all the measured and simulated reading distances are given in Table 2.
The Friis transmission formula [6] is utilized to calculate the theoretical reading distance.

4. CONCLUSIONS

A compact RFID CP tag antenna has been designed and tested. An AR bandwidth of 6 MHz
and compact radiator size of 60 × 60mm2 are obtained by employing the slot-embedded feeding
network with good impedance matching. Thanks to the compact and symmetrical radiator, our
antenna exhibits a good performance in practice. Later simulations and experiments indicate a
good performance of our antenna when mounted on metallic surfaces. Therefore, when it comes
to the application of mounting on metallic surfaces, the proposed UHF RFID tag antenna can be
a good candidate. The next step of research is to achieve a better impedance matching condition
and a broader AR bandwidth.
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The Research and Application of Array Antenna Element Detecting
System
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Abstract— This paper analyzes the change of VSWR and radiation performance when the
smart antenna element doesn’t work. From the analysis, it is found that the damage of the
antenna element has great influence on the broadcast beam, and it’s not enough to just depend
on the detection of VSWR. Traditional detection methods of base station antenna are studied, on
the basis of above, a detecting system for array antenna element was researched and established.

1. INTRODUCTION

Array antenna is commonly used in wireless communication base station, which can form a higher
gain and specific shaped electromagnetic beam Nowadays, base station antenna with more elements
has become the mainstream and tendency especially in the TD-SCDMA system and LTE MIMO
system [1, 5]. The arrangement of array is applied not only in one direction (e.g., vertical line
array), but also in the orthogonal direction to form planar antenna array [2].

Array antenna has many elements, while one antenna element does not work properly for some
reason (such as rosin joint, short circuit, destroy of mechanical structure), the reflection coefficient
of the main port does not deteriorate badly, and thus the antenna will not give out a warning of the
VSWR. But the array pattern will be significantly affected at this moment, such as asymmetrical
antenna pattern, poor sidelobe suppression, decrease of antenna gain, etc..

The existing detection techniques only detect the VSWR [4] of the base station antenna and
give out different levels of warning, and thus the abnormal situation of the internal element can’t
be detected. This paper proposes an antenna element detection system, which was composed of
electromagnetic induction sensor and detection circuit.

2. THE INFLUENCE ANALYSIS OF DAMAGED ELEMENT

2.1. The Influence of Damaged Element on VSWR

Figure 1 shows one Vertical line array and feeding network of TD-SCDMA smart antenna. The
influence of antenna element on VSWR was tested, the test chose three cases: 1. The antenna
elements are in working order; 2. element 1# is damaged; 3. element 1# and element 2# are
damaged. The test result is shown in Table 1.

According to test results, the VSWR is 1.21 when the antenna elements are in working order, the
VSWR is 1.26 when the antenna element 1# is damaged, and the VSWR is 1.49 when the antenna
element 1# and element 2# are damaged. In the three cases, the VSWR can meet the requirement
(VSWR < 1.5). The test shows that it’s not enough to just depend on VSWR detection in the
process of finding element problems.

Figure 1: Vertical line array and feeding network of TD-SCDMA antenna.
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Table 1: Test result of VSWR.

case frequency band (GHz) VSWR
the antenna elements are in working order 1.88 ∼ 2.025 1.21

element 1# is damaged 1.88 ∼ 2.025 1.26
element 1# and element 2# are damaged 1.88 ∼ 2.025 1.49

2.2. The Influence of Damaged Element on Radiation Performance
The Influence of damaged element on radiation performance of broadcast beam is tested, and the
results are shown in Fig. 2 and Fig. 3. The results showed that the E-plane pattern of broadcast
beam changed obviously in two typical frequency points of F and A frequency band. The upper
sidelobe level increase, the lower first null isn’t filled, HPBW is unaltered, and front-to-rear ratio
changed obviously; the H-plane pattern of broadcast beam changed obviously toward normal ele-
ments in two typical frequency points of F and A frequency band, HPBW became narrow obviously,
the radiation level decreased more than 15 dB in 60-degree direction, and the pattern is significant
different from the normal situation. The test results showed that the damaged element has great
influence on radiation performance of broadcast beam, it is very necessary to detect the antenna
element.

(a) (b)

Figure 2: comparison on the E-plane pattern between normal situation and damaged situation of element 1#,
2# (blue line represent normal situation, red line represent damaged situation). (a) 1900 MHz. (b) 2018 MHz.

(a) (b)

Figure 3: Comparison on the H-plane pattern between normal situation and damaged situation of ele-
ment 1#, 2# (blue line represent normal situation, red line represent damaged situation). (a) 1900 MHz.
(b) 2018 MHz.
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3. DETECTION METHODS OF ANTENNA ELEMENT

3.1. Traditional Detection Methods of Antenna and Cable Systems

The failure of antenna and cable system occurs mainly on the antenna, cables and connectors.
The detection of antenna and cable system is implemented by measuring the standing wave ratio
(VSWR) or the value of return loss and isolation; we can determine the equipping quality and
operation state from the detection results. The VSWR alarm of base station antenna is usually
set to 1.5, and different types of base stations have different requirements on isolation between
antennas.

There are mainly three types of instrument for antenna detection: spectrum analyzer, TDR,
and Site Master. When the spectrum analyzer is used to detect the VSWR, the return loss is
obtained after the test of the forward and reverse power, and the VSWR is obtained by checking
the comparison table of return loss and VSWR; TDR can only roughly observe the waveform of
antenna and cable system to determine the problem position; The VSWR and antenna isolation
can be measured directly by Site Master, and the fault location is rapid.

3.2. Detection Methods of Antenna Element

Chapter 3.1 shows that the existing antenna detection technology just tests the VSWR and gives
different levels of alarm signal, and thus cannot detect the abnormal situation of the internal element
of the antenna array However, Chapter 2 of this paper shows that the antenna element testing is
necessary; therefore this paper proposes an antenna element detection system, which was composed
of electromagnetic induction sensor and detection circuit, this system can realize the detection of
smart antenna element.

Figure 4 is a schematic diagram of the antenna element detection system The detection circuit
has independent power supply (12 V), which is similar to the RCU (Remote control unit). The
signal collected by the detection circuit is transmitted to the base station server by AISG cable [3];
the adapter is mainly used to implement the connection between RS485 and RS232 RS485 has a
smaller transmission loss, and it is easy to realize long-distance signal transmission. RS232 interface
can be easily connected with PC to facilitate the control of this system.

Based on the comparison of the coupling signal and the reference standard signal, you can
achieve the detection of antenna element station.

As shown in Figure 5 the coupling signal acquisition process can be explained by an ordinary
2× 8 dual-polarized planar array The antenna has 2 columns, each column has eight elements, and
each element has two cross-feed ports to support dual-polarized mode, so that each column has
four main ports. The primary port is divided into two sub-ports; the power of two sub-ports is
further distributed to the four ports, and different polarization element of eight antenna element is
feeded separately.

The coupled signal 1 represents sub-port of the left upper column, once one or some elements
does not work the reflection coefficient of port 1 is inevitably abnormal, and the output RF signal
of port A must change. The control unit indicates the working status of the element by checking
the variation of the coupling signal of port 1 in a similar way, 8 channel signals of ports 1, 2, . . . , 8
can be collected to detect the element status of the 16 antenna elements.

Figure 4: Antenna element detection system schematic.
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Figure 6: The principle block diagram of the detection circuit.

Figure 7: PC controlling interface.

Figure 6 shows the principle block diagram of the detection circuit, the four RF signals can be
detected by the RF switch; the radio detector is used to convert radio frequency (RF) signal to the
corresponding DC voltage. The DC voltage is converted to digital information by the A/D module
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of the controller and then the antenna working condition can be obtained by comparing the digital
information with the reference value.

The antenna working condition is monitored by PC controlling interface. Fig. 7 shows the
interface of the antenna element condition, the blue light indicates that the elements are normal,
and the red light indicates that the elements are failure.

4. SUMMARY

Array antenna has many elements, while some antenna elements don’t work properly, the antenna
will not often give out a warning of the VSWR. But the array pattern will be significantly affected
at this moment. Therefore this paper proposes an antenna element detection system, and the next
step is to improve the accuracy of antenna element detection system.
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Theoretical Analysis and Test of EMF in TDFI Bus
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Abstract— There are growing concerns of electromagnetic radiation, and we performed some
tests and theoretical analysis to provide some insight for RF exposure assessment of TDFI equip-
ment. The result of EMF testing in TDFI bus shows that the EMF level generated by TDFI
equipment is much less than international standard and people can use it safely.

1. INTRODUCTION

The fourth generation of mobile communications is expected to deliver multimedia services any-
where, anytime, with global support and integrated wireless solutions. TDFI is equipment which
transform TD-SCDMA/TD-LTE network signal into WIFI signal, Using TDFI solution, people
riding in buses can experience rapid and stable LTE TDD data services using WIFI-enabled smart
phones.

Meanwhile, the electromagnetic radiation generated by TDFI is drawing the public’s increasing
attention. Although the radiation power of TDFI is little, it has both TDS/TDL antenna and
WIFI antenna; passengers and drivers are likely to locate in the strong electromagnetic radiation
field when riding in buses. For the above reason, we performed some tests and theoretical analysis
to provide some insight for RF exposure assessment of TDFI equipment.

In this paper, the bus, which has been installed the TDFI equipment, is named TDFI bus. The
result of EMF testing in TDFI bus shows that the EMF level generated by TDFI equipment is less
than 0.5µW/cm2, which is much less than international standard (20µW/cm2) [1].

2. BRIEF DESCRIPTIONS OF TDFI

TDFI is Mobile/WIFI Integration equipment. There are two modules in TDFI: one WLAN module
is used for Wireless Access, the other TD-SCDMA/TD-LTE module is used for Wireless backhaul
instead of a Wired Network. The TD-SCDMA/TD-LTE module receives signals from the Macro
network and then relays them towards the end users using WIFI.

TDFI can be deployed in places without IP backhaul network, we use TDFI equipment to
solve WLAN backhaul problems and increase usage of TD-SCDMA/TD-LTE networks. With
TDFI, end users can access TD-SCDMA/TD-LTE networks with any WIFI-enabled devices to
enjoy high-speed mobile data services.

Figure 1 shows the comparison of Traditional WLAN and TDFI, traditional WIFI networks
utilize wired transmissions, which causes a lack of transmission resources and a lengthy deployment
process. The TDFI solution adopts wireless backhaul instead of wired backhaul to solve the last-
mile problem of WLAN deployment. Compared to traditional WIFI networks, the TDFI solution
helps operators achieve rapid, low-cost deployment and supports WIFI user authentication and
billing.

Figure 1: Traditional WLAN and TDFI.

TDFI are mainly deployed in buses, passengers can use the high speed service when the bus is
moving. WIFI service on buses has been launched in 1,800 buses on 60 routes in Beijing by March



1578 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

2013, including No. 1, 52, 57 and 300. It is expected more than 10,000 buses will install Wi-Fi by
the end of the 2013.

3. THEORETICAL ANALYSIS AND TEST OF EMF IN TDFI BUS

3.1. Theoretical Analysis

TDFI has both TDS/TDL antenna and WIFI antenna, parameters of TDS/TDL antenna and WIFI
antenna are shown in Table 1, TDS/TDL module has 2 elements, average output power of each
element is 23 dBm (200 mW). Frame structure of Up/down collocation is DSUUDDSUUD, so the
duty ratio is 0.4.

Table 1: Parameters of TDS/TDL antenna and WIFI antenna [2].

TDS/TDL Antenna Built-in omnidirectional antenna, 3 dBi
WIFI Antenna 8 dBi directional antenna

TDS/TDL Power 2*(23±2 dBm)
WIFI Power IEEE 802.11b: 15±2 dBm; IEEE 802.11g: 13±2 dBm; IEEE 802.11n: 11±2 dBm

WLAN 2.4G 802.11b/g/n
Size 200mm × 240mm × 61mm (3L)

For propagation distances d much larger than the antenna size, transmit antenna modeled as a
point source, the power density S at distance d from a transmitter with power P and antenna gain
G is:

S =
PtGt

4πd2
(1)

In the TDFI bus, the received power S is the sum of TDS/TDL antenna and WIFI antenna radiation
energy. There are four parameters, P1, P2, G1, G2, which represent the TDS/TDL Power, WIFI
Power, TDS/TDL Antenna Gain, WIFI Antenna Gain.

S =
P1G1∗0.4

4πd2
+

P2G2

4πd2
(2)

As the propagation distance increases, the radiated energy is spread over the surface of a sphere
of radius d, the path loss PL between two antennas can be expressed as follows, where the loss is
found in dB.

PL = 32.44 + 20 log d (km) + 20 log fc(MHz) (3)

The 307 bus, which has two coaches, is 18 meters long, 2.5 meters wide and 3.5 meters high, and
the TDFI is installed behind the driver. We choose 8 points for EMF analysis and testing.

Figure 2: Sampling points of TDFI bus.

The WIFI works in 2400 MHz. Energy contribution of WIFI antenna in point 1 is ignored as
it is 8 dBi directional antenna and front-to-back ratio of WIFI antenna is about 12 dB, using the
average of TDS/TDL Power and WIFI Power, the theoretical calculation result is shown in Table 2.
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Table 2: Theoretical calculation result.

Point Distance (m)
Theoretical calculation result

S (V/m) S (µW/cm2) PL (dB) WIFI signal strength (dBm)
1 0.5 (driver position) 6.18 10.14 34.02 −33.02
2 0.5 7.30 14.15 34.02 −21.02
3 1.5 2.43 1.57 43.57 −30.57
4 2.5 1.46 0.57 48.00 −35.00
5 8 0.46 0.06 58.11 −45.11
6 8.5 0.43 0.05 58.63 −45.63
7 16 0.23 0.01 64.13 −51.13
8 16.5 0.22 0.01 64.39 −51.39

3.2. EMF Test in TDFI Bus
Two tools were used to test the EMF in the 307 TDFI bus, as shown in Figure 3, one is broadband
field meter NBM 550, and anther is Wi-Fi Analytics app in mobile phone. The Amped Wireless
Wi-Fi Analytics Tool analyzes the Wi-Fi networks. It provides advanced signal strength graphs of
Wi-Fi network.

(a)       (b)

Figure 3: Test tools ((a) NBM550, (b) Wi-Fi Analytics app).

Record the measured values three times and take the average, the test result is shown in Table 3.

Table 3: Testing result.

Point Distance (m)
Measured value (average)

NBM 550 (µW/cm2) Wi-Fi Analytics (dBm)
1 0.5 (driver position) 0.4 −39
2 0.5 0.7 −35
3 1.5 0.3 −37
4 2.5 0.2 −43
5 8 0.1 −45
6 8.5 0.1 −47
7 16 0.1 −50
8 16.5 0.1 −51

Take no account of point 1, theoretical analysis result and testing result of electromagnetic
radiation (EMR) intensity in TDFI bus is compared in Figure 6, and theoretical analysis result and
testing result of WIFI signal intensity in TDFI bus is compared in Figure 7.



1580 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Figure 4: The appearance and inside of 307 TDFI bus.

Figure 5: Side view of test point.
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Figure 6: Theoretical analysis result and testing result of EMR in TDFI bus.
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Figure 7: Theoretical analysis result and testing result of WIFI in TDFI bus.

Measured value is identical with the theoretical value while the distance is about 8 m. When the
distance is below 8 m, the measured point is not at the main beam direction of the antenna, so the
measured value is less than the theoretical value. When the distance is above 8m, the measured
point is affected by the reflection wave, so the measured value is not identical with the theoretical
value.
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4. CONCLUSIONS

Although passengers and driver is likely to locate in the strong electromagnetic radiation field
when riding in buses, theoretical analysis and test of EMR in TDFI bus showed that the EMF
level generated by TDFI equipment is less than 0.5µW/cm2, which is much less than international
standard (20µW/cm2).

TDFI can realize hotspot coverage on buses, which will enable further green transportation
development. In the near future, the TDFI solution will enable LTE TDD to enrich people’s mobile
communications in medical care, information sharing, mobile video and community management
among others.
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Abstract— In this paper, the information theory is introduced to design the optimal waveform
for through-the-wall application. Furthermore, the signal model and the target response are
analyzed. By comparing the designed signal and the LFM signal, it is shown that the designed
waveform achieves a significant improvement than the LFM signal in the aspect of obtaining
mutual information of the target response.

1. INTRODUCTION

UWB through-the-wall-radar (TWR) uses the penetrable character of the low-frequency electro-
magnetic wave to image, detect and locate the human and targets behind the wall. As one of the
hot research points, it has great significance in the military and civilian use. With the adaptive
radar technology developing, waveform design is becoming one of the most important research
directions.

In recent years, the waveform design methods have largely developed. The typical contributions
are the method based on maximal SINR principle and the method based on the condition mutual
information theory At present, the maximum SINR based method has been applied in TWI wave-
form design [1–3]. In these papers, the authors processed the research under the single-antenna
monostatic operation and multi-antenna multistate operation, respectively. The output SINR has
efficiently improved, which is very helpful for the target detection [1–3]. However, these optimize
waveforms concentrate most of the energy in one or two narrow frequency bands, corresponding
to the target resonant frequency or to those of highest frequency response [2]. However, such a
narrow band waveform hardly provides a reasonable ability to resolve the range-to-target. As a
result, more work should be done to meet this kind requirement in TWR application.

The paper is organized as follows. In Section 2 the principle of mutual information waveform
design is introduced and analyzed. In Section 3, we consider the information waveform design
method in TWR application based on the signal model and real requirements. In Section 4, the
simulations and the comparison results are presented. Conclusions end this paper.

2. THE WAVEFORM DESIGN IN TWR APPLICATION BASED ON INFORMATION
THEORY

According to the real requirements, the duration T and the total energy Ex of the transmission
waveform should be finite. The transmission waveform is confined to the symmetric time interval
[−T/2 T/2] and that only negligible energy resides outside the frequency interval W = [f0 f0 +W ]
for meeting the frequency needs. The mutual information waveform design method is to maximize
the condition mutual information between the target response and the received signals (refer to [4]).
To simplify the computation and convenience the derivation, we emphasize on the study for the
single-antenna monostatic operation.
2.1. The Signal Model
The variable x(t) denotes the transmission signal; the variable w(t) denotes the wall impulse re-
sponse; the variable q(t) denotes the target impulse response; the variable wc(t) denotes the color
clutter depending on the transmission waveform; the variable c(t) denotes the clutter signals; the
variable n(t) denotes the additive Gauss noise; the variable y(t) denotes the output signals. Then
we get the signal model [2] in Figure 1.

So we can get the variable s(t), the colored clutter c(t) and the output signal y(t) expression,
respectively.

s(t) = x(t) ∗ w(t) ∗ q(t) ∗ w(−t) (1)
c(t) = x(t) ∗ wc(t) (2)
y(t) = s(t) + c(t) + n(t) (3)
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Figure 1: The signal model of TWR.

What we considered is to get more information of the targets behind the wall in TWR. So
in the information aspect, it is to make the transmission waveform x(t) maximize the mutual
information between the receive signals y(t) and the target response q(t), namely maximizing the
variable I(y(t); q(t)|x(t)). It is very difficult to get the expression. For convenience in mathematical
reasoning, here we resort to a lemma in [4] to proof that the mutual information between the receive
signals y(t) and the target response q(t) equals the mutual information between the receive signals
y(t) and the “wall-target” total response g(t), namely

I(y(t); g(t)|x(t)) = I(y(t); q(t)|x(t)) (4)

Proof:
[Lemma 1] Let a(t) and b(t) be finite-energy random processes and let D be a reversible

transformation of a(t) to a finite-energy random process c(r) (where r is a new independent variable,
but r could equal t). Then

I(a(t); b(t)) = I(c(r); b(t)) (5)

Here, we define the variable D as follow expression,

D : q(t) → w(t) ∗ q(t) ∗ w(−t) (6)

It is obvious that the variable D is a reversible transmission, then define the following expression.

g(t) = w(t) ∗ q(t) ∗ w(−t) (7)

So we can conclude that the mutual information between the receive signal y(t) and the target
response q(t) equals the mutual information between the receive signal y(t) and the “wall-target”
total response g(t), namely

I(y(t); g(t)|x(t)) = I(y(t); q(t)|x(t)) (8)

Thus, according to the lemma, we determine the principle of the TWR application is to maximize
the mutual information between the receive signal y(t) and the “wall-target” total response g(t).
Then get the expression of the mutual information between the receive signal y(t) and the “wall-
target” response g(t) via the above method.

I(y(t); g(t)|x(t)) = T

∫

W
ln

[
1 +

2|X(f)|2σ2
G(f)

TPnn(f) + 2|X(f)|2σ2
C(f)

]
df (9)

where, |X(f)|2 is the optimal waveform magnitude squared spectrum with
∫
W |X(f)|2df = Ex.

σ2
G(f) is the “wall-target” response spectrum variance, and the variable σ2

c (f) is the colored clutter
spectrum variance.

Resolving for the |X(f)|2 by Lagrange method, get the expression of the variable |X(f)|2, for
details expression reasoning resort to [5].

|X(f)|2 = max
[
0,−R(f) +

√
R2(f) + S(f)(A−D(f))

]
(10)
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where,

D(f) = TPnn(f)/
(
2σ2

G(f)
)

(11)

R(f) =
TPnn(f)

(
2σ2

C(f) + σ2
G(f)

)

4σ2
G(f)

(
σ2

C(f) + σ2
G(f)

) (12)

S(f) =
TPnn(f)σ2

G(f)
2σ2

G(f)
(
σ2

C(f) + σ2
G(f)

) (13)

Here Pnn(f) is the power density of the Gaussian noise n(t). The constant A is determined by
the following expression.

Ex =
∫

W
max

[
0,−R(f) +

√
R2(f) + S(f)(A−D(f))

]
df (14)

2.2. The Wall Impulse Response
Once the scattered field is calculated, an approximation of the impulse response of the wall can
be obtained according to the convolution relationship between the incident and the response. The
matrix-vector expressions are given for the convenience of mathematical reasoning [2].

ZW = S (15)

where, the variable Z is the M -by-N convolution matrix denotes to the incident waveform; W is
the unknown wall’s impulse response and the variable S is the scatter field vector. The subscript
M and N denote the length of the incident waveform and the scatter field, respectively. Let Z be
decomposed using the SVD, we get the expression

Z = UΣVT (16)

where U and V are M ×M orthogonal matrices and Σ is an M ×M diagonal matrix whose entries
(Σ)ij = σi, σi ≥ σi+1 are called the “singular values” of Z. By introducing the vector η with the
entries

ηi =
(
UTs

)
i
/σi (17)

Then, we can get the matrix-vector expression of the wall impulse response.

W = Vη (18)

It is mentioned that, some methods or techniques, such as regularization and iterative, are using
in the above calculation for resolve the ill-conditioned problem of the expression (15).
2.3. Spectrum Variance Estimate
Some simplification should be done for getting the estimation of the spectrum variance. Assuming
the transmission wall illuminating the wall vertically, then the wall response h(t) can be divided
into two parts, the forward response and the back response, according to the angle between the
receive signal and the wall.

h(t) =
h1(t,φ1)∑

φ1

+
h2(t,φ2)∑

φ2

(19)

where, the variable h1 denotes the forward response and the variable h2 denotes the backward
response. Their values depend on the angle φ1 and φ2. It is inevitable that the problem of the
direct wave and multipath components are presence in the receive signals. While, there are some
techniques and methods can remove these components, such as the time-gating method. So in this
paper, we don’t consider these problems. It can be concluded that we choose the forward response
of the wall in this paper.

w(t) = h1(t, φ1) (20)

In the single-antenna monostatic operation, the simplest scene is the line which connects the
antenna and the target vertical to the wall. At this situation, we choose the right forward response
as the wall response.

w(t) = h1(t, 0) (21)
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Then, we get the expression of the variable g(t).

g(t) = h1(t, 0) ∗ q(t) ∗ h2(t, π) (22)

For symmetric walls such as homogeneous ones, h1(t, 0) = h2(t, π). A substitution of this
expression into (22) yields the variable g(t) and makes the Fourier transform.

G(ω) = H1(ω, π) ·Q(ω) ·H1(ω, π) = [H1(ω, π)]2 ·Q(ω) (23)

Attributing to the randomicity of the targets presence, a common way to deal with the tar-
gets spectrum variance σ2

Q(ω) is assumed to obey the gauss distribution. Assuming the target
response Q(ω) also obeys the gauss distribution in the fixed frequency, because [H1(ω, π)]2 is a
fixed coefficient in a certain fixed frequency, then we can get spectrum variance of the “wall-target”
response.

σ2
G(ω) = |H1(ω, π)|4 σ2

Q(ω) (24)

There are some other methods to estimate the spectrum variance, for example, the Monte Carlo
analysis method [6]. It estimates the target spectrum variance via the probability and statistical
theories after doing much Monte Carlo simulation. Using this method, the spectrum variance
express is,

σ2
Q(ω) =

m∑

i=1

Pi |Qi(ω)|2 −
∣∣∣∣∣

n∑

i=1

PiQi(ω)

∣∣∣∣∣
2

(25)

where, the targets response qi is a random variable and the variable pi is the probability of respective
response.

3. SIMULATION

Considering the real requirement in the TWR application, we determine the ultra-wild-band wave-
form’s parameters as follows. The frequency range is 1G ∼ 2G, and the waveform duration is 1µs.
The power is 15mw. Construct the electromagnetic model via CST 2008 software. In this model,
the thick of the wall is 20 cm, the conductance of the wall is 0.03 S/m and dielectric permittivity is
4.2.

(a) (b) (c) (d)

Figure 2: (a) Time dimension of the incident and forward received signals. (b) Spectrum of the incident and
forward received signals. (c) Right forward response. (d) Spectrum of the right forward response.

(a) (b) (c) (d)

Figure 3: (a) Normal spectrum variance of the target response. (b) Normal spectrum variance of the “wall-
target” response. (c) Normal figure of the middle variable r(f). (d) Normal magnitude squared spectrum of
the optimal waveform.
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(a) (b)

Figure 4: (a) LFM signal spectrum. (b) Mutual information comparison of the two signals.

The incident waveform is the Gauss signal. Figures 2(a) and (b) are the time dimension and
spectral of the incident signal and received signal. Using the expression (22) and FFT transform, we
get the time dimension and frequency dimension results of the right forward, shown in Figures 2(c)
and 2(d). Assume the spectrum variance of the target as the Figure 3(a) showing, and calculate
the spectrum of the “wall-target” response in Figure 3(b). Using the above analysis, we get the
magnitude squared spectrum of the optimal waveform, shown in Figure 3(d). By analyzing the
results of Figures 3(b) and 5(d), we can get the conclusion that, the optimal waveform is to
concentrate most of the energy in the frequency bands, corresponding to the large value of the whole
spectrum variance. It doesn’t concentrate most of the energy in one or some narrow frequency bands
as the maximum SINR method does, which is one of the differences and advantages of this method.
The reason why appearing the phenomenon can be explained by the entropy theory. Because the
larger of the variance, the more of the entropy value. And larger entropy value includes more
information of the target. The advantage is shown in Figure 4(b) by comparing with the LFM
signals whose result is in accord on the above analysis.

4. CONCLUSION

From the above theory analysis and simulation comparison, we can conclude that the information
waveform design method can be fully applied into the TWR application and get the satisfied result
according to signal model and the real requirement. The optimal waveform can be propitious to
get more information of the target, which is very important in further process. And this method
concentrates most of the energy into the frequency band, corresponding to the large value of the
whole spectrum variance, rather than some narrow band. So it eliminates the narrow-band problem
of the maximal SINR method at a certain extent. Furthermore, the comparison between the optimal
waveform and the LFM waveform shows that the mutual information by the optimal waveform is
obviously better than the LFM signal, which has the same duration, frequency interval and energy
as the optimal waveform.

It is noted that the more perfect we get the target spectrum variance, the more accurate optimal
waveform can be designed and the more target information can be got. Aiming at the problem,
we resort to the [4] and adapt the Gauss spectrum variance. And we can also via the Monte
Carlo simulation method in [6] to get the spectrum variance. So in the further research, lots of
measurements should be done to summarize the spectrum variance in the real scene for getting
more perfect result.
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Abstract— In this paper, the analysis of EMF and interference in the service robot with the
wireless charging system is presented. The magnetic resonance was used to transfer the high
power energy into the service robot. The resonance frequency and transfer distance is about
1.80MHz and 20 cm, respectively. The wireless charging system is composed of the spiral type
resonators, transceiver with communication module, and Pb-battery. Both resonators are made
of litz wires to decrease the loss and have two layers to increase inductance.

For the analysis of EMF and interference, the uniform body model defined in IEC 62369-11 and
the near-field analysis of the resonators was used. Finally, the strength of the electromagnetic
field and SAR (Specific Absorption Ratio) nearby the service robot was obtained.

1. INTRODUCTION

Many researchers have developed the wireless charging system since the magnetic resonance tech-
nology was presented from MIT in 2007 [1]. Especially, the wireless power company consortiums
such as WPC, A4Wp, and PMA have been developing the standard. As a result, many kinds of the
wireless power charging devices for mobile phones are presented in the market and the high-power
technology is being applied to charge the electric vehicles [2, 3].

Even though the middle-power solutions are needed to charge the home applications and small
robot, EMF (Electro and Magnetic Field) on the energy transfer path, interference with nearby
electric devices and SAR (Specific Absorption Ratio) should be considered before use [4]. In this
paper, the simulated EM analysis for the wireless charging robot system using middle power is
demonstrated and the comparison results according to the presents of the EM shielding are also
shown.

2. THE WIRELESS CHARGING ROBOT SYSTEM FOR ROBOT

As shown in Fig. 1, to transfer the high power energy into the service robot, the wireless power
transmission technology using magnetic resonance was used. The resonance frequency and transfer
distance to obtain more than 70% transfer efficiency is about 1.80 MHz and 20 cm, respectively. And
the maximum transmitting power level is 100 W. The wireless charging system is composed of the
spiral type resonators, transceiver with communication module, and Pb-battery. Both resonators

(a) (b)

Figure 1: Wireless Charging Robot model. (a) Side view. (b) Top view.
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are made of litz wires to decrease the loss and have two layers to increase inductance. The diameters
of tx and rx resonator is 40 cm, 30 cm, respectively [5].

For the analysis of EMF and interference, thee uniform body model composed of muscle and
defined in IEC 62369-11 was used [6]. The cover contained receiver module, the frame of robot and
battery was considered as metal having electric loss. And the other part of robot was done as ABS
(acrylonitrile-butadien-styrene resin) material. Three observation points denoted as front, side and
back were selected. The distance (d) is from 5 cm to 100 cm and the height of points for averaging
the results is 30 cm, 60 cm, and 90 cm, respectively. Finally, the ferrite sheet and rectangular metal
plate were located on the back of each resonator to confirm the shielding effect.

3. THE EM ANALYSIS OF WIRELESS CHARGING SYSTEM

Figure 2 shows the EMF strength SAR nearby robot. As shown in figure, the maximum value is
calculated on the back of tx-resonator and the minimum is done on the front of robot. Especially,
the maximum value is more than 10 times stronger than ICNIRP guidelines (electric field 64.8V/m,
magnetic field 405 mA/m at 1.8 MHz). These results can influence human and electronic devices
within the certain zone. Therefore the ferrite sheet and rectangular metal plate were applied to
the system for reducing the EMF and the comparison results were shown in figure.

As results, the electric field is decreased to a tenth part of the original value and the magnetic
field is done to a fifth part of that. Considering the more suitable shape and location of ferrite sheet
and metal plate, significant reduction in EMF could be obtained. And the reasonable power level to
satisfy the guide line and the power control function are required on this system. For SAR, very low
values were simulated due to the high permittivity of the Body on the low resonant frequency. This
means that and low frequency has an advantage in SAR when wireless power transfer technique is
applied to high power solutions.

(a) (b)

(c)

Figure 2: The comparison results of EMF and SAR. (a) E-field, (b) H-field, (c) SAR.
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4. CONCLUSIONS

This paper presented the analysis of EMF and interference in the service robot with the wireless
charging system is presented. The magnetic resonance was used to transfer the high power energy
into the service robot. For the analysis of EMF and interference, the uniform body model defined
in IEC 62369-11 and the near-field analysis of the resonators was used. Finally, the strength of the
electromagnetic field and SAR (Specific Absorption Ratio) nearby the service robot was obtained
and the guided level of the transfer power is suggested.
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Abstract— This study proposes a design steps of a TFOSC focal plane instrument compatible
optical polarimeter in order to investigate the physical parameters of targets (such as albedo,
diameter, taxonomy of asteroids, porosity) based on the polarization properties of light. Images
captured with Polarimeter will be reduced for the atmospheric effect and device errors. The light
impinging on WeDoWo prism is divided into four different images which is polarized at 0, 45, 90,
135 degrees and used to determine Stokes’ parameters of electromagnetic waves. WeDoWo prism
has been designed by using commercial optical design software named ZEMAX, it is 40 mm in
diameter and has a thickness of 20mm.

1. INTRODUCTION

Aim of this study is to design a TFOSC (TUBITAK National Observatory “TUG” Faint Object
Spectrograph and Camera) focal plane instrument compatible polarimeter and investigate the phys-
ical parameters of targeted asteroids (such as albedo, diameter, taxonomy of asteroids, porosity)
based on the polarization properties of light by using this polarimeter which will be designed.

Polarized light can provide additional information about the scene that cannot be obtained
directly from the intensity or spectral images. Rather than treating the optical field as scalar,
polarization images seek to obtain the vector nature of the optical field from the scene [1].

Instrumental base of 1.5 m Russian-Turkish telescope RTT150 makes it possible to carry out
practically whole kind of astrophysical observations in the visible range. Until recently the obser-
vational complex included light detectors for high positional and photometric CCD observations,
fast photometry, and for obtaining low and high resolution spectra. During the last observation
campaign of PHA Apophis close approach, we are faced with lack of spectroscopic observations to
determine the taxonomy class of asteroids with visual magnitude fainter than 16m, due to the re-
quirement of extremely long observational time. In addition to spectroscopic method for taxonomy
determination, polarimetric method should also be employed. We present design of a polarimeter
for RTT150 for simultaneous imaging of celestial sources on polarization planes on the base of
WeDoWo (Wedge Double Wollaston) [2]. The accuracy and magnitude limits are discussed. The
designed polarimeter may be used for not only asteroid observations but also for astrophysical
sources like SN (Super Nova), AGN (Active Galactic Nuclei) and so on. Thus, the polarimeter in-
tegration to the RTT150 telescope increases its capabilities in ground-based observational support
of present and future astrophysical space missions (GAIA “Global Astrometric Interferometer for
Astrophysics”, SRG “Spectrum-Rontgen-Gamma”).

In this paper, we propose a Wollaston-based optical prism design principles, and images will be
gathered by means of CCD. First measurement results will be presented in the conference.

2. WEDGE DOUBLE WOLLASTON (WEDOWO) PRISM

WeDoWo prism is one of the methods used for determining the celestial body originated light
polarization rate throughout the world wide observatories. The light impinging on WeDoWo prism
is divided into four different images which is polarized at 0, 45, 90, 135 degrees and used to
determine Stokes’ parameters of electromagnetic waves. First three elements of Stokes’ vector
can be determined without needing neither simultaneously obtained light component that have
λ/2 variation nor other moving components [2]. To evaluate optical performance of WeDoWo
prism parameters, a commercial optical design software called ZEMAX was used [4]. A space
between collimator and camera allows integrating our new polarimeter to the system without any
distortion, and by this way it allows to investigate asteroids whose taxonomy class faint less than
16th magnitude and diameter of 300 m.

Since images will be captured simultaneously with this Polarimeter, the atmospheric effect and
device errors will be reduced. TFOSC which is a multi-functional device allows both photometry
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and spectroscopy at the moments. After designed Polarimeter is integrated to TFOSC, the tran-
sition between the three methods will take place fast and optionally according to the observing
sources.

3. THEORY OF POLARIZATION

A light is an electromagnetic wave whose polarization characteristics can be completely represented
by its Stokes vector (I, Q, U , V ) [3]. The Stokes parameters are a set of values that describe the
polarization state of electromagnetic radiation. They were defined by George Gabriel Stokes in
1852, as a mathematically convenient alternative to the more common description of incoherent or
partially polarized radiation in terms of its total intensity (I), (fractional) degree of polarization
(p), and the shape parameters of the polarization ellipse.

The Stokes parameters are linear with intensity, so the link between each pixel of the images and
Stokes parameters can expresses with a matrix. If the images are perfectly 0, 45, 90, 135 degrees
polarization, the Stokes parameters (in Eq. (1)) can be easily deduced [5]. I2 = Q2 +U2 +V 2 (This
only holds for 100% polarized waves). I is the total intensity, Q and U are linear polarization and
V is circular polarization. V value for linear polarization is zero. The degree of linear polarization
of such a light beam is defined as PL in Eq. (2) and φL is defined in Eq. (3).

~S =

[
I
Q
U

]
=

[
I0◦ + I90◦ veya I45◦ + I135◦

I0◦ − I90◦

I45◦ − I135◦

]
(1)

I0◦ : the linearly polarized component along the horizontal axis,
I90◦ : the linearly polarized component along the vertical axis,
I45◦ : the linearly polarized component at 45◦,
I135◦ : the linearly polarized component at −45◦.

PL =

√
Q2 + U2

I
(2)

φL =
1
2

arctan
U

Q
(3)

As P = 1, the wave is totally polarized.
As P = 0, the wave is totally non-polarized.
If 0 < P < 1, P represents the amount of beam polarization.

Figure 1 represents the WeDoWo schematics. Figure 1(a) is the schematic representation of
WeDoWo device and ray-tracing. To prevent vignetting at the prisms interface the wedge angle is
chosen to ensure that all rays (including those from the field edges) always travel above/below the
optical axis. Middle one is the illustration of how this device creates four polarized images (at 0,
90, 45 and 135 degrees) of a stellar field. Right one is the illustration of how the WeDoWo creates
four long slit polarized spectra (at 0, 90, 45 and 135 degrees) of two stars [2].

(
θ

derece

)
= 2.78

(
θsky

100

) (
DTel

1m

)(
Dp

1 cm

)−1

(4)

θsky (sky projected angles) is the slit length, Dtel is the telescope diameter and Dp is the diameter
of the pupil image in Eq. (4). This values for RTT150, as indicated in Eq. (5).

θsky = 60′′, DTel = 1.5m, Dp = 54 mm (5)

Combined with Eqs. (1), (2) and [2] we have obtained Eq. (6);

α = 18.853
β1 = 3.591
β2 = 1.89

(6)
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(a) (b) (c)

Figure 1: WeDoWo schematics [2].

Figure 2: WeDoWo. Figure 3: Mouth. Figure 4: WeDoWo with
mouth.

Figure 5: Wollaston birefringent sample with CaCO3 material.
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4. NEW OPTICAL DESIGN

We designed new WeDoWo polarimeter prism by using optical design software ZEMAX. The most
convenient (and probably the cheapest) material for our design is CaCO3 in visible wave length. A
consequence of this choice is that the output images suffer by different lateral chromatism and the
outer spectra are much more distorted than the inner one’s [2]. Figure 2 shows designed wedged
double Wollaston prism, Figure 3 shows its holder, and Figure 4 simulates the held WeDoWo.
Figure 5 demonstrates the Wollaston briefringent sample with CaCO3 material. These prisms were
produced in St. Petersburg according to our design.

5. CONCLUSION

Designed optical polarimeter integrated to TUBITAK National Observatory TFOSC System will
allow polarimetric observations with RTT150 telescope. Optical polarimeter design capability of
Turkish scientists has increased by this study, and it is expected that there will be new designs for
other aims for near future.

After fine tuning of system, it will be used by astronomers to observe asteroids as well as AGN,
SN, pulsars, and so on.
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Abstract— A novel all-optical spectral compression structure is proposed, which employs a
logarithmic dispersion increasing fiber cascading with a highly nonlinear linear fiber-nonlinear
optical loop mirror. Numerical simulation is carried out by solving the generalized nonlinear
Schrödinger equation using split-step Fouier method, where the soliton number is in the range of
0.5 ≤ N ≤ 1.4. The results show that the spectra are well compressed, and the maximal spectral
compression ratio can reach 10.93 with a little of pedestal when N = 1.4.

1. INTRODUCTION

All-optical analog-to-digital conversion (ADC) has been investigated as a vital technology to over-
come the “electronic bottleneck” existed in the traditional electronic ADC. Recent tremendous
growth in optical communication and digital signal processing has encouraged the research on the
all-optical ADC with high speed and high resolution [1]. The process of the all-optical ADC includes
sampling, quantization and coding. In the last several decades, several groups have proposed some
schemes for the photonic quantization process [2–4], and one of them is the soliton-self-frequency
shift (SSFS) [4]. The main method to improve the resolution of SSFS is to compress the spectral
width after SSFS. Up to date, the general scheme is that the pre-negative-chip pulses suffer self-
phase modulation (SPM) in fiber [5], the other ones include the schemes of transmitting through
dispersion increasing fiber (DIF) [6] and anomalous dispersion fiber [7, 8].

In this paper, a novel two-stage all-optical spectral compression scheme using a logarithmic DIF
cascading with a highly nonlinear linear fiber-nonlinear optical loop mirror [9] (HNLF-NOLM) is
proposed. The nonlinear propagation of the chirp-free femtosecond pulse at 1550 nm is solved by
the split-step Fourier method in the range of 0.5 ≤ N ≤ 1.4. The simulation results show that the
spectrum, which is compressed by the DIF, can be re-compressed when pulses propagate through
the HNLF-NOLM. The spectral compression ratio (SCR) is defined as the ratio of the FWHM
(full-width at half maximum) of the input spectrum to that of the compressed one. It is found that
the SCR increases with the power of the pulses, and the maximal SCR is 10.93 when N = 1.4.

2. OPERATION PRINCIPLE

The scheme of the two-stage spectral compression is shown in Figure 1, which includes DIF for
the first stage of spectral compression, and HNLF-NOLM for the second one. The sub-picosecond
pulse, whose peak power satisfies the range of 0.5 ≤ N ≤ 1.4, is injected into the DIF to generate
spectral compression and some negative chirp. Then the pulse enters the HNLF-NOLM. Firstly
the negative chirp of the pulse is enhanced in the single mode fiber (SSMF); and then the pulse is
divided into the clockwise and counter-clockwise ones in the 2× 2 optical power coupler (coupling

VOA

HNLF
Coupler

HNLF-NOLMDIF SSMFInput spectrum

Output spectrum

λ

λ

Figure 1: Schematic diagram of the two-stage spectral compression.
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ratio is α : 1 − α, where α 6= 0.5) of the HNLF-NOLM, where the spectra of the both pulses are
compressed because of the offset between the negative chirp in the pulses and the positive chirp
generated by SPM effect in HNLF. When the pulses meet each other again in the coupler, their
phase is different because of the SPM effect for different peak power of the pulses in the HNLF.
As a result, the two pulses’ pedestal can be decreased by interference only if the pulse which enters
the NOLM possesses an appropriate power, at the same time, the spectrum of the output pulse is
compressed effectively.

3. SIMULATION

In the simulation, the input pulse width is TFWHM = 200 fs with the central wavelength 1550 nm.
The dispersion of the DIF increases with the transmission distance of z which is given by the
following

β2(z) = − ln
(
e +

z

L

(
e−β2(L) − e

))
ps2/km (1)

where L is the length of the DIF, β2(z) and β2(L) are the GVD parameter of the fiber at z
and L, respectively. The parameters of the DIF are shown in Table 1. A 20 m-long SSMF with
the dispersion of 15 ps/nm/km is connected with the DIF. In the HNLF-NOLM, the coupler ra-
tio is 60 : 40, and the loss, dispersion, dispersion slope, nonlinearity coefficient of HNLF are
0.939 dB/km, 2.187 ps/nm/km, 0.022 ps/nm2/km, 27 W−1km−1, respectively. The generalized non-
linear Schrödinger equation which describes the propagation of the pulses in the fibers is solved
numerically using split-step Fourier method. In our simulation, the peak power of the input pulse
of Ppeak = 10 W, 40 W and 80 W (correspond to N = 0.5, 1, 1.4 respectively for the DIF) are used,
different SCRs are obtained by controlling the variable optical attenuator (VOA), which is located
between the SSMF and coupler.

Figures 2, 3 and 4 illustrate the simulating results of the two-stage spectral compression scheme
at N = 0.5, 1 and 1.4 respectively. Through the DIF, the spectra of the pulses are compressed
from 12.6 nm to 11.96 nm, 9.86 nm, 6.66 nm, respectively, corresponding to the SCR of 1.05, 1.28
and 1.89. This working principle is the reverse operation of the well-adopted soliton temporal
compression (spectral broadening) in a dispersion decreasing fiber [10]. In the case of N = 0.5, as
shown in Figure 2, the minimum spectral width of the output is 8.56 nm which corresponds to the
total SCR = 1.47. Figure 3 and Figure 4 represent the variation of the spectra when changing the
attenuation of the VOA. It is obviously found that the spectra become narrower with increasing
the power injected into the HNLF-NOLM. This behavior can be understood by noting that the
initial chirp of the pulses launched into the HNLF-NOLM and the chirp due to the SPM effect are
of opposite signs over the central portion of the pulses, and the pulses become less and less chirped
with increasing the power launched into the HNLF-NOLM. Moreover, the minimum spectral width
of 3.66 nm (total SCR = 3.44) and 1.15 nm (total SCR = 10.93) are obtained, respectively, at N = 1

Table 1: Parameters of DIF.

Loss
α (m−1)

GVD parameter
β2 (ps2/km)

TOD parameter
β3 (ps3/km)

Length
(m)

nonlinearity coefficient
γ (W−1km−1)

0.002 −1∼−11 0.02 100 1.96

Figure 2: spectra of pulses at N = 0.5. Figure 3: spectra of pulses at N = 1.
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Figure 4: Spectra of pulses at N = 1.4.

and N = 1.4. However, a pedestal appears clearly, as shown in Figure 4, when the attenuation of
the VOA is 3.74 dB for the insufficient compensation of the nonlinear chirp near the pulse edges.
Comparing the three figures, the greater N is, the narrower the minimum spectral width gets in
the range of 0.5 ≤ N ≤ 1.4. Besides, because the Raman term of the GNLS has little effect in
the cases of N ≤ 1.4, there is almost no Raman soliton self-frequency shift which is vital to the
resolution improvement of the all-optical quantization based on SSFS.

4. CONCLUSION

A novel two-stage spectral compression structure employing a logarithmic DIF cascading with a
HNLF-NOLM is proposed. The numerically results show that the designed scheme works well on
the spectral compression in the range of 0.5 ≤ N ≤ 1.4 at 1550 nm. The higher peak power of
the pulse launched into the HNLF-NOLM, the narrower spectral width is obtained. With little
center-wavelength shift, the maximal spectral compression ratio can reach 10.93, at Ppeak = 80 W.
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Abstract— In this paper, we propose a single antenna SSD (simultaneous single band duplex)
system using turbo equalizer. The proposed system communicates simultaneously on single band.
That is the proposed system is full-duplex system. The proposed system uses balanced feed
network circuit to improve isolation in single antenna structure. Also, the proposed system uses
RF cancellation and digital cancellation to cancel self-interference. Additionally, the proposed
system uses turbo equalizer to equalize ISI by harsh multipath fading and to collect bit errors
by residual self-interference signals. By using turbo equalizer, the proposed system guarantees
more QoS (quality of service). In this paper, we uses Simulink simulation program to analyze
performance of the proposed system. The simulation results confirm that proposed system can
communicate simultaneously by using balanced feed network, RF cancellation, digital cancellation
and turbo equalizer in harsh multipath channel on single band.

1. INTRODUCTION

Recently, the use of small wireless terminal device is suddenly increasing. These wireless commu-
nication devices use duplex to exchange information. The duplex is a communication system to
exchange information with each other while transmission and reception between devices. There
are frequency-division duplex (FDD) and time-division duplex (TDD) in these duplex system [1, 2].
TDD is a system for transmission and reception by dividing time-domain. FDD is a system for
transmission and reception by dividing frequency-domain. However, TDD requires guard interval
that is a period that does not any transmission and reception. Further, it is impossible to use
frequency band specified for complete transmit or complete receive. In FDD, there is a drawback
that double frequency band is required in order to communicate duplex. Recently, research on SSD
system that to solve the drawback of TDD and FDD is performing [3, 4].

SSD system improves the spectrum efficiency because SSD system uses single frequency band
for transmission and reception simultaneously. But, SSD system that has these advantages causes
self-interference because SSD system communicates simultaneously in the single band. That is,
transmission signal of own station is received in receiver of own station. Power of self-interference
by transmission signal of own station is larger than power of desired signal from distant station
in SSD system. Therefore, the desired signal can be distorted completely by self-interference. If
desired signal is distorted by self-interference, then it is impossible to receive information of distant
station. Therefore, SSD system requires additional self-interference cancellation technic to cancel
huge self-interference.

Generally, well known self-interference cancellation methods are RF cancellation and digital
cancellation [5, 6]. RF cancellation is performed for self-interference cancellation in RF stage. RF
cancellation cancels direct self-interference that moves directly from transmitter of own station to
receiver of own station. Antiphase signal for self-interference cancellation is made by using transmis-
sion signal of own station in RF cancellation. Digital cancellation is performed for self-interference
cancellation in digital stage after ADC. Digital cancellation cancels multipath self-interference and
residual direct self-interference that is self-interference signal after RF cancellation. In these SSD
system using RF cancellation and digital cancellation, in order to design RF cancellation circuit,
amplitude and phase of self-interference is measured. And then attenuator and phase shifter are
designed by using the measured amplitude and phase data. But, this RF cancellation method can
be incorrect by change of antenna position and design. If RF cancellation circuit design is not
satisfied with condition of same amplitude and antiphase, then performance of RF cancellation
is degraded highly. Also, even though this SSD system cancels self-interference effectively by RF
cancellation and digital cancellation, performance of SSD system can be degraded by multipath
fading from distant station.
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Therefore, in this paper, in order to solve this drawback of SSD system using two antennas, we
design SSD system using single antenna and balanced feed network. And we propose and analyze
single antenna SSD system using turbo equalizer to overcome performance degradation by harsh
multipath fading.

2. SYSTEM MODEL

The SSD system is a system for simultaneous transmission and reception on the single band. In
this paper, the proposed system is single antenna SSD system using turbo equalizer. In this paper,
we use RF cancellation and digital cancellation for SSD communication. And then, we combine
SSD system and turbo equalizer to overcome harsh multi-path channel.

Figure 1: Block diagram of the proposed SSD system. Figure 2: Block diagram of balanced
feed network.

Figure 1 shows block diagram of the proposed SSD system using turbo equalizer. In signal
flow of the proposed system, In this paper, the proposed system uses RF cancellation to cancel
the leakage signal of balanced feed network. But, even though RF cancellation circuit cancels the
leakage signal, residual leakage signal exists. Therefore, it is difficult to receive desired signal from
distant station because this residual leakage signal and returned signal by multi-path is larger than
desired signal from distant station. For this reason, the proposed system needs self-interference
cancellation of digital-stage. In this paper, we use digital cancellation with LMS algorithm to
cancel residual self-interference.

In this paper, the proposed system model of Fig. 1, it is possible to use the mobile terminal and
a base station. The proposed system can increase spectral efficiency in the base station and the
mobile terminal.

3. SELF-INTERFERENCE CANCELLATION AND TURBO EQUALIZER

3.1. Balanced Feed Network

Figure 2 shows block diagram of balanced feed network. In this paper, the proposed system uses
single patch antenna. It is important to isolate transmit signal and receive signal in a transceiver
with single antenna. In general, the transceiver with single antenna uses a circulator to isolate
transmit signal and receive signal. Transmit signal from RF chain move to antenna and receive
signal from antenna move to receiver by circulator. That is, the circulator prevents the leakage
signal to receiver from transmitter. But, using the circulator, it is difficult to completely isolate
transmit signal and receive signal. This leakage signal is larger than desired signal from distant
station. Therefore, the leakage signal must be cancelled to receive the desired signal. In this paper,
the proposed system uses balanced feed network circuit for efficient cancellation of transmit signal
by leakage [7].

The balanced feed network isolates transmit signal that leaks to receiver by 40 dB [7]. The self-
interference by the transmit leakage signal is 80 ∼ 90 dB larger than the desired signal. Therefore,
even though the self-interference is cancelled 40 dB by the balanced feed network, a residual self-
interference is larger than the desired signal. If the residual self-interference distorts the desired
signal, then it is impossible to decode the desired signal. To solve this drawback, additional self-
interference cancellation method is required.



1600 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

3.2. RF Cancellation
In this paper, the proposed system uses a RF cancellation to cancel the residual self-interference
from the balanced feed network. The RF cancellation uses principle that signals which has phase
difference of 180 degrees and same amplitude is cancelled by combination each other. In this paper,
the proposed system should generate a signal which has phase difference of 180 degrees and same
amplitude with the residual self-interference. To generate the cancelling signal, a transmit signal
after RF chain in own transmitter go through attenuator and phase shifter.

3.3. Digital Cancellation
Even though the proposed system cancels the self-interference by the balanced feed network and
RF cancellation, a portion of the self-interference is remained. Therefore, the proposed system uses
a digital cancellation to cancel this residual self-interference.

The digital cancellation is a self-interference cancellation method that estimates a coefficient of
self-interference and cancels self-interference by using estimated coefficient in the digital stage. In
this paper, the proposed system uses adaptive algorithm for self-interference estimation. In this
paper, we use a LMS (least mean square) algorithm as adaptive algorithm. The LMS algorithm is
to minimize an error of a desired signal and output signal of FIR filter. That is, the LMS algorithm
updates coefficients of FIR filter to minimize the error continuously [8]. In the LMS algorithm, the
error of input desired signal and output signal of FIR filter is given by

ek = dk −WH
k Xk (1)

where dk is the desired signal, Xk is input signal. WH
k is estimated coefficient that apply to FIR

filter. Therefore, WH
k Xk is the output signal of FIR filter. The error is calculated by subtracting

the output signal of FIR filter from the desired signal. In Equation (1), the desired signal is a
receive signal that is combined with self-interference after ADC. The input signal is transmit signal
of digital stage before DAC. An equation to update the coefficient of FIR filter is given by [8]

Wk+1 = Wk + 2µekXk (2)

where µ is step size. Firstly, LMS algorithm estimates coefficient to minimize the error by using
Equation (2). Next, the estimated coefficient is applied to a FIR filter. Next, the transmit signal
pass through the FIR filter, thereby output of the FIR filter becomes similar to the self-interference.
Finally, the self-interference is cancelled by subtracting the output signal of FIR filter from the
receive signal in digital stage.

3.4. Turbo Equalizer
In this paper, we use a turbo equalizer to equalize ISI channel and correct bit error by the resid-
ual self-interference. The turbo equalizer increases a performance of communication system by
combining with equalizer and decoder and by iterating LLR value [9].

Figure 3: Block diagram of turbo equalizer.

Figure 3 shows block diagram of turbo equalizer. The turbo equalizer consists of MAP equalizer,
deinterleaver, decoder and interleaver. The MAP equalizer shows to perform best. The deinterleaver
restores mixed bit sequence by the interleaver. The decoder corrects bit error of encoded bit stream.
Output of the MAP equalizer is given by [9]

Le(xn) ∼= ln
P (xn = +1|z1, . . . , zKc

)
P (xn = −1|z1, . . . , zKc

)
− log

P (xn = +1)
P (xn = −1)

(3)

where Output of the MAP equalizer is calculated by subtracting a prior probability LLR value from
a posterior probability LLR value. zn, n = 1, 2, . . . , Kc is receive symbol. The prior probability
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L(xn) that is output of the interleaver shows prior information by generation probability of xn.
L(xn) is calculated by the decoder. In initial equalization step, L(xn) = 0 because there is a
prior information. In the decoder, a posterior probability P (cn = x|L(c1, . . . , L(cKc

)), x ∈ B is
calculated by using L(cn). Output of the MAP decoder is given by [9]

LD(cn) = ln
P (cn = +1|L(c1), . . . , L(cKc

))
P (cn = −1|L(c1), . . . , L(cKc

))
− ln

P (cn = +1)
P (cn = −1)

(4)

where L(cn) is output of the MAP equalizer. And L(cn) is calculated by passing Le(xn) through the
deinterleaver. Output of the MAP decoder feed back to the MAP equalizer through the interleaver.
In the MAP equalizer, output of the MAP decoder is used as a prior probability. The turbo
equalizer improves the equalization performance by iterating this mechanism. Finally, the MAP
decoder decides data bits. Decision equation of data bits is given by [9]

b̂i = arg maxb∈{0,1} P (bi = b|L(c1), . . . , L(cKc
)) (5)

4. SIMULATION RESULTS AND ANALYSIS

In this paper, we use the Simulink simulation program to analysis performance of the proposed SSD
system using turbo equalizer. In this paper, we consider that power of transmit signal is 20 dB.
And, we consider that power of self-interference by multi-path fading is −40 dB. We consider that
balanced feed network that isolates transmit path and receive path has phase shift error of 0.5
degrees. In this paper, for digital cancellation, we use a LMS algorithm which has 32 taps. A step
size of the LMS algorithm is 0.001. In this paper, we consider that power of transmit signal is
20 dB. We consider that power of receive signal from distant station is −70 dB.

Table 1: Simulation parameters.

Parameters Values
Modulation QPSK

Adaptive algorithm LMS
Number of taps 32

Step size 0.001
Channel Proakis A, Proakis B, Proakis C

Channel coding Convolution code
Code rate 3/4
Equalizer Turbo Equalizer

Number of iteration 0, 1, 2, 3, 4

Table 1 shows simulation parameters.

Figure 4: Spectrum of multipath
self-interference signal.

Figure 5: Spectrum of receive sig-
nal after balanced feed network.

Figure 6: Spectrum of signal after
RF cancellation.

Figure 4 shows spectrum of self-interference by multi-path fading. In this paper, we consider
that power of self-interference by multi-path fading is −40 dB.
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Figure 5 shows spectrum of a receive signal after it has passed through balanced feed network.
We can confirm that power of the receive signal after balanced feed network. This signal consists
of desired signal, self-interference by multi-path fading and leakage signal of transmit signal from
balanced feed network. In receiver path, leakage signal of transmit signal after balanced feed
network is larger than desired signal from distant station. Therefore it is impossible to decode
desired signal information in receive signal. Therefore, for decode desired signal information, the
proposed system requires additional self-interference cancellation method.

Figure 6 shows spectrum after RF cancellation. RF cancellation cancels leaked self-interference
signal from balanced feed network. In Fig. 6, we can confirm that self-interference of 20 dB is
additionally cancelled by RF cancellation. But, self-interference signal after RF cancellation is
larger than desired signal which has power of −70 dB. Therefore, it is impossible to decode desired
signal information in receive signal. Therefore, for decode desired signal information, the proposed
system requires additional self-interference cancellation method.

Figure 7 shows spectrum of signal after and before digital cancellation. We can confirm that
power of signal before digital cancellation is −25 dB ∼ −30 dB. We can confirm that power of signal
after digital cancellation is −60 dB ∼ −65 dB. We can confirm that self-interference is cancelled
30 dB ∼ 35 dB additionally.

Figure 8(a) shows performance of the proposed system according to iteration of turbo equalizer
in Proakis A. Multi-path fading of Proakis A channel is worse than multi-path fading of Proakis B
and Proakis C channel. In Proakis A channel, when the number of iterations of turbo equalizer is 1,
performance of the proposed system is saturated. In this paper, we can confirm that performance
of the proposed system is 2× 10−5 at 10 dB when the number of iterations of turbo equalizer is 1
in Proakis A channel.

Figure 8(b) shows performance of the proposed system according to iteration of turbo equalizer in

(a) (b)

Figure 7: Spectrum of signal after digital cancellation, (a) before (b) after.

(a) (c)(b)

Figure 8: BER performance of proposed system according to global iteration in Proakis A, Proakis B and
Proakis C channel. (a) Proakis A channel. (b) Proakis B channel. (c) Proakis C channel.
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Proakis B. In Proakis B channel, when the number of iterations of turbo equalizer is 3, performance
of the proposed system is saturated. In this paper, we can confirm that performance of the proposed
system is 2 × 10−5 at 10 dB when the number of iterations of turbo equalizer is 3 in Proakis B
channel.

Figure 8(c) shows performance of the proposed system according to iteration of turbo equalizer
in Proakis C. Proakis C channel is harsh multi-path fading channel. In this paper, we can confirm
that performance of the proposed system is 2 × 10−5 at 10 dB when the number of iterations of
turbo equalizer is 4 in Proakis C channel.

5. CONCLUSION

In this paper, we propose the SSD system using turbo equalizer. In the proposed system, self-
interference is cancelled 40 dB by balanced feed network, and self-interference is cancelled 20 dB
by RF cancellation. Finally, self-interference is cancelled 30 dB ∼ 35 dB by digital cancellation.
Totally, performance of self-interference cancellation of the proposed system is 90 dB ∼ 95 dB.
That is, we can confirm that it is possible to decode desired signal through turbo equalizer in the
proposed system. In the proposed system, self-interference is cancelled 90 dB totally in Proakis A,
Proakis B and Proakis C channel.
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Abstract— AlN piezoelectric thin films were prepared by DC magnetron reactive sputtering.
A good c-axis orientation is essential for obtaining high piezoelectric coefficients. Therefore, the
experiments were designed about the four parameters of the sputtering power, volume ratio of N2

and Ar, gas pressure, and substrate temperature, in order to make sure the deposition parameters
of the c-axis orientation AlN film. The crystal structure and full width at half maximum (FWHM)
of the thin films were analyzed by X-ray diffraction (XRD). The results show that the optimal
process parameters were the sputtering power of 200 W, volume ratio of N2 and Ar of 2 : 8, gas
pressure of 3.75 mT. The results provide the experiment evidence and process base for the next
study.

1. INTRODUCTION

Aluminum nitride (AlN) is a wide band gap III-V Piezoelectric material with high CMOS compat-
ibility. AlN piezoelectric thin films have excellent properties of physical and chemical, such as good
chemical stability, high piezoelectric coefficient, high band gap, and high dielectric constant and so
on which led to widespread concern [1–3]. AlN materials are widely used in the ultraviolet range of
the light-emitting diode (LED), short-wavelength detectors, field emission displays, and integrated
circuit packaging, dielectric isolation and insulation, and other fields.

The lattice orientation of AlN films has great influence on the center frequency and electrome-
chanical coupling coefficient of acoustic wave devices. Control piezoelectric film growth direction
along the c-axis is very important (002), because only when propagate along the surface of AlN
thin films that have high lattice c-axis orientation, the surface acoustic wave will have fastest phase
speed, meanwhile the film can shows the most excellent piezoelectric properties, so as to achieve a
higher electromechanical coupling coefficients [4, 5]. Thus control piezoelectric film growth direc-
tion along the c-axis (002) is very important. In order to obtain high-quality AlN films, we need
to understand the impact factors of the thin films growth and control the behavior of thin films.

Almost all of the deposition techniques, including reactive sputtering [6, 7], chemical vapor
deposition [8] and molecular beam epitaxial [9], have been used to deposit aluminum nitride film.
In these techniques, the magnetic reactive sputtering has advantages of a simple operation, low
equipment cost, low deposition temperature and deposition rate. thus it is the most common
method.

2. EXPERIMENT PROCEDURES

There are many methods to prepare AlN films; in this paper we choose DC magnetron reactive
sputtering method. Reactive magnetron sputtering has advantages of a simple operation, low
equipment cost, low deposition temperature and deposition rate. The aluminum nitride thin films
with a typical thickness of about 200 nm were deposited on Pt-covered Si (100) substrate, and using
nitrogen as a reaction gas by a chemical reaction. And substrate temperature set 300 degree. Prior
to deposition the wafers were cleaned with acetone and deionised water. The deposition chamber
was filled with a gas composition consisting of a mixture of N2 and Ar. The aluminum target, with
a purity of 99.999% had a diameter of 50.8 mm. After evacuation of the deposition chamber below
5 × 10−6 mbar, argon gas was introduced to pre-sputter the target for 10 min prior to each film
deposition for purification purposes.

3. RESULTS AND DISCUSSION

X-ray diffraction (XRD) technique was used for phase analysis. Figure 1 shows the XRD patterns of
samples deposited with different sputtering powers. As can be seen from Figure 1, when sputtering
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power are 100W, 150 W and 250W, films growth orientation is (110), and films growth orientation
is (002) only when sputtering power is 200 W. Table 1 lists FWHM of the (002) peak for the AlN
films deposited at various sputtering powers. From Figure 1 and Table 1, Summed up that 200 W
is the best sputtering power to the preparation of high c-axis orientation of AlN films.
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Figure 1: XRD patterns of samples deposited with different sputtering powers.

Table 1: FWHM of the (002) peak for the AlN films deposited at various sputtering powers.

Sputtering power FWHM
100W 0.15290
150W 0.15484
200W 0.15325
250W 0.23614

Figure 2 show the XRD patterns of samples deposited with different volume ratio of N2 and
Ar. As can be seen from Figure 1, only when volume ratio of N2 and Ar is 3 : 7, films growth
orientation is (002). Table 1 lists FWHM of the (002) peak for the AlN films deposited at volume
ratio of N2 and Ar. The FWHM is smaller, the lattice orientation of films is better. As a result,
when volume ratio of N2 and Ar is 3 : 7, high c-axis orientation of AlN films can be obtained.

Table 2: FWHM of the (002) peak for the AlN films deposited at volume ratio of N2 and Ar.

volume ratio of N2 and Ar FWHM
3 : 7 0.12575
4 : 6 0.1388
5 : 5 0.14638
6 : 4 0.14644
7 : 3 0.19923

Figure 3 shows the XRD patterns of samples deposited with different gas pressure. As can be
seen from Figure 3, the intensity of the (002) peak more than the (100) peak when gas pressure is
3.75mT. And FWHM is lowest when gas pressure is 3.75mT. So 3.73mT is the best pressure to
obtain high c-axis orientation of AlN films.
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Figure 2: XRD patterns of samples deposited with different volume ratio of N2 and Ar.

Figure 3: XRD patterns of samples deposited with different gas pressure.

Table 3: FWHM of the (002) peak for the AlN films deposited at various gas pressure.

gas pressure FWHM
2.25mT 0.14581
3.75mT 0.12923
4.5mT 0.12923

4. CONCLUSIONS

In this work, the film samples were prepared under different conditions for performance testing.
According to the results of XRD patterns and FWHM of samples, AlN thin films with a high c-axis
orientation can be obtained well when the sputtering power of 200 W, volume ratio of N2 and Ar
of 2 : 8 and gas pressure of 3.75 mT.
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Abstract— In the large-scale pulsed power device, the transient strong magnetic field, which
is caused by transient high current, may have effects on the insulation property of the whole
system. Therefore, in order to investigate the magnetic field space-time distribution and the
influence generated by the axial magnetic field on the insulation performance in the pulsed power
device, circuit simulation and transient magnetic field simulation are utilized. It can be found
that the coupling coefficient makes much influence on the phase difference between the magnetic
field and the load voltage. As the coupling coefficient reduces appropriately, the magnetic field
in the vicinity of the peak load voltage increases greatly. The magnetic field distribution in the
space is much related to the structure of transformers. In the air core of the transformer, the
magnetic field is uniform along the radial, but a little higher near the rim. Besides, the magnetic
field decreases relatively faster along the axial when it approaches the edge of the coils. Finally,
an air-core pulse transformer with a coupling coefficient of 0.8 is constructed, and the magnetic
field space-time distributions in the air core and the area between primary and secondary coils
are measured. The experimental results correspond with the theoretical simulation results. The
conclusions in the paper are favorable to use the transient strong magnetic field reasonably and
to improve the insulation property in this type of transformer.

1. INTRODUCTION

The air-core pulse transformer has been applied generally in the pulsed power system. As there
isn’t any magnetic cores in air-core pulse transformer, it has great advantages, such as light weight
and no magnetic saturation effect [1, 2]. Besides, the internal space of the transformer can be used
to place other devices, which makes the pulsed power system compact. However, there is a high-
intensity transient magnetic field in the region, and it may have effect on the insulation property.
Especially in vacuum, the insulation strength of high voltage transformer can be improved with the
high-intensity magnetic field [3], and the magnetic field can also be used to restrain the vacuum
creepage flashover [4]. Therefore it is necessary to analyse and measure the magnetic field space-
time distribution in the air-core pulse transformer if the internal space of the transformer is to be
used. In this paper a simulation method of analyzing the magnetic field space-time distribution
in the air-core pulse transformer is presented, and the phase relation between the magnetic field
and the load voltage is discussed. Finally, the simulation result and the measurement result of the
magnetic field space-time distribution in an air-core pulse transformer with coupling coefficient of
0.8 are given.

2. SIMPLIFIED MODEL OF THE AIR-CORE PULSE TRANSFORMER

The schematic of air-cored pulse transformer is given in Figure 1. The primary winding is in single
turn, and the cone secondary winding of 300 turns is placed in the primary winding. The radial
width of the transformer is 360 mm, and the axial length is 400 mm. In Figure 1 the transformer
consists of three regions, the region I is the air core of the transformer, and region II is the space
between the primary winding and the secondary winding, and region III is the external of the
transformer. The discharge circuit of pulse transformer is given in Figure 2, the circuit parameters
are as follows: primary capacitance C1 = 1680µF, primary loop equivalent resistance R1 = 0.005Ω
equivalent inductance L1 = 0.05µH, primary winding inductance Lp = 0.3µH. In the secondary
circuit capacitance C2 = 10nF, secondary winding equivalent resistance R2 = 30Ω, secondary
winding inductance Ls = 20 mH.

3. SIMULATION OF THE PHASE RELATION OF CURRENT AND LOAD VOLTAGE

The magnetic field generated by the primary winding current and secondary winding current in the
transformer are both approximately axial, so the primary winding current and secondary winding
current can be added to estimate the combining magnetic field. With the combining current, the
phase relation between the magnetic field and the load voltage can be compared.
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Figure 1: Schematic of air-cored pulse transformer.
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Figure 2: The discharge circuit of pulse transformer.

In the current simulation it can be found that the primary and secondary winding current is in
the opposite direction, and the magnetic field in region I is mostly counteracted when the coupling
coefficient is nearly 1. Besides, it exists 90◦ phase difference between the peak of load voltage
and the peak of the magnetic field. The result is that the magnetic field nearly disappears when
the load voltage approaches its peak. Thus, the transformer with high coupling coefficient can be
influenced little by the magnetic field. However, it is different in the transformer with low coupling
coefficient such as the air-core pulse transformer. The phase relation among the primary and
secondary winding current and the load voltage will change with different coupling coefficient, and
those results in the change of the magnetic field. Besides, other parameters like capacitance and
inductance have effect on the frequency of the magnetic field, and the resistance and the charging
voltage have effect on the size of the magnetic field, but all of them have little effect on the phase
difference. Therefore the coupling coefficient is the key factor of changing the time distribution of
the magnetic field.

Figure 3 shows the waveform of the primary and secondary current with different coupling
coefficients. Ip is the primary winding current, and Is is the secondary winding current. The
secondary winding current is multiplied by −300. As Fig. 3 shows, both of the current amplitude
decreases with the reducing of coupling coefficient, and Ip decreases more in the forward direction
and less in the reverse direction. Especially in the transformer with the coupling coefficient of 0.8,
the primary and secondary current are in the same direction at some moments. At the same time,
the phase difference between Ip and Is increases when the coupling coefficient falls. That means
the Is can’t weaken the magnetic field in time. As a result, the magnetic field can reach a rather
high level.

The net current I0 is defined to estimate the magnetic field: I0 = Ip + 300× Is. And in order
to analyze the magnetic field characteristic in the vicinity of the peak load voltage, the net current
and the load voltage with different coupling coefficient are presented in Fig. 4.

As shown in Fig. 4 the net current is incremental before the load voltage reaches its peak. That
means the magnetic field increases with the load voltage going up. If the magnetic field is strong
enough, such magnetic field time distribution is useful to improve the insulation property. Besides,
the net current increases obviously when the coupling coefficient decreases, also the peak of the

  

(a) (b) (c) 

Figure 3: Simulated result of primary and secondary current with different coupling coefficient. (a) Coupling
coefficient of 1. (b) Coupling coefficient of 0.9. (c) Coupling coefficient of 0.8.
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(a) (b) (c)

Figure 4: Simulated result of net current and load voltage with different coupling coefficient. (a) Coupling
coefficient of 1. (b) Coupling coefficient of 0.9. (c) Coupling coefficient of 0.8.

Table 1: Net current with different coupling coefficient at 0.9Um.

Coupling coefficient 1 0.9 0.8 0.7
0.9Um/kV 29.035 26.252 23.211 20.170

Net current/kA 1.82 2.98 3.77 4.30

net current and the load voltage gets closer. The net current with different coupling coefficient
at 0.9Um are compared as shown in Table 1, and it indicates that the magnetic field distribution
generated by the transformers with low coupling coefficient is more likely to be used.

4. COMPARISON OF SIMULATION AND EXPERIMENT

According to the analysis above, the transformers with low coupling coefficient can get more advan-
taged magnetic field distribution. Here the magnetic field in a transformer with coupling coefficient
of 0.8 was simulated and measured.

The waveform comparison of magnetic field By and the net current I0 is shown in Fig. 5, and
they are similar in the time distribution on the whole. It proves the rationality of the analysis
method above. And in Fig. 6 three moments are chosen to compare the magnetic field strength in
region I and region II before the magnetic field reaches its first peak. And the three moments are
t = 45µs when the magnetic field By reaches its peak, t = 26 µs when the load voltage U reaches its
peak, and t = 20 µs when the load voltage U = 0.8Um. It can be found that the magnetic field in
the region I and region II may reach 0.015T, however in different moment. But both the magnetic
field in the region I and region II can reach 0.01 T at the same time when U = Um. That means
the magnetic field strength in the transformer can reach a high level when the system is under high
voltage.

Referring to Fig. 7, the magnetic field space distribution in an air-core transformer is simulated
as shown in (a)–(c) and measured as shown in (d)–(f). The experiment result practically accords
with the simulation. The magnetic field in region I is uniform along the radial, while a little higher

Figure 5: Contrast of net current and By waveform. Figure 6: Radial distribution of By at different mo-
ment.
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near the rim. It is also uniform along the axial but decreases fast relatively when it approaches the
edge of the coils. The magnetic field distribution in region II is similar.

As shown in Fig. 8, the experimental magnetic field waveform is almost the same with the
simulated prediction magnetic field waveform. And the difference in (b) is mainly caused by the
nonuniform distribution of the current in the primary winding.

(a) (b) (c)

(d) (e) (f) 

Figure 7: Comparison of simulated and experimental magnetic field space distribution. (a) Simulated radial
distribution in I. (b) Simulated axial distribution in I. (c) Simulated axial distribution in II. (d) Experimental
radial distribution in I. (e) Experimental axial distribution in I. (f) Experimental axial distribution in II.

(a) (b)

Figure 8: Comparison of simulated and experimental magnetic field time distribution. (a) Magnetic field
waveform in region I. (b) Magnetic field waveform in region II.

5. CONCLUSIONS

An approximate method of analyzing the magnetic field space-time distribution in the air-core
pulse transformer is presented in this paper. And the coupling coefficient is found to be the key
factor influencing the time distribution of the magnetic field, which will determine the phase relation
between the transient high voltage and magnetic field. With the coupling coefficient decreasing, the
magnetic field increases obviously. The magnetic field space-time distribution in an air-core pulse
transformer with a coupling coefficient of 0.8 is simulated and measured, and the experimental
results correspond with the simulation result. The magnetic field space distribution is uniform,
and it is lower as it’s near the top and bottom. The magnetic field strength in the two regions of
transformers can reach a high level at the same moment.
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Abstract— An S-band compact A6 relativistic magnetron which operates in the π-mode is
proposed, and its radiation can be extracted as a TE10 mode axially through a rectangular
waveguide which is designed to match radially with the anode. Compared with the magnetron
with diffraction output (MDO), the magnetron of this structure can reduce the dimension of the
output port of the magnetron, and therefore reduce the volume of the coil of the applied magnetic
field, and also reduce the distance between the electron dump and the anode block so that both
the diameter and the axial length of the magnetron can be minimized. In addition, as a result
of the limit to the dimension of the output waveguide, such a simple converter of the magnetron
can provide a much purer radiated mode. The softwares of high-frequency field analysis and
CHIPIC particle-in-cell (PIC) simulation have been used to analyze and optimize the operating
performance of the magnetron proposed in this paper. Simulation results show that under the
condition of the applied voltage of 360 kV, the input power of 1.87 GW and the applied magnetic
field of 0.4 T, the output microwave power is 409.2 MW and the power conversion efficiency can
reach 21.9%, while the resonant frequency of π-mode is 2.5 GHz and the radiated mode is TE10

in the rectangular waveguide.

1. INTRODUCTION

The relativistic magnetron, for the reasons of its simple structure, high-power capability, suitable
application for long pulse, and high pulse repetition rate, as well as its tunability, has become one of
the most promising devices of all high power microwave sources [1]. In recent years, it was explored
extensively, including transparent cathode [2–4], electric or magnetic priming [5–9], axial diffraction
output [10–13], compactness [14–16], and so on. A compact relativistic magnetron radiating with
the lowest order mode is usually required for commercial and military applications. The magnetron
with diffraction output (MDO) in which the anode vanes and cavities are tapered radially outward
at an optimal angle in the form of a conical horn antenna can be used for mode conversion from the
operating π-mode to different TE modes [10]. And modified magnetic field distribution makes the
MDO more compact in axial dimension, however, at the expense of increased radial dimension [13].
Recently, a compact A6 relativistic magnetron is proposed which operates in the π-mode and whose
radiation is extracted axially as a TE11 mode through a cylindrical waveguide with the same cross
section as that of the anode block, although with reduced efficiency [14].

In this paper, we describe an S-band compact A6 relativistic magnetron which operates in the
π-mode, and its radiation can be extracted as a TE10 mode axially through a rectangular waveguide
which is designed to match radially with the anode.

This configuration has several advantages: the magnetron of this structure can reduce the
dimension of the output port of the magnetron, and therefore reduce the volume of the coil of the
applied magnetic field, and also reduce the distance between the electron dump and the anode block
so that both the diameter and the axial length of the magnetron can be minimized. In addition,
as a result of the limit to the dimension of the output waveguide, such a simple converter of the
magnetron can provide a much purer radiated mode.

2. SIMULATION SETUP

The three-dimensional fully electromagnetic and particle-in-cell (PIC) code CHIPIC [17] is used
to investigate the performance of the compact relativistic magnetron with TE10 output mode.
The structure of the well-known A6 magnetron [18] is adopted in this study. Fig. 1(a) shows
the schematic diagram of the horizontal cross section of the A6 magnetron with three protrusions
alternating with three recessions. Fig. 1(b) shows the 3D view of the converter connecting the A6
magnetron with the rectangular waveguide.

As shown in Fig. 1(a), the structure of the magnetron consists of 6 sectorial (θ = 20◦) cavities
with height Hm = 7.2 cm. The radii of the cathode, the anode, and the cavities are Rc = 10.0 mm,
Ra = 21.0mm, and Rv = 42.1mm, respectively. In order to improve the output power and reduce
the startup time, protrusions and recessions on the inner surface of anode vanes are utilized in
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the simulations. The angular width of the protrusions and recessions are θp = 5◦, and θr = 5◦,
respectively. The protrusion and recession radii are (Ra−∆r) = 20.0mm and (Ra+∆r) = 22.0 mm,
respectively, where the radial variation ∆r = 1 mm is same for protrusion and recession.

As shown in Fig. 1(b), at the end of the A6 magnetron, two diametrically opposite cavities and
the interaction space of the magnetron are converted axially to a rectangular waveguide. And the
other cavities are tapered radially inward at an optimal angle (α = 68.8◦). The length and width

(a) (b)

Figure 1: (a) Schematic diagram of the horizontal cross section of the A6 magnetron with three protrusions
alternating with three recessions. (b) 3D view of the converter connecting the A6 magnetron with the
rectangular waveguide.

(a) (b)

(c) (d)

(e) (f)

Figure 2: (a) Input power versus time. (b) Spectrum of electric field in resonant cavity. (c) Output power
versus time. (d) Electron spokes in the magnetron in the rθ plane. (e) Particle plot of the electron flow in
the magnetron in the rz plane. (f) Radiated mode of output port.
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of the rectangular waveguide are L = 84.2mm, W = 24.0mm, respectively. The distance between
the A6 magnetron and the rectangular waveguide is Hc = 100.0 mm.

In our simulations, the applied voltage has a rise time of 3 ns after which it maintained a constant
amplitude of 360 kV for a duration of 50 ns, and the applied axial magnetic field for interaction
space is 0.4 T.

3. SIMULATION RESULTS

According to the simulation setup described in Section 2, the compact magnetron model is inves-
tigated by 3D PIC, CHIPIC. And Fig. 2 gives the simulation results.

Figure 2(a) indicates that the input power maintain a constant amplitude of 1.87 GW after
25 ns. Fig. 2(b) indicates that the spectrum of the electric field in resonant cavity is very pure, and
the resonant frequency is 2.5 GHz, which is greater than the cutoff frequency for the rectangular
waveguide. Fig. 2(c) indicates that the output power of 409.2 MW reaches to saturation at 25 ns,
corresponding to the power conversion efficiency of 21.9%. And we believe that further design and
optimization could reduce the startup time and increase the power conversion efficiency. Fig. 2(d)
shows the electron spokes in the magnetron in the rθ plane at 30 ns, and it indicates that the
magnetron operates at π mode.

Figure 2(e) shows the particle plot of the electron flow in the magnetron in the rz plane at
30 ns, and it indicates that most leakage electrons from the interaction space can be captured by
the converter before the microwave window. Compared with the magnetron with diffraction output
(MDO), as shown in Fig. 3, the magnetron of this structure can reduce the dimension of the output
port of the magnetron, and therefore reduce the volume of the coil of the applied magnetic field,
and also reduce the distance between the electron dump and the anode block so that both the
diameter and the axial length of the magnetron can be minimized.

(a) (b)

Figure 3: (a) Schematic diagram of the MDO. (b) Schematic diagram of the compact magnetron.

Figure 2(f) indicates that the radiated mode of output port is TE10 mode, which is the lowest
order mode in the rectangular waveguide. As a result of the limit to the dimension of the rectangular
waveguide, only TE10 mode can propagate in the rectangular waveguide, so that a pure radiated
mode can be obtained.

4. CONCLUSION

In conclusion, a compact relativistic magnetron with TE10 output mode is proposed in this paper.
The magnetron operates in the π-mode, and its radiation can be extracted as a TE10 mode axially
through a rectangular waveguide which is designed to match radially with the anode. This design
not only makes both the diameter and the axial length of the magnetron minimized, but also
provides a much purer radiated mode in the output waveguide, and the magnetron can operate with
acceptable efficiency (about 21.9%), although we believe that the further design and optimization
of the magnetron may lead to higher efficiency, such as using transparent cathode to increase the
efficiency and reduce the startup time, using strap to promote stable generation of the π mode,
and using cathode endcap to reduce the leakage electrons from the interaction space.
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Abstract— A new kind of dual-band horn antenna for S/X band radiation with high power
handling capacity is proposed, which consists of coaxial feed structure flare angle horn and a
polyethylene cover. Low band microwave is fed by TE11 coaxial waveguide mode, and high band
microwave is fed by TE11 circular waveguide mode. Based on the specific structure of the horn
antenna, mode matching method is utilized to determine scatter matrix of each discontinuity in
cross section. To obtain the overall scatter matrix of the antenna, it is necessary to progressively
cascade the scatter matrixes, and the overall scatter matrix determines the propagation properties
of the horn antenna. Far field radiation pattern of the dual-band antenna can easily get by
using mode expansion technology. Furthermore, a dual-band antenna at 3.6 GHz and 9.5GHz
is designed, and theoretical and numerical simulations agree well with each other. It reveals
that the dual-band antenna has high power handling capacity with GWs level, and good farfield
radiation pattern at each band has been achieved. The theoretical and numerical simulation
investigations show that it is a promising method for realizing multi-channel multi-band HPM
integrative radiation, which is significant for HPM in some special applications.

1. INTRODUCTION

With the development of high power microwave (HPM) technologies, great efforts have been made
on increasing the output power levels and the frequency spectrum of the HPM systems [1]. An
interesting direction for HPM development is to investigate devices capable of producing HPM with
two stable and separate frequencies [2]. Therefore, extremely dual-band radiation systems [3] with
high power-handling capacity are often required for many current applications. As one of the most
important sectors in the HPM system, radiation system mainly determines the whole structure of
the HPM system. On the other hand, narrow-band HPM source usually operates at single band
and has limited output power at present. An alternative method for enhancing the output capacity
of HPM system is taking advantage of waveguide-based power combining technologies, not only for
increasing the output power levels, but also for the frequency spectrum of the HPM systems [4].

In this paper, a corrugated horn antenna for S/X band with special input port consisting of
coaxial feed structure and a small flare angle horn is designed, and this antenna is utilized to radiate
HPM in good far-field radiation at each band with high power handing capacity. The optimiza-
tion has been achieved by mode matching method, and the results are confirmed by numerical
simulations.

2. STRUCTURE OF THE ANTENNA

In order to radiate microwaves at each band with high power handing capacity, the designed antenna
is shown in Fig. 1. The whole structure of the antenna is divided into three parts: First, the input
port consists of a coaxial waveguide working at S-band and a small flare angle horn working at
X-band, which realizes that microwaves at each band input through different feeding structure.
Second, a circular waveguide with vertical corrugations plays an important part in the dual-band
feed, insuring that E-plane and H-plane patterns of the antenna are almost equal to each other
in the illuminated area at each band. Third, a plano-convex polyethylene lens cover is utilized to
air proof the large flare angle horn, which increases the gain of the antenna to some extent, then
the antenna can be pumped into high vacuum state and the electric breakdown threshold is higher
than the one in atmosphere [1]. In some special application, this antenna can works as the feed of
the near-field Cassegrain antenna.

3. ANALYSIS OF THE ANTENNA

In consideration of the azimuthally symmetric structure of the antenna, it can be regarded as
consisting of a battery of discontinuities in cross section and short lengths of waveguides in isolation.
Mode matching theory is an effective approach to obtain the overall scatter matrix from which
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(a) (b)

Figure 1: (a) Structure of the antenna. (b) Cross section of the coaxial feeding structure.

to determine the propagation properties of the antenna, which is extensively utilized to design
overmoded mode converter and horn antenna [5, 6].

Concretely, we employ mode matching theory to get the scatter matrix of each discontinuity,
which is progressively cascaded to obtain the overall scatter matric of the antenna. Using mode
expansion technology in the aperture of the antenna, we can get the far-field radiation pattern of
the horn antenna at last [7]. In general, the typical components of the antenna shown in Fig. 1 can
be listed as follows in Fig. 2. The detail analysis process will be presented in another paper.

(a) (b) (c) (d)

Figure 2: Typical components of the antenna.

Base on the propagation properties of the whole antenna, mode expansion technology is usu-
ally utilized to get the far-field radiation pattern of the antenna, by which we could analyse the
contribution of each mode generated at the discontinuities makes to the far-field radiation pattern.
In order to avoid radio-frequency (RF) electric breakdown occurring in atmosphere side near the
outside of the cover, the aperture of the horn should be large enough to own high power handing
capacity. We can not only employ aperture field theory to get the far-field radiation pattern of each
mode at the aperture of the horn, but also decrease the calculation error generated by ignoring the
surface current on the outside of the horn on the calculated far-field radiation pattern [7].

The radiation pattern of the antenna obtained by mode expansion technology can be written as

F (θ, φ) = − CTEnm
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where, unm = χnma, Jn(unm) = 0, u∗nm = χ∗nma, J ′n(u∗nm) = 0, a is the aperture radius, βnm and
β∗nm denote propagation constant of TE1m mode and TM1n mode at the aperture, CTEnm and
CTMnm denote complex coefficients of TE1m mode and TM1n mode respectively. By employing
Eq. (1), one can obtain E-plane and H-plane radiation pattern under the condition of ϕ = 0◦ and
ϕ = 90◦, respectively.
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4. DESIGN AND NUMERICAL INVESTIGATION OF THE ANTENNA

4.1. Design of the Feeding Port with a Vertical Corrugations Structure
As shown in Fig. 3, the lens-horn antenna is fed by a coaxial waveguide working at S-band and an
inner circular waveguide working at X-band, which is the basic component of the antenna. This
structure provides the design possibilities to obtain good radiation characteristics at each band with
a reasonable size capable of high power handing. The coaxial and circular waveguides are excited
by the dominant TE11 mode and connected to the corrugated section. Considering its special
structure, TE1n and TM1n modes can be excited at each discontinuity in the feed. Employing
the optimization tools of CST software, dozens of different geometries have been analysed to reach
the final design for the 3.60 and 9.50 GHz central frequency, with the dimensions as follows, r1 =
13.63mm, r2 = 22.59mm, r3 = 20 mm, r4 = 9.44mm, r5 = 20.13 mm, l1 = 38.28mm, l2 =
25.13mm, l3 = 19.31mm, l4 = 35.35 mm, l5 = 43.06mm, and simulated results given in Fig. 4 to
Fig. 5. The reflection of feeding port is quite small around the central frequency at each band,
indicating the good transmission property of the feed. When the feeding port is fed with 1.0 W
microwave, the maximum electric field strength is less than 702 V/m and 852 V/m, respectively.
Generally, the feeding port is pumped into high vacuum state for HPM applications, in which the
RF electric field breakdown threshold is greater than 1.0 MV/cm [9, 10]. Assuming the RF electric
breakdown strength is 700 kV/cm, which has been confirmed in our recently HPM experiments [11],
we can infer the maximum allowed input power for this feeding port is about 9.9 GW and 6.7 GW
at S-band, X-band, respectively.

(a) S-band (3.60 GHz) (b) X-band (9.50 GHz)

Figure 3: Reflection coefficients versus frequency at each band.

(a) S-band (3.60 GHz, E-plane) (b) X-band (9.50 GHz, E-plane)

Figure 4: Electric field distribution at each band.

4.2. Design of the Flare Angle Dielectric Lens-horn Antenna
The structure of flare angle antenna is optimized mainly by mode matching technology. In Sec-
tion 4.1, the feeding port has reached the goal of good transmission property in dual-band, the
remained works focus on the optimizing of the radiation property by elaborate design of the circu-
lar waveguide with vertical corrugations connected to the flare angle horn antenna. Fig. 6 shows the
far-field radiation patterns of the horn antenna without dielectric cover, the theoretical results are
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(a) S-band (3.60 GHz) (b) X-band (9.50 GHz)

Figure 5: Reflection coefficients of the antenna at each band.

almost equal to the simulated noes. There is a little difference between the two results mainly for
the reason that the surface current on the outside of the horn antenna is neglected in the calculation
of the radiation pattern. From the simulated results, we can draw a conclusion that microwaves
in dual-band are successfully radiated from the horn antenna, and the radiation patterns have the
good performance of azimuthal symmetry, low side lobes, which lays the foundation of adding the
dielectric lens cover to airproof the horn antenna.

(a) S-band (3.60 GHz) (b) X-band (9.50 GHz)

Figure 6: Radiation patterns of horn antenna without cover.

(a) S-band (3.60 GHz) (b) X-band (9.50 GHz)

Figure 7: Far-field radiation pattern of the antenna at each band.
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(a) S-band (3.60 GHz), E-plane

(b) X-band (9.50 GHz), E-plane

Figure 8: Electric field distribution of the lens-horn antenna.

Dielectric lens is widely used in the design of the antenna in the traditional communication
field [12–14]. On the one hand, the horn antenna covered by dielectric lens can be pump into
high vacuum state, and the RF breakdown threshold in the horn antenna is higher than the one
in atmosphere. On the other hand, the quasi sphere wave in the horn is transformed to plane
wave when it gets through the cover, which enhancing the gain of the horn antenna. Yuan has
done plenty investigations about lens cover for high power microwave application and obtained a
lot of valuable results [15]. A wide bandwidth plano-convex dielectric lens cover is investigated to
airproof the dual-band horn antenna designed above.

To verify the feasibility of the whole antenna, the dual-band dielectric lens-horn antenna con-
nected feeding port is simulated by the numbers. A small reflection caused by the cover has little
influence on the good propagation property of the horn antenna. Fig. 7 presents the favourable
radiation patterns of the lens-horn antenna. It is obvious that E-plane and H-plane patterns of
the antenna are almost equal to each other in the illuminated area.

The electric field distributions in the horn and outside the cover are shown in the Fig. 8. The
quasi sphere wave propagate in the horn, then transformed to plane wave by the cover, which
makes the field distribution almost uniform in the aperture of the antenna. The maximum electric
field lies in the feeding port, which limits the power handing capacity of the whole antenna. In
the practical application, we can optimize the structure of the feeding port to increase the power
handing capacity if it is needed.

According to the simulation, the input power is 1.0 Watt, the electric field distribution of the
antenna is shown in Fig. 8. Outside the lens cover, the electric field strength is less than 0.43V/cm at
3.60GHz and 0.65V/cm at 9.50GHz, respectively. Assume the breakdown threshold in atmosphere
under the condition of short microwave duration is about 3× 104 V/cm, so the power breakdown
threshold in this area is about (3 × 104/0.65)2 = 2.3GW. As the maximum allowed input power
mentioned above for this feeding port is about 9.9 GW and 6.7 GW at S-band, X-band, respectively
it means that the electric breakdown will take place in the near field outside the cover of the
antenna. As a result, we estimate that the power-handling capacity of the dual-band horn antenna
is about 2.3 GW.

5. CONCLUSION

This paper has presented a general study of the dual-band horn antenna with coaxial feed struc-
ture. The antenna’s far-field radiation patterns belonging to each band have been confirmed by
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simulation. In addition, the radiation system is large enough for high power handling capacity,
and experimental research is planned for the next step in order to make sure the sufficient power
handling capacity.
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Abstract— The RF coil is an essential part of MRI systems. In ultra-high field (UHF) MRI,
the design of RF coils is a challenging task. The RF coil should resonate at a particular frequency
(the Larmor Frequency) and must provide a highly homogeneous B+

1 field as well. It must be
safe to use by maintaining a low specific absorption rate (SAR) value. Homogeneity of the B+

1

is a supremely important factor in MRI systems. A homogenous B+
1 allows the spin in different

mediums having different electromagnetic properties to see the same B+
1 field value. When the

field-tissue interaction takes place, the spin interacts differently in a unique manner making it
possible for materials to be imaged. Generally speaking, this allows higher resolutions images with
high contrast increasing therefore the sensitivity of the MRI system. The specific absorption rate
is a safety indicator. It is an indicator that reflects how much electromagnetic energy is absorbed
in the biological tissue. SAR value must be kept as low as possible. The task of this paper is
to provide a quantitative comparison between three common volume RF coils at 9.4Tesla. The
comparison is held in terms of the homogeneity of the B+

1 both in the loaded and unloaded cases
and also as a function of the SAR. Additionally, a comparison with the performance of 7 Tesla
published earlier to quantify the gain of increasing the frequency. Before comparing the coils,
the coils must be built first. A novel design for each type of coils is shown. Before comparing
the coils, the coils must be first built. A novel design for each type of coils is shown. The
S-parameter as a clue of resonance at the Larmor frequency is presented accompanied with a
comparison with measurements performed. A quantitative approach to assess the interaction
between the electromagnetic fields and phantoms is provided and discussed in the context of
dielectric resonance. Additional visual clues are provided. A detailed statistical study of the
local homogeneity/inhomogeneity is performed. This makes it possible to conduct local field
corrections, increasing therefore the homogeneity and consequently the sensitivity of the MRI
system.

1. INTRODUCTION

High signal to noise ratio (SNR) and high contrast mechanism are very attractive features of UHF
MRI systems [2]. On the other hand, the homogeneity (heterogeneity) of the B+

1 field and the
safety issues remains to be of major concern at high frequencies [5]. The complex structure of
the human head leads to highly inhomogeneous current distribution on the coils forming therefore
nonuniform B+

1 field [8]. Consequently, different coils structures tend to have different B+
1 field

homogeneities. Another important quantity is the specific absorption rate (SAR) which has to be
maintained as low as possible [1].

In this paper, a comparison in terms of B+
1 field homogeneity and SAR is drawn between

three-well known types of volume coils namely the birdcage, transverse electromagnetic TEM and
microstrip coils at 9.4 Tesla; an extension to a previous work conducted at 7 Tesla [3]. The target
is to establish a systematic knowledge about these types of coils as a function of field homogeneity
and safety.

2. MATERIALS AND METHODS

At 9.4Tesla the corresponding resonance of the RF coils is exactly 399.69 MHz which is the Larmor
frequency [1]. Each type of the RF coils must therefore resonate at this particular frequency.

The Birdcage RF coil consists of two parallel end rings and a number of conductive rungs [2].
16 legs with 10mm width and 200 mm length are chosen. The end-rings are made of cooper with
10mm width. The legs as well as the end-rings are 1 mm thick. 32 capacitors are located on each
of the end-rings. With such setup resonance is possible at 400MHz as can be seen in Figure 1.
Two excitations are required and are placed perpendicularly to each other between the RF shield
and the end ring. This means a 90◦ phase shift is required to achieve a circular polarized magnetic
field. The TEM and the microstrip RF coils have totally different working principle as compared
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Figure 1: Resonance of the bird-
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Figure 2: Resonnace of the TEM
and the MTL coils.

Figure 3: Equivalent circuits of
the MTL (top) and TEM (bottom)
coils.

to the birdcage coils. The MTL and the TEM are multi-channel RF coils [2]. The coil structure
consists of a number of resonators (Figure 3) each of which is excited individually. Such structures
provide in general low SAR values and allow better control over the B+

1 field, making them very
attractive for the MRI community.

The transverse electromagnetic (TEM) coil is formed of 16 cylindrical rods of copper each with
5mm radius and 201 mm length. On each rod, an RC circuit in mounted at the end side with a
resistor of 20 Ω and a capacitor of 1.95 pF. An “L-type” matching circuit is used with two capacitors
of 2.2 pF and 2 pF respectively.

The microstrip transmission line (MTL) coil is composed of 16 curved strips with 180 mm
length, 0.36 mm thickness and arc perimeter of 25.5254 mm placed on a cylindrical Plexiglas holder
with a radius of 135 mm and 5 mm thickness. Performing the matching and the resonance was
difficult. The capacitances as well as the inductances are not solely determined by the lumped
elements but also with by the geometrical setup of the structure. For instance, the gap between
the strips and the ground in the TEM structure is in fact a capacitor. Computing the partial
inductance/capacitance for such geometry is a supremely difficult task [7]. The problem has been
solved by using lumped inductors in series with the capacitors responsible for resonance. As a
consequence, an RLC circuit is placed at the end side with a resistance of 50 Ω an inductor with
278.75 pH and a capacitor of 1.8 pF. An “L-type” matching circuit is used with two capacitors each
with 2.45 pF. As 16 elements are used, 22.5◦ phase shift between the elements is required to achieve
a circular polarized magnetic field. The resonances of the TEM and the MTL coils are shown in
Figure 2. An 8-channels prototype for the MTL coil is shown in Figure 4. A comparison between
the S11 parameter between the prototype and the simulated model is provided in Figure 5. A good
agreement between the measurement and the simulation results is shown. The resonance for the
prototype occurred at 403.84 MHz. At 400 MHz, the prototype has an attenuation of 12.7 dB.

Figure 4: Eight-channels MTL RF coil prototype.
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Figure 5: Comparison between simulated and mea-
sures S11 parameter.
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3. RESULTS AND DISCUSSION

The B+
1 field is the component of the magnetic field that rotates in a plane perpendicular to the

static magnetic field in the MRI system [2, 6] and is defined as [2]:

B+
1 =

B1x + jB1y

2

To produce the desired circular polarized magnetic field, all coils are excited simultaneously with
the corresponding phase shift mentioned above. Then by applying Equation (1), the 3D B+

1 is
calculated. A 2-D transversal cut of the 3-D B+

1 field shows that indeed good levels of homogeneity
are achieved, as can be observed in Figure 6. Figure 6 parts ((a), (b) and (c)) represent the unloaded
case and the lower parts ((d), (e) and (f)) correspond to the loaded one. In the birdcage and the
MTL coils, very strong peak appeared at the center of the phantom while for the TEM coil, the
edges of the phantom shares good amount of electromagnetic energy with the center. To make the
comparison clearer, the field is evaluated on a line located in the transversal plane perpendicular
to the coil direction [3] with a length of 19.2 cm. The B+

1 field is normalized over the field value at
the center as suggested in [3], which is also the maximum field value. In the unloaded case, high
levels of homogeneity are expected. Figure 7 provides a closer look. For the unloaded case in the
birdcage, the field variation over the whole line is 3.24%. In the TEM coil, this variation reads
6.1%. In the MTL coil, the field does not change more than 11.18%.

The comparison between the field homogeneity of the three types of coils presented here (i.e., at
9.4Tesla) are in agreement with the results for the 7Tesla RF coils published in [3]. The birdcage
coil is not only able to provide better homogeneity but also to score the highest field value of about
7.0212Tesla. For the comparison reasons, all the B+

1 fields calculated are normalized to 1 kW of
stimulated power as referred in [2]. These results are summarized in Table 1.

Table 1: Variation of the B+
1 field amplitude.

9.4 Tesla 7 Tesla (Ref. [3])
Coil Type Field Variation [%] Maximum Value [µT] Field variation [%]
Birdcage 3.24 7.02 15

TEM 6.12 4.50 23
MTL 11.18 4.10 38

Now, the coils are loaded with water phantoms with a diameter of 19.2 cm. The permittiv-
ity, permeability and the conductivity are maintained constant providing therefore a homogeneous
medium εr = 81, µr = 0.9991 and σe = 0.957 (S/m). The electromagnetic field must interact with
the phantom placed in the coils and consequently dielectric resonance is observed [4–6]. This results
in strong maxima and minima [4, 5]. The B+

1 field becomes locally inhomogeneous [6]. The remain-
ing level of homogeneity is now evaluated on a local basis. Numerical electromagnetic simulators
discretize Maxwell’s Equations. The inherent discrete structure of the solution permits statistical

(a) Birdcage (b) MTL (c) TEM
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Figure 6: 2-D B+
1 field distribution (top: unloaded, bottom: loaded).
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Figure 10: Performance analysis of the coils as a
function of B+

1 field homogeneity.

analysis. When a field is evaluated on a curve, it is actually sampled over this line. For statistical
analysis, better induction is drawn if the number of samples is high enough. In this case, 19202
samples are considered for each coil. The distribution of the B+

1 field amplitude as a function of
the number of samples is better represented in a box plot. The birdcage and the MTL behaved
similarly despite the high level of homogeneity of the birdcage in the unloaded case. This can be
seen in Figures 8 and 9. The percentages of the samples having the same normalized field values
share similar portion in the boxplot for the birdcage and the MTL. The birdcage is slightly better.
The 75th percentile for the birdcage and the MTL are similar. So does the 25th percentile, the
median and the lowest values. The TEM shows to be better in distributing the value of the B+

1
field amplitude; the edges still have high field values. A performance analysis graph is shown in
Figure 10. The idea here is simple; the x-axis shows the preserved value of the normalized B+

1
field amplitude and the y-axis shows the percentages of the samples that were able to preserves a
particular field value. Higher values mean better performance. One can see clearly that the TEM
coil has the best performance followed by the birdcage and finally by the MTL coil. The TEM coil
was slightly better in the low field values and much better at high field values (i.e., higher than 45%
of the maximum field values). The Birdcage up to 45% of the maximum field value was better than
the MTL coil. One interesting conclusion is that designing a coil with high B+

1 field homogeneity
in the unloaded cases does not necessarily imply high homogeneity in the loaded case.

The specific absorption rate or SAR is defined as the rate over which the energy is absorbed by
the human body when exposed to an RF electromagnetic field. It is calculated by taking the time
derivative of the incremental energy dW absorbed by an incremental mass dm contained in a volume
element dV of a given mass density ρ using the following formula: SAR = d

dt
dW
dm = d

dt
dW
ρdV . A fully

featured, highly detailed ‘Voxel Model’ with 5 mm voxel resolution is used as a phantom because
the SAR is related to safety and requires as accurate modeling as possible. 50 W (rms) are fed into
the coils as stimulated power. Different coils have different power acceptance capabilities giving rise
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to various power loss densities inside the tissues. It has been observed that the SAR value is highest
close to the surface of the phantom facing the incident wave. The birdcage has the highest SAR
followed by the TEM and the MTL. The Birdcage is a fully coupled structure. The electromagnetic
energy is highly concentrated in spots also called ‘hot spots’. As the SAR is proportional to the
electric field, coils must de-emphasize the electric field for the sake of the magnetic field. The TEM
coil acting as a transmission line, appears to have uncontrolled interference of the electric field
implying therefore the ability to form hot spots in the phantom. This can be seen in Figure 11.
The birdcage forms multiple hot spots and so does the MTL. The red spots appear only at the
surface of the phantom in the MTL case. The maximum SAR for the birdcage coil is 6.499 W/kg
for 50 W excitation averaged over 10 g. For the same excitation power, the maximum SAR for the
MTL coil is 2.627 W/kg and for the TEM coil is 4.646W/kg. All the SAR calculations have been
performed according to the IEEE/IEC 62704-1 standard. In terms of SAR, the MTL has the best
performance which is in accordance with [3].

(a) Birdcage (b) MTL (c) TEM

Figure 11: Transversal cut of the SAR in [W/kg].

4. CONCLUSION

The B+
1 field homogeneity and SAR has been evaluated for the birdcage, TEM, and MTL volume

coils. The results were compared to a previous work performed at 7 T. According to the simulation
results, the birdcage coil has the best unloaded B+

1 field homogeneity and the TEM has the best
loaded B+

1 field homogeneity exactly as concluded in [3]. In terms of the SAR, the MTL has the
lowest SAR values and therefore it is the safest to use.
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Abstract— A new method of the simulated sea clutter in laboratory was proposed in this paper.
By employing the scaled measurement technology, we can obtain the electromagnetic scattering
characteristics of different sea states. According to the dielectric properties of non-metallic ma-
terials construction technique, a new kind of composite material has been constructed by epoxy
mixing metal powder and material’ reflectivity and complex permittivity meet the electromag-
netic character of scaled simulated seawater. The material’s permittivity can be controlled over
a broad range. According to the geometric similarity conditions of scaled principle, the digital
data of the different sea states’ surface scaled model is generated basing on the classic sea spec-
trum model proposed by the oceanographer. The sea surface waveform of the scaled material is
processed by CNC machine. We have measured the reflectivity and RCS with the incident angle
of scaled PM (Pierson-Moskowitz) spectrum sea surface model made of the composite material
proposed, and compared the results with theoretical simulation. The compared results verify the
feasibility of the scaled simulated sea surface based on non-metal materials.

1. INTRODUCTION

Foreign military powers attach importance to the electromagnetic scattering measurement tech-
nique of the sea clutter in laboratory. While taking advantage of the wave pool simulated sea
environment in the United States, the sea scale simulated material has been investigated using to
measure the composite scattering characteristics between the ships on the sea at different sea states
and analyze the effect of multipath. This method can provide a more accurate calibration data
for the electromagnetic scattering theoretical model of the ships on the sea surface and improve
measurement efficiency.

At present the scaled measurement technology of the sea clutter and scaled ship on a rough
sea surface were investigated less in china. The scaled method of the sea clutter (especially high
sea conditions simulation) is a key technology. According to the sea clutter scaled theory and
the dielectric properties of non-metallic materials construction technique. A new kind of method
that can easily be used to simulate sea clutter in laboratory was proposed in this paper. We used
epoxy mixing metal powder to construct a new kind of composite material, and its reflectivity and
complex permittivity meet the electromagnetic character of scaled simulated seawater. According
to the geometric similarity conditions of scaled principle the data of scaled sea surface model at
different sea states is produced. Then the surface of the scaled material is processed by CNC
machine. we have measured the reflectivity and RCS at the incident angle of PM spectrum sea
surface scaled model made of the composite material proposed, and compared the results with
theoretical simulation. The compared results verify the feasibility of method proposed basing on
scaled simulated sea clutter.

2. CONSTRUCTION TECHNIQUE OF THE SCALED SIMULATED MATERIALS OF
SEA ENVIRONMENT

2.1. Electromagnetic Scaled Theory of Non-metallic Targets
Based on the electromagnetic scaled theory, if the parameters such as the geometry of the target,
the working wavelength, the electric field and magnetic field strength are scaled in proportion,
accordingly the electromagnetic scattering characteristics of the prototype system and the scaled
system are the uniform. Clearly, the electromagnetic scaled measurement must ensure that the
various elements of the scaled model (including geometric and physical elements) and the corre-
sponding elements of the real system are proportional. For an perfect conductor or electromagnetic
system composed of the lossless medium the similarity condition between scaled simulation and pro-
totype is well known. When the prototype system includes lossy non-metallic materials. The scaled
physical condition of the perfect conductor is not sufficient to describe all the similar relationship
between the prototype and simulation system. But for the non-metallic dielectric materials, the
similarity conditions can be derived from Maxwell’s equations theoretically. The formula (1) shows
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that the real and imaginary parts of the permeability, and the real and imaginary parts of the
permittivity of the scaled and prototype lossy dielectric material are the same, just are invariant to
a change in scale factor, then the electromagnetic scattering characteristics of the prototype system
and the scaled system are invariant.





pµr = µ̃r

µr
= 1

pµi = µ̃i

µi
= 1

pεr = ε̃1r

ε1r
= ε̃r

εr
= 1

pεi = ε̃1i

ε1i
= ε̃i+γ̃/ω̃

εi+γ/ω = 1

(1)

Sea environment is non-metallic targets. According to the scaled measurement physical simi-
larity theory, the complex permittivitys of the seawater at the prototype and the scaled frequency
should be the same. The complex permittivitys of seawater is expressed as

ε̃ = εr − j
γ

ω
(2)

where, εr is the dielectric constant of the medium, γ is the conductivity of the medium, ω is the
angular frequency.

According to the scaled measurement similarity conditions, the complex permittivitys of the sea
scaled material can be expressed as

¯̃ε = ε̄r − j
γ̄

ω̄
= εr − j

pγ

pω
= εr − j

γ

ω
(3)

where, ε̄r is the dielectric constant of the sea scaled material, γ̄
ω is the loss of the sea scaled material,

p is the scale factor which is the ratio between the size of the scale and full-scale targets.
By comparison of the formulas (2) and (3), the complex permittivitys of the scale and full-scale

material must be equal at sea scaled measurement.
For the scaled sea surface, in accordance with the principle of geometric similarity, the wave

height and length of scaled sea model should be decreased in scale factor.

2.2. Construction Method of the Seawater Scaled Material
2.2.1. Complex Permittivitys Scaling Simulation
To seawater with 20‰ salinity at 2 GHz as a prototype target the complex permittivity and reflec-
tivity at 2 GHz, are listed in Table 1.

Table 1: Complex dielectric constant and reflectivity of the seawater at 2 GHz.

prototype target salinity radar frequency dielectric constant reflectivity
seawater 20‰ 2 GHz 74.6 + i34 0.8

According to the physical similarity principle, the complex permittivitys of the seawater at scale
and full-scale frequency must be equal. The scaled conditions are very harsh, and in laboratory the
scaled simulation of sea clutter can not be strictly met, so firstly we developed theoretical simulation
to investigate the RCS with the changes of the real part of the seawater’ permittivity, imaginary
part of the seawater’ permittivity, and absolute value of the seawater’ permittivity. By theoretical
simulation we can select a reasonable simulation range of the seawater’ complex permittivity to
ensure the accuracy of certain engineering simulation

Using FEKO simulation software, the RCS of the flat made of the non-metallic materials to
simulate seawater with the azimuth have been calculated at 10GHz that non-metallic materials’
permittivity is changed with the center of 74.6 + i34. The results show that when the relative error
of the permittivity’ real and imaginary part are less than 50%, the maximum error of the RCS is
less than 1.5 dB.

Using two-scale method to calculate backscattering coefficient of the rough sea surface with the
changes of the real part of the seawater’ permittivity, imaginary part of the seawater’ permittivity,
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and absolute value of the seawater’ permittivity, the results is shown in Figure 1 and Figure 2
that are the mean value of 30 random samples for vertical polarization. Because the seawater’
permittivity are larger, the change of the real part of the seawater’ permittivity or imaginary part
of the seawater’ permittivity alone has little effect to the sea surface’ backscattering coefficient,
especially change of the imaginary part separately affects smaller to sea surface’ scattering. The
change of permittivity’ absolute value has obvious effect to the backscattering coefficient. When the
amount of change in permittivity’ absolute value is 50%, the error of the sea surface’ backscattering
coefficient is approximately 1.5 dB. When the amount of change in permittivity’ absolute value
is 60%, the error of the sea surface’ backscattering coefficient is approximately 2.0 dB. When the
amount of change in permittivity’ absolute value is 80%, the error of the sea surface’ backscattering
coefficient is approximately 3.8 dB.

Figure 1: Backscattering coefficient vs. the incident
angle plot at the various permittivity’ real part.

Figure 2: Backscattering coefficient vs. incident an-
gle plot at the various permittivity.

From the above analysis of simulation results, the change of permittivity’ absolute value has
obvious effect to the backscattering coefficient. Investigating scaled simulated method of sea clutter
based on non-metal materials, we can mainly consider the simulation accuracy of the absolute value
of the permittivity according to the error demand.

2.2.2. Seawater Scaled Material Construction
We use the known permittivity epoxy mixing metal powder to construct a new composite material
that its reflectivity and complex permittivity meet the electromagnetic character of scaled simulated
seawater. The metal powder is the filler and the epoxy is the binder. The complex permittivity is
determined by the microstructure of each component in the composite material [1]. According to
Bruggeman [2] effective medium expression, the complex permittivity of the composite material is
be calculated. In the course of constructing composite material, we adjust the percentage of metal
powder and epoxy in the composite material repeatedly, measure the complex permittivity and
electromagnetic scattering characteristics of the composite materials repeatedly, until the composite
material is constructed that matches the permittivity of scaled simulated seawater. Considering the
scaled conditions of the simulated seawater and simulation accuracy of the complex permittivity, the
composite material has been constructed that its permittivity can be controlled over a broad range
while the volume ratio of metal powder and epoxy changes. Figure 3 shows the scaled simulated
composite material samples of the seawater. The reflectivity and complex permittivity have been
measured at X, Ka band. Table 2 shows the reflectivity results of the composite materials that
meet the reflectivity of scaled simulated seawater.

Using short circuit line method and resonant cavity method to measure the complex permittivity
of the composite materials that meet the reflectivity of scaled simulated seawater, the real part of
composite material permittivity is approximately 61 and the imaginary part is approximately 18
at X band. Relative error of the real part of the permittivity is approximately 18% relative error
of the imaginary part of the permittivity is approximately 47% and relative error of permittivity’
absolute value is approximately 22%. The real part of composite material permittivity is between
45 and 100 at Ka band and the relative error of the permittivity is less than 40%.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1631

Figure 3: The scaled simulated composite material samples of the seawater.

Table 2: The reflectivity results of the composite materials.

prototype
target

full-scale
frequency

permittivity reflectivity
scaled

composite
material

scale
band

reflectivity
reflectivity

relative
error

seawater 2GHz 74.6 + i34 0.8

epoxy+ metal
powder

X 0.794 0.8%

epoxy+ metal
powder

Ka 0.79 1.3%

3. PM SPECTRUM SEA SURFACE SCALED MODEL TAILOR AND VERIFICATION

3.1. Digital Data Technique of the PM Spectrum Scaled Sea Surface Models

Basing on the classic sea spectrum model proposed by the oceanographer, the digital data of sea
surface models at different sea states are produced. Then according to the geometric similarity
conditions of scaled principle the digital data of the sea surface scaled model is calculated and
converted into a three-dimensional model. At last the sea surface waveform of the scaled material
is processed by CNC machine.

Sea environment is mainly described by the PM spectrum model

S(k) =





S1(k) = 0.00405
k3 exp (−0.74g2

k2u4 ) 0 < k < K1

S2(k) = 0.00405K
−1/2
1 k−5/2 K1 < k < K2 = 0.359

S3(k) = S4(K3)(k/K3)
q K2 < k < K3 = 0.942

S4(k) = 0.875(2π)p−1 g+3gk2/13.177

(gk+gk3/13.177)(p+1)/2 K3 < k

(4a)

p = 5.0− log10(u∗), q = log10[S2(k)/S4(k)]/ log10(K2/K3) (4b)

where, S(k) is one dimension sea spectrum (S1(k) is PM sea spectrum), k = 2π/λ is wave number
of a sine wave component in the sea spectrum, λ is wavelength g = 980 cm/s2 and K1 = K2u

2∗m
/
u2∗,

Friction wind speed u∗ > u∗m = 12 cm/s, u is calculated by the formula (5) and is the wind speed
at the height of the sea surface.

u =
u∗
40

ln
19.5
z0

m/s, z0 = 0.684/u∗ + 0.0000428u2
∗ − 0.0443 cm (5)

Formula (6) gives the two dimension sea spectrum calculation formula:

S(k,φ) =
1

(2π)2k
S(k)

[
1 + a1

(
1− e−bk2

)
cos(2φ)

]
(6a)

a1 = 2(1−R)/[(1−B)(1 + R)] (6b)

B =
1
S2

t

∫ ∞

0
k2S(k)e−bk2

dk (6c)

R =
S2

ct

S2
ut

, S2
t = S2

ct + S2
st (6d)
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where, φ is propagation direction for a sine wave component, b ≈ 1.5 cm2, S2
t , S2

st and S2
ct are

separately the total average gradient’ square, the average gradient’ square against the wind direc-
tion, and the average gradient’ square at the crosswind direction, Cox and Munk give a simplified
formula:

S2
ct = 0.003 + 0.00192u (7a)

S2
ut = 0.00316u (7b)

To tailor sea surface scaled model, firstly the wave number and propagation direction of sine
wave components in the sea spectrum need to be discrete, and according to the measurement
electromagnetic band to confirm the maximum of wave number or the minimum wavelength of the
sine wave components that should be less than the minimum electromagnetic wavelength. Secondly
the amplitude of each discrete sine wave components at a sea surface wind speed is calculated by
the formula (8):

An =
√

2knS(kn, φn)∆k∆φ (8)

According to the geometric similarity conditions of scaled principle, the height of the sea surface
model is calculated:

z =
1
p

N∑

n=1

An sin [pkn (xcosφn + ysinφn) + ϕn] (9)

where, p is scale factor, kn is discrete sine wave number An is the amplitude of discrete sine wave,
φn is the propagation direction of discrete sine wave, ϕn is the random phase, N is the number of
discrete sine wave.

Finally the digital data of the sea surface scaled model is converted into a three-dimensional
model and the sea surface waveform of the scaled material is processed by CNC machine.

The depth of the true sea is big enough, and the size of scaled sea model is limited. The thickness
of the scaled sea model will affect measurement accuracy. Because the seawater is lossy medium,
when the transmission of electromagnetic waves in the sea, the intensity gradually decreases. The
penetration depth of electromagnetic wave can be calculated according to the electromagnetic wave
attenuation characteristics. The thickness of scaled sea model can only simulate the penetration
depth of the true sea.

3.2. Feasibility Measurement and Verification
The PM spectrum sea surface scaled models are tailored using of non-metallic composite materials
that meet the complex permittivity and reflectivity of scaled simulated seawate at 2 GHz. Figure 4
is the PM sea surface scaled model of the sea states 2, and scale factor is 1/20. The backscattering
coefficient with the incident angle of this model has been measured at 40 GHz, and compared with
theoretical simulation result. Figure 5 shows the measurement and simulation RCS with the incident
angle, the scale frequency is 40 GHz, and the full-scale frequency is 2 GHz. The solid line curve
is the measurement result and the dashed line curve is a simulation result in Figure 5. Within a
certain range of the incident angle the measurement and simulation results are basically consistent.
The root mean square error that the measurement result is compared with the simulation value of

Figure 4: The PM sea surface scaled model of the
sea states 2.

Figure 5: The measurement and simulation RCS
plot with the incident angle.
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the PM sea spectrum model is 0.29 dB. The research illustrates the sea surface scaled models have
feasibility. If the size of the PM spectrum sea surface scaled model is larger, the incident angle
range of simulated sea surface backscattering is larger.

4. CONCLUSION

A new method used to simulate sea clutter in laboratory was proposed in this paper. Base on
employing the the electromagnetic scaled engineering condition of the sea clutter and the dielectric
properties of non-metallic materials construction technique, the composite material to simulate
seawater was been constructed by the epoxy mixing metal powder. According to the digital data
of the PM spectrum sea surface scaled models. The sea surface waveform of the scaled material
was processed by CNC machine. The PM spectrum sea surface scaled model of the sea states 2
was been tailored the backscattering coefficient with the incident angle was been measured and
compared the results with theoretical simulation. The compared results verify the feasibility of
method proposed basing on scaled simulated sea clutter.
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Abstract— Generally speaking, Radar Cross Section (RCS), which is an important indicator
to value the electromagnetic scattering characteristic of a target, has been paid more attention
as time goes by since WWI. As we know, when RCS measurement is carried out, the accuracy of
RCS measurement results always depends on the testing site and the system, and if the target is
too large or the frequency is too high, a cooperative and vast measuring area or a costly compact
range facility will be needed. As the testing site sometimes is not large enough for some cases, so
the radiation pattern of the transmitting-receiving antenna can’t be dealt as the far filed pattern.
To solve these problems, this paper presents a new method of RCS measurement basing on SAR
imaging by a scanner in near field. And also we employ a new SAR imaging method instead
of the traditional ISAR imaging method to transform the electromagnetic scattering near field
data of target to the far field RCS. That’s saying, the near field data is collected by a portable
1-D scanner SAR imaging system, with the new method, we can obtain the far field by the
transformation. Furthermore, in order to get the accurate far-field RCS data of the target, we
use a new method to correct the effects of transmitting-receiving antenna’s radiation pattern
and the difference of the distance from scattering center of the antenna to target in near-field
imaging measurement, which we usually call corrected-imaging method. The compared results of
theoretical simulation and experimental data show that RCS obtained by the proposed method
is satisfied the condition and can be used widely.

1. INTRODUCTION

RCS is an important gist to assess the electromagnetic scattering characteristic of the target, and is
traditionally obtained by measurement in a far-field range requiring a long distance between target
and antennas, or with a compact range facility requiring a high-quality reflector and suffering from
edge diffraction which limits the size of the quite zone. Therefore, the transformation method is used
to obtain target’s RCS which is based on ISAR-Imaging in near field. ISAR-Imaging measurement
needs a turntable, and the position precision of the turntable will be very high if the target is too
large or the frequency is too high.

To overcome these problems, a new transformation method between the near-field and the far-
field scattering data is introduced in this paper which is based on SAR-Imaging.

2. THEORY

The new method that target’s RCS is obtained by SAR-Imaging near-field consists of four steps:
Firstly, back-scattering echo of target is obtained with the Spotlight-SAR Imaging measurement
system; Secondly, target’s accurate scattering-data in near-field is obtained with the filter-process;
Thirdly, target scattering-image (or target scattering-center distribution) is obtained with the FBP
(filter back-projection) imaging algorithm; Lastly, target’s RCS is obtained by vector sum of the
target scattering-centers with the radar equation.
2.1. Spotlight-SAR Imaging Measurement
SAR Imaging of the target is based on Spotlight-SAR theory which is illustrated in Figure 1.

That high cross-resolution is obtained with the synthetic-aperture which is made by the transmit-
receive antenna moving along the line-rail from the position-A to position-B, and the azimuth angle
of the antenna beam is steered continuously to illuminate the target during the antenna’s moving.
High range-resolution is obtained by transmitting wide-band sweeping signal, and then we can
obtain the two-dimensional high resolution image of target.

Two-dimensional high resolution can be expressed as
{

δy = λR
2Le

δx = C
2B

(1)

where δx is range-resolution, δy is cross-resolution, C is wave propagation speed, λ is the radar
wavelength, Le is the synthetic-aperture length, R is the distance between the antenna and terrain
scattering-center, B is the sweeping-band.
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Figure 1: Spotlight-SAR Imaging theory sketch
map.

Figure 2: Comparison of RCS filtered and unfiltered.

2.2. Filter-process
Echo received by the antenna includes not only the target’s signal but also clutter signal such as
coupling signal between the transmitting and receiving antennas, multipath signal between the
target and the ground, the background signal, and so on.

RCS measurement accuracy can be improved by opting time domain RCS measurement method
based on the sweep, using windowed processing to eliminate those clutter signals. Figure 2 shows
the comparison of a special trapezoid composite RCS filtered and unfiltered which shows RCS
dynamic is increased after filter-process

2.3. FBP Imaging Process
According to the Spotlight-SAR Imaging measurement theory introduced in Section 2.1, target
echo received by the antenna is expressed as

F (k, y′) =
∫

x

∫

y

f(x, y) exp(−j2πkR)dxdy (2)

where (x, y) is the coordinate of the target scattering-center, (x′, y′) is the coordinate of the antenna.
Two-dimensional high resolution image of target can be obtained by 2-D FFT transformation

with the far-field measurement condition satisfied, the far-field measurement condition is expressed
as

R =
2D2

λ
(3)

where R is the least far-field measurement distance, D is the maximum wide length of the target.
For example, the target with the wide length of two meter is measured at 16 GHz, the least far-field
measurement distance (R) will be larger than 400 meters which our measurement-condition can’t
satisfy, so the really target imaging measurement is usually carried out in near-field. We usually
use horn-antenna to finish the target imaging measurement, and the horn-antenna’s irradiation to
the target is figured as Figure 3.

From Figure 3, we can see firstly that the radiation intensity is different with the radiation
angle, and the difference will cause the terrain image’s scattering-intensity distortion. Secondly,
for a large target measurement in near-field, the distance from the target scattering-centers to the
antenna is different, and the difference may be one time which will cause 15 times terrain image’s

Figure 3: Horn-antenna’s irradiation to the target.
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scattering-intensity distortion. Therefore, we must correct the effects of antenna radiation pattern
and distance factor in near-field measurement.

FBP (filter back-projection) algorithm in near-field can correct the difference of the radiation
intensity via importing the antenna radiation pattern, and can correct the difference of the dis-
tance from the target scattering-centers to the antenna via importing the distance factor, and the
algorithm is expressed as





Pl (ls) =
kB∫
0

(k + kmin) F (k + kmin, y
′) exp (j2πkls) dk

f̂ (x, y) =
Le/2∫
−Le/2

Pl (ls) exp (j2πkminls) 1
RG(ϕ)

R2

R2
0
dl

R =
√

(R0 − x)2 + (y′ − y)2

ls = R−R0, kB = 2B
C

ϕ = a cos
∣∣∣∣R2+R2

0+y′2−(x2+y2)

2R
√

R2
0+y′2

∣∣∣∣

(4)

where (x, y) is the coordinate of the target scattering-center, (x′, y′) is the coordinate of the antenna,
R0 is the distance form the antenna to the target center, R is the real distance form the antenna
to the target scattering-centers, F (k + kmin, y

′) is the echo signal of the target after filter-process,
f̂(x, y) is the scattering-intensity of the target scattering-center, ϕ is the angle between the target
scattering-center and the antenna-center, G(ϕ) is the antenna pattern.
2.4. Far-field RCS Obtained
The real scattering-intensity or the distribution of target scattering-centers is obtained by FBP
process. Once the scattering-image is available, a natural definition of scattering-centers is a discrete
set of point scatters, each with position (xn, yn) and amplitude An, and we will use CLEAN
algorithm to find the dominant scattering-centers from the image.

CLEAN algorithm is a robust iterative procedure which successively picks out the highest point
in the image, assumes it is a scattering center with the corresponding strength, and subtracts the
point spread function h(xn, yn) of the scattering center from the image. At the nth iteration, if An

is the intensity of the highest point in the image with location (xn, yn), then the residual image is
expressed as

(Residual Image)n+1 = (Residual Image)n −An · h(xn, yn) (5)

Target scattering center model can be obtained by CLEAN process. Therefore, target RCS in
far-field or at random range in near-field can be obtained by vector sum of the target scattering-
centers with the radar equation, and the RCS can be expressed as

√
σ =

N∑

n=1

f̂ (xn, yn) exp
(
−j

4πRn

λ

)
R2

0

R2
n

G (ϕn) (6)

where is
√

σ the vector RCS of the target, f̂ (xn, yn) is the nth scattering center’s scattering-
intensity, Rn is the distance between the antenna center and the target scattering center, R0 is the
distance between the antenna center and the target center, ϕn is the angle between the nth target
scattering-center and the antenna-center.

3. MEASUREMENT

To validate the correctness and feasibility of the technology, theoretical simulation and test mea-
surement are made.
3.1. Theoretical Simulation Measurement
In the theoretical simulation measurement, we obtain the special metal plate (1 m × 0.2 m) SAR
Imaging data in near-field and the RCS data in far-field with simulation software, and the detailed
imaging parameter is

1) Rn (the measurement distance in near-field): 3m
2) Rf (the measurement distance in far-field): 3 km
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3) Scanning scope: (−3 ∼ 3) m
4) Sweeping scope: (8 ∼ 12) GHz

With the transformation method introduced in this paper, we can obtain the far-field RCS.
Figure 4 is the comparison of RCS obtained by simulation and extrapolation, and its average error
is less than 1 dB.

Figure 4: Comparison of RCS simulation and ex-
trapolation.

Figure 5: Comparison of RCS measurement and ex-
trapolation.

3.2. Test Measurement
In the test measurement, we obtain the scaled plane model’s (2 m×2m) near-field SAR Imaging data
with scanner-SAR Imaging system in the darkroom, and obtain the far-field RCS data with ISAR
Imaging system in non-cooperative outdoor environments, and the detailed imaging parameter is

1) Rn (the measurement distance in near-field): 5m
2) Rf (the measurement distance in far-field): 50 m
3) Scanning scope: (−2.25 ∼ 2.25) m
4) Sweeping scope: (8 ∼ 12) GHz

With the transformation method introduced in this paper, we can obtain the far-field RCS.
Figure 5 is the comparison of obtained by measurement and extrapolation, and its average error is
less than 2.5 dB.

4. CONCLUSION

Both the theoretical simulation and test measurement results validate the correctness and feasibility
of the technology that target’s far-field RCS can be obtained with SAR imaging in non-cooperative
near-field environments.
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Abstract— The scattering and diffraction mechanisms of reflecting and transmitting arrays
illuminated by the radiation of a point source for a general near-field focus problem are summa-
rized. In particular, the phenomena are interpreted by the ray decompositions of Floquet waves
and result in the solutions, analogous to the ordinary UTD-type formulations for the phased ar-
ray antennas with a proper parameter mapping. In this approach, the radiations of periodically
located current sources are first decomposed into Floquet modes, in which every mode is equiv-
alent to the radiation of continuous current sources with additional linear phase impressions.
Fast convergence in the radiation computation can be achieved because relatively few modes
will propagate to the target zone with the rest being evanescent. The ray decomposition is per-
formed by asymptotically evaluating the radiation integral of each Floquet mode and interprets
the total fields in terms of rays directly radiated from the aperture and diffracted from aperture
truncations.

1. INTRODUCTION

Reflectarray and transmitting array antennas are planar structures popularly used to replace the
reflector and lens antennas, respectively with an advantage of low profile for easy installment. In
comparison with the competing candidate of planar phased array antennas, they are also superior
in simplifying the beam forming networks by using the radiation of a feeding antenna to illumi-
nate the arrays. In the past, the majority of the researches in the literature focus on design and
implementation methodologies for their applications in the far-field radiations. The radiation mech-
anisms have not been well developed. In addition, recent interests in the applications of near-field
communications have further driven the need to analyze and explore the radiation mechanisms
with handful interpretation methodologies, in which ray decompositions based on uniform geomet-
rical theory of diffractions (UTD) has been well recognized to be very effective. The UTD-type
ray decomposition has been successfully employed to analyze the radiation mechanisms of phased
array antennas. In this approach, the radiations of periodically located current sources are first
decomposed into Floquet modes, in which every mode is equivalent to the radiation of continuous
current sources with additional linear phase impressions. Fast convergence in the radiation compu-
tation can be achieved because relatively few modes will propagate to the target zone with the rest
being evanescent. The ray decomposition is performed by asymptotically evaluating the radiation
integral of each Floquet mode and interprets the total fields in terms of rays directly radiated from
the aperture and diffracted from aperture truncations. More recently we have developed a general
solution for the radiation of finite array antennas excited to focus the radiation in the near zone,
which accommodate the needs of analysis for the general applications of phased array antennas in
both the far- and near-zones. This paper is organized in the following format. Section 2. describes
the formulation for the radiation from an one-dimensional (1-D) semi-infinite to (2-D) NSA array.
The characteristics are investigated in Subsections 2.1–2.4. In particular, the study focuses on the
truncation diffraction mechanism as a compensation to the shortage of Floquet mode phenomena
in [1–5], which examine only the radiation mechanisms of infinite array of antennas. Numerical
examples are presented in Section 3 for demonstration and validation. Finally a short discussion is
presented in Section 4 as a conclusion.

2. 2-D FINITE ARRAY RADIATION PROBLEM

2.1. Composition of 2-D Radiation from a 1-D Array

The semi-infinite, linear array of line sources is illustrated in Figure 1, whose elements are indexed
by n = −∞ ∼ N and located at r̄′n = (ndx, 0) on the x-axis with a period dx. The line source is
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located at ρ̄f = (xf , zf ) and radiates fields by

uf (ρ̄) =
1
4j

I0H
(2)
0 (k|ρ̄− ρ̄f |) ∼= e−jπ/4I0

4

√
2

πk|ρ̄− ρ̄f |e
−jk|ρ̄−ρ̄f | (1)

which will excite the reflecting or transmitting elements in Figures 1(a) and (b), respectively. In
(1), k = 2π/λ is the wave number with λ being the wavelength in free space, and I0 is used as
the reference amplitude of line source. The fields scattered from the array can be found from
the radiation of equivalent current, I(ρ̄′), on the closed surface enclosing the array structure as
illustrated in Figure 1. To the degree of accuracy in the Kirchhoff approximation, the induced
current is assumed to be found from the infinite array structure illuminated by the same incident
field. Thus it can be approximately expressed as

I(ρ̄′) = uf (ρ̄i)Q(ρ̄′)ejφ(ρ̄′) (2)

where ρ̄i and ρ̄′ are the position vectors on the closed surface. The function, Q, is related to the
reflection and transmission coefficients for the cases of Figure 1, with φ being the phase. In the
current investigation, one is interested in the scattering field in the +z space, thus only the current
on St is considered with the others omitted for simplification. The scattering field can be expressed
as

us(ρ̄) =
1
4j

∫ xb

xa

uf (ρ̄i)Q(ρ̄′)ejφ(ρ̄′)H
(2)
0 (k|ρ̄− ρ̄′|)dx′ (3)

where xa → −∞ and xb = Ndx in the current development.

Figure 1: Illustration of 2-D reflectarray radiation problems, where the fields are focused in the near zone.

2.2. Composition of Uniform Asymptotic Formulations
The Floquet waves are obtained by using the following Poisson sum formula:

N∑
n=−∞

f(n) = −f(N+)
2

+
∞∑

p=−∞

N+∫

−∞
f(v)e−j2πpvdv (4)

The evaluation of (3) can be performed asymptotically by employing the spectrum representation
of Hankel functions to decompose the radiating fields into components of diffraction mechanisms.
Within the UTD framework, the asymptotic evaluation of (3) can be formulated into the following
format:

Ap
net(r̄) = Ap

dir (r̄) · U(Re(xe − xs)) + Ap
end (r̄)F (ka) (5)

where U(·) is the Heaviside step function and F (·) is a transition function to assure the uniform
field distribution. In (5), Ap

dir (r̄) is the asymptotic solution of radiation when the array is extended
to a infinity while Ap

end (r̄) accounts for the effects of truncation. Both components arise from a
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radiation point, xs, on the array aperture, and a diffraction point, xe, on the edge. This formulation
remains valid as the radiation point is close to the diffraction point, i.e., xs → xe. However, as
mentioned in [?], it exists two radiation points in a general NSA problem. The solution in (5)
becomes singular as these two radiation points coincide near the diffraction point at the edge. The
characteristics of these terms are addressed in the following subsections.

2.3. The Asymptotic Solution of Direct Radiation from a Non-truncated Array, Ap
dir(r̄)

In (5), Ap
dir (r̄) is identical to the solution of radiation for an infinite array, whose characteristics

have been investigated. The formulation is summarized in the following by

Ap
dir (~r) =

jIoQ

2dxks
z

√ −ρc

ρs
v − ρc

1√
`s
v

e−jk(ρs
v−ρs

vo)e−jβpxi (6)

where xs = vsdx with vs being the contributing saddle point. Here the saddle point, xi = xs,
satisfies the following relation by

ks
x

k
=

ki
x

k
+

pλ

dx
;

(
ks

x, ki
x

)
= k

(
x− xs

ρs
v

,
xs − xf

lsv

)
(7)

2.4. The Asymptotic Solution of Edge Point Contribution from a Truncated Array, Ap
end(~r)

The asymptotic edge point contribution in (5) is developed and summarized in the following for-
mulation:

Ap
end (⇀

r) ∼= jIoQ

2dx
√

`e
√

ρe

[
−e−j π

4√
2πk[(ke

xo − ke
x) + βp]

]
e−jk(ρe−ρeo)e−jβpxe (8)

3. NUMERICAL EXAMPLES

One first considers the case of scattering characteristic for an 2-D semi-infinite reflectarray, and
examines the fundamental mode (p = 0) and higher order modes (p = −1), whose results are shown
in Figures 2(a), (b). The parameters as shown: feed point located at (−20λ, 90λ), focused point at
(0, 40λ), number of array element (−∞ ∼ Nx), Nx = 20 and operation frequency at 10 GHz.

(a) (b)

Figure 2: The scattering analysis of semi-reflectarray for dominant mode and higher order mode. (a) p = 0
mode. (b) p = −1 mode.

4. CONCLUSIONS

An uniform formulation of EM radiation from a semi-infinite, periodic reflectarray is presented
in this paper. It decomposes the radiation mechanism with respect to the fundamental concept
of UTD, and can be applied to interpret the wave propagation phenomena in a general radiation
problem of focused field. In particular, the diffraction mechanisms from the array truncation
are investigated with numerical example demonstrations. This formulation remains valid as the
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radiation point approaches to the diffraction point on the truncation edge of array. As discussed
in [1], there are two radiation points on the array aperture when the radiation focuses in the near-
zone. The coincidence of these two radiation point occurs in the case that the field points are
on the caustic curves in each Floquet mode. The presented formulation becomes singular as the
diffraction point is near the coincident point of these two radiation points. These phenomena will
be investigated in the future phase of this work.
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Abstract— The problem of finding a suitable diagnostic procedure for the examination of
structural elements has been closely analyzed in recent years. In this connection, the main
material of interest is wood as a sort of heterogeneous matter, and the diagnostic procedure is
directed towards enabling industrial application in the future. A new diagnostic method based
on X-ray imaging and acoustic electromagnetic wave; the X-ray technique utilizes the reduction
of imaging information into 2D planar projection and acoustic recording system allows to find
out activity of the wood-destroying pests. After researching activities and localization of wood-
destroying pests, there are two methods for its disposal-thermal sanitation and microwave system.
X-ray method is known as nondestructive diagnostic methods in the medical or veterinary prac-
tice. This X-ray mobile system was designed for evaluate of the wood quality and presence
of wood-boring insects and wood-destroying fungi. Special software are single parts of the X-
ray system and enable automatic/semi-automatic diagnostic of the level of damage wood and
localization of wood-destroying pests.
Field X-ray monitoring of vital activity of wood-destroying insects is very robust and ineffective
in comparison with the acoustic method, which seems like a much better solution. Therefore
was designed acoustic system for the initial detection of wood-destroying insects in building
construction.

1. INTRODUCTION

Currently, the protection of structural elements made of wood against decay fungi and wood-
destroying insects is widely realized through the thermal treatment technique, which has been
known and used in Germany since 1930. The principle of this method consists in heating the
related wooden structures, by means of hot air whose temperature does not exceed 120◦C, for
a period of 4–10 hours. Heat is accumulated inside wooden components of the structure under
treatment, and the temperature of these components may reach as high as 60◦C within the cross-
section, Fig. 1. At the temperature of 55◦C, all viable forms (including the ova, worm, nymph, and
beetle) of wood-destroying insects perish; this temperature is the boundary value for the coagulation
of proteins that nurture wood-destroying insects such as old-house borer (Hylotrupes bajulus L.),
common house borer (Anobium punctatum), the death watch beetle (Xestobium rufovillosum), or
the powder post beetle (Lyctus brunneus).

Figure 1: Heat propagation and detection in a non-homogeneous material: wood.

A necessary precondition for any sensible application of the method (Fig. 2) consists in diag-
nostics performed on damaged portions of structural elements. The diagnostics can be realized
by means of non-destructive techniques or, alternatively, through destructive methods resulting in
partial disruption of the examined element. This contribution contains the proposal and analysis of
a mobile non-destructive diagnostic method (X-Ray monitoring and acoustic system) suitable for
use with a damaged or disrupted structural element (Fig. 3). In connection with non-destructive
diagnostics, the thermal treatment method constitutes a well-suited approach to be applied in
artifacts and buildings of great historic value [1].
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Figure 2: The removal and treatment of wood invaded by wood-destroying insects and fungi.

Figure 3: Examples of wood invaded by decay-fungi and wood-destroying insects.

The group of basic treatment methods includes the liquidation of insect foetus, fungus, or rot
through the use of hot air or chemical preparations. In all application cases, these techniques are
further modified or combined, and the extent of their use is usually determined from the diagnostic
results.

2. NON-DESTRUCTIVE DIAGNOSTIC METHODS

The group of non-destructive methods classifying the rate and extent of damage or inhomogeneity
in wood includes various techniques that utilize, as a source of the active system, an electromagnetic
wave with a wavelength shorter than 3 mm. Thus, wood treatment processes may involve the use
of antenna systems applied in the diagnostics of breast carcinoma [2] or utilization of the X-ray
diagnostic method known in the fields of human medicine. With this technique, however, there
occurs certain difficulty related to the evaluation of damage to the material volume. In spite of the
fact, a cycle of tests using damaged material samples (Fig. 3) has led to an alternative approach;
this solution is based on the evaluation of the obtained shot image through a transparent X-ray
method having a high rate of image resolution. Field X-ray monitoring of vital activity of wood-
destroying insects is but relatively robust and ineffective in comparison with the acoustic method,
which seems like a much better solution. Therefore was designed acoustic system for the initial
detection of wood-destroying insects in building construction.

2.1. X-ray Diagnostic Method
The X-ray method is well-known as a nondestructive diagnostic method used in the medical or
veterinary practice. The mobile system shown in Fig. 4 was designed at the DTEEE to evaluate
wood quality and detect the presence of wood-boring insects and wood-destroying fungi. The
designed diagnostic system is mobile and meets the requirements for accuracy of image resolution
evaluation.

Figure 4: X-ray diagnostic system for monitoring building elements.

This system can monitor and evaluate the condition of wooden elements. It is possible to
evaluate the level of damage, as shown in Fig. 5 the condition and the presence of Old-house borer
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(Hylotrupes bajulus L.), a wood-destroying insect. The wood-destroying insect localization has
been tested on laboratory samples in a defined manner which were attacked by germs of Hylotrupes
bajulus L..

(a) (b)

Figure 5: Attacked wooden elements (the larva is marked). (a) Laboratory sample. (b) Building element
combined with plaster and metal mesh; Measured on 1 June 2012, Mlýn, Kozlovice, Czech Republic.

A vital part the X-ray system consists in a special type of software, which enables automatic or
semi-automatic diagnostics of the level of damage caused by the insects (Fig. 6). The software also
facilitates the localization of wood-destroying pests [4–9].

(a) (b)

Figure 6: Special software for processing wood-destroying material. (a) X-ray image of the real sample.
(b) Demonstration of the wood damage calculation software.

2.2. Acoustic Diagnostic Method
Wood-destroying insect activity detection is possible due to the sound that issued larvae especially
during the creation of feeding damage. The UTEE was developed acoustic device — ACOUSTIC
PACK (Fig. 7(a)) for the detection of wood-destroying pests in building elements and verification
laboratory and terrain measurements. The acoustic system enables us to record up to 8 audio tracks
in real time. Importantly, the system also facilitates the subsequent semi-automatic (automatic)
analysis of the tracks and ensures the evaluation of the state of the sample (Fig. 8). The audio signals
are recorded by individual sensors (Fig. 7(b)), in which a low-noise preamplifier is integrated [10].

(a) (b)

Figure 7: The realized acoustic diagnostic system. (a) Terrain workplace. (b) Detail of the acoustic sensor.
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(a) (b)

Figure 8: (a) Special software for recording of the acoustic signals. (b) Designed statistic software for
processing and evaluation acoustic data.

The amplified signal is then processed by an A/D converter which sends the data to a PC
USB interface; after that, the above-mentioned analysis of the level of damage to the sample is
performed. The recording can be continuously run on all eight channels for several days, the
resulting state of the sample using the software and displayed graphically. For these purposes
special software (Fig. 8(b)) has been programmed that allows you to statistically process the data
obtained and protocol indicating the level of attack element of building wood-destroying pest is
its output. The system also allows independent on-line listening all the individual audio channels
using two headphone outputs. This is advantageous for fast detection and location of the wood-
destroying pest, consequently on the basis of this listening is possible strategically locate sensors
and start recording for more detailed analysis wood-destroying pest attack.

3. CONCLUSION

We designed and tested new X-ray diagnostic methods (Fig. 4) for 2-D imaging. The parameters
were set in such a manner as to enable the imaging of shot sections showing the rate of damage
to the heterogeneous structure building. Because this X-ray monitoring of the vital activity of
wood-destroying insects is very robust and ineffective, the acoustic method (Fig. 7) was designed.
This method allows us to record up to 8 audio tracks in real time; these tracks can be subsequently
analyzed on a semi-automatic (automatic) basis, and the evaluation of the state of the sample can
be performed. Diagnostic tests of quality (damage) of wooden bearing and structural elements were
carried out on real building elements.

Currently, the protection of structural elements made of wood against decay fungi and wood-
destroying insects is widely realized through the mainly thermal treatment technique described in
the text above. The thermosanitation is using based on the diagnosis rate of infection structures
for disposal of wood-destroying pests. These approaches are thermal sanitation (Fig. 1, Fig. 2),
which consists in heating the related wooden structures by means of hot air (below 120◦C).
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Abstract— A novel stable miniaturized band-reject frequency selective surface (FSS) is pro-
posed in this paper. Compared to previous miniaturized structures, the dimension of the proposed
FSS unit cell is only 0.050λ0 × 0.050λ0 where λ0 represents the wavelength of the resonant fre-
quency. And characteristics of the new structure are stable with respect to waves with different
polarizations and incident angles. Simulation of structure with different parameters is also taken,
and the results demonstrate the claimed performance and the possibility of better miniaturiza-
tion by changing the parameters of the structure. Thus, the proposed structure is suitable for
practical application in limited space.

1. INTRODUCTION

Frequency selective surfaces (FSS) which can be widely used as shielding, antenna reflectors, spatial
filters, radomes and electromagnetic absorbers, are usually formed by two-dimensional array of
metallic patterns printed on a dielectric substrate or etched out of a conductive layer [1]. The array
is usually considered to be unlimited in dimension when it is analyzed and simulated. However,
the dimension of array is usually limited in dimension in practical measurements and applications.
So the enough minituration of FSS that can make the finite FSS perform the characteristics of the
original infinite one is very meaningful [2].

Recently, different methods have been used to design the miniaturized FSSs which are much
smaller than the wavelength of the resonant frequency. Substrate integrated waveguide (SIW)
technology is used to realize a low frequency miniaturized dual-band FSS with close band spacing
in [3]. Lumped reactive components can provide a new methodology for miniaturized FSS [4].
Furthermore, utilizing new structures in single-layer and multi-layer FSSs is still an important
method for miniaturization of FSS such as the new structure proposed in [5].

In this letter, a new type of miniaturized FSS is proposed, which is composed of a pattern of Y-
type metallic spiral strips and a dielectric substrate. Compared with traditional Y-type FSS, it has
better miniaturation and better stability with respect to different polarizations and incident angles.
The effects of varying the distances between strips, the widths of strips and the relative dielectric
constant of the dielectric substrate are analyzed. The results demonstrate good performance of the
proposed miniaturized FSS. Moreover, the miniaturization can be further improved by adjusting
the parameters.

2. FSS STRUCTURE AND ITS PERFORMANCES

2.1. FSS Structure and Its Transmittances
The structure of the unit cell is presented in Fig. 1 and the FSS array is shown in Fig. 2. The
spiral structure can increase the equivalent inductance and capacitance which means the resonant
frequency will decrease. Parameters of the structure are defined as follows: length of the metal
strips of the first rank D = 3.7mm with the width y = 0.2 mm, gap for the metal strips on the
dielectric substrate w = w1 = w2 = w3 = w4 = w5 = w6 = 0.2 mm and w7 = 0.1mm, gaps
between each strip g = 0.02mm, dielectric substrate height h = 1.6mm, relative dielectric constant
εr = 2.65 and loss tangent tan δ = 0.025.

It can be observed from the Fig. 3 that the transmission coefficients are almost same for perpen-
dicularly incident waves of different polarization and the resonant frequency is 2.44 GHz. So the
dimension of the equal area square unit is 0.050λ0 × 0.050λ0 where λ0 represents the wavelength
of the resonant frequency. The results also show the great stability of incident waves with different
polarizations.

2.2. Angle Stability and Polarization Stability
Practical application of the FSS usually requires the stability of the FSS with respect to waves of
different incident angles. Transmission results under different incident angles of both polarizations
are simulated and results are shown in Fig. 4. It can be observed that there is no resonant frequency
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Figure 1: Structure of a unit cell. Figure 2: Structure of the FSS array.

Figure 3: Transmission of the FSS for normal incident waves.

deviation when the incident angle is less than 60◦ for both polarizations. Therefore the proposed
FSS performs excellent polarization and angle stability. It can be applied in the shielding wall to
prohibit the transmission of the WiFi, BlueTooth and one of the WLAN band.

(a) (b)

Figure 4: Transmission coefficients of the FSS of different incident angles. (a) TE-polarized. (b) TM -
polarized.

2.3. Effects of Parameters
1) Width of strips: Transmission coefficients of different widths of metal strips are presented in
Fig. 5(a). It can be observed that the resonant frequency varies significantly due to the change of
metal strips width value. In this paper, y is taken as 0.3mm to satisfy the requirement for the
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bandwidth.

(a) (b)

Figure 5: Transmission coefficients of the FSSs with different parameters for normal TE-polarized waves.
(a) Widths of strips for normal TE-polarized waves. (b) Distances between strips.

2) Distance between strips: Distance between strips can not only affect equivalent capacitance
of a unit cell but also affect equivalent inductance by changing the total length of the strips while
other conditions are fixed. Simulations for the proposed structures with different distances between
strips are done and the results are presented in Fig. 5(b). It can be seen that with the decrease
of distance between strips, values of the resonant frequency decrease significantly. However, as the
distance gets smaller the bandwidth also gets smaller. So, when it is utilized in a practical situation,
the distance between strips should be controlled so that requirements of both miniaturization and
bandwidth can be satisfied.

3) Relative dielectric constant : The dielectric substrate can help improve the miniaturization
performance. Resonance of stop-band shifts to lower frequency with the increase of the relative
dielectric constant. So the structure proposed in this paper can be further miniaturized. However,
it can also be seen in the Fig. 6 that the insertion loss will also raise due to the increase of the

Figure 6: Transmission coefficients of the FSSs of different material permittivity.

Table 1: Results of comparison to other FSSs.

εr FSS structure Unit cell size

2.65
structure in [5] 0.077λ0 × 0.077λ0

structure proposed 0.050λ0 × 0.050λ0

3.4
structure in [6] 0.086λ0 × 0.086λ0

structure proposed 0.046λ0 × 0.046λ0

4.4
structure in [7] 0.063λ0 × 0.063λ0

structure proposed 0.041λ0 × 0.041λ0

5
structure in [8] 0.088λ0 × 0.088λ0

structure proposed 0.039λ0 × 0.039λ0
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relative dielectric constant.
To prove the excellent miniaturization of the proposed structure, comparison of different struc-

tures proposed in previous papers is carried out and the results are presented in Table 1. From the
Table 1, it can be observed that the proposed FSS exhibits better miniaturization characteristic.

3. CONCLUSION

A novel miniaturized band-reject FSS is proposed in this paper. This novel miniaturized structure
not only shows the great miniaturization with the dimension of the unit cell which is only 0.050λ0×
0.050λ0, but also presents excellent stability with respect to different polarizations and incident
angles. It can prohibit the transmission of the WiFi, BlueTooth and one of the WLAN band.
Moreover, effects of varying width and length of strips, distance between strips and the relative
dielectric constant of the dielectric substrate are analyzed. The results prove great characteristics
of the structure. Thus, the proposed FSS is suitable for piratical applications, especially in limited
space.

REFERENCES

1. Wu, T. K., Frequency Selective Surface and Grid Array, Wiley, New York, 1995.
2. Munk, B. A., Frequency Selective Surfaces: Theory and Design, Wiley, New York, 2000.
3. Xu, R.-R., Z.-Y. Zong, and W. Wu, “Low-frequency miniaturized dual-band frequency selective

surfaces with close band spacing,” Microw. Opt. Technol. Lett., Vol. 51, No. 5, 1238–1240,
May 2009.

4. Liu, H. L., K. L. Ford, and R. J. Langley, “Design methodology for a miniaturized frequency
selective surface using lumped reactive components,” IEEE Trans. Antennas Propag., Vol. 57,
No. 9, 2732–2738, Sep. 2009.

5. Yang, G.-H., T. Zhang, W.-I. Li, and Q. Wu, “A novel stable miniaturized frequency selective
surface,” IEEE Antennas Wireless Propagation Letters, Vol. 9, 1018–1021, 2010.

6. Hu, X.-D., X.-L. Zhou, L.-S. Wu, L. Zhou, and W.-Y. Yin, “A miniaturized dual-band fre-
quency selective surface (FSS) with closed loop and its complementary pattern,” IEEE An-
tennas Wireless Propagation Letters, Vol. 18, 1374–1377, 2009.

7. Chiu, C.-N. and K.-P. Chang, “A novel miniaturized-element frequency selective surface having
a stable resonance,” IEEE Antennas Wireless Propagation Letters, Vol. 8, 1175–1177, 2009.

8. Xu, Z.-Y., H. Zhang, X. Yin, and Y.-T. Jiang, “The design of a novel miniaturized frequency
selective surface,” Nation Conference of Antanna, 2013.

9. Yang, H.-Y., S.-X. Gong, P.-F. Zhang, F. -T. Zha, and J. Ling, “A novel miniaturized frequency
selective surface with excellent center frequency stability,” Microwave Optical Technology Let-
ters, Vol. 51, 2513–2516, 2009.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1651
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Abstract— Metamaterials (MMs) refer to a class of artificially engineered structures comprised
of electric/magnetic resonant building blocks much smaller than the operating wavelength. The
extraordinary electromagnetic responses of MMs, not available for naturally occurring materials,
have attracted intensive investigations on the underlying physics as well as related applications.
In recent years, MMs-based antennas are widely studied and proved to have great potential in
improving the radiation performance. In this paper, a MMs-based Febry-Perot cavity antenna
with wide viewing angle is proposed about 14 GHz. The antenna consists of a high-impedance
surface which works as an artificial magnetic conductor (AMC) at resonance frequency and a
partially reflective surface (PRS). The AMC loading contributes to the low-profile and high-gain
property of the antenna, as the AMC ground plane gives a near-zero phase shift in contrast to
conventional metal sheet ground plane. The lateral size of the antenna is only about 3λ× 0.6λ;
and the thickness is about λ/5. Metal walls surrounding the limited aperture are introduced to
prevent the leakage of cavity mode and improve the radiation pattern, which also protects the
antenna from external electromagnetic environment. The MMs-based high-gain antenna has a
broad beam width in H-plane, which may be applied in ETC and RFID system.

1. INTRODUCTION

Metamaterials (MMs) [1, 2], a class of man-made materials constructed with artificial electromag-
netic atoms/molecules, exhibit many nontrivial properties and novel functionalities, including nega-
tive refraction [3], subwavelength imaging [4], invisible cloaking [5–7], etc.. In recent years, MMs are
proved to have great potential in antenna applications. They are utilized for antenna miniaturiza-
tion [8, 9], side-lobe suppression [10], as well as achieving low-profile and high-gain antennas [11–15].
In 1999, D. F. Sievenpiper et al. proposed a subwavelength metal-dielectric-metal structure which
can provide zero reflection phase shift at resonance frequencies [16]. It does not change phase of
the electric field, but reverses that of the magnetic field, which works as a magnetic mirror and
is usually referred to as artificial magnetic conductor (AMC) [17]. AMC loading in a Febry-Perot
(F-P) cavity antenna helps significantly reduce the thickness of the antenna while maintaining high
directivity [18, 19]. The cavity thickness can be reduced to λ/60 or even thinner [20].

In this paper, we focus on the design of a F-P cavity antenna with wide viewing angle. The
maximum realized gain is 10.9 dB at 14.1 GHz in simulation. And it has a broad beam width of 76◦
in H-plane for spatial coverage, which may be applied in ETC and RFID system. The proposed
antenna is fabricated with printed circuit board (PCB) technique and measured in the microwave
chamber. The experimental results are in well agreement with simulations.

2. STRUCTURE DESIGN AND SIMULATIONS

The proposed antenna is schematically shown in Fig. 1. It is comprised of an AMC sheet and a
partially reflective surface (PRS), and is fully filled with dielectric substrate. The feeding dipole
antenna is centered in the cavity with a length of 18 mm. The AMC sheet has a thickness of
h1 = 1.6mm. Its upper surface is presented in Fig. 1(b). The square patch array has a period of
p = 3.5mm and a width of a = 2.9mm. The PRS as shown in Fig. 1(c) shares the same period with
the patch array. The wire width is w = 0.2 mm. The cavity has a thickness of h2 = 3.2mm, giving
rise to a whole antenna thickness of h1 + h2 = 4.8mm, about λ/5 at 14.1GHz. The substrate has
a dielectric constant of εr = 2.2 with a loss tangent of tan δ = 0.0009. The antenna has 20 periods
in x-direction and 4 periods in y-direction, giving rise to a lateral size of 70 mm × 14 mm, about
3λ× 0.6λ. The antenna is surrounded by four metal sheets to suppress mode leakage and improve
the directivity of the radiation pattern. As the antenna has a relatively small aperture and strong
field concentration, the metal walls also protect the cavity mode from external electromagnetic
environment.
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(b)

(c)(a)

Figure 1: (a) Schematic of the proposed antenna. (b) The AMC layer. (c) The PRS layer.

The cavity mode is excited when the resonant condition is satisfied,

−4πfnh2/c0 + φ1 + φ2 = 2mπ (m = 0, ±1, ±2, . . .),

where f is the operating frequency, c0 is the light velocity in vacuum, n is the refractive index of
the dielectric filling the cavity, h2 is the cavity thickness [see Fig. 1(a)]. While the PRS gives a
phase shift of φ2 ≈ π as metals and high-index dielectric surfaces with n > 1, the AMC sheet can
provide a phase shift of φ1 which changes from π to −π and crosses through zero at the resonance
frequency. This property of AMC facilitates the reduction in cavity thickness.

We perform FDTD simulations to determine the property of the antenna system. The cavity
mode is excited around 14 GHz, exhibiting high directivity. Fig. 2 presents the radiation pattern
in E-plane and H-plane at 14.1 GHz where the realized gain reaches a maximum of 10.9 dB. It can
be seen that the proposed antenna has a narrow beam width of 14◦ in E-plane, while the beam
width in H-plane is broad (about 76◦), forming a fan-like radiation pattern.

(a) (b)

Figure 2: Numerically calculated gain of the antenna in (a) E-plane and (b) H-plane.
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3. MEASUREMENTS AND RESULTS

The antenna is fabricated by three pieces of 1.575-mm thick Taconic TLY-5 substrate. A mesh
array is etched onto the first layer, working as the PRS. The second layer is an additional dielectric
spacer. And the third layer forms the AMC sheet, with a square patch array etched on one side
and a ground plane on the other side. Then the three PCBs are assembled in order. Fig. 3 shows
the photos of the antenna before and after assembling. The dipole source is fixed between the
first and the second layer and fed by a 50Ω coaxial cable. The whole antenna is surrounded by
electro-conductive films as modeled in the simulation.

Measurements of the fabricated antenna are taken in the microwave chamber with a directive
horn antennas working at 12.4–18GHz with a gain factor of 24 dB. The antenna is positioned on
a rotary table in the chamber. The rotary table, driven by a computer, provides a finest angular
resolution of 0.1◦. The far-field pattern is normalized to the gain of standard horn antenna. Fig. 4
shows the radiation pattern in E-plane and H-plane at 14.5 GHz. The half-power bandwidths are

Figure 3: Photos of the fabricated antenna.

(a) (b)

Figure 4: Measured radiation pattern in (a) E-plane and (b) H-plane.

(a) (b)

Figure 5: (a) Simulated and measured return loss S11. (b) Measured gain of the antenna.
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18◦ in E-plane and 73◦ in H-plane, which are in good agreement with the simulation as shown in
Fig. 3. Fig. 5(a) presents the simulated and measured return loss S11 as a function of frequency. It
shows that the return loss is below −6 dB at the working frequency 14.5GHz, which implies that
the cavity mode is well matched to the dipole excitation. The measured gain of the antenna is
plotted in Fig. 5(b). It can be seen that there is a peak of 8.9 dB near 14.5GHz, which indicates
the existence of a resonance mode.

4. CONCLUSION

A metamaterials-based high-gain antenna with wide viewing angle is modeled and fabricated. The
antenna working around 14GHz has a overall volume of 70mm× 14mm× 4.8mm. It has a narrow
beam width in E-plane, while the beam width in H-plane is broad, forming a fan-like radiation
pattern. It is a compact and low-profile design, which has great potential in related applications.
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Abstract— The design of a 90◦-switched-line phase shifter using composite right/left handed
transmission line (CRLH TL) is presented in this paper. To achieve a relatively constant phase
shift over a large bandwidth, a CRLH TL implemented using lumped elements and a right-handed
transmission line (RH TL) are used as the reference and delay arms, respectively, of the phase
shifter. Computer simulation is used to study and design the phase shifter. The phase shifter
is also fabricated and measured to verify the simulation results. For comparison, a conventional
90◦-switched-line phase shifter is also designed and simulated. Simulation and measurement
results show that, the proposed phase shifter has a constant phase shift, a high return loss and
a low insertion loss across the operating frequency band.

1. INTRODUCTION

Phase shifter is an essential component in the designs of in the radar and phased array systems.
Insertion loss, operating bandwidth and constant phase shift within the bandwidth are the major
concerns in the design of phase shifters. In a switched-line phase shifter, the phase shift is usually
obtained by switching between two transmission lines (TL) of different lengths [1]. To achieve
a wide operating bandwidth, the characteristic impedances of the two arms should be designed
to match the port impedance in both states. Moreover, the slopes of the phase response versus
frequency of the two TLs must be the same. However, this is very difficult to achieve, so it is
difficult to have a constant phase shift within the operating frequency band.

The concept of metamaterials, commonely known as left-handed materials (LHMs), was first
investigated by Veselago in 1968 [2]. LHMs have negative permittivity and permeability which are
not commonly found in nature. Although the properties of LMHs promised for a large diversity
of novel applications and devices, LMHs did not attract much attention until it was found that
the materials could be realized using a general TL approach [3]. Practical left-handed TL (LH
TL) also have the right-handed effects, so LHMs realized using TL are called composite right/left
handed transmission line (CRLH TL). CRLH TL can be used to design many different microwave
components such as phase shifters, delay lines and bandpass filters, etc..

In this paper, we propose to use CRLH TL to design an 90◦-switched-line phase shifter with
constant phase shift. The constant phase shift is achieved using CRLH TL as the reference arm and
a RH TL as the delay arm. The CRLH TL is implemented using lumped elements. For comparison,
a conventional 90◦-switched-line phase shifter is also designed and simulated. Simulation and
measurement results show that our proposed phase shifter can provide a relatively constant phase
shift within the operating bandwidth compared with the conventional switched-line phase shifter.

2. THEORY

A conventional transmission lines (TL), in which the phase and group velocity are codirectional,
has a positive phase constant β and is referred as a right-hand transmission line (RH TL). The
phase response Ang(S21) of a RH TL is negative and linearly relating to frequency. The slope of
the phase response versus frequency varies the length of the TL. A CRLH TL has a negative phase
constant β and a positive phase response Ang(S21) in the LH region of the dispersion diagram [4].
The phase response Ang(S21) is not linearly relating to frequency, so the slope of the response
versus frequency is not constant but varying with frequency. Thus it is possible to design a RH
TL and a CRLH TL to have their phase responses quite parallel to each other across the operating
bandwidth.

In a switched-line phase shifter, the difference of phase responses in the arms is the phase shift.

θ = (Ang(S21))reference arm − (Ang(S21))delay arm

Thus if the RH TL and CRLH TL are used in the two arms of a switched-line phase shifter, the
phase shift could be constant. This idea is used in the design of a 90◦-phase shifter in this paper.
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In the design, we select the parameters of the CRLH TL and the length of the RH TL to satisfy as
much as possible the following two criterions:

1) the phase responses of the RH TL and CRLH TL are in parallel, and
2) the difference of the phase responses at the operating band is 90◦.

3. DESIGN OF PHASE SHIFTER

The design of our proposed 90◦-switched-line phase shifter is shown in Fig. 1(a). Two singlepole
doublethrow (SPDT) switches are used at the input and output of the phase shifter. A CRLH TL
implemented using lumped elements is used as the reference arm and a meander RH TL is used as
the delay arm of the phase shifter. The SPDT switches are from SKYWORKS Co. Ltd. Each of the
SPDT switches has 2 inputs, V1 and V2, which are used to select either the reference arm or delay
arm. The reference arm can be selected by setting V1 = 0V and V2 = 4 V, while the delay arm can
be selected by setting V1 = 4 V and V2 = 0 V. The capacitors are from SAMSUNG Co. Ltd. and
the inductors are from MURATA Co. Ltd. The phase shifter has an overall area of 40× 12.2mm2.
The CRLH TL and the meander RH TL together are designed manually using computer simulation
to achieve a constant phase shift of 90◦. The values in the final design are C1 = 10 pF, C2 = 5 pF
and L = 12.1 nH. For comparison, a conventional 90◦-switched-line phase shifter using RH TLs for
both the reference arm and delay arm as shown in Fig. 1(b) is also designed. A Rogers RO4350B
substrate with a relative dielectric constant of 3.48, thickness of 0.762 and a loss tangent of 0.003 is
used as the substrate in the designs of the two phase shifters. Fig. 2 shows the proposed prototyped
90◦-switched-line phase shifter.

Reference arm 

SPDT 

Delay arm 

SPDT input output 

(b)(a)

Figure 1: Layouts of (a) proposed and (b) conventional 90◦-switched-line phase shifters.

Figure 2: Proposed prototyped 90◦-switched-line phase shifter.

4. RESULTS AND DISCUSSIONS

Computer simulation and measurements have been carried out to study the performances of the
90◦-switched-line phase shifters. The simulated and measured return losses (RLs), insertion losses
(Ils), phase responses and phase shifts are shown in Fig. 3, which show good agreements.
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The measured results in Fig. 3(a) show that, with the reference arm switched on, the phase
shifter has a operating bandwidth of 0.58–2.7 GHz with RL > 10 dB and IL < 2 dB. When the
delay arm is switched on, Fig. 3(b) shows that the phase shifter has a bandwidth of 0.3–2.7 GHz
with RL > 20 dB and IL < 2 dB. The differences between the simulated and measured ILs when the
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Figure 3: Simulated and measured (a) RLs and ILs with reference arm switched on, (b) RLs and ILs with
delay arm switched on, (c) phase responses, and (d) phase shifts of proposed phase shifter.
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Figure 4: Simulated (a) RL and IL with reference arm switched on, (b) RL and IL with delay arm switched
on, (c) phase response, and (d) phase shift of the conventional phase shifter.
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reference arm or delay arm is switched on are about 1.6 dB as can be seen in Figs. 3(a) and 3(b).
These differences are caused by the IL of the two SPDT switches used in the designs. Fig. 3(c)
shows that the simulated and measured phase responses when the reference arm or delay arm is
switched on are quite in parallel. Fig. 3(d) shows that the measured phase shift is about −90◦ with
a variation range of −7◦ to +0.6◦ in the bandwidth of 1.6–2.7 GHz.

For comparison, the simulated RL, IL, phase response and phase shift of the conventional 90◦-
switched-line phase shifter in Fig. 1(b) are shown in Fig. 4. Figs. 4(a) and 4(b) show that when
the reference arm or delay arm is switched on, good impendence matching in the frequency band
of 1.5–2.7GHz with RL > 20 dB and IL < 1 dB can be achieved. However, the simulated phase
responses when the reference arm or delay arm is switched on are not in parallel as shown in
Fig. 4(c). The phase shift in the bandwidth of 1.6–2.7 GHz shown in Fig. 4(d) is −90◦, indicating
a large variation range of −21.3◦ to +26◦.

5. CONCLUSION

In this paper, a 90◦-switched-line phase shifter with constant phase shift using CRLH TL has been
designed, fabricated and measured. Results have shown that the proposed phase shifter can provide
quite a constant phase shift of −90◦ with a small variation range of −7◦ to +0.6◦. It has a wide
operating bandwidth of 1.6–2.7 GHz, a high return loss of more than 10 dB, and a low insertion
loss of less than 2 dB.
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Design of Oscillator Using Zeroth-order Resonator Based on
Composite Right/left-handed Transmission Line

Juanjuan Gao and Guizhen Lu
Communication University of China, China

Abstract— The application of novel zeroth-order resonator in RF circuit is investigated in this
paper. The zeroth-order resonator is composed by composite right/left handed transmission lines,
full-wave simulations with 1-cell and 4-cell resonators are carried out, respectively. Microwave
oscillators used zeroth-order resonators, which performed as tuning network, are proposed. The
zeroth-order resonators in oscillators determine the frequency. The simulation frequencies of
oscillators are 10.5 GHz of 1-cell resonator and 10.1GHz of 4-cell resonator, respectively.

1. INTRODUCTION

The composite right/left-handed (CRLH) transmission line (TL) is the practical implementation
of left-handed metamaterials based on transmission line theory [1]. The CRLH TL structure is
composed of unit cells with a series capacitance CL and a shunt inductance LL as well as a se-
ries inductance LR and a shunt capacitance CR. A typical microwave CRLH TL constituted by
interdigital capacitors and stub inductors shorted to the ground plane by a via, which was first
introduced by Caloz and subsequently used in various applications [2]. In this structure interdigital
capacitors and stub inductors provide CL and LL, performing left-handed (LH) nature as dominant
mode, whereas the parasitic reactances (parasitic capacitance is due to development of voltage gra-
dients, and parasitic inductance is due to current flow along the metallization) provide CR and LR

performing right-handed (RH) nature at higher frequencies.
Transmission-line resonators, usually open or short circuited, have been developed and prac-

tically used in microwave and millimeter-wave circuits. Generally, the resonant frequencies of
transmission-line resonators are determined by the length of the lines. Because of the unique fea-
ture of CRLH metamaterials that a β of zero can be achieved, zeroth-order resonators have been
proposed and developed. Zeroth-order resonator has the advantage that resonant frequency is
not related to the physical length of the TL, therefore it can be realized, theoretically, arbitrarily
small [3, 4]. Zeroth-order resonators can be exited in open- and short-ended case, as well as vari-
able reactance loads at both ends [5]. By changing load impedance at the terminals the resonant
condition of the zeroth-order resonator can be controlled. Researches on zeroth-order resonator
are popular in recent years; however the applications in RF circuit, such as oscillator, are not very
much.

In this paper, zeroth-order resonators with one terminal open-ended and the other terminal
capacitive are developed. Full-wave simulations of resonators, N = 1 and N = 4, (N is the number
of the unit cells in resonator.) are carried out. In addition, oscillators using these resonators as
tuning network are proposed.

2. THEORY

AS shown in Fig. 1(a), the unit of a typical equivalent-circuit model for transmission-line resonator
based on CRLH TLs is composed of a series branch and a shunt branch. Figs. 1(b) and (c) show
the T-type and Π-type unit cell, respectively.

In the open-ended case, shunt resonance in shunt branch is dominant. The shunt admittance is
given by

Ysh = jωCR +
1

jωLL
= jωCR

{
1−

(ωsh

ω

)2
}

(1)

where ωsh = 1/
√

LLCR, which is the shunt frequency. In contrast, in the short-ended case, series
resonance in series branch is dominant, The series impedance is given by

Zsh = jωLR +
1

jωCL
= jωLR

{
1−

(ωse

ω

)2
}

(2)
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Ysh
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Ysh/2 Ysh/2

Zsh

(c)

Figure 1: (a) Unit fell of equivalent circuit model. (b) T-type unit cell. (c) Π-type unit cell.

where ωse = 1/
√

LRCL, which is the series resonant frequency. In the particular case of balanced
resonances, when ωbalanced

0 = ωse = ωsh, the zeroth-order resonance occurs for both the open-ended
and short-ended resonators.

Resonators used in two ports oscillators perform as tuning network, which determine the fre-
quencies of oscillators, shown in Fig. 2. In order to act in oscillator, resonator should obtain good
frequency selectivity in oscillator frequency, phase condition also should be satisfied. The phase
relation holds:

∆ϕ = 2mπ (3)

with m = 0,±1, . . . ,±∞. CRLH TLs and terminals of zeroth-order oscillator both contribute to
∆ϕ.

Two-ports network

(Transistor)

Tuning network

( Resonator )
Terminal network

Negative resistance

Figure 2: Two ports oscillator circuit.

3. DESIGN AND SIMULATION

The geometries of the designed resonators are shown in Figs. 3(a) and (b), which are 1-cell resonator
and 4-cell resonator, respectively. The resonators are constituted by interdigital capacitors, stub
inductors and a transmission line, and the transmission line is used to satisfy the phase relation.
Parameter extraction was based on the resonators of Fig. 3 with ltl = 5 mm, wtl = 1.1mm, lc =
0.8mm, ls = 3mm, ws = 0.5mm. The number of electrode pairs is 3, and the width of the
electrode and the gap between the electrodes are 0.2 mm and 0.15mm, respectively. The thickness
and dielectric constant of the dielectric substrate are 0.51 mm and 3.66.
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Figure 3: Geometry of zeroth-order resonator. (a) 1-cell resonator. (b) 4-cell resonator.

(a) (b)

(c) (d)

Figure 4: Simulation results of resonator. (a) S11 magnitude of 1-cell resonator. (b) S11 phase of 1-cell
resonator. (c) S11 magnitude of 4-cell resonator. (d) S11 phase of 4-cell resonator.

In Fig. 4, the full-wave (MOM) simulated S11 for proposed resonators are shown. The selective
frequency of 1-cell resonator is 10.5 GHz. In resonant frequency, the magnitude of S11 is about
−2 dB and phase is 0.4 resonances of 4-cell are obtained. Only the second and the third resonances
satisfy the phase relation. The simulation results also show that the frequency selectivity of 4-cell
resonator is better than that of 1-cell resonator. It is noted that the physical length of zeroth-order
resonator is smaller than traditional transmission line resonator.

Oscillator circuit, which is in a common gate configuration, using zeroth-order resonator is
shown in Fig. 5. The inductor in series with gate is utilized to increase the instability of transistor.
Zeroth-order resonator in series with drain determines the frequency of oscillator. An appropriate
terminal network is design to match to a 50 Ω load ZL.

Transient simulation results of oscillator are shown in Fig. 6. In the Fig. 6(a), oscillator frequency
using 1-cell resonator is 10.7 GHz, which is a little higher than the resonant frequency of 1-cell
resonator. This is also occurred in 4-cell resonator case. In order to observe oscillogram clearly the
plots present only 0.5 ns from 50 to 50.5 ns, shown in Figs. 6(b) and (d). Figs. 6(c) and (f) give the
phase noises of oscillator using 1-cell resonator and oscillator using 4-cell resonator, respectively.
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Matching

network

ZLL

Figure 5: Oscillator circuit using zeroth-order resonator.

(a) (b) (c)

(d) (e) (f)

Figure 6: Simulation result of oscillator. (a) Frequency of oscillator using 1-cell resonator. (b) Oscillogram
of oscillator using 1-cell resonator. (c) Phase noise of oscillator using 1-cell resonator. (d) Frequency of
oscillator using 4-cell resonator. (e) Oscillogram of oscillator using 4-cell resonator. (f) Phase noise of
oscillator using 4-cell resonator.

Comparing the results of the two oscillators, we can see the performance of oscillator using 4-
cell resonator is better. This indicates that increasing the number of CRLH unit could improve
the performances of resonator and oscillator. Above simulations demonstrate that zeroth-order
resonator can be applied in RF oscillator.

4. CONCLUSION

Zeroth-order resonators constituted by interdigital capacitors, stub inductors and a transmission
line are presented. Full-wave simulations of resonators, with 1-cell case and 4-cell case, are carried
out. In addition, oscillators using zeroth-order resonators are designed, which certify the zeroth-
order resonators can be applied in RF circuits. Because of the better frequency selectivity of 4-cell
resonator, oscillator using 4-cell resonator has better performance at the magnitude of output signal
and phase noise. The research we have carried out indicates that increasing the number of CRLH
unit could improve the performances of resonator and oscillator.
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Transponder Impact on Power and Spectral Efficiencies in WDM
Links Based on 10–40–100 Gbps Mixed-line Rates
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Abstract— It has been proved that Mixed-Line Rate (MLR) could in a cost-efficient manner
scope with heterogeneity of constantly increasing traffic demands in core networks. In the same
time, the energy efficiency of a Wavelength Division Multiplexing (WDM) transmission system
of a MLR solution depends on the number factors (such as energy efficiency of transponders and
regenerators, spectral efficiency, length of transmission distance etc.) and number of wavelengths
operating with the particular bitrate and modulation format is one of them. Hence, this papers
aims at exploring the power efficient 10 Gbps, 40 Gbps and 100 Gbps wavelength assignment
strategy as well as the minimum optical bandwidth required to allocate all wavelengths.

1. INTRODUCTION

During the planning of wavelength division multiplexing (WDM) transport network as well as
on its operation pace one of the major constraints is the overall power consumption and power
costs per transmitted bps, i.e., energy efficiency [1]. The Mixed-Line Rate (MLR) solutions have
proved themselves as a cost efficient solution to deal with the heterogeneity of traffic demands [1, 2].
However, the energy efficiency of such WDM solution depends on the number of parameters such as
(i) number of wavelengths operating with the particular bitrate and modulation format; (ii) energy
efficiency of transponder; (iii) spectral efficiency which will define the transparent optical reach
and, hence, the number of 3R (re-timing, re-shaping, re-amplification) regenerations; (iv) distance
between two network nodes between whom an end-to-end connection should be provisioned; and (v)
signal quality need to be guaranteed at the receiving node. In this paper, we focus on MLR solution
which employs three different bitrates — 10 Gbps using the non-return-to-zero (NRZ) on-off keying
(OOK), 40Gbps using the NRZ differential phase-shift keying (NRZ-DPSK) and 100 Gbps realized
with the dual polarization quadrature phase-shift keying (DP-QPSK). Furthermore, about MLR
with such modulation format and bitrate selection have been reported in [3].

In [4–6] authors explores the trade-off between power costs per each transmitted bps, spectral
efficiency and the point-to-point transmission distance for the number of Single-Line Rate (SLR)
and MLR solutions but none of these papers do not explore the wavelength assignment scheme
that must be used to guarantee the lowest overall transponder power consumption regardless to
the capacity that need to be transmitted with defined signal quality. Hence, this papers aims at
exploring the power efficient 10 Gbps, 40 Gbps and 100 Gbps wavelength assignment approach as
well as the minimum optical bandwidth required to allocate these wavelengths in an end-to-end
WDM link where the signal quality (Q ≥ 6) is mainly limited by a linear crosstalk. In addition,
in this paper we: (i) report about power consumption values for different transponder and 3R
types; (ii) reveal the minimum allowable frequency intervals between collocated wavelengths; (iii)
compare the power efficiency of proposed MLR solution with the SLR ones; and (iv) analyze the
gained transponder load as a function of average aggregated traffic.

2. BACKGROUND AND INITIAL PARAMETERS

In previous research papers, e.g., [4, 5, 7] it has been revealed (i) the minimum acceptable frequency
intervals (see Table 1) between collocated wavelengths that allows detect signals with Q ≥ 6 after
the transmission over one span of transmission fiber and dispersion compensation module (DCM);
(ii) transponders and 3Rs power consumption values for the considered modulation formats and
bitrates (see Table 2). These parameters will be used further in this research papers.

Comparing these values must be reported that for the transmission capacity higher than 80 Gbps,
it is more energy efficiently to use the 100 Gbps DP-QPSK transponders. As for the 3Rs, the
situation changes and 40Gbps NRZ-DPSK ensures lower costs per each transmitted bps.

3. RESULTS AND DISCUSSION

In this section, the impact of transponder power consumption on the width of required frequency
band is evaluated. For this reason, firstly we describe an approach that must be used to choose
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Table 1: The minimum tolerable channel spacing and Q-factor in the worst system channel.

Wavelengths ∆ Fmin, [GHz] Q-factor, [dB]
10 Gbps–10Gbps 18.75 16.09
40 Gbps–40Gbps 112.50 15.56

100 Gbps–100Gbps 37.50 15.75
10 Gbps–40Gbps 62.50 23.88
10 Gbps–100Gbps 31.25 17.08
40 Gbps–100Gbps 75.00 16.90

Table 2: Power consumption [W] of transponders and 3Rs.

Bitrate and modulation format Equipment Power, [W]
10Gbps NRZ-OOK TSP/3R 22.4/20.8
40Gbps NRZ-DPSK TSP/3R 69.8/43.6
100 Gbps DP-QPSK TSP/3R 132.1/158.5

which wavelength to use for data transmission to ensure the lowest possible overall transponder
power consumption. Secondly, the overall power consumption of transponder for the SLR scenarios
is compared with energy efficient MLR scenario, where number of each wavelength is chosen based
on the proposed scheme. The width of frequency band required for transmission as a function of
average aggregated traffic also is given. And, finally, transponder load is calculated and compared
with the SLR scenarios.

3.1. Energy Efficient Approach to Choose a Number and Type of Required Transponders
As it is mentioned above, the power costs per transmitted bps (i.e., W/bps) or energy efficiency (in
J/bit) in MLR transmission systems strongly depends on the number of particular wavelengths used
to transmit the particular amount of accumulated traffic. Clear that in the MLR case, the same
capacity could be transmitted with different numbers of 10, 40 and 100 Gbps wavelengths. Hence,
the overall power consumption of required number of transponders could vary in wide range. But
since the transponder power consumption will mainly define the energy efficiency of transmission
system (power consumption of inline optical amplifiers is a constant value is inherent to the type
modulation format used for data transmission), it is important to choose the combination of 10,
40 and 100 Gbps wavelengths that ensure the lowest overall transponder power consumption for
each amount of aggregated traffic. Such algorithm is described in Fig. 1. It is based on the fact
that 100 Gbps DP-QPSK transponder has the highest energy efficiency comparing to the 10 Gbps
NRZ-OOK and 40 Gbps NRZ-DPSK.

Figure 2 shows that the lowest possible overall power consumption of transponders is se-
cured when not more than three 10 Gbps NRZ-OOK and not more than one 40 Gbps NRZ-DPSK
transponders are used for the transmission. In the same time, the number of 100 Gbps DP-QPSK
transponders must be increased together with the transmitting capacity (see Fig. 2(c)). This is
explained with the highest energy efficiency of 100 Gbps transponders.

If the number of 10, 40 and 100 Gbps wavelengths is chosen based on this proposed algorithm,
the overall power consumption required to ensure data transmission over one span of fiber-optical
link is: (i) the same as it would be in case on 10 Gbps SLR solution, if the transmitting capacity is
lower than 30Gbps; (ii) lower than it would be in case of any other number of 10, 40 and 100Gbps
wavelength, if 30Gbps < C < 60Gbps; (iii) not higher than it would be in pure 100 Gbps SLR
solution (see Fig. 3). In addition, it should be noted that curves in Figs. 2–4 have a stepwise form
due to the number of transponders which is a discrete and not a continuous variable. For example,
140Gbps capacity between two nodes should be transmitted by utilizing (i) fourteen 10 Gbps, (ii)
four 40 Gbps or even (iii) two 100 Gbps transponders.

The number of particular wavelengths has a strong impact not only on the energy efficiency
of transmission but also on the average utilization of WDM system equipment, transponders par-
ticularly. From the telecom operator point of view, the installed equipment should be utilized as
much as it is possible. Therefore, we also calculated the average utilization of transponders in en-
ergy efficient scenario of MLR transmission system, i.e., MLR system where number of 10, 40 and
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1: for each amount of aggregated traffic C 

2: required number of 100G transponders: N100G = floor(C/100G) 

3: traffic amount transmitted only with 100G TSP: C100G = N100G
.
100G 

4: traffic amount that should be transmitted with 40G and/or 10G TSPs: C40G/10G = C - 
C100G 

5: required number of 40G TSP: N40G = floor(C40G/10G /40G) 

6: traffic transmitted only with 40G TSP: C40G = N40G
.
40G 

7: traffic amount left only for 10G TSP: C10G = C40G/10G - C40G 

8: number of 10G TSP: N10G = ceil(C10G/10G) 

9: if power consumption of 100G TSP P100G < (power consumption of 40G TSP 

P40G)
.
N40G + (power consumption of 10G TSP P10G)

.
N10G then 

10: use 40G and/or 10G TSPs 

11: else 

12: use 100G TSP 

13: if P40G < P10G
.
N10G then 

14: use 40G TSP 

15: else 

16: use 10G TSPs 

17: end 

18: end 

19: end 

Figure 1: Structure of algorithm used to identify the required number of each type of transponders.

(a) (b) (c)

Figure 2: Number of a different type of transponders: (a) 10 Gbps, (b) 40 Gbps and (c) 100 Gbps required
to accumulate traffic in considered scenario of a power efficient MLR-based WDM network.

100Gbps wavelengths is chosen based on the proposed algorithm. Fig. 4 shows that the average
transponder load in case of proposed MLR solution is sufficiently higher comparing to the 100 Gbps
SLR. Of course, the use of lower bitrate (e.g., 10 Gbps) ensures very high transponder utilization
but in the same time, 10 Gbps transponders cannot secure the lowest overall power consumption
of transponder. Hence, we will gain something in terms of transponder load but will definitely lose
a lot in terms of power consumption, if 10Gbps wavelength will be selected for the transmission of
large amount of traffic between two network nodes.

3.2. Width of the Frequency Band Required for Transmission

Using the values of frequency intervals summarized in Table 1, the width of optical frequency band
that must be used to place 10 Gbps, 40Gbps and 100 Gbps wavelengths in appropriate sub-bands
can be calculated for the considered power efficient solution of MLR transmission system. Fig. 5
shows how changes the width of required frequency band with the average aggregated traffic, if
proposed algorithm for the estimation of 10 Gbps, 40 Gbps and 100 Gbps wavelengths is used. The
width of total required band is marked with broken red line, while the widths of 10, 40 and 100 Gbps
sub-bands are colored in blue, green and black, respectively.
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Figure 3: Total power consumption of different TSPs
as a function of average aggregated traffic.

Figure 4: TSPs load in a considered scenario of
power efficient MLR-based WDM network as a func-
tion of average aggregated traffic.

Figure 5: Optical bandwidth required to allocate 10Gbps, 40 Gbps and 100 Gbps wavelengths as a function
of aggregated traffic.

Width of 10Gbps and 40Gbps sub-bands is a discrete variable because for some capacities,
it is more efficiently from power consumption point of view not to use 10Gbps and/or 40Gbps
wavelengths at all (see Fig. 2). It also should be noted that for the C ≤ 30Gbps, lines colored
in red (i.e., total width of required band) and blue (i.e., width of 10 Gbps sub-band) overlap. For
the 30Gbps ≤ C ≤ 40Gbps, lines colored in red and green (i.e., width of 40 Gbps sub-band) also
overlap. Therefore, it must be concluded that data transmission in power efficient solution of 10–
40–100Gbps MLR system mainly is based on 100Gbps wavelengths. Such configuration of WDM
transmission system secures the lowest transponder power consumption per transmitted bps and
gives a flexibility to operate with lower bitrate if necessary.

4. CONCLUSIONS

This paper focuses on a 10 Gbps, 40Gbps and 100 Gbps wavelength assignment approach that
ensures the lowest overall transponder power consumption per 1 bps transmitted over one span of
fiber-optical link that consists from 40 km of standard single mode fiber and chromatic dispersion
post-compensation module. Wavelengths are placed in optical spectrum using obtained frequency
intervals that secure signal detection on the receiver side with Q-factor not lower than 6.

It is revealed that the lowest overall transponder power consumption is secured when not more
than there 10 Gbps wavelengths are used to transmit the data and not more than one 40 Gbps
wavelength is used regardless to the total capacity need to be transmitted, while the number of
100Gbps wavelength should be increased as average aggregated traffic grows. This is explained with
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the highest energy efficiency of 100 Gbps transponders comparing to the 10 Gbps and 40Gbps. If
the number of each wavelength is selected using this proposed algorithm then the total power
consumption required to ensure data transmission over one section of transmission line is: (i) the
same as it would be for the 10 Gbps SLR solution and the capacity less than 30 Gbps; (ii) the
lowest one for the traffic between 30 and 60Gbps; (iii) not higher as it would be for 100Gbps SLR
solution.
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Abstract— The main goal of this paper is to demonstrate the ability of a single pump paramet-
ric amplifier with linearly polarized pumping radiation to divide orthogonally polarized optical
signals, by emphasizing a signal with certain state of polarization from a combination of orthog-
onally polarized signals. In the implemented solution two orthogonally polarized optical signals
are placed on the same wavelength, and, after being highly attenuated, processed by the para-
metric amplifier in such a way, that only a signal with a certain state of polarization is amplified.
Such additional application of parametric amplifiers has not been demonstrated so far.

1. INTRODUCTION

Due to development of high non-linearity fibers (HNLF) and efficient stimulated Brillouin scatter-
ing (SBS) suppression techniques, in recent years fiber optical parametric amplifiers (FOPAs) have
received increased attention [1]. Due to the variety of potential applications parametric amplifica-
tion is positioned as the future leading technique for ultrafast all-optical signal processing in optical
communication systems [1, 2]. Additionally to providing optical signal amplification, FOPAs also
offer a number of applications for all-optical signal processing, such as: wavelength conversion, 2R
and 3R optical signal regeneration, tunable dispersion compensation, and also binary polarization
shift keying (2PolSK) to intensity on-off keying (OOK) modulation format conversion [3–5].

The ability to ensure 2PolSK to OOK modulation format conversion is based on the high polar-
ization dependency of the FOPA provided gain. This application requires to use linearly polarized
pumping radiation, the state of polarization (SOP) of which should coincide with the SOP of the
logical “1” component of the binary PolSK signal. In this case the logical “1” component will
receive maximal amplification, and the orthogonally polarized logical “0” will not get amplified [5].
This feature of parametric amplifiers can also be used to ensure one more additional application:
division of polarization multiplexed optical signals. Such additional application of parametric am-
plifiers can be very promising, as potentially it can lead to doubling of spectral efficiency in systems,
where FOPAs are used for optical signal amplification.

The main goal of this article is to investigate the ability of FOPAs with linearly polarized
pumping radiation to ensure division of two polarization multiplexed signals, placed on the same
wavelength, by emphasizing the signal with a certain state of polarization from the overall optical
flow.

2. SIMULATION MODEL

For investigation of the ability of the FOPA to emphasize a signal with a certain state of polariza-
tion, a simulation model of a 9.953Gbit/s two channel optical transmission system with non-return
to zero (NRZ) encoding technique and OOK modulation format was introduced. This simulation
model is shown in Fig. 1. OptSim 5.3 simulation software was chosen as the experimental envi-
ronment. Previous studies show that results obtained using OptSim simulation software have high
correlation with results obtained in a real life experiment [6].

In the transmitter block the radiation of the continuous wave (CW) optical laser is externally
modulated via a Mach-Zehnder Modulator, which in its turn is driven by a sequence of NRZ coded
electrical pulses that are produced by a tandem of a logical data source and an NRZ coder. For each
channel the optical power of the CW laser is 1 mW (0dBm). Both channels were placed on the same
carrier frequency: 196.5 THz (wavelength: 1554.537 nm), corresponding to the wavelength of the S
optical band. To ensure that the channels are orthogonally polarized, at each channel the produced
NRZ-OOK optical signal passes through an optical polarizer with the same state of polarization,
and afterwards the polarized signal from the 2nd channel is processed by a polarization rotator.
The state of polarization of the 2nd channel is turned in such a way obtaining such SOP that is
orthogonal to the SOP of the signal in the 1st channel.

Afterwards both signals are combined and processed through an optical attenuator with optical
signal attenuation of 36 dB. This optical attenuator is used to represent a 150 km long standard
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Figure 1: Simulation model of the two channel optical transmission system with FOPA for division and
amplification of polarization multiplexed signals.

single mode fiber with attenuation of 0.2 dB/km, and to allocate a 6 dB margin, as it is advised to
do during the design process of optical transmission systems [7]. Afterwards the signal is divided
among two branches of the transmission system. Each branch represents a receiver block, containing
a parametric preamplifier and two receivers: one for the signal at carrier frequency, and one for
detection of the generated idler spectral component.

In each branch the FOPA consists of the following mainelements: an optical combiner (to
combine the signal with the pump), a 1 kilometer long HNLF (the medium where amplification
takes place), and a powerful CW optical laser, that represents the source of the pumping radiation.
Parameters of the HNLF can be observed in Table 1.

Table 1: HNLF parameters [8].

Attenuation at 1550 nm, dB/km 0.96
Zero dispersion wavelength, nm 1553.35

Fiber non-linearity coefficient, (W · km)−1 15
Core effective area, µm2 10

The pumping radiation, produced by the CW laser is phase modulated, to broaden its spectrum,
and therefore suppress the unwanted impact of stimulated Brillouin scattering; and processed via an
optical polarizer, to ensure that the SOP of the pump coincides with the SOP of the corresponding
channel. For the same reason, in the case of the 2nd channel the polarized pumping radiation is
also sent through a polarization rotator. The power and the wavelength was configured in a way to
obtain such configuration of the amplifier that would ensure bit error rate (BER) below 1 · 10−12

mark, using as less pumping power as possible. To do so it was required for the peak of the gain
spectrum to coincide with the frequency of the amplified channel.

At the output of the FOPA the combination of the amplified signal, the pump and the generated
idler spectral component is divided among 2 via an optical splitter. At the input of each receiver
this combination is processed via a cascade of two bandpass optical filters. It was required to
implement double filtering because the extinction ratio of real life optical filters is not enough to
filter out the powerful pumping radiation.

3. RESULTS AND DISCUSSIONS

The aim of this section is to analyze the results obtained while configuring the parameters of the
amplifier for each of the two receiver blocks, and implement such amplifier configuration that would
efficiently emphasize optical signal with a certain state of polarization from the overall optical flow,
simultaneously ensuring the required quality of the emphasized signal.

To meet the proposed requirement for efficient division of polarization multiplexed signals using
as low pumping power as possible, simultaneously maintaining BER values below the 10−12 mark,
it was required to configure the amplifier in such a way, that the peak of the gain spectrum would
coincide with the frequency of the channel to be amplified. Due to the fact that the process of
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parametric amplification is highly dependent on the phase mismatch between the interacting op-
tical fields, it is required to take into account not only the linear phase mismatch that occurs due
to fiber dispersion, but also the non-linear phase mismatch that occurs as the consequence of such
nonlinear effects as self-phase modulation (SPM) and cross-phase modulation (XPM). Therefore,
while adjusting the power of the pumping radiation one must also simultaneously shift the wave-
length of the pump in order to maintain the peak of the provided gain spectrum at the desired
frequency.

But before seeking for the exact power and wavelength of the pumping radiation, it was re-
quired to configure the phase modulation of the pump in order to mitigate the unwanted impact of
SBS. The first estimation Pump power and wavelength were chosen to be 550 mW and 1554.1 nm
respectively. It was found that the highest optical gain and least amplified signal discrepancies
were observed when the pump was phase modulated by four radio frequency tones of 0.13GHz,
0.42GHz, 1.087GHz and 1.94 GHz.

On one hand the usage of phase modulation has decreased the power of the pumping radiation
at the input of the HNLF, but on the other hand, this has significantly increased the maximal
power of the pump, that could be launched into the HNLF without causing dramatic degradation
of amplified signal quality. Eye diagrams of the detected signal and optical spectrum at the output
of the FOPA with and without phase modulation of the pump are shown in Fig. 2. As can be seen
in Fig. 2(a) and Fig. 2(b) when no action is performed for SBS mitigation even at low amplified
signal power the amount of SBS produced signal discrepancies (the elevation of optical spectrum
in Fig. 2(b) and Fig. 2(c) is enough to increase BER by at least two orders. If the pump power was
550mW at the input of the HNLF (without the 3 dB attenuation, caused by phase modulation)
even a −1.31 dBm optical signal isn’t enough to insure BER below the 10−12 mark. It is clear that
the peak of amplification is shifted from the desired value (elevation of spectrum in Fig. 2(c) and the
obtained level of amplification is not high enough (BER value in Fig. 2(a), so the amplifier needs to
be reconfigured. Therefore it was required to obtain the values of the power and wavelength of the
pumping radiation, which would match the condition, mentioned at the beginning of this section.
For this purpose the dependence of BER values of detected signal on the power of the pumping
radiation was obtained (see Fig. 3(a).

In Fig. 3(a) it can be seen that for channel 2 BER values below 10−12 mark can be obtained
at a slightly lower pump power than for channel 1. This might be related to polarization mode
dispersion (PMD) that occurred in the HNLF. PMD caused additional phase mismatch between
signal in channel 1 and the pump, therefore the level of amplification was slightly decreased.

Based on the results shown in Fig. 3 it was decided that 530 mW 1553.9 nm pumping radiation
should be used. Eye diagrams of the detected signal at carrier frequencies in both receiver blocks

(a) (b) (c)

Figure 2: Optical spectrum at the output of the FOPA (to the left) and eye diagram of the detected signal
in channel 2 at carrier frequency in the system (a) with pump phase modulation, (b) without pump phase
modulation but with the same pump power at the input of the HNLF, (c) and without phase modulation
with 550 mW pump power.
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(a)

(b)

(c)

Figure 3: Dependence of BER values of the detected signal on the (a) pumping power of the amplifier at
carrier frequencies in the 1st channel (blue), in the 2nd channel (red) and idler frequencies in the 1st channel
(grey) and in the second channel (yellow); (b) and eye diagrams of the detected signal at carrier frequency
at 530 mW pumping power in the 1st channel and (c) in the 2nd channel.

of the system with the chosen configuration are available in Fig. 3(b) and Fig. 3(c). Fig. 3(b) and
Fig. 3(c) also show that even though the signal covered only 1 km of HNLF fiber, the transactions
between the logical “1” and the logical “0” were broadened. This, in the absence of high amount
of cumulated dispersion, clearly indicates that the signal was influenced by SPM and XPM. Gain
spectrum that is provided by the chosen FOPA configuration can be observed in Fig. 4. Due to
the fact that gain spectra in both branches were very alike, it was decided to show only the gain
spectrum for the 1st channel.

It can be seen from Fig. 4 that the peak of amplification directly coincides with the frequency
of the signal to be amplified. On-off gain of 19.95 dB and 20.05 dB was obtained for the 1st and
the 2nd channel respectively. The power level of the idler spectral components at the output of
the FOPA was about 0.7 dB lover than at carrier frequency. This explains why higher pumping
power was required to ensure the desired quality of the signal at idler frequencies (Fig. 3(a)). To
assess the produced signal distortions that occurred during the process of amplification, the power
of the amplified signal that was required to ensure a certain BER value was compared to an ideal
single channel NRZ-OOK system where no amplification is used. The obtained results are shown
in Fig. 5.

Figure 5 shows that there is 0.75 dB of power penalty between the signal at carrier frequency
and the ideal system. However, for the idler channel this penalty is just under 0.5 dB. This can

Figure 4: FOPA provided on-off gain at carrier
(blue) and idler (orange) frequencies.

Figure 5: BER value dependence on the power of
the detected signal in the ideal OOK system (violet)
and in the 1st channel of the system with the chosen
FOPA configuration at carrier (blue) and idler (red)
frequencies in the system with modulation format
conversion.
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be explained by the fact that for each channel the orthogonally polarized spectral component was
not involved in the process of parametric amplification and wavelength conversion, and, therefore,
was not replicated in the idler. But this orthogonal spectral component, which in this case is
interpreted as noise, still exists at carrier frequency, and therefore slightly influences the BER value
of the detected signal.

4. CONCLUSIONS

In this article the authors have demonstrated the ability of FOPAs to efficiently emphasize a
signal with a certain state of polarization, and, therefore, can be successfully used for division
of polarization multiplexed signals. It was also shown that phase modulation of the pumping
radiation can be successfully implemented to mitigate SBS also in cases where the pump of the
FOPA is linearly polarized. In our case this has helped to gain about 2 orders of BER, even though
at that time the configuration of the amplifier was not optimal.

It was found that even though signals in both channels were exactly in the same conditions,
the difference in amplification has reached 0.1 dB. This can be related to fiber PMD that produced
slight phase mismatch between the signal in channel 1 and the pump and, therefore, has caused
slight decrease of amplification in comparison with channel 2. Due to the broadened transactions
between the logical “1” and logical “0 levels”, it was concluded that the emphasized signal has
experienced influence of SMP and XPM. The thick logical “1” level in eye diagrams of the detected
signal shows that optical noise also was produced during the process of amplification. The increase
of the amount of this noise and the growing impact of SPM and XPM have decreased the progress
of lowering BER values while increasing the pump power in Fig. 3(a).

It was found that power penalty of 0.75 dB exists between the provided solution and an ideal
NRZ-OOK system. For the idler this penalty was by 0.25 dB lower, due to the fact that the
orthogonally polarized component was not involved in the process of parametric amplification and,
therefore, was not transferred to the idler spectral component.
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Abstract— The Solid State Drive (SSD) is nowadays commonly installed in mobile devices or
Ultrabook owing to its compact size and fast processing speed. However, due to ever shrinking
space on edge of lid, the WLAN antennas are now usually located at base of Ultrabook computer
and thus suffers EMI noise power generated from high speed SSD. Therefore the broadband EMI
noise resulted from SSD operation would usually invade the RF communication channel, and thus
degrades the receiving sensitivity of the system. In addition, when WiFi tethering is used for
cloud applications with the 3G/4G WWAN network through smart phone, the EMI noise from
SSD would also affect the file down-loading of mobile phone. Because when Internet accesses with
WWAN network, the users always place the mobile phones by side of notebook computer with
built-in EMI aggressive SSD. Since the receiving sensitivity of wireless system is the key issue for
cloud applications as required by CTIA and related organization, this study investigates the EMI
noise coupling mechanism from SSD to antenna and also analyzes the effect on WLAN perfor-
mance. The coupling mechanism of EMI noise between SSD and RF modules can be categorized
as antenna coupling, circuitry coupling, and cavity coupling. With the help of near-field EMC
analysis for closely located RF and digital modules in this study, we can identify the root cause of
receiving sensitivity degradation and benefit the manufacturers for proper SSD integration with
mobile device or Ultrabook computer from compact form design limitation. We also evaluated
the noise limit and frequency range for platform noise of wireless communications, and hope to
apply the noise budget concept and IC-EMI measurement techniques on the component level to
help SSD-related manufacturers and wireless communications system manufacturers to improve
the integrating design to meet the performance and EMC requirement in the future study.

1. INTRODUCTION

Owing to its compact size and fast processing speed, the Solid State Drive (SSD) is commonly
found been installed in Ultrabook and similar devices. However, such high speed digital module
has malignant impact on RF performance of wireless communications. For instance, the SSD
usually radiates RF noise power which affects the receiving performance of the WLAN antennas
located at base of Ultrabook PC. In addition, when using the WiFi tethering, that is, the users can
use the Ultrabook to surf the Internet by the 3G/4G WWAN network via mobile phone, the SSD
also radiates the RF noise power which has degraded the reception of mobile phone placed beside
the notebook with built-in SSD. When mobile phone is put beside the SSD for WiFi connection
as shown in Fig. 1, the EMI signal of another externally connected SSD might also cause the
interference on wireless communications.

Figure 1: Scenario of WiFi tethering with mobile phone and external SSD.
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2. EMI NOISE EFFECT AND COUPLING MECHANISM ANALYSIS

To quantify the impact of SSD noise power on WLAN performance via embedded antennas, which
usually located on the upper left and right corners of the LCD panel for traditional notebook PC
as an example, we conduct the throughput rate measurement inside anechoic chamber and show
the results with the test setup below in Fig. 2.

Figure 2: Impact of SSD on throughput rate measurement and results.

From the Fig. 2 shown above for the throughput rate measurement, the blue, yellow, and pink
lines represent the WLAN throughput rate when the notebook PC is equipped with HDD, shielded
SSD, and SSD, respectively. We here also show in Fig. 3 the possible noise coupling configurations
and reason for the degradation of WLAN throughput rate. Compared to HDD case, it is found
that the SSD noise power dominates the effect. In addition, it also shows the relative position for
WLAN antennas with their cable routing, SSD, and WLAN/WWAN module for this throughput
rate measurement.

Figure 3: WLAN antennas and cabling configuration with SSD module.

From the analysis of measurement results, the main reason for the degradation of receiving
sensitivity is circuitry coupling. The circuitry coupling here means that the SSD noise couples to
the mini-coaxial cable connecting WLAN antennas and WLAN module. If the WLAN antennas
are further moved down to PC base due to the shrinking lid form limitation of the Ultrabook
design, then the SSD EMI noise will even couple directly to the WLAN antennas which is so-
called “Antenna Coupling.” The coupling mechanism between WLAN antenna and SSD module is
illustrated in Fig. 4 for detail.

Figure 4: Detailed coupling mechanism between WLAN antenna and SSD module.



1676 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

We also found out that even the SSD is moved far away from the wireless antenna, as shown
below in Fig. 5, RF noise power still couples to antenna from SSD module. Since the chassis
of Ultrabook is made of Al-Mg alloy, we therefore call such phenomenon as “cavity resonance” [2]
coupling. From the possible coupling mechanism mentioned above, it would be the optimal solution
for RFI problems by modifying the components placement layout for better isolation and improving
SSD design to mitigate the radiated noise power.

Figure 5: Cavity resonance coupling between WLAN antenna and SSD module.

3. MEASUREMENT SETUP AND PROCEDURES

To help the wireless communications manufacturers and SSD manufacturers identify the root cause
of SSD EMI problems on RF receiving performance, we here provide the SSD EMI diagnosis
procedures for RF design solutions.

a. Measure the SSD noise power received by the embedded WLAN antennas using the SSD test
fixture (Antenna Coupling) as shown in Fig. 6. From the setup shown, the SSD module can
be placed in the yellow area of the text fixture and then measure the noise power (generated
from SSD) received by WLAN antennas.
The measurement result is shown in Fig. 7, which shows the noise map in WLAN band
(2.4GHz∼2.5GHz) and the corresponding noise level of the whole SSD. The corresponding
spectrum (from 2415.5 MHz to 2474.4 MHz) for the noise map is shown in the left figure,
and the spectrum for the point with the highest noise level in noise map is shown in the right
figure. In the Fig. 7, the left one also represents the highest noise level at each frequency point
in WLAN band of scanned area.

b. For some critical WLAN channels interfered by SSD found in step 1, we then utilize the PNS [1]
(Platform Noise Scanner) for near field noise scanning to locate the EMI noise distribution
generated from SSD (Circuitry Coupling & Cavity Resonance [2]) as shown in Fig. 8.
The current distribution of EMI noise on the victim WLAN antenna from the PNS scanning
is shown in Fig. 9 to verify the coupling effect.

Figure 6: Antenna coupling measurement.

Figure 7: SSD noise map in WLAN band.
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Figure 8: Circuitry and cavity resonance coupling measurement.

Figure 9: Current distribution on victim antenna.

4. NOISE LIMIT AND FREQUENCY RANGE PLANNING

From the measurement and test plan mentioned for RFI noise evaluation in the previous section,
we here suggest that the noise limit of high speed digital component can be determined with the
following formula.

NLimit (dBm) = SM(dBm) + GA (dBi)− SNR (dB) (1)

For example, if a WLAN device requires −103 dBm receiving sensitivity with 2.14 dBi antenna
gain, then the noise limit could be determined as follows.

NLimit = −103 (dBm) +−2.14 (dBi)− 7 (dB) ≈ −108(dBm) (2)

Since the coupling coefficient is a transfer function of distance, the separation between SSD
module and WLAN antennas should also be taken into consideration when enacting the RF noise
limit for each communication band.

Once the SSD RFI noise limit is determined for wireless communications manufacturers, they
can control the noise budget for SSD together with the corresponding test fixture shown previously
to improve RF receiving performance. With the designated noise limit, the SSD noise level in each
band should be further suppressed and validated by IEC 61967 [3] IC-EMI measurement series.
From the step 2 test item shown in previous section, the SSD noise level in hot spot image of
surface scan is better not exceed −60 dBm/30 kHz in each communication band. Otherwise, the
potential risk for RF de-sensitivity will increase if the antenna cable is routed across the SSD
module.

5. NOISE RESULTS OF SSD NEAR FIELD EMI TEST

To illustrate the SSD EMI noise effect on WLAN receiving performance, we have shown in Fig. 10
for antenna receiving EMI power comparison of the SSDs from two different manufacturers S1 and
S2. In the left hand side, it shows that the WLAN antennas (both main and auxiliary antenna)
receive more noise power from S1 manufacturer’s SDD than from S2’s. When we utilized the
platform noise scanner to scan the SSD’s noise current distribution in WLAN band, the result is
shown in the right hand side. It can thus be realized that the S1 SSD imposes greater potential
risk than S2 SSD for those WLAN communication band.



1678 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Figure 10: EMI comparison of the SSDs from two different manufacturers.

Figure 11: EMI noise power received by main and auxiliary antennas from S3’s SSD.

Finally we implemented the SSD made by S3 manufacturer on Ultrabook PC, then we also
measured the EMI noise power received by main and auxiliary antennas of WLAN respectively as
shown below in Fig. 11. It obviously shows that the noise level of RF module raises drastically, and
thus will inevitably degrade the RF receiving performance despite the good RF design practice.

6. CONCLUSION

The SSD EMI noise measurement is conducted to evaluate the noise level and isolation requirement
needed for SSD integrated with RF module. For the Ultrabook and notebook PC manufacturers,
they can benefit the SSD noise impact on WLAN system and further utilize the mitigation tech-
niques to suppress the noise coupling with compact design limitation from this study. As to the
SSD related manufacturers, they can also benefit from understanding the noise current distribution
to improve their SSD design to meet the system manufacturers’ requirement for platform noise
consideration.
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Abstract— In this paper, we introduce the principle of high speed train eddy current braking,
and establish a complete mathematical model for solving eddy current force definite solution
problem. The eddy current braking process is a dynamic process. The air gap distance between
the magnetic pole and guide rail induction plate is constantly changing, and the change of air
gap and the eddy current brake force are mutually coupled. Obviously, the dynamic coupling
process of eddy current braking force with air gap cannot be characterized by static analytical
expressions. We propose a method to calculate the dynamic simulation of eddy current braking
force considering the change of air gap. First, the finite element method is used to establish the
2-dimensional (2D) model, and then the ANSYS software is applied to simulate the calculation.
Finally, the results of eddy current brake force (i.e., horizontal braking force) and the normal
force change with speed are obtained. We did the analysis on the simulation results, which were
further compared with the experimental data. The reasons of the error were analyzed too. This
paper provides a reference for the design of high speed train eddy current device.

1. INTRODUCTION

At present in China, the motor car of high speed multiple units uses the regenerative brake and disc
friction brake, while the trailer only uses the disk friction brake. As the braking power of more than
300 km/h level train is very big, the brake disc will be under high heat load. Therefore the design
of materials and structure is a challenge. Using eddy current brake can shorten the emergency
braking distance and improve the safety of trains. The eddy current brake can also play a role in
the normal braking. Using eddy current brake and regenerative brake for high speed scenarios, and
using disc friction brake supplement in low speed scenarios, we can greatly reduce the wear of the
brake disc and the brake pad.

2. THE PRINCIPLE OF THE LINEAR EDDY CURRENT BRAKING

As shown in Fig. 1, the magnet poles are alternately arranged in accordance with N S maintaining
a certain air gap on the conductor. When the exciting coil is energized, the conductor and the
electromagnet are not in relative motion (v = 0). The main magnetic flux is constant and the
magnetic field is symmetric. The suction force is generated between the magnetic and the conductor.

When the electromagnet and the conductor are in relative motion (v > 0), the conductor
cuts magnetic lines, generating eddy current, deflecting magnetic field lines, thus the tangential
component is generated, which is the brake force.

Figure 1: The structural drawing of the eddy current brake.
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3. THE MATHEMATICAL EQUATIONS OF LINEAR EDDY CURRENT BRAKE
ELECTROMAGNETIC FIELD

For general time-varying electromagnetic fields, Maxwell’s equations in differential forms can be
written as





∇× ~H = ~J +
∂ ~D

∂t

∇× ~E = −∂ ~B

∂t
+∇×

(
~V × ~B

)

∇ · ~B = 0

∇ · ~D = ρ

Among them





~D = ε ~E

~B = µ ~H

~J = σ ~E

(1)

where ε, µ and σ, are the permittivity, magnetic permeability and electrical resistivity respectively,
ρ is the electrical space charge density.

The eddy current field has the following characteristics:
1. We can ignore the effect of displacement current on the magnetic field.
2. After considering the relative motion of the magnetic field, we can think of the magnetic field

is time invariant field.
3. There is no free charge in the field, so the electrical space charge density is 0, ∇ · ~D = 0.
In a pair of magnetic poles, for example, the study area is divided into three parts:
the excitation coil region, including the air gap and iron core, and the magnetic yoke region, as

well as the induction plate region.

Figure 2: The cross section schematic of eddy current brake.

We divided the above fields into the eddy current region (induction plate) and the non-eddy
current region (core, coil and air gap). In the eddy current region we use magnetic vector potential
~A and electric scalar potentials φ as unknown functions, and in the non-eddy region we only use ~A
as the unknown function. We define

~B = ∇× ~A (2)
~E = ~V × ~B −∇φ = ~V ×∇× ~A−∇φ (3)

Obviously ∇ · ~B = 0 and ∇ × ~E = ∇ × (~V × ~B) are established. The ν is reluctivity (without
considering the magnetic saturation, can be considered to be constant), and

~H = ν ~B. (4)

In order to ensure the uniqueness of the magnetic vector potential, the Coulomb gauge condition
is introduced in the study area

∇ · ~A = 0 (5)

On the outer boundary we define
~n× ~A = 0 (6)

At the same time, a penalty term −∇(ν∇ · ~A) is introduced in the control equations. Due to the
addition of this term, the irrotationality of the electric field intensity ~E cannot be hidden, for which
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we need to list the explicit formulation. Finally the complete equations for electromagnetic field of
eddy current brake are obtained.

∇×
(
ν∇× ~A

)
−∇

(
ν∇ · ~A

)
− σ

(
~V ×∇× ~A−∇φ

)
= 0

∇ ·
(
σ~V ×∇× ~A + σ∇φ

)
= 0



 in the eddy current region (7)

∇× (ν∇× ~A)−∇
(
ν∇ · ~A

)
= ~Js in the non-eddy current region (8)

(
∇× ~A1

)
· ~n12 =

(
∇× ~A2

)
· ~n12

(
ν1∇× ~A1

)
× ~n12 =

(
ν2∇× ~A2

)
× ~n12

ν1∇ · ~A1 = ν2∇ · ~A2

~n ·
(
σ~V ×∇× ~A + σ∇φ

)
= 0





on the internal boundary (9)

(
∇× ~A

)
· ~n = 0

~n× ~A = 0

ν∇ · ~A = 0





on the outer boundary (10)

4. DYNAMIC SIMULATION OF LINEAR EDDY CURRENT BRAKE FORCE

In the process of eddy current brake, the air gap distance between the magnetic pole and guide
rail induction plate is constantly changing. The change of air gap and the eddy current brake
force are mutually coupled, and therefore the eddy current braking process is a dynamic process.
Considering the change of air gap, we simulate the dynamics of eddy current brake force using the
ANSYS software.

Since the eddy current brake pole is symmetric in the direction of the rail height direction, we
established a two-dimensional model to calculate the eddy current field. The parameters of the
Maglev Train TR08 are computed by using our program. Eddy current brake force (horizontal
brake force) was obtained from the power of the eddy current loss and speed as

−→
F =

P
−→
V

(11)

Normal force was calculated by Maxwell stress method

~F =
∫∫
©

S

[
1
µ0

(
~n · ~B

)
~B − 1

2µ0
B2 · ~n

]
ds (12)

5. THE SIMULATION RESULTS

By calculation, we obtained 7× 21 sets of data, excitation current varying from 25 A to 55 A, the
speed from 100 to 0m/s (respectively 5A, 5 m/s as a step). Fig. 3 depicts the eddy current brake
force (horizontal brake force) and the normal force changes versus the speed (with the excitation
current set to be 45 A).

From Fig. 3, we can see that the eddy current brake force increases rapidly along with the speed
in the 0 ∼ 50 km/h speed region, while in the 50 ∼ 100 km/h region the brake force changes very
little. It roughly reaches a maximum value at 80 km/h. Further more we observe that the normal
force is of great value in the low speed region. This force can make the wear plate against the
rail and produce the friction braking force. It can supplement the deficiency of the eddy current
brake force in the low speed region. With the increasing of speed, the normal force decreases and
is negligible in high speed region.

Our experimental data is shown in Fig. 4, where eddy current brake test bench is adopted.
Comparison of Fig. 3 and Fig. 4, we find that the eddy current brake force calculated theoretically

is consistent with the actual experimental values, although there is some error in the numerical
value. The errors existing in the numerical calculation are caused by the following two reasons.

1.When we built the mathematical model, the boundary conditions were calculated approxi-
mately.

2. The air gap of the eddy current brake bench adopted in experiments involves certain errors.
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(a) (b)

Figure 3: Horizontal brake force, normal force varies with speed (excitation current 45 A).

Figure 4: The test results of eddy current brake force.

6. CONCLUSION

In this paper, we proposed a method to calculate the dynamic simulation of eddy current braking
force by taking into account the change of air gap. The results of eddy current brake force (i.e.,
horizontal braking force) and the normal force change with speed are obtained. The simulation
results were observed to be consistent with the experimental data. This paper provides a reference
for the design of high speed train eddy current devices.
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Abstract— Fe-Si-Al-Cr flaky particles were used as microwave absorbing material. Iron-Silicon-
Aluminum-Chromium ingots with nominal compositions Fe73Si15Al10Cr2 were produced by al-
loying the pure elements in an induction melting furnace under argon atmosphere at 0.03MPa,
and then the ingots were crushed into irregular shaped particles. As-crushed alloy had been
milled by planetary miller for 32 h. In order to increase the effective permeability, the material
was annealed under different conditions. The morphology of the powders was characterized by
scanning electron microscope (SEM). The phases of powders were estimated by X-ray diffract
ometer (XRD). The microwave permeability dispersion spectra of annealed powders within a
frequency range of 0.5–8GHz was measured. The SEM results showed that particles had been
successfully transformed into the flaky shape. The average diameter of flakes is about 43µm.
The average aspect ratio (width/thickness) of flakes is about 28. The XRD results showed that
the DO3 ordered phase coexisted with α-Fe(Si,Al,Cr) matrix phase by annealing above 500◦C.
When the annealing temperature increased from room temperature to 800◦C, the grain size grown
from 10.4 nm to its maximum 29.8 nm and part of α-Fe(Si,Al,Cr) matrix phase translated into
DO3. The imaginary part of the effective permeability increased with the annealing temperature,
and decreased when the temperature was above 500◦C. The resonance frequency decreased with
the annealing temperature, and increased when the temperature was above 400◦C. The effec-
tive permeability of the powders, obtained by 500◦C annealing, had a maximum value of 6.0 at
2.5GHz.

1. INTRODUCTION

Electromagnetic wave absorbers in the gigahertz range for mobile communications have become
widely used. Soft magnetic metal powders, such as Fe-Si-Al alloysor nanocrystalline metal al-
loys, have attracted considerable attention for shielding against electromagnetic interference (EMI)
radiation.

In order to increase the bandwidth of electromagnetic wave absorption andre duce the thickness
of an absorber, high permeability values are required, especially high imaginary parts of perme-
ability [1]. The microwave permeability of milled Fe-Si-Al flaky particles has been found to be
much larger than those of unmilled particles with irregular shape [2]. It has been proven that
magnetic particles with flaky shapes can effectively improve the absorption properties [3]. Tianyu
Ma et al. have fabricated thin Fe85.8Si9.6Al5.6 (wt.%) nanocrystalline flakes from melt-spun ribbons
by a high-energy planetary ball-milling method. They found that the D03 superlattice recovered
after annealing for 30 min at 300◦C and over, accompanied by modest crystalline growth, causing
a clear enhancement in magnetic properties [4]. It has been proven that the addition of Cr in the
alloys can improve the effectively permeability of materials [5]. But they did not consider the effect
of annealing on the microwave magnetic properties of Fe-Si-Al-Cr flaky particles. Therefore, in this
paper, Fe73Si15Al10Cr2 precursor was prepared by ball-milled and then annealed under different
temperature. The effects of annealing temperature on the microstructure and magnetic properties
of the as-prepared powders were investigated.

2. EXPERIMENTAL PROCEDURES

Stoichiometric Fe73Si15Al10Cr2 compounds were prepared by induction melting under argon atmo-
sphere, the constituting elements with a purity higher than 99.9%. The ingots were crushed into
irregular shaped particles with the diameter was hundreds of microns. As-crushed alloy had been
milled by planetary miller for 32 h. The as-prepared flakes were annealed in vacuum furnace at
different treatment temperatures (from 300◦C to 800◦C) for 1 hour.

The morphology of the powders was characterized by scanning electron microscope (SEM, JEOL
TSM-7600F). The phases of powders were estimated by X-ray diffractometer (XRD, SHIMADZU
XRD-7000) with Cu K-radiation. Complex permittivity and complex permeability measurements,
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in the frequency range between 0.5 and 18GHz, were carried out by to roidal samples (mass ratio
of powders and paraffin was 4 : 1) of Ø7mm×Ø3.04mm×2.5mm using microwave vector network
analyzer (Agilent 8720ET).

3. RESULTS AND DISCUSSION

After these particles have been milled for 32 h, they have been successfully transformed into the
flaky shape, as shown in Figure 1. The average diameter of flakes is about 43µm. The average
aspect ratio (width/thickness) of flakes is about 28.

Figure 1: SEM micrographics of various powders milled for 32 h FeSiAlCr.

Figure 2 shows the XRD patterns of different samples. Fe75Si13Al10Cr2 has two kinds of crystal
structures with ferromagnetic properties: The ordered DO3 (superlattice) structure and the dis-
ordered α-Fe(Si,Al,Cr) structure. Three prominent diffraction peaks in all samples are associated
with the (200), (400) and (422) planes of α-Fe(Si,Al,Cr) solid-solution. Two additional peaks at
angle about 28◦ and 31◦ observed in the ingot sample correspond to a DO3 ordered phase. For
the α-Fe(Si,Al,Cr) phase with B. C. Clattice structure, Fe, Si, Al and Cr atoms occupy the lattice
sites randomly in the way of continuous substitutional solid solutions. For the DO3 phase, Al
and Si atoms dominantly occupy the body-centered site of its unit cell (i.e., superlattice), which
is composed of eight B.C.C unit cells. After milling for 32 h, the diffraction peaks of DO3 phase
fully disappears, XRD of original powder shows the disordered α-Fe(Si,Al,Cr) structure. The XRD
results showed that the DO3 ordered phase coexisted with α-Fe(Si,Al,Cr) matrix phase by anneal-
ing above 500◦C. When the annealing temperature increased from room temperature to 800◦C,
three prominent peaks are relatively narrow, attributing to the variation of average grain size and
internal strain which can be estimated by Williamson-Hall method [6], as shown in Table 1.

Figure 3 reflects the effective permeability and permittivity of the alloy powders annealed un-

Figure 2: XRD patterns of the ingot simple, the powders milled for 32 h, and then annealed in vacuum
furnace at 300◦C, 400◦C, 500◦C, 600◦C, 700◦C, 800◦C.
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Table 1: Grain size D (nm), internal strain ε (%) with different annealed temperature.

Annealed temperature (◦C) D (nm) ε(%)
as-milled 10.4 0.501

300 12.2 0.478
400 16.6 0.461
500 19.6 0.345
600 27.6 0.166
700 28.7 0.108
800 29.8 0.068

der different temperature. Both the real part and imaginary part decreases during the annealing
temperature increased from room temperature to 800◦C. After annealed, the real part of the per-
meability of the sample with an increasing temperature first increases, then descending. The real
part of the permeability of the powders obtained by 500◦C annealing has a maximum value of 9.0
at 1.05 GHz. The imaginary part of the effective permeability also presents a first increase and then
decreasing trend. The imaginary part of the effective permeability increased with the annealing
temperature, and decreased when the temperature was above 500◦C. The effective permeability of
the powders, obtained by 500◦C annealing, had a maximum value of 6.0 at 2.5 GHz. First, the res-
onance frequency moves to the low frequency with the annealing temperature, the minimum value
of resonance frequency is 1.2GHz, obtained by 400◦C annealing. Then the resonance frequency
increased when the temperature was above 400◦C.

For cubic crystal (K1 > 0), we can get the resonance frequency fr by the following formula:
fr = γHeff . Heff is magnetic anisotropy field, γ is gyromagnetic ratio. Average grain size grown
up from 10.4 nm to 29.8 nm, leading to an increase magnetic anisotropy Heff . Internal strain has
an decrease from 0.501% to 0.068%, leading to an decrease of Heff . When the temperature is
under 500◦C, the decrease of internal strain contribute more to the change of Heff than the grown
up of grain size; When the teperature is above 500◦C, it is opposite. As a result, fr presents
a first decrease and then increasing trend when the annealing temperature increased from room
temperature to 800◦C. Similar to Heff , Ms the also presents a first decrease and then increasing

(a) (b)

(c) (d)

Figure 3: Effect of different components on the microwave permeability and permittivity. (a) The real part
of permittivity; (b) The imaginary part of permittivity; (c) Thereal part of permeability; (d) The imaginary
part of permeability.
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trend.
Permeability values of traditional microwave magneticmaterials are small in quasimicrowave

frequencies of gigahertz due to Snoek’s limit:

(µr − 1)fr = 2/3γMs (1)

Fe-Si-Al-Cr flaky particles were annealed under different temperature. The shape-dependent Snoek’s
law as given below indicates that higher permeability can be obtained in flaky particles:

(µr − 1)f2
r = (γ/2π)24πMs(Hk + 4πMsDz) (2)

where Dz is the demagnetization factor of the direction normal to the particle plane. Dz value does
not change after annealing. According to the change of Ms and fr, µr presents a first decrease and
then increasing trend. µ′ had a maximum value of 9.0 at 1 GHz, µ′′ had a maximum value of 6.0
at 2.5 GHz, obtained by 500◦C annealing.

4. CONCLUSION

Flake-shaped particles were annealed under different temperature. The XRD results show that
there are two major phases exist: the ordered phase (DO3) and the disordered α-Fe(Si,Al,Cr)
structure. When the annealing temperature increased from room temperature to 800◦C, the grain
size grown from 10.4 nm to its maximum 29.8 nm, the internal strain increases from 0.079% to
0.485%, part of α-Fe(Si,Al,Cr) matrix phase translated into DO3. The effective permeability of the
powders, obtained by 500◦C annealing, had a maximum value, µ′ = 9.0 at 1.2GHz and µ′′ = 6.0
at 2.5 GHz.
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Abstract— In this paper, a novel method for controlling trailing edge scattering is proposed
based on tapered periodic surfaces (TPS) loading. The TPS is realized by periodic square metallic
patches with tapered dimensions at the direction perpendicular to the considered edge but keeping
its period unchanged. The backscattering properties from the trailing edge with the proposed
TPS loading are analyzed and compared with that of original trailing edge for various frequencies.
It is observed that wide angular radar cross section (RCS) reduction can be achieved and the
maximum reduction of mono-static RCS is 25 dB. Furthermore, it is found that the proposed TPS
loading can more effectively suppress edge backscattering for a wide range of azimuth angles than
the popular trailing-edge serration method.

1. INTRODUCTION

With the rapid development of detecting technology, radar cross section (RCS) reduction becomes
very important for stealth techniques for military aircrafts or ships [1]. Basic techniques used for
RCS reduction involve appropriate shaping, use of radar absorbing materials, and passive and active
cancellation of scattered field. Experimental evidence indicates that edges are a major potential
scattering source of stealth objects after typical sources such as specular reflection, cavity or ducting
scattering and angular scattering are effectively controlled [2]. Edge diffraction can be interpreted
by the scattering from discontinuous electromagnetic property between edges and its surrounding.
In the region of low RCS, edge scattering should be significantly reduced. Resistive strip is widely
used in electromagnetic scattering suppression, especially for surface discontinuities [3–6]. It can
break up a single strong echo into many weak ones. Serration is a geometric treatment and also be
widely applied to the trailing edges of wings. Obvious examples are the B-2 and F-117A aircraft [7].
It can avoid reflection in the direction of the incoming wave so as to reduce the backscattering from
the edges. Therefore, resistive loading and serrated edge are two main methods for suppression of
edge scattering.

In this paper, a novel method for trailing edge scattering control using tapered periodic sur-
faces (TPS) loading is presented. The TPS is realized by periodic square metallic patches with
tapered dimensions at the direction perpendicular to the considered edge but keeping its period
unchanged. The mono-static RCS is simulated for various frequencies in V V -polarization. The
V V -polarization is defined that the electric field vector is perpendicular to the considered edge.
To further demonstrate that the method of TPS loading is feasible, the mono-static RCS of the
trailing-edge serration, a popular design method, is proposed for comparison.

2. DESIGN AND RESULT

The basic unit cell structure of TPS is shown in Figure 1(a) which consists of metallic square patch
printed on a grounded lossless dielectric substrate. By changing the size of patch arrays but keeping
its period unchanged, the structure of TPS is realized. The periodicity of square patch arrays is
p, the length of the patch is a, the thickness and relative dielectric constant of the substrate are d
and εr, respectively. Figure 1(b) shows the geometry of TPS loading applied to the square metallic
plate with a certain thickness. The length and thickness of the plate are L = 600mm and t = 2 mm,
respectively. For TPS, the length of the patches reduces along the negative x-direction gradually.
And the thickness of the substrate is equal to the thickness of the target. The plate lies in the
x-y plane with plane wave incident at angle 0◦ ≤ θ ≤ 90◦ and ϕ = 0◦, where θ is defined as the
pitching angle, and ϕ represents the azimuth angle. Considered that strong trailing edge scattering
occurs for V V -polarization [8], in the following discussion, the analysis is limited electromagnetic
scattering properties at V V -polarization.

The abrupt termination of the conducting edge gives rise to a very strong scattering field. The
TPS can provide a gradual transition from the considered edge to free space to eliminate the abrupt
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(a) (b)

Figure 1: (a) Geometry of a unit cell of uniform periodic square patches printed on a grounded substrate.
(b) Geometry of the tapered periodic surfaces loading.

(a) (b)

(c) (d)

Figure 2: Mono-static RCS from a square plate with original edge and TPS loading for various frequencies:
(a) f = 3 GHz, (b) f = 5 GHz, (c) f = 6 GHz, (d) f = 9 GHz.

edge. Figure 2 shows mono-static RCS pattern for original trailing edge and TPS loading trailing
edge at 3 GHz, 5 GHz, 6 GHz and 9 GHz, respectively. For 3 GHz, after the element period and the
size patches of TPS are optimized by genetic algorithm, the element period is selected as P = 25 mm
and the side lengths are selected as a1 = 23.6mm, a2 = 21.4mm, a3 = 18.5mm, a4 = 18.5 mm,
and a5 = 18.5mm. Similarly, for 5 GHz, P = 15 mm, a1 = 14 mm, a2 = 12.5mm, a3 = 11 mm,
a4 = 9.5mm, a5 = 8 mm, a6 = 6.5mm. For 6 GHz, P = 12.5mm, a1 = 11.8mm, a2 = 10.7 mm,
a3 = 9.25 mm, a4 = 7.7 mm, a5 = 6.3mm, a6 = 5.1mm. For 9 GHz, P = 8.33mm, a1 = 7.98mm,
a2 = 7.38mm, a3 = 6.43mm, a4 = 5.38mm, a5 = 4.43 mm, a6 = 3.58 mm. The parameters
of lossless dielectric substrate are fixed as εr = 2.2 for various frequencies. Obviously, the TPS
loading can effectively suppress the backscattering from trailing edges by the optimal design. The
mono-static RCS is reduced up to 20 dB when the pitching angular θ is between 60◦ and 80◦, and
the maximum reduction exceeds 25 dB.

To identify the validity of TPS loading, the trailing-edge serration and the TPS loading to reduce
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mono-static RCS are compared. Serration is widely applied to the trailing edges of wings, which
can avoid reflection in the direction of the incoming wave so as to reduce the backscattering from
the edges. In this paper, the angle of serration is selected as 114◦ based on [9]. The element period
and the size patches of TPS are selected as P = 15mm, a1 = 14 mm, a2 = 12.5mm, a3 = 11 mm,
a4 = 9.5mm, a5 = 8 mm, a6 = 6.5mm, and the lossless dielectric substrate is fixed as εr = 2.2.
Serrated edge and TPS loading applied to the triangle metallic plate with a certain thickness are

(a) (b)

(c)

Figure 3: Models for various edge treatments. (a) Original trailing edge. (b) Serrated edge. (c) TPS loading.

(a) (b)

(c)

Figure 4: Mono-static RCS from a triangle plate with original trailing edge, serrated edge and TPS loading
for various azimuth angles: (a) ϕ = 0◦, (b) ϕ = 10◦, (c) ϕ = 20◦.
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shown in Figure 3.
Figure 4 shows electromagnetic scattering patterns for original trailing, serrated edge and TPS

loading cases at 5GHz for the azimuth angle ϕ = 0◦, 10◦ and 20◦, respectively. Obviously, when the
azimuth angle is 0◦, the serrated edge and TPS loading can effectively suppress edge backscattering
and the average reduction of mono-static RCS exceeds 10 dB. When the azimuth angle is 10◦, the
TPS loading is more effective for the suppression of trailing scattering than serrated edge. When
the azimuth angle is 20◦, the mono-static RCS of serrated edge surpasses to the original trailing
edge, but the mono-static RCS can still be reduced up to 7∼8 dB at pitching angle 20◦ < θ < 90◦
by the TPS loading. Therefore, the TPS loading can effectively suppress edge backscattering for
various azimuth angles. However, when the azimuth angle deviates from 0◦, the serrated edge does
not work well for edge scattering suppression.

3. CONCLUSION

In this paper, it is shown that tapered periodic surfaces loading can reduce the mono-static RCS
of trailing edge. By TPS loading, the average value of RCS reduction up to 20 dB can be achieved
in a wide angle range for various frequencies. The trailing-edge serration is a popular and effective
method for wide angular RCS reduction of a simple target edge. To identify the validity of TPS
loading, the trailing-edge serration and the TPS loading to reduce mono-static RCS are compared.
With the azimuth angle deviating from 0◦, the serrated edge is increasingly close to and even
surpasses to the original edge. However, for the TPS loading case proposed in this paper, the RCS
reduction is rather considerable for a wide range of azimuth angles.
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Abstract— Lockable containers are commonly applied in both long-term and short-term stor-
age of materials, substances and commodities. In repeatedly used containers, however, cleaning
is a crucial problem: traces of previously stored materials have to be removed quickly and ef-
fectively, especially in the case of biological compounds or toxic, radioactive, and otherwise
hazardous substances. The chemical-mechanical methods for the elimination of dirt can be ex-
cessively complicated or costly (also due to the use of special equipment), and in some materials
the cleaning procedure is difficult to control

1. INTRODUCTION

In the field of material and component storage, the operators are faced with the problem of ensuring
safe and repeated use of the containers. As indicated within references [1, 2], the situation is even
more pressing in the context of specialised physical and chemical laboratories or plants, which apply
various cleaning procedures depending on the concrete type of substance.

The authors of this paper propose a single (albeit somewhat limited) cleaning method suitable
for universal application both in vessels holding nanomaterial particles and in large-sized containers
with hazardous chemical or biological content. The outlined solution utilises shock wave dynamics,
which — depending on the circumstances — can be obtained through a controlled electric charge
or via detonation produced by a regulated chemical reaction.

2. NUMERICAL MODEL AND ITS FORMULATION

The actual creation of the numerical model is based on the laws of hydrodynamics, or the behaviour
of compressible or incompressible fluids. In the given instance, the exciting detonation wave travels
through the air, which (in the assumed conditions) acts as a compressible fluid; the interference of
the waves at the boundary, or the container wall, nevertheless significantly changes the propagation
speed of the superposed wave through the air, and this environment can be interpreted in the
outlined situation as an incompressible fluid. For the definition of the model, we assume the
equilibrium state, and this description forms the basis of the numerical model design. The model
of the assumed task is restricted to the closed area ΩF according to Fig. 1(a). We then have

ΩF =
4⋃

i=1

Ωi a
4⋃

i=1

ΓΩi=ΓF . (1)

From the state of the dynamic equilibrium of the system in the area ΩF , it is possible to observe (in a
simplified manner) at the boundary Γ1 the conditions for the undamped process of an incompressible
environment as the formula for the stress tensor

↔
T

div
↔
T+fs = 0 in the area Ω1. (2)

(a) (b)

Figure 1: (a) The general distribution of areas and boundaries in the numerical model; (b) the distribution
of material in the charges and the environment.
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The vector of the specific force f s is described by the formula

fs = f0 + f + ρ
∂2s
∂t2

, ∀t ≥ 0, (3)

where ρ is the specific density, s is the position vector, tis the time. The specific force f is expressed
for the presence of plasma, with the magnetic flux density B and the current density J, as

f = J×B. (4)

The stress tensor from Formula (2) can be written as

↔
T =

↔
DF · ↔e (5)

The tensor of specific deformations is expressed as

↔
e =




∂sx

∂x
∂sx

∂y − ∂sy

∂x
∂sx

∂z − ∂sz

∂x
∂sx

∂y − ∂sy

∂x
∂sy

∂y
∂sy

∂z − ∂sz

∂y
∂sx

∂z − ∂sz

∂x
∂sy

∂z − ∂sz

∂y
∂sz

∂z


 . (6)

By substituting the stress tensor (5) and the specific force (4) in the Formula (2) and through
extension, we obtain the equation

(λ1 + λ2) graddiv s + λ2∇2s + fs = 0, (7)

in which the Lamé constants λ1, λ2 are expressed for the isotropic material as

λ1=
Euσ

(1 + σ) (1− 2σ)
, λ2=

Eu

2 (1 + σ)
. (8)

For the Poisson’s constant σ, we have σ 6= −1 ∧ σ 6= 0.5, and Eu is Young’s elastic modulus. This
model, however, is not suitable for use in the area ΩF , namely for the dynamics of compressible
fluids with speeds over v > 10 m/s. The solution is unstable, and it is not of converging character
in the application of either the FEM or the FVM. The physical model for the part of the area Ω1

with an incompressible fluid from the distribution of velocities (pressures) is determined on the
basis of the dynamic condition

divv = 0, (9)

in the state of steady flow and considering the known distribution of the specific mass ρ

div ρv = 0. (10)

The fluid flow can also be described as eddy, and we then have

rotv = 2ω, (11)

where ω is the angular speed of fluid. By applying Stoke‘s and Helmholtz’s theorems for the moving
particle and the continuity equation, we formulate from the balance of forces the Navier-Stokes
equation [3] for the fluid element

∂v
∂t

+ v · gradv = A− 1
ρ
grad p + υ ·∆v, (12)

where A is the external acceleration, p is the pressure, υ is the kinetic viscosity. In the above
Equation (12), the pressure loss can be superseded by the function

grad p = −
(

Kxρvx |v|+ fr

Dh
ρvx |v|+ Cxµpvx

)
ux −

(
Kyρvy |v|+ fr

Dh
ρvy |v|+ Cyµpvy

)
uy

−
(

Kzρvz |v|+ fr

Dh
ρvz |v|+ Czµpvz

)
uz (13)
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where K represents the locally restricted pressure forces, fr is the drag coefficient, Dh is the
hydraulic radius, C is the transmissivity of the system, µp is the fluid dynamic viscosity, ux, uy, uz

are the unit vectors of the Carthesian coordinate system. The drag coefficient can be substituted
with a function from the Blasi formula

fr = aR−b
e , (14)

in which the coefficients a, b are determined according to reference [4], and Re is the Reynolds
number. The above-described model can be further solved using again the finite element or the
finite volume methods (FEM; FVO). Their main limitation can be identified in the necessity to
correctly formulate the dependence of instantaneous values of velocity v (x, y, z, t) on time and
space, and their major advantage consists in the evaluation accuracy and solution stability in the
time domain. In the search for the convergent system, we tested various approaches based on
ANSYS, SFX and DYNA [6]. For the FVM, it is possible to expect here a converging solution
up to the mean velocity having the maximum of 150m/s, as previously obtained from the CFX
program. The ANSYS tool uses, at speeds of Ma > 3 for the compressible environment at the
boundary between the wall and the fluid, the Van Driest transformation

Ucom,x,y,z =
uτ

κ
ln

(
y∗y
v

)
+ C (15)

where Ucom,x,y,z is the logarithmically expressed speed of the compressible medium wave, uτ is the
velocity in the transverse direction, κ is the constant, y is the distance from the wall, υ is the
specific volume, C is the constant. Another option consists in applying the shock load method [5],
which is known from its use with solid states and compressible fluids. Major attention has to be
paid to the model of the material, considering the following aspects:

1. elastic deformation (vd — the speed of incidence; D — the load intensity), vd ≈ 1m/s,
D ≈ 10−5.

2. beginning of plastic deformation, vd ≈ 10m/s, D ≈ 10−3.
3. plastic deformation, vd ≈ 100m/s, D ≈ 10−1.
4. intensive plastic deformation, vd ≈ 1000m/s, D ≈ 10+1.
5. phase and chemical variations in the material, vd ≈ 10000m/s, D ≈ 10+3.

To facilitate successful creation and solution of the model, a higher number of stability conditions
have to be applied during the formulation of the physical model. Thus, it is convenient to use the
law of conservation of mass, the law of conservation of momentum, and the law of conservation of
energy. These physical models are then converted to a mathematical model in the form

[MF ]
{

S̈
}

+ [CF ]
{

Ṡ
}

+ [KF1 −KF2] {S}=




0 0 0 0
0 0 0 0
0 0 0 0

−KF5 KF4 −KF3 KFe








F
pσ

pn

ETe





, (16)

where MF , CF , KF1, KF2, KF3, KF4, KF5, KFe are the coefficients of the systems of equations
of the LS Dyna module (the ANSYS tool) [6], S is the discrete nodal values of the displacement
vectors. The entire solution is carried out via the explicit method for transient analysis, whose closer
description can be found in reference [6]. The model of the physical approach is best described
within source [7] as a dynamic model of viscous fluids. This model is based on dynamic stability of
the system and complemented with the laws of conservation of mass, momentum, and energy; the
formulation is known as the dynamic equilibrium equation, and its structure can be obtained via
combining the Equations (2) and (3).

ρ
dv

dt
=fs + div

↔
T in the area ΩF . (17)

3. ANALYSIS AND EVALUATION OF THE NUMERICAL MODELS

The geometry and distribution of the materials are shown in Fig. 1(b). The unlimited model
representing the propagation of the detonation and the pressure wave was analysed as a 1D task.
For the model of the explosive, we used the TNT agent in an elongated charge having the diameter
of 8 mm. The air was included up to the distance of 200 mm. Subsequently, the resulting pressure
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wave was transferred to a 2D model, which was carried out using the AUTODYN 2D tool; the
results of the analysis are presented in Fig. 2 for the time interval of 0–200µs from the beginning
of the detonation. Here, the interpreted analysis of the pressure field distribution is presented. At
the moment the wave front reflects from the walls of the container, the interference of the waves
and the wave propagation on the surface of the container wall will occur.

When designing a system for the cleaning of small-size containers whose dimensions range be-
tween 0µs and 10 cm, we can act on the container walls by utilising the properties of an electric
discharge and creating a detonation wave through a controlled process. This method is charac-
terised by several advantageous aspects, above all repeatability and safe formation or shaping of
the detonation wave via electronic circuits. Thus, the described technique is suitable for use in de-
manding applications, for example the removal of nanoelements, which may stick to the container
wall and are difficult to identify. In the given context, the proposed approach can also be suitably
utilised to eliminate materials chemically unsafe of consisting of multiple biological structures. In
containers with dimensions ranging between 100 cm and 10 m, it is possible to exploit the chemical
reactive and formation processes related to detonation. An example of such technology consists
in solidifying towers. To describe solidification as a waste material conversion process, let us refer
to the object in Fig. 3, in which the flue ash obtained after the first stage of combustion product
cleaning is mixed with the output of the second stage of purification; water and cement are used
as the binding agents.

At present, solidifying towers are cleaned either mechanically (Fig. 3(b) or chemically. In
Fig. 3(c), we present the use of blasting technics for the decontamination of solidifying towers.
The intensity of the shock wave I is directly proportional to the initial energy ∆E and indirectly
proportional to the propagation plane S, considering a spherical plane. I = ∆E/S, where S = 4π·l2,

(a) (b)

(c) (d)

Figure 2: (a) The initial pressure state p(t), t = 0. (b) The pressure distribution p(t), t = 30 µs. (c) p(t),
t = 60 µs. (d) p(t), t = 195 µs.

    
(a) (b) (c)

Figure 3: (a) A solidifying tower. (b) Mechanical cleaning of a solidifying tower. (c) Cleaning process using
an elongated charge.
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in which l2 is the distance of the direct detonation line 1 from the location of the detonation origin.
The actual cleaning process exploits the energy of a shock wave. The shock wave induced by the
blast of an explosive charge acts both on obstacles in its path and on the environment through
increased pressure and via the related dynamic forces. This reaction can be utilised in reducing
the unfavourable effects upon the container wall during the interference of shock waves generated
by smaller charges.

The interference of two circular or spherical waves, Fig. 4, occurs as a product of the burning
of two charges located at an ample distance from each other. An interfered wave develops within
this process, and the resulting split waves propagate from both sources simultaneously against one
another. Here, the aim is to acquire identical waveforms of the waves in time; in this state, the waves
oscillate with the same phase. The obtained superposed wave will create a reflected component,
Fig. 4, which propagates in the opposite direction at a speed up to 26-fold higher. Such a speed
value constitutes the double of the value of the reflexive pressures.

Figure 4: The arrangement of two elongated charges and the shock wave propagation.

4. CONCLUSION

The described technique of shock wave generation ensures a higher efficiency rate in the cleaning
of container surfaces. In small-sized containers, the desired detonation waves can be obtained via
various physical processes or phenomena, for example through controlled electric charges in the air
or another applicable gas.
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Abstract— The authors present a non-traditional approach to the elimination of large-scale
fire events, for example road and railway tanker accidents. The proposed solution consists in
utilising the interference of shock waves generated by highly explosive substances. Within the
analysis, the authors introduce the results obtained via the numerical modelling of the dynamical
system behaviour and include the basic verification of the solution, which is carried out by means
of the related experimental model.

1. INTRODUCTION

The energy of a shock wave can be utilised to stop the propagation of a land or forest fire [1]. If the
use of concentrated charges is assumed, then these charges (weighing between 6 and 12 kilograms
each) are to be distributed in a row at the distance of 1 m from one another, connected via a deto-
nating cord, and detonated simultaneously just before the arrival of the fire front to approximately
10 meters from the explosive setup (Fig. 1).

Figure 1: The use of concentrated charges arranged in a row to generate a shock wave suppressing the
propagation of a surface fire.

Generally, it is possible to extinguish a fire by means of elongated charges containing suitable
blasting agents [2]. The propagation of a surface fire can be effectively stopped by the initiation of
charges configured in two rows or a circle; in this case, the energy released by two or more interfering
shock waves constitutes a powerful fire-eliminating instrument, as indicated in source [2].

2. NUMERICAL MODEL AND ITS FORMULATION

The actual creation of the numerical model is based on the laws of hydrodynamics, or the be-
haviour of compressible and incompressible fluids; see references [2]. In the given instance, the
exciting detonation wave travels through the air, which (in the assumed conditions) acts as a com-
pressible fluid; the interference of the waves, however, significantly changes the superposed wave
propagation speed in the air, and this environment can be interpreted in the indicated situation as
an incompressible fluid. For the definition of the model, we assume the equilibrium state, and this
description constitutes the basis of the numerical model design. The model of the assumed task is
restricted to closed area ΩF according to Fig. 2. We then have

ΩF =
4⋃

i=1

Ωi a
4⋃

i=1

ΓΩi = ΓF . (1)

From the state of the dynamic equilibrium of the system in the area ΩF , it is possible to observe (in a
simplified manner) at the boundary Γ1 the conditions for the undamped process of an incompressible
environment.
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F

Figure 2: The general distribution of areas and boundaries in the numerical model.

To facilitate successful creation and solution of the model, a higher number of stability conditions
have to be applied during the formulation of the physical model; thus, the designed mathematical
model becomes more stable. For the given purpose, we can conveniently utilise the following
formulas: The law of conservation of mass

ρ0 Us=ρ1 (Us − vp) in the area ΩF , (2)

where ρ0 is the volume density in the initial state (or in an uncompressed space), Us is the wave
speed in the uncompressed space, vp is the shock wave speed, ρ1 is the volume density in the
compressed space. Then, for the law of conservation of momentum, we can write the equation

p1−p0=ρ0Usvp in the area ΩF , (3)

where p1 is the instantaneous value of pressure in the compressed region, and p0 is the instantaneous
value of pressure in the uncompressed region. The law of conservation of energy is expressed as

↔
eTe1−↔

eTe0=
1
2

(p1 + p0) (V0 − V1) in the area ΩF , (4)

where ↔
eTe1,

↔
eTe0 are the specific deformation tensors in the compressed (index 1) and uncompressed

space (index 0), V0 is the specific volume of the uncompressed region, V1 is the specific volume of the
compressed region. The above-discussed models are formed using ANSYS tools, such as LS Dyna
or Autodyn [4]. As both the burning and the pressure wave propagation are dynamical processes,
it is suitable to complete the model with the parameter of the state of oxygen balance during the
burning [3].

(a) (b) (c)

Figure 3: The distribution of the pressure state p(t), (a) t = 0.0 µs, (b) t = 203.0 µs, (c) t = 318.0 µs in
elongated charges.

(a) (b) (c)

Figure 4: The initial pressure condition p(t), (a) t = 11.0 µs, (b) t = 350.0 µs, (c) t = 500.0 µs in the circular
configuration of elongated charges.

The distribution of the state of instantaneous oxygen balance in a fluid (or the air) can be
determined according to several models [10], from which the Jones-Wilkins-Lee model appears to
be the most convenient option for the purposes of the research described herein. The instantaneous
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oxygen distribution has to be considered during the actual creation and processing of the model.
The model can be expressed by the formula

p (ρ,W ) = A

[
1− ωρ

R1ρ0

]
e

“
−R1ρ0

ρ

”
+ B

[
1− ωρ

R2ρ0

]
e

“
−R2ρ0

ρ

”
+ ωρ (W −W0) , (5)

where A, B, R1, R2, ω are the constants for the given blast, and W0 is the reference internal energy
in the uncompressed state. Examples of the representation of pressure development analysis for
both the standard arrangement of elongated charges and their circular configuration are shown in
Figs. 3 and 4, respectively.

3. DESIGN OF A FIRE ELIMINATION METHOD UTILISING A CONTROLLED
EXPLOSION

Tanker fires on railway tracks or roads are often poorly accessible for fire-fighting trucks and other
heavy equipment, and this condition constitutes a significant problem as classical fire extinguishing
methods frequently have to be used. In this context, the main disadvantage of the classical tech-
niques consists in two aspects, namely the use of high-pressure hoses and limited access to water
sources. Owing to these drawbacks, it is often necessary to carry out a very demanding transfer
of fire-fighters and the related bulk of technical equipment to suppress a mere local fire, which is
nevertheless situated in difficult terrain [7, 8]. In such conditions, considerable damage to property
may arise in addition to personal health risks. Another important factor is the actual length of
the fire suppression process; with long quenching of burning liquid fuel, there is a high probabil-
ity that the fire will eventually produce a detonation and spread itself in the surrounding areas,
Figs. 5 and 6. The above-described drawbacks and limitations of known fire-extinguishing methods
related to flammable liquids transported by road or railway tankers can be substantially reduced
by the proposed novel technique of eliminating such liquid substance fires [9]; more concretely, the
discussed method is a procedure utilizing the interference of shock waves induced by the explosion
of blasting agent charges. The principle of the technique consists in creating a direct or concave
operational line formed by a homogeneous detonating system [2] (Fig. 5) or, alternatively, by in-
dividual detonating elements; these elements are then interconnected by means of a quick match
string (Fig. 8) that carries the detonation pulse. The total detonating potential of the operational
line corresponds to a speed of 4200 to 6700m · s−1. If we use a new version of electronic detonators,
then each detonator can be placed separately in the individual detonating elements; subsequently,
the relevant programming is carried out. Thus, we may eliminate the process of interconnecting
the individual charges (detonating elements) by means of the quick match string that carries the
detonation pulse (the detonating fuse/cord). The exact distance between this line for centralised
detonation launch and the actual burning object depends on the fire intensity. The explosion of a
charge in the air or a compressible fluid is accompanied by the propagation of a shock wave from
the point of detonation, and this wave then progressively loses its energy until it converts itself into
an acoustic wave, whose speed is identical with the speed of sound propagation. If the shock wave
collides with a solid barrier, it reflects from this barrier and acts on it with a reflective pressure
(whose value may reach as high as thirty six times the pressure on the shock wave front). These
characteristics determine the eventual destructive force of the shock wave. However, the reflective
pressure value in acoustic waves constitutes merely a double of the pressure on the shock wave front.
It is possible to prevent the propagation of fire by means of exploding charges arranged in two rows
(or in a circle); this arrangement enables us to utilise the interference energy of the impact and the
reflection related to two (or several) shock waves. The interference of two circular (or spherical)
waves occurs, for example, during the explosion of two charges which are placed within a sufficient
distance from each other (Fig. 4). Thus, undulations are generated that propagate simultaneously
against one another from the direction of both sources. If two charges of the same explosive having
an identical weight are blasted at the same moment of t0, they oscillate in identical phases. The
resulting interfered wave is then given by the superposition of both travelling waves. If both the
charges are blasted at the same moment of t0, the wave fronts travel against each other and, after
colliding at the speed of v0, they induce a backward wave; this wave, however, has a speed of v0

that may be up to 64-fold higher, which constitutes a double (the sum) of both reflective pressures.
If we allow simultaneous induction of waves from two elongated charges arranged in a parallel way,
with the fire area located between the charges, we obtain a situation when both the blast waves
collide and reflect at a multiple speed in the middle of the fire area. The effect is multiply more
intensive in comparison with the application of only one detonating wave, and the advantage of the
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Figure 5: The photo documentation of a tanker rail-
way collision.

Figure 6: The photo documentation of a tanker
highway collision.

Figure 7: Elongated charges positioned to extin-
guish a burning tanker.

Figure 8: The arrangement of concentrated charges
extinguishing the fire of a railway tanker.

solution consists in the fact that elongated charges can be located at a greater distance from the
fire.

A homogeneous detonating system can be formed advantageously using a continuous elongated
charge. A heterogeneous fire-quenching (operational) line usually consists of individual detonating
elements; these elements can be set up by the help of concentrated charges (Fig. 8), partial elongated
charges, anti-tank or anti-personnel mines, and explosive boxes (containers). In order to transfer
the related detonation pulse, we can utilise instruments such as a detonating fuse or a new electronic
detonator specially developed for the discussed purpose [2]. Depending on the applied initiators
and detonation pulse transfer instruments [3], the detonation process is then started by means of
fire initiation, electric ignition, or remote control.

4. CONCLUSION

The main advantages of the proposed method for local surface (ground) fire elimination using
blasting technics consist in its simplicity, effectivity, and application characteristics. The last of
these points primarily refers to possible utilisation of the method in emergencies where only a
small number of people (rescuers) are involved or where water is available only with considerable
difficulty. These aspects of the discussed method are further demonstrated on the reduced exper-
imental models. Significantly, this fire extinguishing technique does not require the use of heavy
or special machines, and it obviates the problems connected with the transportation of such ma-
chines or related fire-fighting persons. Thus, we may control and progressively extinguish even very
complicated fires, which are often difficult to eliminate by means of currently available technolo-
gies. Above all, however, the proposed quenching method provides a higher degree of protection
regarding the engaged fire-fighters and their costly equipment.
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High Gain Electromagnetically Coupled Stacked Circular Disk
Patch Antenna for Wideband Application

N. P. Yadav, W. Wu, and D. G. Fang
School of Optoelectronic, Nanjing University of Science and Technology, China

Abstract— Bandwidth enhancement behavior of an electromagnetically coupled stacked cir-
cular disk patch antenna is presented theoretically. The effects of feed point locations, radius
of parasitic disk, and air gap-spacing are analyzed to achieve optimum conditions for wideband
operation. The antenna shows a bandwidth as large as twelve times of that of a single circular
patch antenna. The radiation patterns of the antenna are similar to those of the single disk
antenna. The theoretical results are in reasonable agreement with the simulated ones from IE3D.

1. INTRODUCTION

A microstrip patch antenna has practical advantages such as low profile, light weight, low cost,
and easy integration with printed circuits. One of the principal limitations of such antenna is its
inherent narrow bandwidth which is of the order of few percent. It has been realized that bandwidth
enhancement can be achieved by increasing effective volume of the patch antenna and introducing
parasitic elements. The technique of stacking patches is one of the most popular ways to achieve
broadband characteristic [1–3]. The present endeavor, therefore, is concerned with theoretical
investigations in which bandwidth enhancement is achieved using two-layer electromagnetically
coupled circular patch antenna. The theoretical investigations are carried out using cavity model
and circuit theory concept. The theoretical results are compared with simulated results of the MoM
based IE3D [4]. The details of investigations are given in the following sections.

2. THEORETICAL CONSIDERATIONS

The geometrical configuration of the two layered electromagnetically coupled stacked circular patch
antenna is shown in Fig. 1. It consists of a driven circular patch of radius a = 13.233 mm and a
parasitic circular patch of radius b = 13.365mm. The driven patch is printed on a substrate
material-I of relative permittivity εrd = 2.45 and thickness hd = 1.522mm. A coaxial probe of
radius 0.564 mm excites the driven patch in TM11 mode of frequency 4.09GHz. The probe feed is
located at distance af = 7.94 mm from the center of the lower disk.

Figure 1: Geometrical configuration of the stacked antenna.

The parasitic patch is printed on a substrate material-II of thickness hp = 0.7609mm and
dielectric constant εrp = 2.45. A foam material of relative permittivity εra = 1.22 and thickness
ha = 4.764mm is sandwiched between the two disks.

Under the assumptions of the cavity model, the stacked antenna can be considered to be con-
sisting of two coupled cavity resonators, namely, lower cavity resonator and upper cavity resonator.
The lower cavity resonator resembles a microstrip disk antenna covered with dielectric materials
(foam and substrate material-II). Here, the effect of material of the upper patch may be neglected
because fields are concentrated in the region between the lower patch and the ground plane. The
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upper cavity resonator consists of uncovered upper disk patch and the lower disk patch. The reso-
nance frequencies of each resonator of the stacked disk antenna can be calculated using an approach
similar to that of single microstrip disk antenna. Also, when a microstrip disk is covered by dielec-
tric materials, the resonance behavior and the impedance characteristics are changed with relative
permittivity, loss tangent, and thickness of the substrate material.

Being covered with super-substrate, the effective relative permittivity of substrate materials for
lower disk resonator is given as [5]

εef = εraq1 + εreq
(1− q1)

2

εreq (1− q1 − q2) + q2
(1)

where q1 and q2 are the filling factors defined for a/h > 1 [5]. Also, εreq is the equivalent relative
permittivity of the substrate materials above the lower disk and it is given as [6].

εreq =
εraεrp (ha + hp) (1− tan δa tan δp)

εrdha + εrahd
(2)

The resonance frequency of TM11 mode for the lower disk resonator is given as

frd =
α11c

2πaeff
√

εef
(3)

where α11 = k11a is defined by J ′ (k11a) = 0. Also, c is the velocity of light in free space and aeff

is the effective radius of lower disk, given as [7]

aeff = a

[
1 +

2hd

πaεef

(
ln

πa

2hd
+ 1.7726

)]1/2

; For a/h À 1. (4)

Based on the cavity model, the input impedance of a microstrip disk antenna may be computed
by modeling the microstrip antenna as a parallel resonant LCR circuit. Therefore, the equivalent
circuit of lower disk resonator may be represented as shown in Fig. 2(a). The circuit parameters of
this resonator can be calculated as [8]

Rd =
h2

dE
2
0J2

1 (k11af )
2PT

(5)

Cd =
πa2ε0εef

h

{
1 +

2hd

πaεef

[
ln

a

2hd
+ 1.41εef + 1.77 +

hd

a
(0.268εef + 1.65)

]}
(6)

Ld =
1

4π2f2
rdCd

(7)

Here, E0 is the electric field intensity at the feed point and PT is the total power lost that includes
the power radiated and the power attenuated in the disk resonators owing to the finite conductivity
of the disk conductor and imperfect dielectric substrate. Thus, from Fig. 2(a), the input impedance
of the lower disk resonator can be derived as

Zd =
jωRdLd

Rd − ω2RdLdCd + jωLd
(8)

(a) (b)

Figure 2: Equivalent circuits of (a) driven disk, (b) parasitic disk.
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As the upper parasitic patch is responsible for the upper disk resonator formed between the two
disks, its resonance frequency can be given as

frp =
χ11c

2πbeff
√

εreq
(9)

where χ11 = k11b is defined by J ′(k11b) = 0 and beff is the effective radius of upper disk that can
be computed using Equation (4) and replacing a, hd, and εef by b, (hp + ha), and εreq respectively.
In addition, the equivalent circuit of the upper disk resonator is shown in Fig. 2(b), from which its
impedance can be derived as

Zp =
jωRpLp

Rp − ω2RpLpCp + jωLp
(10)

where, Rp, Lp, and Cp are the resonant resistance, inductance, and capacitance of the upper
resonators. These parameters may be calculated using formulas (5)–(7) (Equations (5)–(7)) and
replacing a, hd, εef , and frd by b, (hp + ha), εreq, and frd respectively.

Figures 3(a) & (b) show the current distributions on the lower driven disk patch and upper
parasitic patch. Current flows on the lower patch due to coaxial feeding but the current on the
upper parasitic patch is due to electromagnetic coupling between the two resonators.

Lower patch Upper patch

(a)

Lower patch Upper patch

(b)

Figure 3: Current distributions on the patches at frequencies (a) 3.76GHz and (b) 4.51 GHz.

The strength of current on the parasitic patch is dependent on the coupling coefficient. If
Lm and Cm are the mutual inductance and mutual capacitance, the equivalent circuit showing
electromagnetic coupling between two patches, may be represented as shown in Fig. 4(a). From
the simplified equivalent circuit, shown in Fig. 4(b), the input impedance of the proposed stacked
antenna can be derived as

Zin =
Zd (Zc + Zp)
Zd + Zc + Zp

(11)

Here, Zc is the impedance due to inductive and capacitive coupling given as

Zc =
j
(
ω2LmCm − 1

)

ωCm
(12)

(a) (b)

Figure 4: Equivalent circuits of proposed antenna (a) showing electromagnetic coupling and (b) after sim-
plification.
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The return loss value of the stacked antenna can calculated as

RL = −20 log
1 + Γ
1− Γ

(13)

where Γ = Zin−Z0
Zin+Z0

and Z0 is the characteristic impedance of the coaxial feed (50 ohms).
The bandwidth of the antenna can be evaluated as

BW =
f2 − f1

fc
× 100 (14)

where f1 and f2 are the lower and upper frequency band-edges for return loss value ≤ −10 dB and
fc is the center frequency.

For dominant mode TM11, the E-plane and H-plane radiation patterns of the antenna can be
calculated by adding together the contributions of the fields due to lower and upper patches. Thus
the radiation fields of the antenna can be given as [8]

Eθ = −jn

[
V aeff k0

2
e−jk0r

r · cosφ · J ′n (k0a sin θ) + Kc

V beff k0

2
e−jk0r

r · cosφ · J ′n (k0b sin θ)

]
(15)

Eφ = njn

[
V aeff k0

2
e−jk0r

r · sinφ cos θ · Jn(k0a sin θ)
k0a sin θ + Kc

V beff k0

2
e−jk0r

r

· sinφ cos θ · Jn(k0b sin θ)
k0b sin θ

]
(16)

where V is the radiating edge voltage, and r is the distance of an arbitrary far-field point, k0 is
the propagation constant in free space in TM11 mode, and Kc in coupling coefficient of the two
resonators.

3. DISCUSSION OF RESULTS

The effect of feed location (af ) on the antenna performance is shown in Fig. 5. It is observed that
af has crucial effect in decreasing the mismatching of the antenna. It also affects the operational
frequency band of the antenna and gives maximum frequency. Fig. 6 shows the effect of air gap-
spacing (ha) on the antenna performance. It is found that ha plays a crucial role in controlling the
resonance frequencies of the antenna and its matching as well. For low value of ha, matching at
lower resonance frequency improves, while at a higher resonance frequency the case is otherwise.
Similarly, at higher value of ha matching at higher resonance frequency improves and degrades
at lower resonance frequency. The best matching at both resonance frequencies is achieved at
ha = 4.76mm. The variation of return loss with frequency at different values of radius (b) of the
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parasitic disk is shown in Fig. 7. It is observed that increase in b causes slight decrease in both the
resonance frequencies but considerable decrease in frequency band. Also, it controls the matching
effect of the antenna.

The optimum return loss curve at the optimum design parameters of the antenna is shown in
Fig. 8, with a comparison between theoretical and simulated results. Theoretically, the antenna
resonates at frequencies f1 = 3.9407GHz and f2 = 4.5085GHz. On the other hand, simulated
results show resonances at f1 = 3.9696GHz and f2 = 4.4848 GHz. From this figure it is noted that
the antenna can operate with bandwidth of 19.79%, which is approximately twelve times the 1.66%
bandwidth of single disk patch antenna.

The E- and H-plane radiation patterns of the optimized antenna at frequency 4.515GHz are
shown in Figs. 9 & 10. It is found that the 3-dB beam width of the antenna is 87.4◦ and 73◦
for E- and H-plane patterns respectively. They are 83.2◦ and 70◦ for simulated E-and H-plane
patterns at the same frequency. The comparison shows good agreement between the theoretical
and simulated results that justify the veracity of the proposed method.
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4. CONCLUSIONS

It may be concluded that due to dual resonance nature the antenna shows a broadband character-
istics. Feed point location, radius of the parasitic disk, and air gap-spacing has profound effects on
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the antenna performance. It is also concluded that the bandwidth of the antenna may be broad-
ened to as high as 19.79% with proper combination of interspacing of the patches. The radiation
patterns are reasonably good for the use in both linear and planar arrays.
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Abstract— We propose a new method of cancer diagnostics based on identification of character-
istic cancer spectral lines in the frequency range of 0.1–2 THz. Using terahertz spectral database
of normal and pathological human tissues we could monitor the slightest changes caused by the
appearance of cancer at the early stages.

1. INTRODUCTION

Nowadays despite the decreasing impact of cancer diseases [1], this problem remains relevant and
it is still necessary to perform accurate diagnostics of cancer tumors at the early stages with high
reliability. Invasive methods such as biopsy are predominant among various methods of cancer
diagnostics [2, 3]. It means that a piece of human tissue with suspected tumor is removed, and
if cancer cells are not found in this piece, the procedure should be repeated. Invasive methods
are gradually being replaced by non-invasive terahertz (THz) imaging and tomography methods,
which are more reliable, but do not allow unique identification of malignant tumor, and the results
must be confirmed by invasive methods. Therefore it is essential to develop an independent and
accurate methodology for cellular composition analysis of malignant tumors using a vast variety of
heterogeneous cell cultures.

In our research we use non-invasive terahertz pulsed spectroscopy method, which has great
advantages in comparison with other methods, including short time of excitation (it takes about 3–
5 minutes to analyze a section of the sample) and other characteristics associated with the properties
of THz radiation. There is no doubt about the statement that THz radiation is nowadays the most
promising technique and favorably compares with other types of radiation. It should be mentioned
that unlike microwave radiation THz radiation is not ionizing but it has sufficient penetration
depth [4].

2. EXPERIMENTAL SETUP

The group of experiments was carried out using the reflection and transmission modes of the
universal pulsed broadband THz spectrometer [5]. The generator of THz radiation is based on the
InAs crystal in the magnetic system, bombarded with pulses of femtosecond laser FL-1. Following
the passage through a teflon filter THz radiation hits the sample, which is fixed at the focal
plane perpendicularly to the beam by a triaxial object table. The setup of THz spectrometer is
characterized by the following parameters: the pulse power of 1 W, the pulse duration of 2.7 ps, the
chopper frequency of 670 Hz, the spectral range from 0.2 to 2.0 THz, the average THz radiation
power of 30 mW.

3. OBJECT UNDER THE STUDY

The research was conducted on the following cell cultures: primary human fibroblasts, trans-
plantable lines A549 (human lung carcinoma cells) and COLO 320 HSR (sigmoid colon carcinoma
cells); cell cultivation was carried out according to the recommendations of the “Bank of cell cul-
tures” Institute of Cytology RAS. To perform the experiments cells were subcultured into wells of
a 6 well flat-bottomed polystyrene plate (“Sarstedt”, Germany) and incubated until a confluent
monolayer was formed. To investigate the spectral characteristics of heterogeneous cell cultures two
different cell types were added to one of the plate’s well. Immediately prior to the measurement
the biological medium was completely removed. All types of cell cultures were presented in four
repeats.

The following Figure 3 demonstrates the sizes of normal fibroblasts in three dimensions.
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Figure 1: Scheme of the universal pulsed broadband THz spectrometer. FL-1 — infrared laser, M — mirrors,
BS — beam splitter, DL — optical delay line, G — generator of THz radiation based on the crystal InAs,
PM — parabolic mirrors, TL — lenses for THz radiation, f — teflon filter, TP — translucent silicon plate,
Ch — chopper, EOC — electro optical crystal of CdTe, W — Wollaston prism, BP — balanced photodiodes,
LA — lock-in amplifier, ADC — analog-to-digital converter, PC — personal computer, OAD — opto-acoustic
detector (Golay cell).

(a) (b)

Figure 2: Photo of (a) reflection mode and (b) transmission mode of the universal pulsed broadband THz
spectrometer.

Figure 3: Normal fibroblast cells in-vivo [6]. Figure 4: Sample preparation before the experiment.

As per this image the length and width seem to be ∼ 30–50µm (the area should be roughly
around 900µm2). The third dimension (thickness) can be assumed to be around 3–7µm [6].

The following Figure 4 illustrates the process of samples preparation before the experiments:
Physiological fluid which supports cultured cells must be removed using a special instrument to
avoid the absorption of THz radiation by water. The duration of the experiment should not exceed
5 minutes due to the cells death in the absence of liquid.
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4. RESULTS AND CONCLUSIONS

Based on the intensity of the reflection and transmission peaks we could make a conclusion about
normal/abnormal state of the test cells.

Before conducting the main research the spectrum of the polystyrene material was obtained and
analyzed in order to normalize the spectra of investigated samples (Figure 5).

The reflection and transmission spectra of normal fibroblasts, cancer cells, and fibroblasts cul-
tured with pathological cells (A549, COLO 320 HSR) were obtained using standard THz pulsed
spectroscopy technique in the frequency range of 0.2–2 THz.

The normalized and averaged reflection spectra of fibroblasts are presented in the Figure 6. It
should be mentioned that spectra averaging was performed for the measurements of two groups of
identical cells. In case of the fibroblasts with A549 cells one high intensity reflection peak at the
frequency of 1.43 THz remains unchanged, the peaks at the frequencies of 1.69 and 1.77 decrease,
the peaks at other frequencies are suppressed. In case of the fibroblasts with COLO 320 HSR cells
the intensity of reflection peaks at the frequencies of 1.11, 1.33 and 1.43 THz decreases and one
case of increase was registered at 1.77THz.

The transmission spectra of fibroblasts were obtained and processed in a similar manner, and
are presented in the Figure 7. In this part of the study we examine the case when fibroblasts were
cultured with cancer cells A549. As was expected in this case two transmission peaks appear at the
frequencies of 0.92 and 1.93 THz, the high intensity peak at the frequency of 1.52THz disappears.

The key aspect of non-invasive diagnostics of human integumentary tissues diseases is a possi-
bility to determine different cell types in the examined area. This is especially important in the
diagnostics of tumors of various genesis. Appearance of the characteristic peaks, which are specific
to certain cells, in the reflection and transmission spectra of the skin samples can be an early marker
of malignant transformation.

Figure 5: Transmission spectrum of polystyrene substrate without any cells.

(a) (b)

Figure 6: Reflection spectra of normal fibroblasts and fibroblasts cultured together with (a) A549 cancer
cells, (b) COLO 320 HSR cancer cells.
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Figure 7: Transmission spectra of normal fibroblasts and fibroblasts cultured together with A549 cancer
cells.

Thus, in this paper we propose a new method of diagnostics based on identification of char-
acteristic cancer spectral lines, which allows monitoring of the appearance of cancer at the early
stages.
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Abstract— We present two different photonic integrated circuits aimed to generate electrical
signals within the microwave and millimeter wave range with two different techniques. The first
approach uses the heterodyne technique, implementing a monolithic dual wavelength source by
integrating on a single chip two distributed feedback (DFB) lasers together with the high speed
photodiode. The second approach, using mode locked lasers, describes a novel device structure
based on multimode interference reflectors (MIR).

1. INTRODUCTION

Recent technology roadmaps point to the need of increasing the data rates used in wireless commu-
nication systems into the multi-gigabit-per-second to cope with the future needs based in current
trends of the demand [1]. A current cost effective solution is to increase the carrier wave frequency
into the millimeter wave region, moving to the E-band — 60 to 90 GHz — and beyond [2]. The
difficulties to generate, amplify and modulate signals at these frequencies have been overcome by
combining electronic with photonic techniques. Currently, most if not all of the reported wireless
communication links operating above 100 GHz employ photonic generation of the carrier frequency.
There are many different photonic techniques available to generate continuous-wave (CW) frequen-
cies, such as optical heterodyning using two frequency-tunable laser diodes, optical heterodyning
using two modes filtered from a multi-wavelength source, combining a CW laser with external
modulator and using mode-locked lasers [3].

On several of these approaches, fiber optic components were needed in the photonic system
to generate the signal. It has been demonstrated that slight integration efforts lead to signifi-
cant improvement in the generated millimeter wave signal quality, highlighting the importance of
monolithic integration [4]. Currently, InP generic foundry models offer active-passive integration
technology to fabricate Photonic Integrated Circuits (PIC) on Multi-Project Wafer (MPW) runs.
Complex functionalities can be integrated on a single chip combining a small number of standard-
ized basic building blocks (BB) with high performance [5]. In addition, because generic integration
technologies can serve a large market, this allows approaching costs provided by economy of scale.
In this work, we demonstrate recent advances in the development of PICs for microwave and mil-
limeter wave signal generation, ranging from the monolithic integration of dual distributed feedback
(dual-DFB) lasers to fully monolithic Mode locked laser diodes (MLLD).

On the first approach, described in Section 2, we show a fully monolithic millimeter-wave wireless
transmitter, including two DFB lasers and optical combiners for the dual wavelength generation,
electro-optic modulators (EOM) for data modulation, and, crucially, integrated high-speed photo-
diodes (PD) to generate the millimeter electrical signal. Semiconductor optical amplifiers (SOA)
are also included to compensate the optical losses. This approach, which has the great advantage
of continuous tuning of the wavelength spacing, requires a dedicated fabrication process flow to
develop all these components in the same chip.

Finally, Section 3 reports a novel monolithic mode-locked approach, showing a novel cavity
structure using multimode interference mirrors (MIR) that is fully integrated in the PIC, without
need of cleaved facets. This is a step forward since in a MLLD, the length of the resonator defines
the repetition rate. With this approach we have a lithographic control of the cavity length. Also,
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we address the drawback of using cleaved facets that prevents its integration with other optical
components into a PIC.

2. PHOTONIC INTEGRATED HETERODYNE SOURCES

Dual wavelength photonic integrated circuits have commonly been developed through monolithic
integration of at least two single wavelength semiconductor lasers and combining the two wave-
lengths on-chip. Several approaches have been already demonstrated, using as single wavelength
semiconductor laser either a Distributed Bragg Reflector (DBR) [6] or a Distributed Feedback
Lasers (DFB) [7]. We have recently produced a significant advance, developing a photonic inte-
grated circuits that includes two DFB lasers, both having a phase shift written in the middle of the
Bragg grating to guarantee single mode operation, together with a 2 × 2 multimode interference
(MMI) coupler to combine the two wavelengths, bent SOAs to boost the optical power within the
waveguides, and monolithically integrated Uni-Traveling Carrier photodiodes (UTC-PD). Between
each MMI output and the UTC-PD, the light passes through another bent SOA (to boost the
optical signal after passing through the combiner), an electro-optical modulator (to introduce the
data modulation on-chip) and a straight SOA (to boost the signal entering the photodiode). The
chip also provides an optical output combining the two wavelengths through a 2× 1 MMI coupler.
This combiner has been included in order to allow phase noise reduction through optical injection
locking. The whole device is 4.4 mm long and 0.7 mm wide.

One of the main technological achievements of this approach has been the development of a
fabrication process flow that allows the growth of the different components, in particular the high-
speed photodiodes, in the single PIC. The layers were grown on a semi-insulating InP wafer in
order to reduce the parasitic capacitance and get a sufficiently large detection bandwidth of the
photodiodes. Active/passive integration is achieved using a butt-joint process. The active layers
consist of 6 InGaAsP quantum wells. DFB lasers, SOAs and modulation sections contain the same
quantum well stack. The Bragg grating is formed in an InGaAsP layer placed above the quantum
wells and defined by e-beam lithography. The UTC layers are similar to the ones used in [8],
are grown above the passive waveguide, to implement two 3 × 15µm UTC-PD. The fabrication
required 3 epitaxial growth steps. After wafer thinning and back metal deposition a first set of
measurements were performed directly on the wafer. After these first measurements, chips were
cleaved and mounted on AlN submounts.

Using the left-hand side optical output of the device shown in Fig. 1, we have been able to
measure simultaneously the spectrum of the optical signal generated by the chip and the generated
high frequency electrical signal from the monolithically integrated UTC photodiodes when the DFB
lasers were electrically tuned and some of the SOAs biased. For the measurements showing the
tuning range of the two wavelengths, one of the DFB lasers was biased with a current varying
from 50 mA to 86 mA while the other was biased with a current varying within a 50 to 198mA
range. Within these bias ranges, the UTC photocurrent varied between 1.12 and 6.27 mA. During
operation, the photodiode is reversed biased at 2.5V. Dark current of < 10µA was measured at
this bias point. The measured optical spectra are presented in Fig. 2, where for the shown sample a
continuous tuning of the optical frequency difference between the two DFB tones from 5 to 110 GHz
is observed. The wavelength tuning is thermal through changes in the DFB bias current. Also, as
the two lasers are close to each other, we observe thermal cross-talk between the two lasers.

Figure 1: Microscope view of the dual DFB dual wavelength source.

Figure 3 shows the electrical spectra corresponding to the different bias conditions shown in
Fig. 2, measured using a Rohde & Schwarz FSU67 electrical spectrum analyzer, with a FS-Z110
external mixer for measurements above 65GHz. As the electrical spectrum shows, we observe the
heterodyne signal without noticeable effects of the additional optical tones, although may have a
negative effect generating a photocurrent and potentially limiting the maximum generated electrical
power. In order to measure the maximum electrical power, we biased the two DFB lasers at 95mA,



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1713

Figure 2: Optical spectrum at the optical output
varying the current injected on the two DFB.

Figure 3: Electrical spectrum at the output pads of
the monolithic UTC photodiode.

generating a wavelength spacing of 95.7 GHz. We measured −12 dBm detected power on an Agilent
E4418B EPM series power meter with a W8486A power sensor a maximum when the photodiode
was reversed biased to −2.5V with 8.76mA generated photocurrent. The losses due to RF probe
and signal free space propagation path (< 3 cm) between antenna on the probe and power meter
are not corrected.

3. PHOTONIC INTEGRATED MODE LOCKED SOURCES

Several wireless communication links that have been reported, operating above 100GHz, employed
pulsed sources to generate the carrier frequency. The pulsed system output ∼ 7 dB more power at
the same Popt, than heterodyne ones, suggesting that the conversion process depends more on the
peak than the mean optical power. The drawback is that most mode-locked laser diodes (MLLD)
usually require cleaved facets to create the cavity. We present here an alternative to mode locked
ring lasers, in which the mirrors are defined by Multimode Interference Reflectors (MIR) [10],
creating a novel mode locking structure shown in Fig. 4. The rectangular metal contacts upwards
are the SOA sections. The downward contact is the saturable absorber section, and the extremes
are 2×0 MIR reflectors, with 50% reflectance, providing the other 50% at the output on both ends.
The device was fabricated in a Multi-Project Wafer (MPW) run for InP-based Photonic Integrated
Circuits (PICs). The total length of the cavity is 2210µm, which defines a frequency spacing of
18.67GHz. The use of MIR reflectors gives full flexibility on the location of the device within the
Photonic Integrated Circuit chip, except for the extremes, which are now of finite length, and in
a passive epilayer. Thus we have located the SA along the active epilayer region, at the midpoint
(L/2) of the cavity, to achieve a repetition rate at the second harmonic, 37.34 GHz by colliding
pulse mode locking. Other locations for the SA are shown in the microscope photograph of the
device in Fig. 4.

Figure 4: Microscope view of the monolithic mode-locked laser diode (mMLLD).

The device was characterized on a copper chuck stabilized in temperature to 17◦C. The light
outputs the chip through angled facets which are AR-coated. The optical spectrum, shown in
Fig. 5, was observed collecting the light with an anti-reflection lensed fiber followed by a Yokogawa
AQ6370B optical spectrum analyzer. The mode locking of the laser was studied observing the
RF spectra, recorded on an Anritsu MS2668C Electrical Spectrum Analyzer and a XPDV2120R
U2T photodiode with 50 GHz bandwidth. The mode beating spectrum with ISOA = 90 mA and
VSA = −2.5V is shown in Fig. 6(a), showing the fundamental frequency peak at 46.49 dB over the
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noise floor at frep ∼ 16.7GHz. The FWHM linewidth of the beating RF spectrum, when fitted to
a Lorentzian lineshape is 91.90 kHz.

4. CONCLUSIONS

We have presented two different photonic integrated circuit approaches to generate carrier waves
within the millimeter-wave frequency range. The approach using two monolithically integrated
DFB lasers has the main advantage of the frequency tuning range, covering from 5 GHz to 110 GHz
in a single device. We also report for the first time a new class of mode locked sources based on
monolithic MIR reflectors, which can be integrated within a chip.
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Abstract— The intrinsic strong confinement of flexible graphene plasmons (FGPs) is investi-
gated in this paper, such unique property is interpreted by the ultra small thickness and metal
like effective dielectric constant from the perspective of classical electromagnetic analysis. Utiliz-
ing this advantage, signals and energy can naturally propagate along curved surfaces with little
curve-induced radiation loss and acceptable intrinsic propagation loss. Meanwhile, the metal
plasmons (MPs) and graphene plasmons (GPs) on curved waveguides are simulated to illustrate
the different property. At last, a stereo resonator is proposed as an application for the FGPs
based devices.

1. INTRODUCTION

Metal plasmons (MPs), the collective oscillations of electron plasma generated by the interaction
between photons and charge carriers, which can make light signals be localized and guided along
the metal surfaces beyond the diffraction limit, opens the door of next generation highly compact
devices [1–3]. And more specifically, when signals are expected to be manipulated at curved surfaces
in many plasmonic circuits (e.g., ring resonators [4, 5]), the curve-induced radiation loss leads a
considerable influence of the propagation efficiency [7–11]. Studies focusing the reduction of such
radiation loss mainly include dielectric cladding [6, 12] and transformation optics [5], which greatly
promotes the progress of the flexible metal plasmons (FMPs). In addition, new methods and
materials are still being exploited to satisfy various application requirements, such as new property
and different frequencies.

In the past few years, a new two dimensional (2D) material named graphene has been found
to be able to support plasmons in the Terahertz (THz) and infrared (IR) regimes [13], which is
similar with the conventional noble metals (e.g., gold and silver) in optical regime because they
both exhibit a negative real part of permittivity. Graphene plasmons (GPs) are proved to be a
promising alternative to the MPs with their unique tunability [13–15], which has been utilized to
design reconfigurable components for various plasmonic devices. Among them, the “black hole” [16],
planar lens [17, 18], four-status switch [19] and so on are proposed.

On the other hand, GPs are found to be able to confine on the curved surfaces [20] and sharp
bends [21] naturally with little SIL. Therefore, such strong confinement of flexible graphene plas-
mons (FGPs) provides a more simple solution to adaptive plasmonic systems [22] than FMPs. In
this context, this paper investigated the strong confinement of FGPs, which is by means of classical
electromagnetic analysis. The lateral confinement and the propagation properties are exploited in
detail. And for a better understanding of the comparison between the FMPs and FGPs, the thin
metal film is discussed together with the graphene sheet.

2. THE INTRINSIC CONFINEMENT OF FGPS

2.1. The Effective Medium Model of Graphene
Compared with the complex explanation of electron behavior when the metal is irradiated by the
light, the plasmonic waves can be acquired through a more simple way by using the Maxwell’s
equations and the boundary conditions [1]. In fact, the graphene plasmonic properties can be
described through the classical electromagnetic theory which has a good agreement with the first
principle calculations except its size goes down to quantum scale [23]. Here, only the bulk GPs
is considered, and the graphene is modeled as an effective medium with an dielectric constant εg

= 1 + iσ/(tgε0ω) [24], where tg = 1 nm is the effective thickness of single layer graphene, and the
conductivity σ is calculated using the local random phase approximation (RPA) formula [25], which
is related with the temperature T, Fermi level EF , and the intrinsic relaxation time τ of carriers.
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where where H(ω) = sinh(ω/ωT )/[cosh(ωF /ωT ) + cosh(ω/ωT )], ωF = EF /~, ωT = kB/~, kB is the
Boltzmann constant and ~ is the reduced Planck constant. The first and second terms of Eq. (1)
mean the intraband and interband responses respectively. Fig. 1 shows the dispersion relation of
εg at the condition of T = 300 K, EF = 0.4, 0.6, 0.8 eV and τ = 3.0e−13 s.

(a) (b)

Figure 1: The dispersion relation of εg, (a) real part and (b) image part.

From Fig. 1, we can see that εg has a negative real part in the Terahertz (THz) and infrared (IR)
regimes, which makes the graphene support transverse-magnetic (TM) mode waves. Moreover, on
the optical regime, the the value of εg is positive, thus the graphene behaves a dielectric property.
On the other hand, the image part of εg that influences the decay property of plasmonics ranges
rapidly in the IR regime and slowly in THz regime, and we can find a frequency regime according
to small image part of εg for the propagation of plasmonics at different Fermi levels.

2.2. Comparison of Graphene and Conventional Noble Metal Films

For the sake of comparison, a gold film with a finite thickness tm and a dielectric constant εg

calculated by the Drude model (the plasma frequency ωp = 9.02 eV and the collision frequency
ωc = 0.0269 eV) [26] is embedded in two dielectric media characterized by ε1 and ε2, as Fig. 2
displays.

Figure 2: Gold film embedded in two media.

The characteristic equation of plasmons for the above metal film can be expressed as [27, 28]:

tanh(αmtm)(ε1ε2α
2
m + ε2

mα1α2) + [αm(ε1α2 + ε2α1)εm] = 0 (2)

where we have introduced α2
j=β2 − εjk

2
0 with j = {1, 2, m}. The transcendental set of Eq. (1)

contains symmetric and antisymmetric modes, resulting two branches of the dispersion relation
curves. The case of ε1 = 1 and ε2 = 1 corresponds to the suspended gold film, which is considered
in this paper. Fig. 3 presents the normalized propagation constant with different thicknesses at
0.63µm.

We can see from Fig. 3 that as the thickness decreases, the propagation constant divides into
two modes, one is symmetric and the other is antisymmetric. It can be indicated from Fig. 3(a)
that when the thickness becomes smaller, the symmetric mode plasmonic wave and free space light
overlap, as a result, only the antisymmetric mode left. Simultaneously, the effective refractive
index neff raises rapidly as the decrease of thickness. However, the propagation length `p =
0.5Im(β−1) has an inverse relationship with the image part of the propagation constant, we can
learn from Fig. 3(b) that the antisymmetric mode has shorter `p than symmetric mode. In short,
the preliminary prediction is that the ultra thin graphene film has a large neff and a relatively
small `p .
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(a) (b)

Figure 3: The relation between the (a) real part and (b) image part of the normalized propagation constant
and thickness.

Next we analysis the propagation dispersion property of graphene. The propagation constant
can be expressed in a simple form as [24]:

β = k0

√
1−

(
2

ση0

)2

(3)

where σ is the conductivity of graphene, and η0 is the impedance of free space. And the confinement
is characterized by the lateral decay length, which is defined as ` = 1/Re[

√
β2 − k2

0] [29]. Fig. 4
exhibits the propagation length (a) and lateral decay length (b) of graphene and a 40 nm gold film.

(a) (b)

Figure 4: The (a) propagation length and (b) lateral decay length of the gold film (solid line) and the
graphene (dash lines corresponding to 0.4, 0.6 and 0.8 eV).

From Fig. 4(a), we can see that the propagation length of gold film is better than graphene, and
the best propagation length of graphene is approximately 8λSPP , which occurs at about 1.33µm.
However, the lateral decay length of graphene is very small and times smaller than gold film,
showing good confinement. Owing to the high confinement, the energy trends to propagate along
bended or curved surface with little SIL.

Another parameter closely related to the confinement is the critical curvature radius for GPs.
Actually, energy can be considered no longer confined when the real part of β is reduced below k0.
From this point, the critical curvature radius can be written as [20]:

r∗ =
k0

Re[
√

β2 − k2
0](β − k0)

(4)

where we have assumed the propagation constant on the curved surface approximates to that on
flat surface. With Eq. (4), the critical curvature radii in the case of 1µm incident light for 0.8 eV
doped graphene and 40nm gold film are 0.001λSPP and 95λSPP respectively, which proves further
that the intrinsic confinement of graphene is better than conventional metal, and makes it easily
being designed unusual shaped plasmonic devices.
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3. NUMERICAL EXPERIMENT AND APPLICATION FOR FGPS

To demonstrate the difference of MPs and GPs in further, three waveguides corresponding to
different curvatures are modeled, and the curve-induced radiation loss can be learned from the
change of field distributions on the surface. Fig. 5 shows H x distributions at 500 THz for 40 nm
gold film based waveguide and 50 THz for graphene waveguide which is simulated by CST Microwave
Studio.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 5: The propagation property of plasmonics on a)–(c) gold film (and (d)–(f) graphene waveguides
corresponding to different curvatures (a), (d) infinite (the straight waveguide), (b), (e) 30 degrees, and (c),
(f) 60 degrees.

From Fig. 5(a)–Fig. 5(c) we can see that few waves of MPs can propagate along the curved
surface, which indicates that the MPs cannot be well supported by curved surfaces. At the same
time, Fig. 5(d)–Fig. 5(f) tells us that the GPs can be well confined on curved surface.

Based on the above analysis and simulation, we increase the curvature further to 360 degrees,
which forms a stereo ring resonator with the inner radius R and width W. In order to couple energy
to this ring and make it work, a straight waveguide with the same width is placed near the ring, the
gap between them is G, and the graphene sheet is deposited on the substrate (Al2O3), the scheme
is illustrated as Fig. 6(a). We can see that the structure is simple and fully open (i.e., without
cladding and transformation optics design).

The transmission spectrum is shown as Fig. 6(b) with the following parameters: R = 60nm,
W = 40nm, G = 10 nm and EF = 0.6 eV. We can see from Fig. 6(a) that there are 3 resonances
from 5 to 25 THz. What’s more, the field distribution on the Y OZ plane corresponding to the
3rd resonance is presented as the inset of Fig. 6(b). It can be clearly found that there are three
well confined plasmonic waves on the ring, and few fields at the output, which performs as the
“band-stop” function. In fact, the resonator is tunable in addition to its flexibility, the resonance
mode N is the same with the number of plasmonic waves on the ring, in other words,

2πR = NλSPP = Nc/(frneff ) (5)

Figure 6: The scheme of the (a) stereo ring and (b) its transmission spectrum, the field distribution on Y OZ
plane is also provided in the inset of (b).



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1719

where c is the free space light speed, f r is the resonance frequency. We can learn that f r can be
tuned both by the geometric size (to change R) of the ring and the doping level of graphene (to
change neff ).

4. CONCLUSION

In conclusion, we have investigated the FGPs from the perspective of classical electromagnetic
theory. Distinguished with the conventional noble metal, the graphene can strongly confine plas-
mons on the surface. This feature allows us to manipulate the energy flow along the curved surface,
which is proved by several demonstrations. At last, a stereo resonator is designed as the application
example of FGPs. Various graphene based flexible plasmonic devices are expected to be proposed
in the future.
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Transmission Analysis of a Ternary Diversity Reception Based on
OFDM FSO System over Correlated Log-normal Fading Channel
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Abstract— With the increasing requirements for larger bandwidth and higher data rate transfer
of information, free space optical (FSO) communication has received growing attention in recent
years. Atmospheric turbulence factors may give the most serious influence to the performance
of the FSO system. In this paper, orthogonal frequency division multiplexing (OFDM) is chosen
for the purpose of against channel dispersion and time varying environment. Spatial diversity is
another efficient way to mitigate the effects of scintillation. We investigate the performance of
OFDM FSO system of a ternary receiver with EGC reception combining scheme in log-normal
distribution atmospheric turbulence channel. We analyze the probability distribution function
(PDF) of the received light intensity in ternary diversity reception. Based on the simulation
results, we present a comparison of the transmission performance among ternary receiver, dual
receiver and single receiver system over correlated log-normal weak turbulence fading channel.
The results would be useful for design and evaluation of optical wireless communication system.

1. INTRODUCTION

Free space optics (FSO) communication has received increasing attention in recent years, since it
fulfill the requirement of higher transmission speed and wider bandwidth in modern communication
system. Compared with the RF communication system, the FSO communication system has lighter,
smaller and more energy efficient devices. In some special area, where the optical fiber networks
are not available to be established, the FSO system can be a suitable alternative option [1, 3].

The atmospheric turbulence situation has a great influence on the performance of FSO commu-
nication system. As atmospheric channel changes randomly, the laser irradiance in receiving plane
would have a spatial and temporal fluctuation known as scintillation. The optical scintillation could
cause an unacceptable channel fading in FSO communication [2]. Classical studies of atmospheric
turbulence were focus on fluctuations in the velocity field of a viscous fluid, which can be simplified
as a stochastic field model. Log-normal distribution perform excellent match in describing the weak
atmospheric turbulence [3].

Orthogonal frequency division multiplexing (OFDM) is a kind of multi-carrier modulation which
the data information is carried over many lower rate subcarriers. It has been widely used in
wireless communication and adopted in a lot of high speed communication standards: ITU-T G.
hn; IEEE 802.11a, g, n, ac; IEEE 802.15.3a; IEEE 802.16e; IEEE 802.20 and so on. One of the
advantages of OFDM is that it is a suitable technology against channel dispersion and time varying
environment [1].

Spatial diversity is another way to mitigate the channel fading of FSO communication system.
With the larger size of the reception, the system performance would get better [3, 8]. However,
the increasing lens radius would lead to the cost and the weight of the reception terminal increase
exponentially. It is kind of a trend to replace one big lens to several smaller receivers [4]. Most
of the previous research on FSO communication system with multiple receivers concerned each
reception being independent with others, which meant the distance between two individuals was
long enough [5]. It would make serious difficulties in the design of FSO system [2].

In this paper, a ternary reception OFDM FSO system is proposed to mitigate the channel
fading over log-normal distribution atmospheric turbulence. In order to have an insight into the
performance of the system, we compare the ternary reception system with single reception and
dual reception systems on the average bit-error-ratio (BER), average signal-to-noise ratio (SNR)
and outage probability (OP).

The remainder of this paper organized as follows, in Section 2, we give a brief introduction of
the ternary reception OFDM FSO system. In Section 3, we analyze the received light intensity
probability distribution function (PDF) over log-normal distribution atmospheric turbulence. In
Section 4, we investigate the transmission performance of the system. In Section 5, we present the
conclusion.
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2. TERNARY RECEPTION SYSTEM ARCHITECTURE

In order to mitigate the light intensity fluctuation in FSO communication, increasing the diameter
of the aperture known as Aperture Average is a feasible solution [8]. But the increasing size of lens
would lead to a sharp increasing of the cost. Hence we consider replacing one big lens to several
small lenses is more efficient.

In this paper, we consider a ternary receiver. As showed in Fig. 1, D is the diameter of each
lens. Consider two separate lenses lensi and lensj , dij presents the central distance between lensi

and lensj . Fig. 2 shows a brief architecture of ternary diversity reception OFDM FSO system. The
electrical signal is modulated by OFDM Modulator and converted to optical signal by laser-diode.
The optical signal propagates through turbulence and would be received by the ternary receiver.
After converted back electrical signal, the signals from three detectors would be demodulated by
OFDM Demodulator and combined under equal gain combining (EGC) scheme.

Figure 1. Ternary receiver. Figure 2. System architecture.

3. LIGHT INTENSITY PROBABILITY DISTRIBUTION

In the theory used to derive the atmospheric turbulence, optical field propagation can be seen as
a random process. The received light intensity of lensi and lensj have average value Ii and Ij .
Correlation coefficient γij of lensi to lensj is presented by function (1):

γij(dij , D) =
BI,ij(Ii, Ij , dij , D)√

σ2
i σ

2
j

(1)

BI,ij(Ii, Ij , dij , D) is covariance of lensi to lensj , which is presented by function (2). The σ2
i and σ2

j

are the variances of lensi and lensj , which can be calculated by function (3) [3].

BI,ij(Ii, Ij , dij , D) =
〈IiIj〉
〈Ii〉〈Ij〉 − 1 (2)

σ2
i (D) = BI,ij(Ii, 0, D) =

〈I2
i 〉

〈Ii〉2 − 1 (3)

The symbol 〈·〉 stands for the ensemble average value. Based on Rytov Theory, Ii, Ij , σ
2
i and σ2

j are
the variables versus atmospheric turbulence situation, which can be described by Rytov Variance
σ2

R. Hence the correlation coefficient is a function of the receivers setting and turbulence condition,
as showed in Fig. 3. We can see that with increasing of the central distance dij , correlation coefficient
γij is drawing close to 0. And when turbulence is getting stronger, γij is getting higher.

According to the extended Rytov theory, we can use the log-amplitude X to indicate the light
intensity I by the function I = I0 exp(2X − 2X0). As the optical field propagation through at-
mospheric turbulence is random process, the received light intensity should be presented by a
probability distribution function (PDF) [6, 7].
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Figure 3. Channel correlation coefficient under different separation distance and turbulence condition.

Log-normal distribution is widely used in describing the turbulence situation. A single receiver
log-normal PDF of received light intensity is:

f1(I) =
1
2I

1√
2πσ2

X

exp
{
− [ln(I)− ln(I0)]2

8σ2
X

}
(4)

where I0 denotes the ensemble average received light intensity and σ2
X denotes the variance of X.

In this paper, we consider the situation of weak turbulence (σ2
R = 0.14) and the three receivers

setting as an equilateral triangle with same diameters. We can extend PDF to the situation of
ternary reception as function (5):

f3I(I) =
1

16πI3
· 1√

2πσ6
X(1− 3γ2 + 2γ3)

·exp
{
− 1

8(1− 3γ2 + 2γ3)
·
[
3σ4

X(1− 2γ + γ2) ln2

(
I

I0

)]}

(5)

4. PERFORMANCE OF TERNARY RECEPTION OFDM FSO SYSTEM

In this paper, we use OFDM signal for its advantages against channel dispersion and time varying
environment. The OFDM signal with N subcarriers, after up-conversion can be written as below,
where ωn is the nth subcarrier angular frequency, ϕn is the nth subcarrier initial phase, An is nth
subcarrier complex data symbol.

SOFDM (t) =
N−1∑

0

Sn(t) =
N−1∑

0

An exp(jωnt + ϕn), 0 ≤ t ≤ Ts (6)

We assumed the total noise power is a sum of thermal noise, shot noise and relative intensity noise
process:

N0(I1, I2, I3) =
4KBTabsF

RL
Be + 2qIph(I1, I2, I3)Be + (RIN)I2

ph(I1, I2, I3)Be (7)

Iph is DC of total received current, KB is Boltzmann’s constant, Tabs is absolute temperature, F
is the noise figure of the receiver electronics, RL is PD load resistor, q is electron charge and Be

is the Electrical filter bandwidth. The ensemble average SNR and ensemble average BER can be
calculated as:

〈SNR〉 =

∞∫

0

∞∫

0

∞∫

0

SNR(I1, I2, I3) · fI(I1, I2, I3)dI1dI2dI3 (8)

〈BER〉 =

∞∫

0

∞∫

0

∞∫

0

BER(I1, I2, I3) · fI(I1, I2, I3)dI1dI2dI3 (9)
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In Fig. 4, we set the lens diameters of single, dual and ternary reception are 12 cm, 8.49 cm and
6.93 cm, so that the total reception area of three schemes are the same. We can see that ternary
reception system with low correlation coefficient (γ = 0) perform better.

Figure 4. Under different reception. Figure 5. Under different modulation.

Figure 5 shows the transmission performance of ternary reception system with different modula-
tion schemes. It is clear that the higher constellation size modulation require more received powers
to reduce BER of the system. Consider a threshold SNRth. Only when the SNR of the system
is better than the SNRth, the quality of communication is acceptable. Otherwise, we can see the
communication is failed. Define the probability of the SNR falling worse than the SNRth as the
outage probability Poutage. It can be written as:

Poutage(SNRth) = P [SNR < SNRth] (10)

Figure 6 shows that, in certain threshold SNRth, ternary reception system has lower outage
probability.

Figure 6. Outage probability.

Parameter Value
Operating wavelength (λ) 1550 nm

Relative intensity noise (RIN) −130 dB/Hz
PD load resistor (RL) 50Ω

Absolute temperature (Tabs) 300 K
Transmission distance (L) 2 km

Electron charge (q) 1.602× 10−19C
Noise figure (F ) 2 dB

Electrical filter bandwidth (Be) 2GHz
Number of carrier (Ns) 256

Optical modulation index (mn) 1%

Table 1.

5. CONCLUSION

In this paper, we propose a ternary diversity reception OFDM FSO system. Considering the effects
of correlation coefficient, we analyze the probability distribution function of received light intensity
and investigate the transmission performance of the system in log-normal distribution atmospheric
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turbulence. In terms of the numerical results about comparisons with other reception schemes
(single reception, dual reception) on average SNR, average BER and outage probability, we can
see that ternary diversity reception OFDM FSO system has an apparent advantage on mitigating
atmospheric turbulence channel fading.
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Abstract— Contribution of this paper is a proposal of the new special type of telescope with a
parabolic strip as a primary element for astronomical observations or for measurements with good
angular resolution in one direction. The observed objects are displayed as lines in the image plane
of a length equal to the width of the mirror strip. If we observe a sufficiently bright object, the
observation allows us to distinguish fine detail or fine movements on the sky. Each line segment
corresponds to the integral intensity of the incident light from the observed object in the direction
perpendicular to the mirror strip. For the reconstruction of the whole image with good resolution
we need a parabolic mirror strip to rotate around the optical axis, and a series of sequential snaps
with a special camera. Different algorithms for reconstruction of the image are used. The main
advantage of this rotating telescope is mechanical and manufacturing technological simplicity
and an innovative design. Nothing comparable has yet been made. Currently constructed large
telescopes are made up of segments, using adaptive optics, and generally it is technologically
challenging. Systems of interfering telescopes are built (the effective diameter of 30 m to the
get better resolution. The proposed telescope can be made of a 50-m long tape without any
technological problems. We created two prototypes of telescopes: a small one, with a 0.3-m long
mirror strip, and a bigger one, with a 1.4-m long mirror strip. Both telescopes are supported
by parallactic mountings, and both are equipped with special cameras with optics, electronics,
computer with special controlling software, special servo stepper motors fitted with mechanical
transmission, construction of lightweight alloys, plastics and composites.

1. INTRODUCTION

This new type of a telescope with a parabolic strip fulfilling the function of an objective is the most
fundamental modification of a telescope since the time when first patent was granted to the Dutch
optician Hans Lippershey, and the times of those who followed in the footsteps of famous scientists
such as Galileo Galilea, Johannes Kepler, and Isaac Newton. The first reflector, a telescope using a
mirror as an objective, was designed by Isaac Newton who thus solved the problem of a chromatic
aberration caused by different refraction indices for different wavelengths of light in an objective
lens. Types of telescope constructions:

• Refracting telescopes

A telescope objective contains a lens or a system of lenses. The optical size of an objective is
determined by the lens speed, focal length and the maximum possible magnification.

• Reflecting telescopes

The objective of a reflector is a concave spherical primary mirror, which may be parabolic or
hyperbolic. The surface area of the mirror determines the lens speed of a telescope. An image of an
object is reflected by a secondary mirror and subsequently observed through an eyepiece. In this
telescope type, light is reflected by mirrors and so its tube is only half size, and a heavy mirror is
located on the side of an observer, not on the external end of a tube as is the case with a refractor
objective.

• Combined refraction/reflection systems

A telescope is composed of two or more mirrors and an objective with a system of lenses. Optically,
the secondary mirror is located in front of the primary mirror. Thus, light rays are first reflected
from the primary mirror into the secondary mirror, falling on the lens system of an objective.
Therefore, these telescopes usually have smaller diameters and their lens speed is also smaller.
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Figure 1: A new type of a parabolic strip telescope.

Figure 2: The diagram of a parabolic strip telescope.

1.1. The Principle of a Parabolic Strip Telescope

Observed objects are displayed as line segments in the image plane. Every line segment the length of
which equals to the width of a strip corresponds to the integral intensity of the incident light falling
from the observed objects in the direction perpendicular to a parabolic strip. Through subsequent
rotation of the whole telescope or just its strip around the optical axis (the axis perpendicular to
the strip centre in the apex of a parabola) and application of the Radon inversion transformation,
we may reconstruct the image of an observed object with a good resolving power. It is also possible
to reconstruct an image from one snap without any rotation; in this case the angular resolution in
the two mutually perpendicular directions will be of different orders. This fact can be utilized for
example for the observing of fine movements of brighter objects in the direction of travel. Software
processing reconstructs an image according to specific needs and possibilities to make use of the
properties of a telescope.

2. THE CONSTRUCTION PRINCIPLES FOR A PARABOLIC STRIP TELESCOPE

A distinctive feature of the proposed project of a construction of the new type of a telescope with a
parabolic strip fulfilling the function of an objective is that it enables observations or astronomical
measurements with a good resolving power in one direction and a worse in the perpendicular
direction. The angular resolving power is given by the ratio of the wavelength to the length of the
projection of a parabolic strip to the plane tangential to the apex of the parabolic stripe. When
observing objects that are sufficiently bright, this observation enables to resolve fine details or catch
sight of fine movements in this direction. Observed objects are displayed as line segments in the
image plane of a length equal to the strip width. Each of the line segments corresponds to the
integral intensity of the incident light from the observed objects in the direction perpendicular to
the strip. So that the whole image could be reconstructed with the same good resolving power, the
whole telescope or just its parabolic strip can be subsequently rotated around the optical axis (the
axis perpendicular to the strip centre in the apex of a parabola) while taking a series of snaps, and
apply the Radon inversion transformation as in the case of computed tomography. This means that
when we have enough incident light (which is determined by the surface area of a strip), we can
resolve fine details. A great technological advantage is that it is incomparably cheaper and easier
to manufacture a strip than a paraboloid. It is sufficient to manufacture only parabolic holders
and a mirror strip made of an elastic material; the tension in the material which a strip is made of
will ensure that the shape will be stable and accurate. In addition, the construction is significantly
lighter than that of a paraboloid. Nowadays, very big telescopes composed of segments, or systems
of interfering telescopes are constructed at exorbitant costs to achieve fine resolution. Among other
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things, the system designed by us has more mechanical advantages. Thanks to its low price, it
would be possible to deploy a system of telescopes with a tilt angle of for example 15◦ and install
them all over the Earth in different terrestrial longitudes so that they would cover the whole sky.
The mechanical construction will be simplified, gravitational impacts will be relatively small and
the observation possibilities will be multiplied — it is possible to make simultaneous observations
in every angle. Deployment on satellites will also be cheaper thanks to a smaller weight. The
resolution power of a telescope fitted with a 120-cm long strip should be similar to the resolution
power of a parabolic with a diameter of 150 cm.

2.1. The Structural Design and Production of a Prototype of a Parabolic Strip Telescope
A parabolic strip telescope is composed of four main parts:

• A multi-axis astronomical stand with an automatic rotation system following the stellar drift
• A fixed static holder of a telescope with a step-by-step actuating mechanism
• A rotating part of a telescope with a parabolic strip and optics
• A control and evaluation unit

Fixed static holder of a telescope with a step-by-step actuating mechanism The static part of a
telescope is composed of a load bearing structure (a weldment from aluminium sections) and two
locks with bearings. The rotational movement is secured by a step-by-step actuating mechanism
with a step of 0.9◦ and a timing pulley gear with a ratio of gearing of 1/5.

The control unit controlling the movements of the rotating part of a telescope and the control
unit of the camera that records a series of snaps are installed on the opposite end of the load-bearing
structure.

2.2. The Rotating Part of a Telescope with a Parabolic Strip and Optics
The rotating part of a telescope is designed and composed of the following components: the main
load-bearing part made of aluminium sections which is machined on a CNC milling machine (4)
and a lathe (5). A timing pulley with a shaft made of aluminium alloy is accurately fixed to this
main load-bearing structure by means of assembling components. The following most important
components of a telescope are located on the opposite side of the main part: A flexible parabolic
mirror strip which is inserted between two plexy appliances with an exact slot cut out by a CNC
jig wirecutter. The welded solid construction of a camera holder made of aluminium alloy that
ensures exact adjusting of the scanning chip of a camera into the focal point of the incidence of the
rays reflected from the parabolic mirror strip.

Figure 3: Parabolic strip telescope.

3. THE TECHNOLOGY HAS SEVERAL ADVANTAGES

• A good resolution power of a telescope in one direction.
• The manufacturing is many times cheaper than the production of common parabolic strip

telescopes.
• Utilization of such a device for example for the tracking of movement and identification of

small asteroids in the vicinity of the Earth.

It would be advisable to develop a network of telescopes with a long strip that would be used to
monitor the sky and deployed along the meridian according to our proposal (parabolic strips long
tens of meters). For objects emitting sufficient light, it may be quite cheap to obtain knowledge
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Figure 4: The milling of the surface areas of the
main load-bearing part of a telescope.

Figure 5: Lathe-turning of the main load-bearing
structure of a telescope.

of minor details. The market seems to be limited only to astronomical observations and remote
research of the Earth. Taking into account the technological simplicity and a smaller weight of
the telescope, the possibility of its utilization on the Earths orbit and in the cosmic space remains
open.

4. ADVANTAGES

• high mounting not being necessary,
• low wind influence,
• low gravitational influence.
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Abstract— Quantum entanglement is an essential resource in quantum information processing,
which needs to be verified in many tasks such as quantum cryptography and computation. Due
to imperfect detection devices when implementing measurements, the conventional entanglement
witness method could wrongly conclude a separable state to be entangled. Inspired by the
attacks in quantum key distribution, we construct and experimentally realize a time-shift attack
on the conventional entanglement witness process. We demonstrate that any separable state
can be falsely identified to be entangled. In order to close detection loopholes, we design and
experimentally realize a measurement-device-independent entanglement witness for various two-
qubit states. We demonstrate that an entanglement witness can be realized without detection
loopholes.

1. INTRODUCTION

It has been widely recognized that quantum entanglement plays an important role in the quantum
information processing such as quantum computation [1], quantum teleportation [2] and quantum
cryptography [3, 4]. Being the key resource for these tasks, quantum entanglement need to be
verified in many circumstances. Entanglement witness (EW) is a conventional way to detect entan-
glement, which gives one of two outcomes: Yes or No, corresponding to the conclusive result that
the state is entangled or to failure to draw a conclusion, respectively. Mathematically, for a given
entangled quantum state ρ, a Hermitian operator W is called a witness if tr[Wρ] < 0 (output of
‘Yes’) and tr[Wσ] ≥ 0 (output of ‘No’) for any separable state σ. It is strictly forbidden when we
identify a separable state to be entangled. Note that there could also exist entangled state ρ′ such
that tr[Wρ′] ≥ 0 (output of ‘No’), thus it is OK to fail identifying an entangled state.

In the experiment, one can realize the conventional EW with only local measurements by decom-
posing W into a linear combination of product Hermitian operators. Then one can do measurements
locally on each part and gather measurement outcomes to decide whether the state is entangled or
not. A faithful conclusion of such witness relies on the correctness of the experimental implementa-
tion, imperfections of detection devices could wrongly conclude a separable state to be entangled.
In the practical case, we can regard such imperfection as possible attacks from an adversary, Eve.
For example, if the measurement devices used by the witnessers might possibly be manufactured by
some untrusted party, who could collaborate with Eve and deliberately fabricate devices to make
the real implementation W ′ = W + δW be deviated from W , such that W ′ is not a witness any
more,

tr[W ′σ] < 0 < tr[Wσ]. (1)

That is, with the deviated witness W ′, a separable state σ could be identified as an entangled one,
which is more likely to happen when tr[Wσ] is near zero.

In quantum key distribution (QKD), the security could be guaranteed by proving the presence
of entanglement in a secure QKD channel where an entanglement-breaking channel would cause
insecurity [5]. Thus there exist strong correlation between the security of QKD and the success of
EW. For the varieties of attacks in QKD, such as time-shift attack [6] and fake-state attack [7],
one may also find similar detection loopholes in the conventional EW process. Originated from
this analogy, we construct a time-shift attack that manipulates the efficiency mismatch between
detectors used in an EW process. Under this attack, any state could be witnessed to be entangled,
even if the input state is separable. By this example, we demonstrate that there do exist loopholes
in the conventional EW procedure.
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Recently, Lo et al. [8] proposed an measurement-device-independent (MDI) QKD method, which
closed all possible attacks of detectors. As the aforementioned similarity between QKD and EW,
one would also expect that there exist EW schemes without detection loopholes. Meanwhile, a
nonlocal game is proposed to distinguish any entangled state from all separable states [9]. Inspired
by this game, Branciard et al. [10] proposed an MDIEW method, where they proved that there
always exists an MDIEW for any entangled state with untrusted measurement apparatuses.

In this paper, we first design a time-shift attack to the conventional EW such that every separable
state would be witnessed to be entangled. Then based on the proposal in Ref. [10], we design and
experimentally realize an MDIEW scheme to close such detection loopholes. We thus practically
show a way to witness entanglement without assuming detectors be perfect.

2. MAIN RESULT

2.1. Time-Shift Attack

In the following, we will focus on the bipartite scenario involving two parties Alice and Bob.
Consider a type of bipartite quantum states in the form of

ρv
AB = (1− v)

∣∣Ψ−〉 〈
Ψ−∣∣ +

v

2
(|00〉〈00|+ |11〉〈11|), (2)

with v ∈ [0, 1] and |Ψ−〉 = (|01〉 − |10〉)/√2. The state is entangled if v < 1/2, which can be
witnessed by a conventional EW,

W =
1
2
I − |Ψ−〉〈Ψ−|, (3)

with result tr[Wρv
AB] = (2v − 1)/2.

The idea of time-shift attack is originated from quantum cryptography [6] and takes advantage
of efficiency mismatches existing in measurement devices. Inspired by this idea, we construct a
time-shift attack for the conventional witness defined in Eq. (3). Define σ0 = I and σ1, σ2, σ3 be
the Pauli matrices σx, σy, and σz, correspondingly. Then we can decompose W to

W =
1
4

(
3∑

i=0

σi ⊗ σi

)
, (4)

and the EW can be realized by local measurements,

Tr [WρAB] =
1
4

(1 + 〈σxσx〉+ 〈σyσy〉+ 〈σzσz〉) . (5)

As shown in Fig. 1, we exploit the time mismatch of the two single-photon-detectors such that
one detector is more efficient than the other. In this case, the real implementation (W ′) is deviated
from the original design witness W . In the attack Eve can suppress the positive contributes of the
witness result Tr[WρAB] to let the witness result Tr[W ′ρAB] be negative by adjusting the time
mismatch. For example, when measuring σxσx, Alice and Bob will project the input state to the

Alice

Bob

+

−

+

−

Figure 1: Time-shift attack on the conventional EW. Built-in delay lines enable Eve to control the efficiency
of coincidence detection between Alice’s and Bob’s outcomes.
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eigenstates of σx, that is σ+
x and σ−x , corresponding to positive and negative eigenvalue respectively,

and obtain probabilities 〈σ±x σ±x 〉. Then the value of 〈σxσx〉 is defined as

〈σxσx〉 =
〈
σ+

x σ+
x

〉
+

〈
σ−x σ−x

〉− 〈
σ+

x σ−x
〉− 〈

σ−x σ+
x

〉
. (6)

The probabilities 〈σ±x σ±x 〉 is measured from coincidence counts N±
A N±

B of detectors, that is

〈
σ±x σ±x

〉
=

N±
A N±

B∑
N±

A N±
B

. (7)

If the positive coincidence counts are all suppressed, that is N+
A N+

B = N−
A N−

B = 0, then the outcome
of 〈σxσx〉 is

〈σxσx〉 = − 〈
σ+

x σ−x
〉− 〈

σ−x σ+
x

〉
= − N+

A N−
B∑

N±
A N±

B

− N−
A N+

B∑
N±

A N±
B

= −1. (8)

Similarly, the all the other local measurements 〈σyσy〉 and 〈σzσz〉 become −1 by suppressing
positive coincidence counts, which gives a witness result of

Tr[W ′ρAB] = −1
2

(9)

for any state ρAB.
In our experiment demonstration, we only suppress the positive coincidence counts to 10.9(1)%

instead of neglecting all of them. Under this attack, any state could be witnessed to be entangled,
even if the input state is separable. By this example, we demonstrate that there do exist loopholes
in the conventional EW procedure.
2.2. Counter-Measure: MDIEW
The MDIEW method in Ref. [10] is capable to close all detection loopholes, such as the time shift
attack we showed in the last paragraph. As shown in Fig. 2, MDIEW requires Alice (Bob) to
prepare another ancillary state τs (ωt) and perform Bell-state measurements (BSMs) on the to be
witnessed state and the ancillary state.

Figure 2: Measurement device independent entanglement witness.

Conditioned on the measurement outcomes, a and b, MDIEW is defined as

J(ρAB) =
∑
s,t

βa,b
s,t p(a, b|τs, ωt), (10)

where the choice of the ancillary states are labeled by s and t. That is, ρAB is entangled while
J(ρAB) < 0 and for any separable state σAB, we have J(σAB) ≥ 0. Here the probabilities
p(a, b|τs, ωt) are obtained from performing two BSMs on the to be witnessed state ρAB and the
ancillary states τs and ωt. That is,

p(a, b|τs, ωt) = Tr[(Ma ⊗Mb)(τs ⊗ ρAB ⊗ ωs)], (11)

where Ma and Mb represent BSMs performed by Alice and Bob with outcome a and b, respectively.
The MDIEW is capable to witness any entangled state, because it can be constructed from the

conventional EW such that J = tr[Wρ]/4. Here the coefficient βa,b
s,t is determined by the choice
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of ancillary states, measurement outcomes and the conventional witness W . In the experiment,
as only two |Φ+〉 = (|00〉 + |11〉)/√2 and |Φ−〉 = (|00〉 − |11〉)/√2 out of four BSM outcomes are
recorded, we consider the outcomes of a and b to be + and −, which refer to |Φ+〉 and |Φ−〉,
respectively. Thus, there are four kinds of βa,b

s,t , depending on different values of a and b. By doing
this, we improve the efficiency of experiments by four times comparing to the original proposal [10].

J =
1
4

∑
s,t

(
β++

s,t p(+,+|τs, ωt) + β+−
s,t p(+,−|τs, ωt) + β−+

s,t p(−, +|τs, ωt) + β−−s,t p(−,−|τs, ωt)
)

(12)

To witness entanglement for the bipartite states defined in Eq. (2) with MDIEW defined in
Eq. (12), in total eight different ancillary state pairs should be prepared, and the results are
summarized in Table 1.

Table 1: Our MDIEW in the form of Eq. (12) for the bipartite states defined in Eq. (2).

τs ωt β++
st p(+,+|τs, ωt) β+−

st p(+,−|τs, ωt)
I/2 I/2 2

√
3− 2 1/16 2

√
3 + 2 1/16

I+σx

2
I+σx

2 1 (1− v)/16 −1 (1 + v)/16
I+σy

2
I+σy

2 1 (1− v)/16 −1 (1 + v)/16
I+σz

2
I+σz

2 1 (1− v)/8 1 (1− v)/8

I/2 I+(σx+σy+σz)/
√

3
2 −√3 1/16 0 -

I+(σx+σy+σz)/
√

3
2 I/2 −√3 1/16 0 -

I/2 I+(−σx−σy+σz)/
√

3
2 0 - −√3 1/16

I+(−σx−σy+σz)/
√

3
2 I/2 0 - −√3 1/16

Based on this proposal, we design and implement the MDIEW for the bipartite scenario, which
is immune to all detection loopholes [11].

2.3. Experiment Results

In the experiment, eight ancillary state pairs {τs, ωt} are prepared. The states are encoded by
tunable waveplates (one HWP sandwiched by two QWPs), which can realize arbitrary single-qubit
unitary transformation. Different from directly polarization measurement in the conventional EW,
the analysis of MDIEW is completed by BSMs on ρv

3 ⊗ |τs〉〈τs|2 and ρv
4 ⊗ |ωt〉〈ωt|5, with two,

|Φ±〉 = (|HH〉±|V V 〉)/√2, out of four outcomes been collected, where ρv
3 (ρv

4) is the experimentally
to-be-witnessed state sent to Alice (Bob).

3. CONCLUSION

In this work, by proposing and realizing the time shift attack to the conventional EW methods,
we claim that there do exist severe loopholes in the conventional EW procedure. Meanwhile,
as a counter-measure, we design and realize the recently proposed MDIEW methods with six
photon entanglement. The experimental results show that the MDIEW is practical for real-life
implementation. We further expect that such MDI strategy can be applied to other fields, such as
quantum key distribution and quantum secret sharing.
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Abstract— For the traditional metal heaters used for SOI (silicon-on-insulator)-nanowire de-
vices, a thick SiO2 upper-cladding layer is usually needed between the metal heater and the silicon
core to isolate metal absorption, which makes the thermal tuning be with low response speed,
low heating efficiency, and low maximal temperature. In this paper, we propose and demonstrate
a graphene-based transparent nano-heater for SOI nanowires. The present transparent graphene
nano-heater is designed to contact directly with the silicon core of an SOI nanowire by utilizing
the transparency of graphene. The lack of the thick SiO2 upper-cladding layer between the heater
and the core region helps make fast thermally-tuning nanophotonic integrated devices. It is also
beneficial to improve the heating efficiency because the heating volume is shrunk significantly.
The graphene nano-heater is designed optimally to avoid any significant excess loss for the guided
modes in the SOI nanowires. For example, the theoretical propagation losses of TE- and TM -
polarization modes of a 600 nm-wide SOI nanowire with a 100 nm-wide graphene nano-heater
are as low as ∼ 0.005 dB/µm and ∼ 0.013 dB/µm respectively. With this graphene-based trans-
parent nano-heater, we present a thermally-tuning silicon Mach-Zehnder interferometer (MZI).
The power consumption to have π phase-shift is ∼ 5.2mW and ∼ 5.7mW for TE- and TM -
polarization modes, respectively. The theoretical response time is ∼ 4.4 µs, which is about twice
faster than that for the case of using a traditional metal heater. In addition, the temperature of
the silicon core is almost the same as that of graphene nano-heaters. In contrast, for the case
of traditional metal heaters, the silicon core has much lower temperature than the metal heater
while the metal heater has a limited maximal operation-temperature. This indicates that one
can achieve higher achievable temperature for the silicon core with the present graphene nano-
heater than the traditional metal heater. Graphene can also be used as a heat conductor (other
than heater) by utilizing its high thermal conductivity of up to 5300 W/mK. The excellent ther-
mal properties of graphene make it very useful to enable efficient thermally-tuning nanophotonic
integrated devices including optical switches, optical filters, etc..

1. INTRODUCTION

Silicon photonics has been regarded as one of the most promising technologies to realize low-
cost large-scale photonic integrated circuits (PICs) because of the ability for ultra-small bending
and the compatibility with CMOS fabrication processes [1]. It is well known that silicon has
a large heat conductivity and a large thermo-optical (TO) coefficient (∼ 1.8 × 10−4/K at the
wavelength of 1.55µm), which are beneficial to realize efficient thermally-tuning nanophotonic
integrated devices [2]. Traditional metal heaters used for SOI nanowires usually require a thick
SiO2 upper-cladding layer between the metal heater and the silicon core to isolate metal absorption.
However, this will introduce some disadvantages, e.g., low response speed, low heating efficiency,
and low maximal temperature.

Graphene has attracted strong interest for both fundamental studies and applications since
the two-dimensional sheet was first exfoliated in 2004 [3]. Due to its unique structure, graphene
has many extraordinary mechanical, electronic, photonic, and thermal properties [4]. A single-layer
graphene is only 0.34 nm-thick, and it only absorbs ∼ 2.3% of the vertically incident light. Thermal
conductivity of up to 5300 W/mK is observed in graphene at room temperature [5, 6]. Graphene
is also suggested to have a high value of optical damage threshold and excellent mechanical stabil-
ity [5].

In this paper, we propose and demonstrate a graphene-based transparent nano-heater on SOI
nanowires for the first time. The graphene nano-heater is designed to contact directly with the
silicon core and there is no significant excess loss for the light propagating along the SOI nanowire
because of the graphene transparency. By removing a thick SiO2 upper-cladding layer (needed
for a traditional metal heater), the graphene nano-heater has improved heating efficiency, response
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speed and maximal operation-temperature. Based on the graphene nano-heater, a thermally-tuning
silicon Mach-Zehnder interferometer (MZI) is also presented. The excellent thermal properties of
graphene make it very useful to enable efficient thermally-tuning nanophotonic integrated devices
including optical switches, optical filters, etc..

2. STRUCTURE AND DESIGN

The cross-section view of an SOI nanowire is shown in Figure 1(a). We choose an SOI wafer with
a 250 nm-thick top silicon layer (hSi = 250 nm) and a 3µm-thick SiO2 box layer. Graphene is
transferred directly to the core of the SOI nanowire and is then patterned to a nanoribbon [7],
which is located at the edge of the SOI nanowire. The propagation losses for TE- and TM -
polarization modes (see Figure 1(b)) are mainly due to the absorption of graphene [7, 8], and thus
they are significantly dependent on the widths (wSi, wG) of the SOI nanowire and the graphene
nanoribbon. A finite element simulation (FEM) mode-solver is used to evaluate the propagation
losses of SOI nanowires with graphene nano-heaters and the waveguide parameters are optimized
to reduce the excess loss for the guided modes.

(a) (b)

Figure 1: (a) Cross-section view of an SOI nanowire and a graphene nano-heater. (b) TE- (left) and TM -
(right) polarization modes of an SOI nanowire.

(a) (b)

Figure 2: Propagation losses for TE- (blue squares) and TM - (red triangles) polarization modes (a) as wG

varies when wSi = 500 nm and (b) as wSi varies when wG = 100 nm.

Figure 2(a) shows the calculated propagation losses for TE- and TM -polarization modes as
the width wG of the graphene nanoribbon varies when wSi = 500 nm. With the increase of wG,
the propagation loss for both polarization modes gets an increase as well. Therefore it is desired
to have a narrow graphene nanoribbon. Here we choose wG = 100 nm regarding the fabrication
process. In Figure 2(b), we show the calculated propagation losses for the case of wG = 100 nm
as the width wSi of the SOI nanowire varies. It can be seen that the propagation losses get a
significant decrease for both TE- and TM -polarization modes when wSi increases from 400 nm
to 600 nm. When wSi =∼ 700 nm, the TM polarization mode is hybridized, which makes the
absorption loss reduced significantly (see Figure 2(b)). Regarding the single-mode condition, we
choose wSi = 600 nm. Then the corresponding propagation losses are only ∼ 0.005 dB/µm for
TE polarization mode and ∼ 0.013 dB/µm for TM polarization mode, which are much smaller
than those of previous graphene-silicon hybrid SOI nanowires [7, 8]. And a graphene transparent
nano-heater is achieved.
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3. CHARACTERIZATION OF GRAPHENE TRANSPARENT NANO-HEATER

The thermal behaviors of the present graphene transparent nano-heater are modeled by using
Poisson equation with FEM tools (similar to that in Reference [9]. The input power per unit length
is 0.2 mW/µm, and the room temperature is 300K. Figure 3 shows the results for 250 nm× 600 nm
SOI nanowires with a 100 nm-wide graphene nano-heater, as well as a traditional metal heater (for
which the metal is 1µm-wide and the SiO2 upper-cladding layer is 1µm-thick).

From Figure 3, it can be seen that the temperatures in the silicon core are T =∼ 449.8K
and T =∼ 376.9K when using a graphene nano-heater and a traditional metal heater, respec-
tively. The power consumption for a nanowire in unit length to increase temperature by 1 K is
∼ 0.00134 mW/µmK and∼ 0.00260 mW/µmK, respectively. The power consumption of a graphene
nano-heater is 50% smaller than that of a traditional metal heater. The improved heating efficiency
of graphene nano-heaters results from the lack of the thick SiO2 upper-cladding layer between the
heater and the silicon core region, which reduces the heating volume significantly. Figure 3 also
indicates that the temperature of the silicon core is almost as same as that of the heater for the
case of using a graphene nano-heater. In contrast, when using a traditional metal heater, the tem-
perature of the silicon core is much lower than that of the heater (e.g., ∆T =∼ 73 K in the present
case). Therefore, graphene nano-heaters are beneficial to achieve a higher operation-temperature
and a larger tunable range in thermally-tuning nanophotonic devices.

Temporal responses of temperature for SOI nanowires with a graphene nano-heater and a metal
heater are also calculated and compared as shown in Figure 4. The 90% rise time, which is defined
as the time it takes for the change of temperature to reach 90% of the maximum value from zero, is

Figure 3: Temperature distribution of a 250 nm×600 nm SOI nanowire. Left, using a 100 nm-wide graphene
transparent nano-heater. Position of graphene is shown in blue line. Right, using a traditional 1µm-wide
metal heater with a 1 µm-thick SiO2 up-cladding layer. Position of metal is shown in blue line.

Figure 4: Temporal responses of temperature for
SOI nanowires with a graphene nano-heater and a
traditional metal heater. The 90% rising times are
∼ 4.4 µs and ∼ 10.9 µs respectively.

Figure 5: Microscopy picture of a Mach-Zehnder
interferometer (MZI). One arm is heated by a
graphene transparent nano-heater (dash line).
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∼ 4.4 µs for graphene nano-heaters and ∼ 10.9µs for traditional metal heaters. This is because the
SiO2 upper-cladding region has poor thermal conductivity. For traditional metal heaters, it will take
some time to transport heat from the heater to the silicon core, while for graphene nano-heaters,
this problem is removed since graphene nano-heaters contact the silicon core directly.

The present graphene transparent nano-heater is then used to realize a thermally-tuning silicon
Mach-Zehnder interferometer (MZI). As shown in Figure 5, one of the two MZI arms is heated and
a phase difference ∆ϕ between the two arms is introduced. It indicates that the power consumption
for ∆ϕ = π is ∼ 5.2mW and ∼ 5.7mW for TE- and TM- polarization modes respectively, which is
half of that by using traditional metal heaters.

4. CONCLUSION

We have demonstrated a graphene-based transparent nano-heater for thermally-tuning silicon
nanophotonic devices. The excess loss of graphene nano-heaters are minimized by optimizing the
structure design. The theoretical calculation has shown that the present graphene nano-heaters
have better performance than traditional metal heaters in terms of heating efficiency, response
speed and maximal operation-temperature. It will help to enable efficient and fast thermally-
tuning nanophotonic integrated devices, such as optical switches, optical filters, and so on. Based
on the high thermal conductivity of graphene and the structure design, graphene can also be used
as a heat conductor instead of a heater in the future.
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Abstract— The theory of waveguides is pointed out as a field of application of the mathemati-
cal hypothesis, asserting that the finite real positive numbers L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂), advanced
through some positive purely imaginary, resp. real zeros in x, resp. in x̂ of a special function, con-
structed by two complex Φ(a, c; x) and Φ(a, c; ρx), resp. real Φ̂(â, ĉ; x̂) and Φ̂(â, ĉ; ρ̂x̂) Kummer,
and two complex Ψ(a, c; x) and Ψ(a, c; ρx), resp. real Ψ̂(â, ĉ; x̂) and Ψ̂(â, ĉ; ρ̂x̂) Tricomi confluent
hypergeometric ones of appropriately picked out parameters and variable, are identical, provided
it is fulfilled: c = ĉ, ρ = ρ̂ and n = n̂, (a — complex; â, c, ĉ, x̂, ρ and ρ̂ — real; ρ and ρ̂ —
positive, less than unity; x — positive purely imaginary; n — natural and n̂ — positive integer;
n and n̂ — numbers of the zeros). It is indicated that the truthfulness of statement formulated
entails the coincidence in case c = ĉ = 3 of certain (envelope) curves in the phase diagrams

of the normal TE0n and of the one of the two possible slow ˆTE0n̂ modes — the ˆTE
(1)

0n̂ wave
(n = n̂) in the coaxial waveguide with ferrite, magnetized azimuthally in negative (clockwise)
direction of equations, written in terms of the quantities L2(c, ρ, n), resp. L̂2(ĉ, ρ̂, n̂). The curves
mentioned restrict the areas of propagation of the first (second) mode from the side of higher
(lower) frequencies. Besides, the physical sense ascribed to parameter ρ (ρ̂) is a relative thickness
of the central conductor of the structure and to n (n̂) — an order of the propagating mode.

1. INTRODUCTION

Recently, it has been established that if the limited arbitrary real numbers c and ĉ, the real positive
ones ρ and ρ̂, (0 < ρ < 1 and 0 < ρ̂ < 1), and the natural number n and the positive integer n̂

are equal, the same holds for the finite real positive numbers L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂), defined like
the attained under certain conditions common limits of some infnite sequences of real numbers,
as well. The terms of the latter are proportional to the positive purely imaginary, resp. real
zeros of a complex, resp. real transcendental function, involving four complex, resp. real Kummer
and Tricomi confluent hypergeometric functions Φ(a, c; x) and Ψ(a, c; x) [8] of appropriately chosen
parameters and variable [17]. (Hats “̂ ” are put above the symbols, relevant to the second class
of numbers [2, 4]. In view of this, the quantities c and ĉ are the second parameters of confluent
functions, ρ and ρ̂ are parameters, multiplying the independent variable of functions x̂, resp. x̂,
while n and n̂ are the numbers of the zeros in question of the general function. This assumption
has been called Hypothesisi for the identity of L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂) numbers [1].

In this investigation an application of the above statement in the theory of azimuthally mag-
netized coaxial ferrite waveguides [3–5], is considered. It has been found out earlier that there
are En1− − (Ên1−−) envelope curves in the the β̄(r̄0)− [ ¯̂β(1)(¯̂r(1)

0 )−] phase diagram of the normal

TE0n [3–5] (of the the ˆTE
(1)
0n̂ wave which is the one of the two possible slow ˆTE0n̂ [4]) modes

of equation β̄en− = β̄en−(r̄0en−)[ ¯̂β(1)
en− = ¯̂

β
(1)
en−(¯̂r(1)

0en−)], written in parametric form as: r̄0en− =

L(c, ρ, n)/[|αen−|(1− α2
en−)1/2], β̄en− = (1− α2

en−)1/2(¯̂r(1)
0en− = L̂2(ĉ, ρ̂, n̂)/{|α̂(1)

en−|[1− (α̂(1)
en−)2]1/2},

¯̂
β

(1)
en− = [1− (α̂(1)

en−)2]1/2) with c = ĉ = 3 [3–5]. Here β̄ and r̄0 ( ¯̂
β(1) and ¯̂r(1)

0 ) are the normalized in
a special way phase constant and guide radius, ρ(ρ̂) is the relative thickness of the central switch-
ing conductor of the structure, α(α̂) is the off-diagonal ferrite Polder permeability tensor, n(n̂) —
order of the mode. All quantities without (with) hats relate to the normal (slow) modes, those

with the superscripts (1) — to the slow ˆTE
(1)
0n̂ waves and the ones with the subsript “en−” — to

the envelopes. (Note that both α and α̂(1) are less than unity.) The En1− − (Ên1−−) line for
specific n(n̂) restricts from above (below) the phase characteristics for negative (clockwise) ferrite
magnetization. It follows from the Hypothesis for identity of numbers that if ρ = ρ̂ and n = n̂, the
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envelopes in question for a TE0n and a ˆTE
(1)
0n̂ mode of the same order in two waveguides of the

same relative thickness of the inner wire (or in given configuration) coincide. Accordingly, it could
be regarded as a line at which the normal mode is transformed to a slow one when the normalized
radius (i.e., frequency) grows. Graphical results for different parameters ρ(ρ̂) are presented and
juxtaposed, assuming n = n̂ = 1.

2. HYPOTHESIS FOR THE IDENTITY OF THE L2(c, ρ,n) AND L̂2(ĉ, ρ̂, n̂) NUMBERS

Definition 1: The L2(c, ρ, n) numbers in which c is a restricted arbitrary real, positive, negative or
zero, ρ is real, positive, 0 < ρ < 1 and n is a natural number, are finite real positive ones, specified
in the following way:

i) In case c 6= l, l = 0,−1,−2, . . .:

L2 (c, ρ, n) = lim
k−→−∞

K2− (c, ρ, n, k−) = lim
k−→−∞

M2− (c, ρ, n, k−) , (1)

where K2− (c, ρ, n, k−) = |k−|χ(c)
k−,n(ρ), M2− (c, ρ, n, k−) = |a−|χ(c)

k−,n(ρ) and χ
(c)
k−,n(ρ) is the nth pos-

itive purely imaginary zero of the function F2 (a, c; x, ρ) = Φ (a, c;x)Ψ (a, c; ρx)−Φ(a, c; ρx)Ψ (a, c; x)
in x, (n = 1, 2, 3, . . .) in which Φ (a, c; x) and Ψ(a, c;x) are the Kummer and Tricomi confluent
hypergeometric functions with a = a− a− = c/2− jk− — complex, c = 2Rea (c = 2Rea−), x = jz
— positive purely imaginary, z — real, positive, k− — real, negative, −∞ < k− < 0, ρ — real,
positive, (c, n — fixed).

ii) On the understanding that c = l and ε is an infinitesimal positive real number:

L2 (c, ρ, n) = lim
ε→0

L2 (l − ε, ρ, n) = lim
ε→0

L2 (l + ε, ρ, n) = L2 (2− l, ρ, n) , (2)

where L2 (l − ε, ρ, n) and L2 (l + ε, ρ, n) are finite real positive quantities, determined in the sense
of point i).

iii) When c = g, g = 2− l(g = 2, 3, 4, . . .) :

L2 (g, ρ, n) = lim
ε→0

L2 (g − ε, ρ, n) = lim
ε→0

L2 (g + ε, ρ, n) . (3)

[L2 (g − ε, ρ, n), lim
ε→0

L2 (g + ε, ρ, n) and ε are specified like in the previous item.]

Besides it is carried out too:

L2 (c, ρ, n) = L2 (2− c, ρ, n) , c 6= l, (4)
L2 (1 + h, ρ, n) = L2 (1− h, ρ, n) , h 6= l, (5)
L2 (1 + l, ρ, n) = L2 (1− l, ρ, n) , (6)

h — real number.
Definition 2: The L̂2 (ĉ, ρ̂, n̂) numbers in which ĉ is a restricted arbitrary real positive, negative

or zero, ρ̂ is real, positive, 0 < ρ̂ < 1 and n̂ is a natural number are finite positive real ones
determined by means of Definition 1 provided:

i) The meaning of notations is unchanged;
ii) The form of equalities is preserved the same;
iii) Hats are put above all symbols;
iv) All quantities are assumed real;

v) In point i) χ̂
(ĉ)

k̂−,n̂
(ρ̂) is the n̂th real positive zero of the function F̂2(â, ĉ; x̂, ρ̂)=Φ̂(â,ĉ; x̂)Ψ̂(â,ĉ; ρ̂x̂)

−Φ̂(â, ĉ; ρ̂x̂)Ψ̂(â, ĉ; x̂) in x̂ in which Φ̂(â, ĉ; x̂) and Ψ̂(â, ĉ; x̂) are the Kummer and Tricomi con-
fluent hypergeometric functions with â = ĉ/2+ k̂− — real, negative, (â 6= −m̂, m̂ = 1, 2, 3, . . .),
ĉ > 0 or ĉ < 0 (in both cases â < ĉ), x̂ — real, positive, k̂− = â − ĉ/2 — real, negative,
n̂ = 1, 2, . . . , t̂, t̂ — finite positive integer, whose numerical equivalent is determined by the
parameters of F̂2 (â− ≡ â), (ĉ, n̂ — fixed).

vi) Item iii) might be dropped.
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Hypothesis 1: On condition that c = ĉ, ρ = ρ̂ and n = n̂, where c and ĉ are restricted arbitrary
real, ρ and ρ̂ are real, positive, less than unity, n is a natural number and n̂ — a positive integer
(n and n̂ — restricted), the L2 (c, ρ, n) numbers in the sense of Definition 1 and the L̂2 (ĉ, ρ̂, n̂)
ones in that of Definition 2, are identical. Accordingly, it is fulfilled:

L2 (c, ρ, n) ≡ L̂2 (ĉ, ρ̂, n̂) . (7)

If beside the above assumptions it holds also that c = ĉ 6= l (l = l̂), c = g, g = 2− l (g = 2, 3, 4, . . .),
k− = k̂− is large negative and ε = ε̂ is an infinitesimal positive real number, it is true:

χ
(c)
k−,n (ρ) ≈ χ̂

(ĉ)

k̂−,n̂
(ρ̂) , (8)

K2− (c, n, ρ, k−) M2− (c, n, ρ, k−) ≈ K̂2−
(
ĉ, n̂, ρ̂, k̂−

)
≈ M̂2−

(
ĉ, n̂, ρ̂, k̂−

)
. (9)

(The meaning of all tokens is as in Definitions 1 and 2.).

3. APPLICATION IN THE THEORY OF WAVEGUIDES

The propagation of normal TE0n (slow ˆTE0n̂) modes of phase constant β(β̂) in the coaxial waveg-
uide of outer and inner conductor radii r0 and r1, resp., uniformly filled with azimuthally magne-
tized lossless remanent ferrite, described by a Polder permeability tensor ↔

µ = µ0 [µij ], i, j = 1, 2, 3,
µ12 = µ21 = µ23 = µ32 = 0, µii = 1, µ13 = −µ31 = −jα, α = γMr/ω, (γ — gyromagnetic ratio,
Mr — remanent magnetization, ω — angular frequency of the wave), and a scalar permittivity
ε = ε0εr, is governed by the equations:

Φ (a, c;x0) /Ψ(a, c; x0) = Φ (a, c; ρx0) /Ψ(a, c; ρx0) , (10)

Φ̂ (â, ĉ; x̂0) /Ψ̂ (â, ĉ; x̂0) = Φ̂ (â, ĉ; ρ̂x̂0) /Ψ̂ (â, ĉ; ρ̂x̂0) . (11)

In Eq. (10) a = c/2 − jk, c = 3, x0 = jz0, k = αβ̄/
(
2β̄2

)
, z0 = 2β̄2r̄0, ρ = r̄0/r̄1 (k, z0, ρ —

real, −∞ < k < +∞, 0 < |α| < 1, z0 > 0, 0 < ρ < 1). It is satisfied, if β̄2 = χ
(c)
k,n (ρ) / (2r̄0) that

determines the eigenvalue spectrum of the fields studied. The barred (normalized) quantities are
introduced through the relations: β̄ = β/

(
β0
√

εr

)
, β̄2 = β2/

(
β0
√

εr

)
, r̄0 = β0r0

√
εr, r̄1 = β0r1

√
εr,

resp. where β0 = ω
√

ε0µ0, {β̄2 =
[
ω2ε0µ0εr

(
1− α2

)− β2
]1/2 — radial wavenumber}. Figs. 1(a)–

(c) and 2(a)–(c) portray the region (featured by light green) in which the normal TE01 wave may
be sustained for positive (α+ > 0) and negative (α− < 0) ferrite magnetization in case ρ = 0, 0.05
and 0.1, resp. The relevant normalized β̄(r̄0) — phase characteristics with α as parameter, counted,
employing the scheme, worked out earlier [1], are also shown in these pictures by solid and dashed
lines, resp. In case α+ > 0, the aforesaid region is bounded from the side of lower frequencies by
the α = 0 solid curve, concurring to a dielectric-loading and is termless beyond the frequency range
above. When α− < 0, however, it is bilaterally limited. Its lower border is more complex and as
an upper one serves the En1− — envelope dotted line of equation of equation β̄en− = β̄en−(r̄0en−),
written in parametric form as: r̄0en− = L2(c, ρ, n)/[|αen−|(1− α2

en−)1/2], β̄en− = (1− α2
en−)1/2

(αen− is a parameter).
In Eq. (11) â = ĉ/2 + k̂, ĉ = 3, x̂0 = 2β̂2r̂0, k̂ = α̂

¯̂
β/(2 ¯̂

β2), ρ̂ = ¯̂r0/¯̂r1,
¯̂
β = β̂/(β0

√
εr),

¯̂
β2 = β̂2/(β0

√
εr), ¯̂r0 = β0r̂0

√
εr and ¯̂r1 = β0r̂1

√
εr, {β̂2 = [β̂2 − ω2ε0µ0εr(1− α̂2)]1/2 — radial

wavenumber}. All quantities relevant to the slow waves are real and are distinguished by hats “̂ ”.
They are transmitted, provided ¯̂

β2 = χ̂
(ĉ)

k̂−,n̂
(ρ̂)/(2¯̂r0), assuming k̂− < k̂−th(ρ̂), where k̂−th(ρ̂) < 0 is

certain threshold value of parameter k̂−, depending on ρ̂, i.e., for α̂− < 0 only [5]. The ¯̂
β(1)(¯̂r(1)

0 )

— dashed phase curves of the ˆTE
(1)
0n̂ mode (the one of the two possible ˆTE0n̂ waves — ˆTE

(1)
0n̂ and

ˆTE
(2)
0n̂ [4]), supported for |α̂(1)

− | < 1 are depicted in Figs. 2(a)–(c). They have a lower limit —
the Ên1− — envelope of equation ¯̂

β
(1)
en− = ¯̂

β
(1)
en−(¯̂r(1)

0en−)], presented parametrically like: ¯̂r(1)
0en− =

L̂2(ĉ, ρ̂, n̂)/{|α̂(1)
en−|[1− (α̂(1)

en−)2]1/2}, ¯̂
β

(1)
en− = [1− (α̂(1)

en−)2]1/2 (α̂(1)
en− is a parameter). The domain

in that the slow wave in question might get excited (presented by dark green) is restricted from
below and unlimited from above. (Throughout the paper the subscripts “+” (“−”) and “en−”
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Figure 1: Area of normal TE01 mode propagation
in case of positive magnetization of the azimuthally
magnetized circular ferrite waveguide.

Figure 2: Areas of normal TE01 and slow ˆTE
(1)

01

mode propagation in case of negative magnetization
of the azimuthally magnetized circular ferrite waveg-
uide.

Figure 3: Area of normal TE01 mode propagation
in case of positive magnetization of the azimuthally
magnetized coaxial ferrite waveguide, ρ = 0.05.

Figure 4: Areas of normal TE01 and slow ˆTE
(1)

01

mode propagation in case of negative magnetization
of the azimuthally magnetized coaxial ferrite waveg-
uide, ρ = 0.05.

distinguish the quantities, relevant to positive (negative) magnetization, resp. to the envelopes and

the superscript (1) — marks those, having reference to the ˆTE
(1)
0n̂ mode.). Since c = ĉ = 3, with

regard to Hypothesis 1 (Eq. (7)), it follows that if αen− ≡ α̂
(1)
en− and n = n̂, then r̄0en− ≡ ¯̂r(1)

0en− and

β̄en− ≡ ¯̂
β

(1)
en−, i.e., the En1−− and Ên1−− curves coincide. Thus, in case of negative magnetization

the En1− − (Ên1−−) line separates the zone of propagation in two sub-domains: left (light green)

and right (dark green) in which a normal TE0n and slow ˆTE
(1)
0n̂ mode, resp. might be observed.

Besides, it is connected with the upper boundary of the region of phase shifter operation of the
confguration for the first set of fields [5].

As seen the increase of ρ shifts the envelope(s) to the right. Thus, the area of normal TE0n
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mode propagation expands (of the slow ˆTE
(1)
0n̂ waves shrinks). Thus, the first (second) ones might be

transmitted (might get excited) at higher frequencies when the central conductor becomes thicker.

Figure 5: Area of normal TE01 mode propagation
in case of positive magnetization of the azimuthally
magnetized coaxial ferrite waveguide, ρ = 0.1.

Figure 6: Areas of normal TE01 and slow ˆTE
(1)

01

mode propagation in case of negative magnetization
of the azimuthally magnetized coaxial ferrite waveg-
uide, ρ = 0.1.

4. THEOREM FOR THE IDENTITY OF THE L2 (c, ρ, n) AND L̂2 (ĉ, ρ̂, n̂) NUMBERS

In case ρ = 0 (circular waveguide, entirely filled with azimuthally magnetized ferrite) the rele-
vant En1−− and Ên1−− curves of parametric equations of the form: r̄0en− = L(c, n)/[|αen−|(1 −
α2

en−)1/2], β̄en−=(1− α2
en−)1/2 and ¯̂r(1)

0en−= L̂(ĉ, n̂)/{|α̂(1)
en−|[1− (α̂(1)

en−)2]1/2}, ¯̂
β

(1)
en−=[1−(α̂(1)

en−)2]1/2,
resp are completely indistinguishable. This is a corollary of Theorem 1 [3] for the identity of L(c, n)
and L̂(ĉ, n̂) numbers (denoted recently also as L1(c, n) and L̂1(ĉ, n̂) ones [5]).

The exact numerical analysis has shown that for some values of parameters c = ĉ, ρ = ρ̂ and
n = n̂ there is a slight deviation between the calculated outcomes for L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂).
In particular this is observed in case c = ĉ = 3, corresponding to the propagation problem consid-
ered [5]. Accordingly, the resulting En1−− and Ên1−− curves should not coincide completely.

This would lead to the appearance of a gap between the existence areas of the normal and slow
waves in which no propagation at all is possible or to the springing up of a region in which the
areas in question would overlap, i.e., in which a simultaneous propagation of slow and normal wave
could be observed for in the same band.

Such effects, however, are not observed in the circular waveguide (ρ = 0) which is a partial case
of the coaxial structure (ρ > 0). There are no physical reasons which could lead to their appearance
when the finite central conductor is inserted. Thus, the deviation from the exact coincidence of
mathematical outcomes of statement (7) should be ascribed to computational reasons only.

This could be accepted as a physical substantiation of the truthfulness of relation (7). Therefore
the Hypothesis for identity of L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂) numbers could be reformulated as a Theorem
for the identity of L2(c, ρ, n) and L̂2(ĉ, ρ̂, n̂) numbers.

5. CONCLUSION

It is demonstrated numerically that the positive real numbers L(c;n) and L̂(ĉ; n̂) (the limits of
specially constructed sequences of numbers with terms, involving the zeros of certain complex, resp.
real Kummer functions) concur, if their parameters c and ĉ (arbitrary real), and n and n̂ (restricted
natural numbers), are the same. It is shown that the peculiarities of the rotationally symmetric TE
modes transmission in the circular waveguide, entirely filled with azimuthally magnetized ferrite
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are directly linked with this mathematical outcome. From a physical point of view its validity when
c = ĉ = 3 for each n = n̂ means existence of a curve in the phase portrait of geometry for negative
magnetization of the load at which the propagating mode is transformed from normal to slow.
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Solving Nonlinear Helmholtz Equation via Fourier Series

M. S. Sautbekova and S. S. Sautbekov
Eurasian National University, Kazakhstan

Abstract— In recent work, we represent a new way of solving non-linear Helmholtz equation.
Undefined solution Helmholtz equation is reduced to the system of non-linear algebraic equations
by spreading it in a Fourier series, in which we find Fourier coefficients. Later on, by these
coefficients we can define our unknown function.

1. INTRODUCTION

Non-linear phenomena accompany many physical processes investigated in optics, acoustics, fluid
dynamics, plasma physics and other fields of physics. Abstracting from specific, defined physical
properties of mechanisms of processes in each of these areas, it is possible to establish general laws
and regularities non-linearity manifestations, regardless of their physical content. This suggests that
the theory of non-linear wave processes of physical self-discipline is quite extensive and dynamic.
Confirming its widest possibilities is the fact that the methods and results of the theory of non-linear
waves have been successfully applied in other fields of knowledge, not only in the natural sciences,
but also economic and humanitarian. Significant place in the theory of non-linear waves occupy
weakly non-linear wave processes, and increasing interest in them is stimulated by practical needs of
optoelectronics, fiber optics and non-linear acoustics [3, 4]. From a physical standpoint weakly non-
linear processes distinguished by the condition that the amplitude of the wave field are large enough
so that you can not neglect the effects of non-linearity, but they can be seen as complementary
to the linear wave background process. Influence of strong non-linearity results in a change of a
qualitative nature of the wave process in comparison with the linear case. Analytical description
of weak non-linearity requires the development of special methods of asymptotic solutions of the
model equations.

In recent work we consider the non-linear Helmholtz equation, modelling weakly non-linear
evolution of the beam.

2. THE STATEMENT OF PROBLEM

Consider non-linear Helmholtz equation of next view:
(
k2

0 + ∆
)
U = −α|U |2U, (1)

where α ¿ 1, k0 are constants.
Define Fourier series in complex form

U ∼
+∞∑

n=−∞
Cneixn 2π

l ,

where Cn is Fourier coefficients.
Replacing function U by it’s Fourier series, we get Helmholtz equation in next form:

k2
0

+∞∑
n=−∞

Cneixn 2π

l −
(

2π

l

)2 +∞∑
n=−∞

Cneixn 2π

l n2 = −α

∣∣∣∣∣
+∞∑

k=−∞
Cke

ixk 2π

l

∣∣∣∣∣

2 +∞∑
n=−∞

Cneixn 2π

l (2)

For further convenience we replace Fourier series by it’s partial sums
∑M

n=−M Cneixn 2π

l , where
M is integer and further denote 2π

l as p.

k2
0

M∑

n=−M

Cneixnp − p2
M∑

n=−M

Cneixnpn2 = −α

∣∣∣∣∣
M∑

k=−M

Cke
ixkp

∣∣∣∣∣

2 M∑

n=−M

Cneixnp (3)
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By using mathematical induction to (3), for M = 1, 2, 3, . . . , we obtain formula of Equation (1)
for general case:

k2
0

M∑

n=−M

Cneixnp − p2
M∑

n=−M

Cneixnpn2 = −α
M∑

n=−M

eipnx
M∑

s,k=−M

C̄s+k−nCsCk, (4)

where M →∞, C̄n is conjugate value to Cn.
By using orthonormality ∫ l

0
eimpxe−inpxdx = δmn

and taking scalar product from both sides of (4), we obtain infinite system of non-linear algebraic
equations, which we reduce by M :

Cn

(
k2

0 − p2n2
)

= −α

M∑

s=−M

M∑

k=−M

C̄s+k−nCsCk (5)

Also get a system of non-linear algebraic equations for conjugate coefficients:

C̄n

(
k2

0 − p2n2
)

= −α
M∑

s,k=−M

Cs+k−nC̄sC̄k (6)

Thus the problem is reduced to an infinite system of algebraic Equations (5), (6) for M →∞.

3. SOLVING A SYSTEM OF NON-LINEAR ALGEBRAIC EQUATIONS

In this part we describe analytical way of solving non-linear system by structured algorithm.
Consider our obtained double size system of non-linear equations with conjugate part. And

for convenience we reduce it so, that the number of undefined values coincide with the number of
equations. 




C0k
2
0 = −α

(
C̄0C

2
0 + C̄1C0C1 + C̄−1C0C−1 + . . .

)
C1

(
k2

0 − p2
)

= −α
(
C̄−1C

2
0 + C̄0C0C1 + C̄−2C0C−1 + . . .

)
. . .

Cn

(
k2

0 − p2n2
)

= −α
∑M

s=−M

∑M
k=−M C̄s+k−nCsCk

. . .

C̄1

(
k2

0 − p2
)

= −α
(
C−1C

2
0 + C0C̄0C̄1 + C−2C̄0C̄−1 + . . .

)
. . .

C̄n

(
k2

0 − p2n2
)

= −α
∑M

s,k=−M Cs+k−nC̄sC̄k

(7)

where n = ±1,±2, . . . ,±M , M is any integer.
Consider iteration method for system. First, we lead (7) to the next form





f1

(
C0, . . . , Cn, C̄0, . . . , C̄n

)
= 0

f2

(
C0, . . . , Cn, C̄0, . . . , C̄n

)
= 0

. . .

fN

(
C0, . . . , Cn, C̄0, . . . , C̄n

)
= 0,

(8)

where fj(C0, . . . , Cn, C̄0, . . . , C̄k) : Rn → C are non-linear functions, j = 1, N .

1. Set the initial approximation C(0) = (C10, C20, . . . , Cn0) and very small value ε > 0, let k = 0.

2. Calculate C(k+1) by the formula
C(k+1) = Φ(C(k)),

where Φ(C) = C+ΛF (C), F (C) = (f1(C), . . . fN (C)), Λ = −W−1(C(0)) if detW (C(0)) 6= 0,

W (C) =




∂f1(C)
∂C0

. . . ∂f1(C)
∂Cn

. . . ∂f1(C̄)
∂C̄0

. . . ∂f1(C̄)
∂C̄n

...
. . .

...
∂fN (C)

∂C0
. . . ∂fN (C)

∂Cn
. . . ∂fN (C̄)

∂C̄0
. . . ∂fN (C̄)

∂C̄n


 − Jacoby matrix of N ×N
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where we take N = 2n + 2, C = (C0, . . . , Cn, C̄0, . . . , C̄n). In case if detW (C(0)) = 0, then
another initial value should be chosen.

3. If ∆(k+1) = max |C(k+1)
j − C

(k)
j | ≤ ε, then process is ended and solution C∗ ∼= C(k+1). If

∆(k+1) > ε, then assuming k = k + 1 and go to 2.

Denote the right hand side of system (7) respectively ϕ1, ϕ2, . . . , ϕN .

Theorem 1. (Sufficient condition of convergence of iteration method)
Let functions ϕj(C) and ϕ′j(C) are continuous in G domain, j = 1, N and the next inequality holds

max
C∈G

max
j

n∑

k=0

∣∣∣∣
∂ϕj

∂Ck

∣∣∣∣ ≤ q < 1,

where q is constant. If the successive approximations C(k+1) = Φ(C(k)), k = 0, 1, 2, . . . , do not go
out of G, then the process of successive approximations converges: C∗ = lim

k→∞
C(k) and C∗ is the

unique solution of the system (8) in G.

4. SOME PROPERTY OF SOLUTION OF HELMHOLTZ EQUATION

In this section we led some property of solution of non-linear Helmholtz equation.
Since at least 60 years it is well-known that Nikol’skij-Besov spaces represent a useful notion of

regularity not only in the context of approximation theory but also in other branches of mathemat-
ics. In fact, for us the scale of Lizorkin-Triebel-Morrey and Nikol’skij-Besov-Morrey spaces will be
more important.

Theorem 2. Let 1 < p, q < ∞, s > 0 and 0 ≤ λ < 1/p. A function U ∈ Mλ
p (T) belongs to

Es
λ,p,q(T) if, and only if,

∥∥U |Es
λ,p,q

∥∥# :=
∥∥∥ S1U |Mλ

p (T)
∥∥∥ +

∥∥∥∥∥∥

( ∞∑

N=1

N (s−1/q)q |U − SNU |q
)1/q ∣∣∣Mλ

p (T)

∥∥∥∥∥∥
< ∞ . (9)

Furthermore, the quantities ‖ · |Es
λ,p,q‖# and ‖ · |Es

λ,p,q‖ are equivalent on Mλ
p (T), i.e., there exist

two positive constants A,B s.t.

A ‖U |Es
λ,p,q‖# ≤ ‖U |Es

λ,p,q‖ ≤ B ‖ f |Es
λ,p,q‖#

holds for all U ∈ Mλ
p (T).

Remark 1. Of course, Thm. 2 solves problems (i) and (ii) stated at the beginning of the Intro-
duction in [5] with E = Mλ

p (T) (under the given restrictions).

Theorem 3. Let 1 < p < ∞, 1 ≤ q ≤ ∞, s > 0 and 0 ≤ λ < 1/p. A function U ∈ Mλ
p (T) belongs

to N s
λ,p,q(T) if, and only if,

‖U |N s
λ,p,q‖# :=

∥∥∥ S1U |Mλ
p (T)

∥∥∥ +

( ∞∑

N=1

N (s−1/q)q
∥∥∥ U − SNU |Mλ

p (T)
∥∥∥

q
)1/q

< ∞ . (10)

Furthermore, the quantities ‖ · |N s
λ,p,q‖# and ‖ · |N s

λ,p,q‖ are equivalent on Mλ
p (T), i.e., there exist

two positive constants A,B s.t.

A ‖U |N s
λ,p,q‖# ≤ ‖U |N s

λ,p,q‖ ≤ B
∥∥U |N s

λ,p,q

∥∥#

holds for all U ∈ Mλ
p (T).
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Remark 2. (i) We shall call the spaces Es
λ,p,q(T) periodic Lizorkin-Triebel-Morrey spaces. They

represent the Lizorkin-Triebel scale built on the Morrey space Mλ
p (T) [5].

(iii) The spaces N s
λ,p,q(T) will be called periodic Nikol’skij-Besov-Morrey spaces. They represent

the Nikol’skij-Besov scale built on the Morrey space Mλ
p (T) [5].

(iv) We would like to mention that there exist some further scales of smoothness spaces related
to Morrey spaces, namely Nikol’skij-Besov-type spaces Bs,τ

p,q (Rn) as well as Lizorkin-Triebel-type
spaces F s,τ

p,q (Rn). (More you may see in [5]).

5. CONCLUSION

We considered non-linear Helmholtz equation, solution is defined via Fourier series and analytical
way of solving is represented. Also shortly some properties of solution are led in field of Function
spaces and approximation theory.

REFERENCES

1. Vladimirov, V. S., Equations of Mathematical Physics, Nauka, Moscow, 1981 (in Russian).
2. Schwartz, L., Mathematics for the Physical Sciences, Mir, Moscow, 1965 (in Russian).
3. Ferreira, A. C., M. B. C. Costa, A. G. Colho, Jr., C. S. Sobrinho, J. L. S. Lima,

J. W. M. Menezes, M. L. Lyra, A. S. B. Sombra, C. Xu, J. Weng, H. Li, and W. Xiong,
“Analysis of the nonlinear optical switching in a Sagnac interferometer with non-instantaneous
Kerr effect,” Optics Communications, No. 5, 23–38; Vol. 285, No. 6, 1408–1417, 2012.

4. Mukherjee, P. K., “Pretransitional Kerr effect and nonlinear dielectric effect in the isotropic
phase of the isotropic to smectic-E phase transition,” Journal of Molecular Liquids, Vol. 175,
1–3, 2012.

5. Sautbekova, M. and W. Sickel, “Strong summability of Fourier series and Morrey spaces,”
Analysis Mathematica, Vol. 40, 31–62, 2014.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1749

Synthesis of the Sparse Conformal Arrays with Convex Optimal
Method

Xiaowen Zhao1, 2, Qingshan Yang1, and Yunhua Zhang1

1Key Laboratory of Microwave Remote Sensing
Center for Space Science and Applied Research, Chinese Academy of Sciences, Beijing 100190, China

2University of Chinese Academy of Sciences, Beijing 100049, China

Abstract— In this paper, the convex optimal technique is applied to synthesis of sparse con-
formal arrays for fitting the predefined patterns using as few elements as possible. The original
synthesis problem can be formulated by minimizing the number of active elements subjected to
the constraints on the pattern requirements. Unfortunately, it needs to solve a NP-hard problem
since the objective function of the related problem is nonconvex. The minimization of the l1-norm
is presented to relax the above constraint into a convex way. Towards this end, the proposed
method can determine both the corresponding locations and amplitudes of the sparse elements
based on l1-norm of the sparsest excitation set. The method for conformal array optimization
addressed in this paper is easy to be implemented and has low computational load. Numerical
simulations validate the effectiveness and high accuracy of the proposed synthesis method.

1. INTRODUCTION

Conformal antenna arrays with low profile have been widely used in the fields of space-borne,
air-borne and missile-borne radar, space vehicles and sonar due to its low Radar Cross-Section
(RCS) and no extra aerodynamic drag [1]. In the case of conformal array, the well-known Fourier
transform relationships between element excitations and far field pattern breaks down, and on the
other hand, array factor theory does not hold any more since each element pattern depends on its
respective orientation, which make the corresponding synthesis problem significantly difficult. Up
to now, iterative least square techniques [2] and stochastic optimization such as genetic algorithms
(GA) [3], simulated annealing (SA) [4], particle swarm (PS) [5] and differential evolution algorithm
(DEA) [6] have been widely applied to the synthesis of conformal array. However, few methods
have been proposed to thin out the conformal array matching the desired pattern.

Recently, an effective and robust technique, convex optimal method, has been proposed to
design the maximally sparse linear arrays fitting the desired patterns [7]. This method can find
the minimum number of active elements and their corresponding positions and excitations by using
the reference pattern samples. In this paper, we will extend this method to the sparse conformal
array. Notably, the convex optimal method must be carefully described in the case of conformal
array due to the complexity of synthesis dimensions and the definition of each element pattern in
the synthesis processing. Therefore, in Section 2, the addressed synthesis problem is formulated
based on convex optimal method in detail. Numerical tests are presented in Section 3. Finally,
some conclusions are drawn in Section 4.

2. PROBLEM FORMULATION

For a conformal array consisting of N elements with arbitrary geometry distribution, the far-field
beam pattern in the generic direction (θ, ϕ) can be expressed as

F (θ, ϕ) =
N−1∑

n=0

ωngn (θ, ϕ) ej 2π

λ
(xn sin θ cos ϕ+yn sin θ sin ϕ+zn cos θ) (1)

in which θ and ϕ are the elevation and azimuth angles, ωn is the corresponding excitation of the
n-th element at (xn, yn, zn) in global Cartesian coordinate system, gn(θ, ϕ) is the element pattern
in the global coordinate system, where n = 0, 1, . . . , N − 1, λ is the wavelength. The position
vector of the n-th element is

~rn = (xn,yn, zn) (2)

while the unit vector in direction (θ, ϕ) is

~r = (sin θ cosϕ, sin θ sinϕ, cos θ) (3)
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Thus, Equation (1) can be further written in a matrix form as

F (θ, ϕ) = V (θ, ϕ)W (4)

where
V (θ, ϕ) =

(
g0 (θ, ϕ) ej 2π

λ
~r0·~r, g1 (θ, ϕ) ej 2π

λ
~r1·~r, . . . , gN−1 (θ, ϕ) ej 2π

λ
~rN−1·~r

)
(5)

W = [ω0, ω1, . . . , ωN−1]
T (6)

and W is the weighting vector, V(θ, ϕ) is the steering vector, T denotes the transpose. It must be
pointed out that the element pattern gn(θn, ϕn) in the local coordinate system need to be trans-
formed to gn(θ, ϕ) in the global coordinate system before calculating the far-field pattern [1]. Since
the elements in conformal array generally direct their radiation beams toward different directions.

Let us define the aperture of the conformal array as S and the reference pattern as Fref (θ, ϕ),
respectively. Firstly, K measurements will be obtained by sampling on the reference pattern, the
sampling directions are as [8]

θ = π
mod (k,Kθ)

Kθ − 1
ϕ = 2π

bk/Kθc
Kϕ − 1

(7)

where k = [0, 1, . . . , K], K = Kθ ×Kϕ. Meanwhile, the column vector consisting of the aforemen-
tioned samplings is denoted as Fref . Moreover, let us assume that a P -element conformal array
can approximately radiate the reference pattern with a matching error of ε. The P elements are
selected from N predefined candidate locations within the aperture S. In order to achieve the
minimum number of active element P , the related sparse conformal array synthesis is formulated
mathematically as

min ‖W‖l0
s.t. ‖Fref −VW‖l2 ≤ ε (8)

where ‖W‖l0 denotes the number of nonzero elements of the vector W. As we know, the objective
function in (8) is nonconvex. It is worth noting that l0-norm should be replaced with its convex
approximation, i.e., l1-norm, to avoid the NP-hard problem [7]. Towards to this end, the synthesized
problem is relaxed to a convex problem as following

min ‖W‖l1
s.t. ‖Fref −VW‖l2 ≤ ε (9)

An iterative weighted l1-norm algorithm as shown in [7] is also herein applied to enhancing the
sparsity of the solution W (see [7] for the details). In addition, the iterative convex optimization
problem is convenient to solve optimally because useful software, such as CVX is readily available
with only a few iterations (less than 5 for the synthesis problem as following).

3. NUMERICAL EXAMPLES

In this section, two numerical simulations are carried out to verify the effectiveness and accuracy of
the aforementioned method for sparse conformal array synthesis. In order to describe the approx-
imation degree of the synthesized pattern to the reference pattern, the matching error is defined
as

ε =

2π∫
0

π∫
0

|Fref (θ, ϕ)− F (θ, ϕ)|2 dθdϕ

2π∫
0

π∫
0

|Fref (θ, ϕ)|2 dθdϕ

(10)

As the first example, the target pattern is from a uniform circular array composed of 30 isotropic
elements with the radius R = 15λ/2π. The elements are equally spaced with λ/2 along the periphery
of the circle. By using the proposed method, a sparse array with only 22 elements conformal to
the herein circle is achieved, i.e., 8 elements are saved. The sparse array layout and excitations
are shown in Fig. 1. The minimum inter-element spacing is 0.63λ and the maximum inter-element
spacing is 0.72λ in the synthesized sparse array. The synthesized pattern, as shown in Fig. 2(a),
has a total matching error of 1.862 × 10−4 in 3-D form as compared to the target (see Fig. 2(b)).
The comparison between the synthesized pattern and the target pattern is also presented by the
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plots in the planes ϕ = 0◦ (Fig. 3(a)) and ϕ = 90◦ (Fig. 3(b)). It is clear that the pattern matching
error is negligible.

Next, our method is applied to synthesizing a cylindrical array so as to further test the sparse
performance. The target pattern is from a 4-by-24 element array uniformly spaced by 0.5λ and
located on a cylindrical surface of radius R = 15λ, as presented in [9]. The excitation in the 24-
element direction is Chebyshev amplitude distribution while uniform excitation in the 4-element
direction is used. The corresponding n-th element pattern in the global coordinate system is

Figure 1: The layout and excitations of the synthesized arrays.

(a) (b)

Figure 2: The comparison between the synthesized pattern and the target in 3-D. (a) The reconstructed
pattern by sparse array, (b) the target pattern by the uniform circular array.

(a) (b)

Figure 3: The synthesized pattern as compared to the target. (a) ϕ = 0◦ plane, (b) ϕ = 90◦ plane.
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expressed as following
gn (θ, ϕ) = sin θ cos (ϕ− ϕn) (11)

where ϕn is the corresponding element’s azimuthal position. The aperture of the herein cylindrical
array is discretized only along the arc as





xn = R cos
(
−11

90
π +

22
90

mod (n, nxy)
nxy − 1

)

yn = R sin
(
−11

90
π +

22
90

mod (n, nxy)
nxy − 1

)

zn = −3
4
λ +

3
2
λ
bn/nxyc
nz − 1

, n = 0, . . . , N − 1 (12)

where N = nxy × nz, nxy is defined as the element number along the azimuthal direction, nz

denotes the elements number along the axial direction. As expected, a sparse cylindrical array
consisted of 79 elements (Fig. 4(a)) is obtained to reproduce the target pattern with the matching
error ε = 1.047 × 10−2, i.e., 18% of the total elements are saved as compared to the reference
array presented in [9]. It means the cost can be further reduced and the feeding network can be
further simplified in practical applications by the proposed method. The comparison between the
synthesized pattern and the target in the plane θ = 90◦ (Fig. 4(b)) clearly indicate that the sparse

(a) (b)

Figure 4: (a) The layout and excitations of the synthesized cylindrical conformal array, (b) the synthesized
pattern along with the target in plane θ = 90◦.

(a) (b)

Figure 5: The comparison between the synthesized pattern and the target in 3-D. (a) The reconstructed
pattern, (b) the target pattern.
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conformal solution realizes an accurate reconstruction of the target main-beam while with only
some minor mismatching in low side-lobes. The related 3-D radiation patterns are shown in Fig. 5.
Moreover, the reconstructed array would be sparser if we discrete the cylindrical aperture in axial
direction further.

4. CONCLUSION

In this paper, the convex optimal method has been introduced to design sparse conformal arrays
in match of the reference patterns. The synthesis problem can be formulated by minimizing the
number of active elements subjected to the constraints on the pattern requirements. To form the
optimization problem, much dense elements are first assigned to equally spaced dense positions,
which compose the conformal array aperture. The convex optimal method is aimed to find the
active elements from the predefined candidate positions within the conformal array. In addition, this
method can derive the element positions and weights simultaneously. Compared with the stochastic
algorithms, the proposed method is very simple and easy to carry out, the computational burden
is acceptable. Numerical experiments are conducted to validate the effectiveness and flexibility of
the proposed method.
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Abstract— The high frequency (HF) PO/GO computation based on ray tracing approach
is presented to fast compute the EM scattering from arbitrary dielectric target with electric-
large size. For lossy medium, the generalized Snell-Descartes and Fresnel laws are introduced
to determine the propagation direction of equi-phase and equi-amplitude plane of reflection and
refraction wave, which is the main difference from the classical ray tracing approach. The GO
reflection and refraction rays are traced according to the propagation direction of equi-phase
surface step by step. Accompany with the wave propagation, the phase delay is computed
along the normal direction of equi-phase, and the energy attenuation is computed along the
normal direction of equi-amplitude. On the exiting surface, the PO integration of surface field
is considered for outgoing field computation. For lossy dielectric surface, the PO surface field
is inhomogeneous, and this paper derives an analytical integral formula for arbitrary triangular
patch to avoid the numerical integral on the dense meshing of 1/8 wavelength. In numerical
simulation, the target is constructed with triangular dielectric patches according to its geometry
CAD model, not need to mesh according to the electric wavelength. Several models, such as
multi-layer dielectric plate, dielectric coating plate, lossy dielectric cubic, et al., are used for
validation and comparison with FEKO software, taking the requirements of memory and CPU
time into consideration. The numerical simulation indicates that the new HF method is valid
and efficient for electric-large target with arbitrary dielectric medium.

1. INTRODUCTION

MoM and FDTD [2] are both numerical methods which are widely used for RCS calculation of
radar objectives. However, they’re not suitable for electric-large complex objects for the large
requirement in both computer storages and computing time. Much more effective approaches
are high-frequency methods, especially for PO [3] and GO [4]. Xu and Jin [5] put forward a novel
method called bi-directional analytic ray tracing (BART). In BART, objects are composed of many
triangle facets based on its CAD model and they are traced by rays which are expressed as triangular
beams through triangle operations. The consumption of storages and time only depends on the ray
tracing orders and shapes of objects without the influences of frequencies. However, the BART has
not been applied to lossy dielectric materials [6]. When the BART is applied to lossy materials, the
properties of lossy materials should be considered. When electromagnetic wave impinges on lossy
interfaces, complex refracted angles are yielded by the complex Snell Descartes [7, 8] law, which
means the equal-phase surface and the equal-amplitude surface won’t coincide.

In this paper, the BART [5] is extended for electric-large lossy object. The complex Snell-
Descartes law is used for determining the transmitting direction of both equal-phase plane and
equal-amplitude plane and a novel computing method is deduced. Some examples such as lossy
object or multiple layered plates are also computed and E-BART is compared with numerical
method.

2. E-BART FOR DIELECTRIC LOSSY TARGET

BART was originally proposed for RCS calculation of electric-large PEC object. The core con-
ception of this method is to trace two rays from forward direction in transmitter and backward
direction in receiver based on Fresnel law step by step. If two rays impinge on a same facet, then
a scattering path is formed. The whole scattering contribution is calculated by 1-order PO and
multi-order GO. To extend it to lossy dielectric objects, complex Snell-Descartes laws [7, 8] and
novel computing method are introduced in E-BART.
2.1. PO/GO

When an EM wave Ei(r) = êiE0e
iki·r impinges on the surface of a lossy media, the equal-phase

surface and equal-amplitude surface won’t coincide. The wave vector can be decomposed of trans-
mitting vector of equal-phase ô and the attenuation vector of equal-amplitude f̂ . The wave vector
k is expressed as k = k0(N ô + iK f̂).
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Figure 1: Ray tracing paths of E-BART.

Define n̂ as the normal vector of interface of two different materials. θ demonstrates the included
angle between n̂ and ô, γ demonstrates the included angle between n̂ and f̂ .

Define n =
√

εr = n′ + in′′, complex cosine cos α̃ and complex sine sin α̃ can be expressed as
follows:

cos α̃ =
N cos θ + iK cos γ

n′ + in′′
sin α̃ =

N sin θ + iK sin γ

n′ + in′′
(1)

Then the Fresnel reflection and refraction coefficients are as follows:

Rh =
η2 cos α̃1 − η1 cos α̃2

η2 cos α̃1 + η1 cos α̃2
, Th =

2η2 cos α̃1

η2 cos α̃1 + η1 cos α̃2

Rv =
η1 cos α̃1 − η2 cos α̃2

η1 cos α̃1 + η2 cos α̃2
, Tv =

2η2 cos α̃1

η1 cos α̃1 + η2 cos α̃2

(2)

Then the PO matrix can be expressed according to [5–9]. When k →∞, GO matrix is deduced
as follows, q̂ and p̂ are vectors of vertical and horizontal polarizations.

R̃ =




(
q̂i × k̂r

)
· êsv q̂i · êsv(

q̂i × k̂r

)
· êsh q̂i · êsh




[
Rv 0
0 Rh

] [
êiv · p̂i êih · p̂i

êiv · q̂i êih · q̂i

]

T̃ =




(
q̂i × k̂t

)
· êsv q̂i · êsv(

q̂i × k̂t

)
· êsh q̂i · êsh




[
Tv 0
0 Th

] [
êiv · p̂i êih · p̂i

êiv · q̂i êih · q̂i

] (3)

2.2. Field Computation of a Single Tracing Path
According to BART, the total RCS contribution of a certain path can be expressed as

Es =
eik0r

r





1∏

b=m

Gbe
ikb·rb ·P ·

n∏

f=1

Gfeikf ·rf



 ·Ei (4)

G is the GO matrix of a certain dielectric interface. P is the PO matrix of the facet A. This
computation formula is applied to PEC objects, but it is not suitable for lossy dielectric objects.

As the scattering field is contributed by the induced electric and magnetic surface currents
exposed to the outer free space, the integrated PO facet should not be inside the tracing object and
the PO position should be replaced by the last hitting facet, which is exposed to the free space. The
contribution of original PO facet is expressed as a transformed GO matrix and the contribution of
last hitting facet is expressed as a transformed PO matrix.

The transformed GO matrix relies on the PO integration I0. When the geometrical reflection
or geometrical refraction occurs, I0 reaches the maximum value A0, which is the intersected area of
facet A. Then the transformed GO matrix G′

P can be approximately derived as G′
P = (I0/A0)G0.

The matrix G0 shares the same formula of Eq. (3). The transformed PO matrix P′
G is demonstrated

according to [5–9]. Substituting k = k0(N ô + iK f̂), r = ôl, G′
P and P′

G into Eq. (4), we can get

Es =
eik0r

r

I0

A0



P′

G ·
2∏

b=m

Gbe
ik0Nblbe−k0Kb(f̂b·ôb)lb ·G0 ·

n∏

f=1

Gfeik0Nf lf e−k0Kf(f̂f ·ôf)lf



Ei (5)
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3. NUMERICAL SIMULATION

In this section, some numerical examples are presented for E-BART validation. Firstly a two-layer
plate’s presented here. The dielectric constant of upper layer and lower layer is εr1 = 3 + i3 and
εr2 = 4 + i4, respectively. The sizes of the two layers are both 1m × 1m × 0.01m. Assuming
electromagnetic wave (θi = 30◦, ϕi = 0, f = 1.26GHz) impinges on the plates. From Figure 2,
we can see that E-BART matches with FEKO well, except at some low grazing angles. In FEKO,
about 2.45 GBytes and 15mins are needed, while only about 50 Mbytes and 25 s are needed in
E-BART.
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Figure 2: Comparisons of E-BART and FEKO.
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Figure 3: RCS of a coated PEC plate.
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Figure 4: Comparison of different methods for PVC-cube RCS.

Now consider a coated plate consisted of an interior PEC plate (2 m × 2m × 0.1m) and an
exterior lossy dielectric plate (2.1m × 2.1m × 0.12m, εr = 2 − 0.02i). The electromagnetic wave
(f = 1GHz) propagates from θi = 30◦, ϕi = 0 and the RCS in θs = −90◦ ∼ 90◦, ϕs = 180◦ is
computed. It can be seen that E-BART also matches well with coated PEC objects, except at
some low grazing angles. In FEKO, about 4.5 GBytes is needed and about 1 h will be cost. While
in E-BART, only 40 Mbytes and 1min are consumed.

Another example of lossy PVC-cube is tested here to validate E-BART. The side length of the
cube is sl = 12 cm and dielectric constant is εr = 2.7 + i0.01. The following figure compares E-
BART with the method of Weinmann. It’s proved that within θs ∈ (20◦ ∼ 45◦), E-BART yield a
better result. But the result still deviates from the measured results especially for HH polarization
because of the non-edge diffraction in the extended E-BART.
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4. CONCLUSION

The E-BART method utilizes the complex Snell-Descartes laws to determine the propagation paths
and the novel analytical computing method to get the RCS of complex lossy objects. According to
the comparisons of numerical methods, E-BART is effectively for the RCS of complex lossy objects.
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Effect of a Linear Frequency Modulation on the Nonlinear Dynamics
of an Electromagnetic Pulse in a Graded-index Waveguide

I. M. Oreshnikov and M. A. Bisyarin
Faculty of Physics, Saint-Petersburg University, Saint-Petersburg, Russia

Abstract— The present paper is aimed at a consistent analytical description of a combined
interplay of linear frequency modulation of the high-frequency carrier, nonlinearity, and inhomo-
geneity of an optical fiber on the propagation of an arbitrary mode feasible in the fiber, with
vortex modes included. Formal asymptotic procedure is applied to the problem of wave propa-
gation and equations for the mode structure and the envelope of the chirped pulse are derived.
Lagrangian is proposed enabling to reformulate the envelope equation as a variational problem
which is then solved for the case of travelling pulse of an arbitrary shape. Explicit expressions for
the pulse parameters are derived via characteristics of the gradient optical fiber and the structure
of propagating mode.

1. INTRODUCTION

Since the prediction of bright and dark optical solitons in media with proper dispersive character-
istics [1] and the experimental observation of soliton formation in optical fibers [2] a great progress
has been achieved in sophistication and application of nonlinear localized optical waves in various
artificial structures [3]. Optical fibers turned out to be a very favourable and common medium
due to a low threshold of nonlinear effects excitation [4] and feasibility of waveguiding devices with
stable geometry. Various types of optical fibers are now being produced commercially — mono-
and multimode, stepwise and graded-index etc. — with each of them having its utilization area.
Design of specific refractive index profiles enables to control the dispersive characteristics of optical
waveguides. Use of a linear frequency modulation can partly mitigate the dispersive broadening,
so far as, with the proper sign of the linear frequency modulation being chosen, the modulation
overplays the dispersion, which leads to pulse compression up to a certain propagation distance,
and only on passing this distance the pulse dispersive spreading becomes irreversible. An ana-
lytical account of nonlinearity in propagation of a pulse with a quadratic phase modulation in a
graded-index optical fiber has been recently attained by means of an asymptotic procedure [5] with
respect to the pulse amplitude assumed to be a small parameter. Stated in [5] is the necessity to
discern between pulses with modulation depth of different orders of magnitude, and the nonlinear
Schrödinger equation for the pulse envelope is generalized onto the case where phase modulation
and longitudinal inhomogeneity of the waveguide are taken into account.

So far as the information capacity of any transmission system is limited with a finite bandwidth
and noise [6], a point is once attained at which only novel physical ideas or technologies could
provide a further growth in the information transmission rate. Recent developments in fiber optics
communications are now toughly coming at the “capacity crunch” conditioned by approaching the
fundamental limits due to signal-to-noise ratio and nonlinearity of available optical fibers [7]. A
possible way to provide a principal capacity growth consists in utilization of the mode division
multiplexing in fibers, and involvement of the modes with orbital angular momentum [8]. Reported
in [9] is a phase diffractive optical element and algorithm forming an informative set of optical vor-
tices in a laser beam in the fiber. The present paper is aimed at a consistent analytical description
of a combined interplay of linear frequency modulation of the high-frequency carrier, nonlinearity,
and inhomogeneity, either transverse and longitudinal, of the fiber, on the propagation of an ar-
bitrary mode feasible in the fiber, with vortex modes included. A variational approach stemming
from Whitham’s principle [10] is used in the analysis of the equation derived for the pulse envelope,
this succeeded in determination of practical characteristics of the short optical pulse.

2. NONLINEAR WAVE EQUATION AND ANSATZ

The short pulse propagation in a graded-index waveguide is expedient to be treated as a weak-
nonlinear process thus enabling to combine modal structure of the pulse and its nonlinear evolution
along the waveguide axis. Thus a small parameter δ which should be introduced for asymptotic
analysis is chosen as an order of magnitude of the pulse amplitude. Henceforth dimensionless
variables are used: ρ — radial coordinate multiplied by the wavenumber in vacuo, s — longitudinal
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coordinate multiplied by the wavenumber in vacuo and δ2 (i.e., squeezed proportionally to δ2), t
— time multiplied by the angular frequency, thus the nonlinear wave equation is written down as
follows

∆f −
(

β2(ρ, s) +
1
2
α2(ρ, s) |f |2

)
∂2f

∂t2
= 0 (1)

α, the Kerr coefficient, characterizes the nonlinear properties of the medium, β defines the refrac-
tive index profile within the cross-section in the linear regime of propagation, accounting for a
longitudinal inhomogeneity via dependence on s. The solution to Equation (1) is sought for as

f(ρ, ϕ, s, t) = δF (ρ, ϕ, s, θ) exp
[
i
(
R(s)/δ2 − t− δ3µ(s)t2

)]
+ c.c. (2)

θ(s, t) =
1
δ
Q(s)− δt R(s) =

s∫

0

r(s′)ds′ Q(s) =

s∫

0

q(s′)ds′

the linear frequency modulation depth is taken as δ3µ(s) admitting its dependence along the prop-
agation path and assuming its order of magnitude corresponding to ordinary modulation [5]. An
essential feature of the Ansatz (2) consists in introduction of the envelope phase θ, so the instan-
taneous wavenumbers r(s) of the high-frequency carrier and q(s) of the envelope are supposed
to be different functions on s. The complex amplitude is represented as a series F (ρ, φ, s, θ) =∑∞

j=0 δjFj(ρ, φ, s, θ) in powers of the small parameter. We’ll require that the complex amplitude
vanishes with distancing from the waveguide axis.

3. MODE STRUCTURE AND ENVELOPE OF THE CHIRPED PULSE

The main order complex amplitude obeys the equation

∂2F

∂ρ2
+

1
ρ

∂F

∂ρ
+

1
ρ2

∂2F

∂ϕ2
+

(
β2(ρ, s)− r2(s)

)
F = 0 (3)

and must be 2π-periodic with respect to ϕ, bounded at the axis ρ = 0, and vanish for ρ → ∞.
The azimuthal dependence could be chosen via either {cosmφ, sinmφ} or {e±imφ}, the latter
corresponds to a vortex mode with a screw-like wave front. The structure of the problem in (3)
implies the possibility to present a vortex mode as a product F (ρ, φ, s, θ) = V (ρ, s)U(s, θ)eimφ,
where V (ρ, s) the normalized eigenfunction of the Sturm-Liouville problem reduced from (3) by
extracting the azimuthal dependence (r(s) is the eigenvalue) and U(s, θ) characterizes the dynamics
of the pulse envelope. Further approximations to the complex amplitude F are determined from
inhomogeneous equations with left-hand side analogous to that in (3) and with right-hand side
calculated in previous steps of the asymptotic procedure. In order to obey the boundary conditions
for Fj one has to impose conditions of compatibility onto the right-hand sides, which leads to an
additional series of equations. So the problem on F1 allows to obtain an expression

q(s) = r(s) +
1

r(s)

∞∫

0

ρ

(
∂V

∂ρ

)2

dρ +
m2

r(s)

∞∫

0

V 2

ρ
dρ (4)

which, according to (2), determines the phase of the pulse envelope, depending on the order of
vorticity m. Another inference consists in stating the relationship

µ(s)Q2(s) = µ0Q
2
0 = const (5)

meaning that the carrier modulation depth evolution is strictly bound to the envelope phase.
The compatibility condition for the problem on F2 results in a nonlinear equation describing the
dynamics of the pulse envelope

2ir(s)
∂U

∂s
+ g(s)

∂2U

∂θ2
+ ij(s)

∂U

∂θ
+ ir′(s)U + 4θµ(s)r(s)q(s)U + d(s)U + h(s) |U |2 U = 0 (6)

The pulse envelope U is a function of the envelope phase θ defined by (2) and longitudinal coordinate
s, r(s) is defined as well by (2), and r′(s) is the derivative. Formulae for coefficients g(s), j(s),
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d(s) and h(s) are derived quite analogously to those in [5], their dependence on s is caused by the
longitudinal inhomogeneity of the waveguide. It should be emphasized that these coefficients are
specific for a mode chosen in solving (3), henceforth Equation (6) is valid for any radial, azimuthal
or vortex mode. Explicit formulae can be readily obtained for a quadratic dependence of the
refractive index on the radial coordinate.

4. VARIATIONAL APPROACH TO ENVELOPE ANALYSIS

The equation for the pulse’s envelope (6) can be analyzed by means of variational approach [11, 12]
which had been substantiated in [13] for generalized nonlinear Schrödinger equation with additional
terms of some special kind. Note first of all that Equation (6) turns out to be an Euler equation
for the following Lagrangian density

L(s, θ) = ir(s)
(

∂U

∂s
U∗ − U

∂U∗

∂s

)
− g(s)

∂U

∂θ

∂U∗

∂θ
+ d(s)UU∗

+
1
2
ij(s)

(
∂U

∂θ
U∗ − U

∂U∗

∂θ

)
+ 4θµ(s)r(s)q(s)UU∗ +

1
2
h(s) (UU∗)2 (7)

One can try to find a solution in the form of a travelling wave of unknown shape P (x) with the
variable amplitude A(s), phase Φ(s), instant envelope frequency Ω(s), width σ(s) and the envelope
shift ∆(s)

U(s, θ) = A(s)P (x)eiΩ(s)θ+iΦ(s) x(s, θ) ≡ θ −∆(s)
σ(s)

(8)

U(0, θ) = A0P (x0)eiΩ0θ+iΦ0 x0 ≡ θ −∆0

σ0
(9)

Substituting these into the Lagrangian density (7) we come to

LP (s, θ) = −2r

(
dΩ
ds

θ +
dΦ
ds

)
A2P 2− g

σ2
A2

(
dP

dx

)2

+
1
2
hA4P 4−(

gΩ2 + jΩ− d
)
A2P 2+4θµrqA2P 2

We can now integrate the Lagrangian density LP over the phase variable θ resulting in the reduced
Lagrangian

〈LP 〉 (s) ≡
+∞∫

−∞
LP (s, θ)dθ = −σ(s)

c(s)

+∞∫

−∞
LP (s, x)dx

= −2rσ∆
(

dΩ
ds

− 2µq

)
AI0 − 2rσ2

(
dΩ
ds

− 2µq

)
AI1 − 2rσ

dΦ
ds

A2I0

−2
g

σ
AI2 − σ(gΩ2 + jΩ− d)AI0 +

1
2
hσA4I3 (10)

where the following integrals are introduced

I0 =

+∞∫

−∞
P 2(x)dx I1 =

+∞∫

−∞
xP 2(x)dx I2 =

+∞∫

−∞

(
dP

dx

)2

dx I3 =

+∞∫

−∞
P 4(x)dx

For the reduced Lagrangian (10) then follows the principle of the least action δ
∫ 〈LP 〉ds = 0. It

allows us to determine the optimal functional dependencies for the pulse parameters. By taking
functional derivatives with respect to the pulse parameters A, σ, ∆, Ω and Φ one can, after some
manipulations, obtain the following explicit expressions

A2(s) =
D2

4
I3

I2

h

gr2
(11)

Ω(s) = Ω∞ − 2
µ0Q

2
0

Q(s)
(12)

σ(s) =
4
D

I2

I3

g(s)r(s)
h(s)

(13)
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where D ≡ r(0)σ0A
2
0 and Ω∞ ≡ Ω0 + 2µ0Q0. The envelope shift ∆(s) and envelope phase Φ(s) in

(8), (9) are expressed as follows

∆(s) = ∆0 + Ω∞

s∫

0

g(s′)
r(s′)

ds′ +
I1

I0
(σ0 − σ(s))

Φ(s) = Φ0 +

s∫

0

[
3D

8
h(s′)
r2(s′)

− 1
2r(s′)

(
Ω2
∞g(s′)− 4

µ0Ω2
0

Q4(s′)
g(s′)− d(s′)

)]
ds′

To illustrate the results of this analysis one can look at the simple case of pulse propagation
in an optical fiber with a refractive index profile that remains constant along the fiber’s length.
In this case the Equations (5), (11), (12), and (13) can be simplified leading to following explicit
expressions

A2(s) = A2
0 (14)

σ(s) = σ0 (15)

µ(s) =
µ0Q

2
0

(Q0 + qs)2
(16)

Ω(s) = Ω∞ − 2
µ0Q

2
0

(Q0 + qs)
(17)

From (14) and (15) it follows, that amplitude and width of the pulse remain constant along the
fiber’s length. Qualitatively dependencies (16) and (17) are sketched in the Figure 1. It can be
seen that while the pulse propagates the phase modulation depth µ(s) slowly decays to zero, thus
leveling the instant carrier frequencies of the front and the rear ends of the pulse. This effect is
accompanied by the envelope frequency Ω(s) asymptotically approaching it’s final value of Ω∞ that
is either greater or less than initial frequency Ω0 depending on the sign of the µ0.

(a) (b)

Figure 1: Qualitative asymptotic behaviour of the (a) chirp depth µ(s) and (b) envelope frequency Ω(s) in a
fiber with a profile independent on s. Constants µ

(−)
0 and Ω(−)

0 correspond to the case of µ0 < 0. Constants
µ

(+)
0 and Ω(+)

0 correspond to the opposite case of µ0 > 0.

5. CONCLUSION

An outline has been presented for the asymptotic procedure needed to describe propagation of an
arbitrary, vortex included, mode with linear frequency modulation of the carrier in a nonlinear
graded-index optical fiber with slowly-varying longitude inhomogeneity. The Lagrangian density
for the envelope equation was guessed and the problem was analyzed by means of a variational
approach. The explicit expressions for the pulse amplitude, width, phase shift, envelope shift and
envelope frequency were obtained for an arbitrary propagating mode. The modulation depth is
found to be decaying along the fiber’s length, while the envelope frequency tends asymptotically
to some specific value that depends on the initial modulation frequency and depth.
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Abstract— A three-dimensional (3-D) frequency selective structure (FSS) is proposed, which
consists of a two-dimensional (2-D) periodic arrays of loaded strip dipoles. These strip dipoles
are loaded along the thickness of the FSS, which leads to certain advantages compared to the
conventional 2-D loading. Unit-cell period is greatly reduced, and a relatively stable frequency
response is achieved under even a large variation of the angle of incidence

1. INTRODUCTION

Conventional frequency selective surfaces consist of two-dimensional (2-D) unit-cell shapes like
dipoles, loops, etc. [1, 2]. A number of variations to earlier simple shapes have been proposed
over the last three decades, which lead to an advantage in certain applications [3–5]. This quest
for finding the best shape continues till date, and more recently, a few three-dimensional unit-cell
shapes have also been considered [6, 7]. Freedom of variation in third dimension actually offers
more flexibility in designing innovative unit-cell geometries. It appears prudent to efficiently use
the third dimension (thickness) of a frequency selective structure (FSS) in order to obtain improved
performance of certain parameters. Based on that, it may be useful to reconsider the conventional
FSS shapes, and modify them to utilize the freedom of third dimension. This may lead to better
and interesting FSS designs, which may also be easy to analyze and fabricate with the present
computational and manufacturing technology.

Dipole constitutes one of the earliest shapes used in FSS designs [1]. It has been a preferred
choice for application in linearly polarized FSSs. A number of other FSS shapes have actually
been derived from a dipole unit-cell, and they include loaded-dipoles [3], meander-lines [4], crossed-
dipoles [8], Jerusalem cross [9], tri-poles [10], etc.. These modified forms basically lead to more
compact shapes, which can also be applied in dual-polarized FSS.

We study an FSS consisting of a 2-D periodic array of strip dipoles, which have been loaded
along the third dimension (thickness) of FSS. This scheme leads to a compact unit-cell geometry,
which is actually desirable to improve the angular performance of an FSS [1, 2]. The proposed
structure is easy to fabricate on a two-layer printed circuit board (PCB).

(a) (b)

Figure 1: (a) Conventional 2-D array of printed dipoles, (b) proposed array of three-dimensional loaded
dipoles.
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2. DESCRIPTION OF THE STRUCTURE

A perspective view of the proposed structure is shown in Fig. 1(a). A conventional FSS consisting
of 2-D unloaded strip dipoles is also given as Fig. 1(b). Our proposed dipole consists of strips
and two conducting cylinders. The two cylinders represent the two via-holes, which connect the
opposite sides of a printed circuit board (PCB) where strips are printed. Fig. 2 shows detailed
views of a unit-cell of this structure. Vertical period and horizontal periods are denoted by py and
px, respectively. Length of the dipole as seen in the top view is represented by a. Width of the
strips and the diameter of the via-hole are kept identical, and they are given by w. Strips are
printed on a substrate of height d, dielectric constant εr. Gap between strips on the back side of
the PCB is denoted by g.

The perspective view of a unit-cell (Fig. 2) shows a case of normal incidence when the incident
electric field is parallel to the printed strip. However, we also study this structure under oblique
incidence under both parallel (transverse electric) and perpendicular (transverse magnetic) polar-
izations, following the convention given in [1]. Based on that, the incident angle θ is defined with
respect to the positive z-axis.

1

2E

H

k
y

x
z

a

px

py

w

g

Figure 2: Different views of a unit-cell of the proposed structure.
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Figure 3: Scattering parameters of the proposed structure under oblique (a) TE and (b) TM incidence
(px = 6 mm, w = 0.7mm, d = 1.6mm, εr = 2.2, py = 7.1mm, a = 6.1 mm, g = 1 mm).
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3. RESULTS

Figure 3 presents a design example of the proposed structure operating at 10 GHz. Horizontal and
vertical periods are set as 6 mm and 7.1 mm, respectively. Since these periods are much smaller
than the operating wavelength at 10GHz, an excellent angular stability of scattering parameters
is seen, as expected. For the purpose of fair comparison, we have designed another FSS based
on conventional printed dipoles shown in Fig. 1(b). Results of this design example are given in
Fig. 4. Horizontal periods of the two designs have been kept identical. Similarly, the gap between
two adjacent shapes along the vertical direction (py − a) has also been set as the same for the two
designs. Both are fabricated using on identical substrates. For resonance at 10 GHz, the vertical
period of the conventional design turns out to be 14 mm, which is almost twice as large as that of
the proposed three-dimensional dipole. For this reason, a relatively poor angular performance of
the 2-D FSS is expected, and it is verified from the results of TM incidence shown in Fig. 4(a).
Comparison of Fig. 3(a) and Fig. 4(a) is easily understandable from the theory of conventional
frequency selective surfaces [1, 2].

Figures 3(b) and 4(b) show the scattering parameters response under TE incidence. It is again
seen that the proposed 3-D structure performs superior to the conventional 2-D FSS. Based on these
comparisons, it appears clear that 3-D dipole forms an attractive candidate for FSS applications,
especially those where high degree of angular stability is required.
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Figure 4: Scattering parameters of a conventional 2-D array of printed dipoles under (a) TM and (b) TE
incidence (px = 6mm, w = 0.7mm, d = 1.6mm, εr = 2.2, py = 15 mm, a = 14 mm).

4. CONCLUSIONS

A new 3-D FSS has been proposed, which consists of a 2-D periodic array of folded/loaded strip
dipoles. The proposed structure exhibits stable frequency response even under a large variation
of the angle of incidence. It is expected that this new 3-D FSS may find many useful practical
applications, especially where 2-D strip dipoles were previously used.
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Semi Analytical Model for Non-Resonant Layered Frequency
Selective Surfaces (FSS)
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Abstract— The proposed approach employs transmission line theory to model electromag-
netic wave propagation through FSS comprising of non-resonant metal grids and patches. The
equivalent reactance of the individual metal layers is initially estimated by minimizing the error
between scattering parameters obtained from 3D full wave simulations and ABCD matrix of the
free standing structure. With the knowledge of the individual metal layer’s reactance, a simple
analytical model is adopted to predict the frequency response of multi-layered FSS for different
configurations without the need for 3D full wave simulations. Performance of this semi-analytical
approach is studied for varying unit cell size, D (λ/5–λ/15), metallization dimensions, and num-
ber of FSS layers in X-band (8–12 GHz). The frequency response of the semi-analytical model is
in good agreement with 3D full wave simulations suggesting that the proposed approach is faster
and simpler for design of multi-layered non-resonant FSS.

1. INTRODUCTION

Miniaturized FSS are periodic metallic structures comprising of non-resonant inductive grids and
capacitive patches stacked on thin low loss dielectric substrate. These are widely used in satellite
communication and remote sensing systems for selective reception or rejection of a band of fre-
quencies [1]. In non-resonant FSS, the size, D of an unit cell, i.e., building block of the periodic
structure is typically smaller compared to the operating wavelength (λ) [2]. Equivalent circuit
models provide a quick and easy means to predict and understand the frequency response of lay-
ered non-resonant unit cells [2, 4, 5]. In [2], a transmission line model was introduced to explain
the frequency response of non-resonant FSS comprising of inductive grids and capacitive patches.
Analytical expressions for inductance (L) and capacitance (C) in [2] which were based on [3] do not
hold good for design and analysis of layered FSS. Hence, a generalized equivalent circuit method
was presented in [4]. However, this method requires further numerical simulations for parameter
optimization. Furthermore, it models the dielectric layer in the FSS as a LC circuit instead of
a delay line. In this work, we propose a computationally simple and realistic model for design
of multi-layered non-resonant FSS. Section 2 presents the analytical model, L and C parameter
estimation for the individual metal layers and model validation for layered non-resonant FSS. The
performance of the proposed model is validated using a finite element method based EM simulation
software, HFSSr for varying unit cell size, D (λ/5–λ/15), metallization dimensions and FSS layers
(1–3) in the X band (8–12 GHz). Results and discussion are presented in Section 3 followed by
conclusion.

2. METHODOLOGY

2.1. Analytical Model
Figure 1 shows the generalized cascaded transmission line representation of a multi-layered FSS,
where Mi refers to the ith non-resonant metal layer and Di is the ith low loss dielectric substrate, di

is the thickness of ith dielectric substrate and and i = 1, 2, . . . , n. The cascaded transmission line is
terminated by ports 1 and 2 with free space impedance (Z0). The measurement plane for the input
(port 1) and output (port 2) ports is the defined at a distance, d0 from the layered FSS as in the

Figure 1: Generalized Transmission line model approach for Non-resonant FSS structures.
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3D full wave simulations. It should be noted that the metal layers are modeled as either inductive
or capacitive elements depending on the unit cell’s physical structure, and dielectric substrates are
modeled as delay lines. The ABCD parameters of the cascaded structure is given by [6],

[
AC BC

CC DC

]

cascaded

=
[
A B
C D

]

Air

[
A B
C D

]

FSS

[
A B
C D

]

Air

, (1)

where,
[
A B
C D

]

FSS

=
∏n

i=1

[
A B
C D

]

Mi

[
A B
C D

]

Di

;
[
A B
C D

]

Air

=
[
cos(β0d0) jZ0 sinβ0d0
j sin(β0d0)

Z0
cos(β0d0)

]
(2a)

[
A B
C D

]

Di

=
[
cos(βidi) jZ0 sinβidi
j sin(βidi)

Z0
cos(βidi)

]
;

[
A B
C D

]

Mi

=
[

1 0
Yi 1

]
; i = 1, 2, 3, . . . , n (2b)

In Eq. (2), β0 = 2π
λ0

, is free space propagation constant, βi = 2π
λi

, is propagation constant in the
dielectric substrate and Yi = jwLi or 1/(jwCi) depending on the type of metal layer. A simpler
estimate for Li and Ci based on the theory of infinite wire grids and metal patches given by [3],

Ci = ε0εeff (2D/π) log[csc(πs/2D)]; Li = µ0(D/2π) log[csc(πw/2D)] (3)

was adopted in [2, 4, 5] for equivalent circuit representation of non-resonant FSS. In Eq. (3), D is
unit cell size, s is gap between patches, w is width of the wire grid, εeff is effective permittivity of the
medium and ε0, µ0 are free space permittivity and permeability respectively. Using Eqs. (1)–(2),
transmission (SC

21) and reflection (SC
11) scattering parameters of the cascaded system in Figure 1

can be written as [6],

SC
11 =

AC + BC

Z0
− CCZ0 −DC

(
AC + BC

Z0
+ CCZ0 + DC

) ; SC
21 =

2(
AC + BC

Z0
+ CCZ0 + DC

) (4)

For a given estimate of the circuit parameters, Li and Ci for the ith metal layer, Eqs. (1), (2), (4)
were used to calculate the scattering parameters of the layered non-resonant FSS.
2.2. 3D EM Simulation
Scattering parameters of the individual metal layers in free space were obtained using 3D EM
simulation software, HFSSr. Due to the periodicity of the unit cell, 3D EM wave simulations were
studied for the FSS unit cell by enforcing periodic boundary conditions. Scattering parameters
were calculated for a free standing non-resonant unit cell of size, D for an incident plane wave with
TM polarization and metal thickness of 17 microns. Simulations were carried out for varying cell
size (D), patch gap (s) and grid width (w) summarized in Table 1 for signal transmission in the
X band (8–12 GHz). Transmission parameter, obtained for the inductive and capacitive unit cell
FSS models in Table 1 were used to estimate the equivalent inductance (L) and capacitance (C)
respectively based on the model presented in Section 2.1.
2.3. Circuit Parameter Estimation
The equivalent circuit parameter of the free standing single layers in Table 1 was estimated by
solving the following minimization problem,

min
(∥∥SM

21 − SC
21(y)

∥∥2
)

, y ∈ R1 (5)

Table 1: Single layer inductive grids and capacitive patches simulated in HFSSr.

Unit cell D (mm) s (mm) w (mm)
1 2 0.25 0.25
2 3 0.5 0.5
3 4 0.3 0.3
4 5 0.5 0.5
5 7 1.0 1.0
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where SM
21 and Sc

21 are complex one dimensional vectors of size N × 1 representing frequency
domain transmission parameters obtained using 3D EM simulations and Eq. (4) respectively over
8–12GHz (X band) and, y is the real valued circuit parameter which is either L or C depending on
the metal layer. This optimization problem was solved using golden section algorithm which is one
of the efficient methods for single variable optimization [7]. It should be noted that the complex
transmission vectors, S21 in Eq. (4) are represented as real valued vectors of size 2N × 1 in the
optimization routine. The search space was bounded between ymin and ymax estimated based on
Eq. (3) and the search was continued until the cost function in Eq. (5) was below a predetermined
threshold, δ.
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Figure 2: Comparison of the transmission parameter obtained for a free standing FSS metal layer using
analytical approach Eq. (3) and the proposed semi-analytical model with 3D EM simulations; (a) patches
and (b) wire grids for unit cell #5 in Table 1.

2.4. Multilayered FSS Design
Agreement between the proposed semi-analytical model and 3D EM simulation was studied for a
second order X band (8–12GHz) FSS. For this study, unit cell model 1 was chosen since the idea
was to create a miniaturized layered FSS structure. The second order FSS unit cell consisted of
the following layers: patch, dielectric, grid, dielectric and a patch. The physical dimensions of
multi-layered FSS were D = 2 mm (λ/15 at 10 GHz), d1 = 0.64mm, d2 = 1.28mm, s1 = 0.1 mm,
s2 = 0.35mm and w = 0.35mm. The dielectric material chosen was RO3010 with dielectric
constant εr = 10.2 and loss tangent, 0.0035. The scattering parameters of the multi-layered FSS
were calculated using the cascaded 3-layer FSS ABCD matrix (Eq. (1)) where the ABCD matrices
of the metallic grid and patches were determined following the approach in Section 2.3.

3. RESULTS AND DISCUSSION

3.1. Equivalent Circuit Model for Single FSS Layer
3D EM simulations were carried out for the unit cell models in Table 1 using HFSS and estimation
of the equivalent circuit parameters for the free standing metal layers were carried out in MATLAB.
Figure 2 shows signal transmission parameter, S21 calculated for unit cell #5 for both inductive
grid and capacitive patch models using 3D EM simulations, and estimated L and C values of
the proposed equivalent circuit approach. Equivalent circuit approach based on Eq. (3) is also
shown in Figure 2 for comparison. It should be noted that the frequency response exhibits low
pass behavior for capacitive patches and high pass behavior for inductive grids for both analytical
models as explained in [2, 3]. However, the proposed approach yields a better approximation for the
3D EM simulations over the entire frequency band. This enables us to extend the model prediction
for design and analysis of multi-layered FSS structures comprising of repetitive capacitive and
inductive grids. Table 2 summarizes the equivalent circuit parameters estimated using the proposed
semi-analytical model for the single layer FSS unit cells listed in Table 1. Circuit parameters
based on Marcuvitz model (Eq. (3)) is also listed in Table 2 for comparison. Interestingly, a
comparison between the circuit parameters estimated using the proposed semi-analytical model
and Marcuvitz’s analytical model indicates an average correction factor of 0.3π for capacitance and
0.03π for inductance to Eq. (3).
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Figure 3: Comparison of the scattering parameters obtained for the second order FSS using the proposed
semi-analytical approach with 3D EM simulations.

Table 2: Summary of the equivalent circuit parameters estimated by the proposed model and comparison
with analytical Eq. (3) proposed in [2] for free standing inductive and capacitive metal layer of Table 1.

Unit cell L-Marcuvitz (nH) L-optimized (nH) C-Marcuvitz (fF) C-optimized (fF)
1 6.45 0.56 18 19
2 8.00 0.71 22 23
3 16.91 1.59 47 49
4 18.31 1.73 50 54
5 20.76 1.98 57 59

Table 3: Comparison of proposed method with [2].

SI. No. Frequency (GHz)
Transmission Loss, S21 (dB)

HFSS Proposed Method Ref. [2]
1 8.7 −0.6 −0.8 −4.4
2 9.0 −0.5 −0.7 4.8
3 9.5 −0.4 −0.7 −5.3
4 10.0 −0.5 −0.7 −5.8
5 10.5 −0.4 −0.4 −6.3
6 11.0 −0.2 −0.1 −6.7
7 11.5 −0.1 −0.04 −7.5

3.2. Model Validation for Multi-layered FSS
Figure 3 shows the comparison between the scattering parameters obtained for the second order
FSS using the proposed semi-analytical model with 3D EM simulations. It can be observed that
the proposed semi-analytical model compares very well with 3D simulations of the cascaded multi-
layered FSS. Table 3 summarizes the performance of the proposed equivalent circuit model for the
second order FSS with 8–12 GHz transmission window. It should be noted that the semi-analytical
model indicated a constant correction factors to the analytical Eq. (3) depending on whether the
metal layer comprised of grids or patches. Substitution of the analytical Eq. (3) with the correction
factors for L and C in the cascaded transmission line model given by Eqs. (1) and (2) yielded very
good results with the full wave simulations. Thus, the proposed semi-analytical model could be
used as a quick and easy means to predict the frequency response of multi-layered non-resonant
FSS.

4. CONCLUSION

A cascaded transmission line model is proposed for design and analysis of multi-layered non-resonant
FSS comprising of metallic grids and patches. The equivalent circuit parameters estimated for the
free standing metal layers based on the proposed semi-analytical approach were found to differ
from the analytical equations by a constant correction factor. The performance of the proposed
cascaded transmission line model obtained using the estimated equivalent circuit parameters for the
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individual metal layers agreed very well with 3D simulations. Application of the correction factor
to the classical model in [3] was shown to work for both single and multi-layered miniaturized
FSS. The proposed methods is a quick and easy means to design multi-layered FSS configurations
without the need to run time consuming 3D EM simulations for the cascaded structure.
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Abstract— A coaxial-fed patch antenna with a ferrite-ferroelectric bilayer above a regular
alumina substrate has been designed and analyzed. The ferrite-ferroelectric bilayer, multiferroic
heterostructure, consists of a near-single-crystal ferrite yttrium iron garnet (YIG) film layer and
a ferroelectric ceramic barium strontium titanate (BST) film layer with thicknesses of 1µm and
0.5 µm, respectively. When the electric field applied across the BST layer changes from 2.5 V/um
to 15V/um, its permittivity will be tuned, thus the operating frequency of the antenna will shift
as well. We also analyze the influence of the static magnetic field variation to the operating
frequency of the antenna.

1. INTRODUCTION

Planar patch antennas are widely used because of their low cost, easy design, and suitability for
integration with other printed circuits. In order to lower the operating frequency or miniaturize
the overall size of the antenna, metamaterials with embedded metallic periodic structures have
been used as antenna substrate for achieving relative permeability larger than unit [1], but it is so
complicated to design and fabricate. Recently, the electric-field-tunable ferrite-ferroelectric bilayer
structures [2, 3] with high permittivity and permeability but low loss have been demonstrated. In
this paper, we apply this multiferroic heterostructure bilayer YIG and BST into the patch antenna
to make the operating frequency electrically tunable. The interactions among the parameters of
YIG and BST are also explored and analyzed.

2. FERRITE-FERROELECTRIC MATERIAL ANALYSIS

For the ferrite media, the permeability tensor of a gyromagnetic ferrite substrate, depending on
the excitation frequency and applied DC bias magnetic field, has the following Hermitian form [4]:

¯̄µ =

[
µ −jκ 0
jκ µ 0
0 0 1

]
(1)

where µ and κ are given by [4]

µ = µ+ + µ− (2)
κ = µ+ − µ− (3)

µ± = µ′± − jµ′′± (4)

µ0(1− µ′±) =
γMs(ω0 ± ω)T 2

1 + (ω0 ± ω)2T 2
(5)

µ0µ
′′
± =

γMsT 2

1 + (ω0 ± ω)2T 2
(6)

The definition of parameters in above equations can be found in Table 1, where ω0 = γH0,
T = 2/(γ∆H). All the above parameters are in cgs unit. The relative permeability can be
expressed by µr = (µ2 − κ2)/µ. Here we use the ferrite layer with γ = 2.8MHz/Oe, Ms = 3000 G,
∆H = 350 Oe, and H0 = 2800 Oe, and the variation of relative permeability µr has been illustrated
in Fig. 1. The relative permeability is constant with the value of 2 except the range from around
1.1 to 1.4 GHz.

For the ferroelectric layer, the tunable electric field applied across the BST layer can change
its permittivity [3]. In reality, in some range of the static magnetic field operated on the ferrite
media YIG, there are interactions between the permittivity of BST and permeability of YIG. For
instance, the gyromagnetic ratio of YIG is taken γ = 6.15MHz/Oe while the other parameters Ms,
∆H and H0 are the same as the aforementioned values. When electric field value E = 2.5V/um,
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Table 1.

γ Gyromagnetic ratio T Relaxation time period Ms Saturation magnetization
H0 Bias magnetic field ∆H Magnetic line width ω Angular excitation frequency
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Figure 1. Variation of relative permeability at differ-
ent excitation frequencies. The inset is the zoomed
plot from 1.235 to 1.245 GHz.
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Figure 2. Variation of relative permeability at dif-
ferent bias magnetic field.

where the corresponding relative permittivity of BST is about 850 obtained from [3], is tuned to
E = 15.0V/um, i.e., εr = 570, the static field H0 will be increased by around 2.5Oe. Fig. 2
illustrates the variation of relative permeability at two different bias magnetic fields. At frequency
2716MHz, the relative permeability will reduce from 15 to 3 as H0 shifts from 2800 to 2802.5 Oe.

3. ANTENNA CONFIGURATION AND RESULTS

The proposed coaxial-fed patch antenna is comprised of a regular alumina substrate (relative per-
mittivity εr = 9.9, thickness h = 2 mm), a ferrite-ferroelectric bilayer, a copper patch and a ground
plane, which can be seen in Fig. 3. The ferrite-ferroelectric bilayer consists of a near-single-crystal
ferrite yttrium iron garnet (YIG) film layer and a ferroelectric ceramic barium strontium titanate
(BST) film layer with thicknesses of 1µm and 0.5µm, respectively. The two thin electrodes de-
posited on both surfaces of the BST and electromagnet for biasing the YIG can be neglected in
the simulation model of the antenna. When we use the ferrite YIG layer with γ = 2.8 MHz/Oe,
Ms = 3000 G and ∆H = 350 Oe, and apply bias magnetic field H0 = 2800Oe, the parameters (i.e.,
εr = 14.78 and µr = 2) of the ferrite YIG layer can be almost unchanged if the operating frequency
is not at 1.235 ∼ 1.245GHz. Thus, when the electric field applied across the BST layer changes
from 2.5 V/um to 15 V/um, the operating frequency of the antenna will be shifted from 2615 MHz
up to 2716 MHz as shown in Fig. 4.

However, if we use the ferrite YIG layer with γ = 5.92MHz/Oe, Ms = 3000 G and ∆H = 350Oe,
and still apply bias magnetic field H0 = 2800 Oe, the relative permeability at 2.5 V/um (i.e.,
2615MHz) will not vary as shown in Fig. 2, while the relative permeability at 15 V/um will be

(a) (b)

Figure 3. The proposed patch antenna. (a) Side view, and (b) top view (units: mm).
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Figure 4. S11 of the antenna with tunable E-field across the BST layer.

reduced from 15 to 3, which makes the resonant frequency increase from 2716MHz to 2760 MHz
through the simulation. Using this method, the operating frequency tunability can be larger (the
width range from 101 to 145 MHz) under the confined tunable electrical field.

4. CONCLUSION

A coaxial-fed patch antenna with electrically tunable ferrite-ferroelectric bilayer has been designed.
The interactions between the electrical field applied in the BST and relative permeability of the YIG
have been explored and analyzed, which enable the future work to further improve the tunability
of the operating frequency range of the antenna.
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Compact Triple-band Planar Monopole Antenna with Single
Metamaterial Unit

Jian Li, Guangjun Wen, Yongjun Huang, Kaimin Wu, and Weijian Chen
Centre for RFIC and System Technology, School of Communication and Information Engineering

University of Electronic Science and Technology of China, Chengdu, China

Abstract— In this paper, we present a novel design for compact triple-band planar monopole
antenna by integrating with a single metamaterial unit. The single metamaterial unit (single
loop ring resonator which can exhibit three resonances) is set as part of radiation patch. The
whole antenna structure including the metamaterial inspired patch and optimized ground plane
contribute to an eight-like radiation pattern due to the monopole antenna configuration. Such
antenna is first numerical analyzed and optimized by finite element method based simulator (An-
soft HFSS V14), and then the fabricated antenna sample are measured within a commercial near
field measurement system (Satimo SG 32). Both numerical and experimental results demonstrate
that the designed antenna exhibits three distinct operating frequencies and the eight-like radi-
ation patterns at such three frequency bands are all obtained. At the same time, a compared
conventional monopole antenna with the same dimensional sizes is also analyzed. Results show
that the metamaterial inspired antenna has more compact size. The proposed novel antenna
can be flexibly used for modern wireless communications including both stationary and portable
terminal areas.

1. INTRODUCTION

In recent years, due to the breakthrough of modern wireless communications such as the wireless
personal communications, near field communication, radio frequency identifications, wireless sensor
networks, as well as the internet of things, the developments of compact and multi-band/multi-
mode communication components have been the main barriers in such science and engineering area.
In particularly, the first component used to send/receive the electromagnetic wave signals is the
antenna. To achieve the miniaturization and multi-band/multi-mode requirements, comprehensive
researches have focused on the multi-band antennas and/or ultra-wideband antennas. For the vi-
rous kinds of reported multi-band antennas, monopole antenna can attract most considerations in
recent research progress, because of the compact sizes, flexible configurations, low fabrication costs,
and well radiation characteristics. Some of the monopole antenna configurations are, for examples,
circular ring patch antenna [1], I-shaped/U-shaped slot defected planar antenna [2], spirograph
planar antenna [3], and spiral ring resonators inspired antenna [4]. These multi-band monopole an-
tennas were achieved by designing virous resonator configurations to enhance operating frequencies,
improve radiation pattern and at the same time reduce cross-polarization characteristics.

On the other hand, since the first realization of the so called metamaterial in 2000 [5], it has been
proposed that the metamaterial can be widely used for designing novel antenna to improve most of
the characteristics of conventional antennas [6]. For the monopole antenna integrated with metama-
terial, some novel configurations have been reported elsewhere, e.g., the band-notched UWB planar
antennas [7] with a modified complementary split-ring resonator, and the metamaterial-inspired
dual-band monopole antennas [8]. Taking into deep consideration for the previously mentioned
metamaterial-inspired dual-band antenna, two different resonators were integrated as the radiation
part to achieve dual-band properties. In this paper, we propose two novel configurations of pla-
nar monopole antennas consisting of a single-loop resonator (SLR) as part of the radiation patch
and fed with coplanar waveguide (CPW) and microstrip transmission lines, respectively. We also
compare the operating frequency band and radiation characteristics with the conventional single
band antennas to show the excellence of our proposed antennas. The SLR used in this paper has
three distinct resonances states [9], which can be used to achieve the three operating frequency
bands in the ranging of 2.4 to 6GHz. We perform both numerical and experimental method to
discuss such antennas. The proposed triple-band antennas possess compact size and exhibit very
well eight-like radiation patterns and low cross-polarisations, which have potential applications for
wireless communications.
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2. ANTENNAS DESIGN AND FABRICATIONS

The schematic geometries of the two proposed metamaterial inspired triple-band antennas and
the corresponding conventional single-band monopole antennas are shown in Fig. 1 respectively.
The SLR considered as the half part of the radiation patch is placed on the upper side of the
whole patch. From previous numerical analysis, there is a huge impedance mismatch between the
resonator and the conventional 50-Ω feed line. Therefore, the bottom part of the patch is used to
match the impedance between the SLR resonator and the feed line. The whole radiation patch is
printed on a 0.8 mm-thick Rogers 4003 substrate (dielectric constant εr = 3.55 and loss tangent
tan δ = 0.0027) with a dimension of D × L = 30mm× 22mm. For the first antenna fed by CPW,
the ground plane and SLR are printed on the same side of the substrate and the dimensional
parameters are optimized as shown follows, by Ansoft HFSS software, a = 13.1 mm, b = 13.6 mm,
c = 6.4mm, w1 = 1.9mm, w2 = 0.85mm, w3 = g3 = g4 = 0.4mm, h = 7.5 mm, g1 = 0.2mm, and
g2 = 0.3mm. For the second antenna fed by microscript line, the ground plane is placed on the
opposite side of the substrate and its dimensional parameters are the same as the first antenna,
except that w1 = 1.8mm and w2 = 1.1mm for the impedance match. At the same time, the
corresponding conventional signal band monopole antennas for the two kinds of fed lines are also
designed with the same radiation patch size and ground plane size as shown in Figs. 1(a) and (c).
Finally, through standard printed circuit board fabrication techniques, all of the four antennas
are fabricated. In both simulation and measurement procedures, the 50-Ω micro-miniature coaxial
connectors (operated from DC to 6 GHz) are used to simulate and test the antennas for reducing
the effects of connectors on the antennas.
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Figure 1: Schematic representations and the geometries of (a) conventional single-band monopole antenna fed
by CPW, (b) metamaterial inspired triple-band antenna fed by CPW, (c) conventional single-band monopole
antenna fed by microscript line, and (d) metamaterial inspired triple-band antenna fed by microscript lin.

3. SIMULATIONS AND MEASUREMENTS

Firstly, the simulated and measured reflection properties of the four proposed antennas are shown
in Fig. 2. It can be known that, for the metamaterial inspired antennas, both the numerical and
experimental results show three dips around 2.4, 3.85 and 4.9 GHz for the CPW fed antenna,
and 2.4, 3.9 and 5.05 GHz for the microscript fed antenna. The simulated and measured results
shown in Figs. 2(a), (c) and (b), (d) imply a good agreement between such two results. In the higher
frequency band (4.5–6GHz), there are slight frequency shifts for both kind of metamaterial inspired
antennas. These shifts are mainly resulted from the mutual coupling introduced by connectors and
soldering in the experiment at high frequencies. From the measured results, one can obtain three
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(a) (b)

(c) (d)

Figure 2: Simulated reflection results for the (a) CPW fed and (b) microscript fed conventional monopole
antenna and metamaterial inspired triple-band antenna, and measured reflection results for the (c) CPW
fed and (d) microscript fed conventional monopole antenna and metamaterial inspired triple-band antenna.
The shadow areas are corresponding to the bandwidth of 10 dB reflection.

(a) (b) (c)

(d) (e) (f)

Figure 3: Simulated radiation patterns for the two metamaterial inspired triple-band antennas. (a)–(c)
For the CPW fed antenna at corresponding reflection dips. (d)–(f) For the microscript fed antenna at
corresponding reflection dips. Black line: co-polarisation E-plane; Blue line: cross-polarisation E-plane;
Green line: co-polarisation H-plane; Red line: cross-polarisation H-plane.

distinct operating bands with 10 dB return loss: 2.33–2.42, 3.72–3.9 and 4.65–5.18GHz for the
CPW fed antenna, and 2.33–2.43, 3.75–3.95 and 4.82–5.31 GHz for the microscript fed antenna,
respectively. On the other hand, the simulated and measured reflection results for the conventional
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monopole antenna show only one transmission dip located in the range of 3.8–5 GHz. It means
that our proposed metamaterial inspired antenna can operated a very lower frequency with the
same antenna size for the conventional antenna. Therefore the proposed antenna has a compact
size property.

Figure 3 shows the simulated co-polarisation and cross-polarisation radiation pattern charac-
teristics for the two metamaterial inspired antennas at three corresponding reflection dips. It can
be seen that, at the three frequencies, both the two antennas exhibit typical eight-like radiation
patterns in the co-polarisation E-plane, whereas in the co-polarisation H-plane they possess nearly
omnidirectional radiation patterns. Moreover, the cross-polarisation radiations of the proposed
antennas are very low for all the patterns. For examples, there is a 30 dB below the co-polarisation
E-plane over ±45◦ range for the first antenna and 25 dB for the second antenna. And there is a
20 dB below the co-polarisation H-plane over the omnidirection for the two antennas, at all the
three frequencies. These radiation patterns indicate an excellent polarisation purity and the such
patterns are kept very well when integrated with metamaterial unit in the radiation patch. More-
over, it is seen that for both the CPW and microscript fed antennas, they have similar radiation
patter at all the three frequencies. Therefore such kind of antenna can be integrated flexibly in to
other CPW and/or microscript integration circuits.

To further characterize the designed antennas, we measured the peak gain total and efficiency in
a commercial near field measurement system (Satimo SG 32), for the four antennas as comparisons.
Table 1 shows the measured Peak gain total and efficiency at the corresponding reflection dips for
all the four antennas. It can be seen that all of the antennas at each frequency have the same gain
level. However, at higher operating frequency, the efficiency dropped down slightly. This is because
the loss at such higher frequency is larger than in the lower frequency. From the above simulated
and measured results, we can conclude such metamaterial inspired antenna can be easily used to
modern wireless communications.

Table 1: The measured peak gain and efficiency properties for the four antenna samples.

Antenna
CPW fed single
band antenna

CPW fed triple
band antenna

Microscript
fed single

band antenna

Microscript
fed triple

band antenna
Frequency

(GHz)
4.0 2.4 3.85 4.9 3.8 2.4 3.9 5.05

Peak Gain
Total (dBic)

3.4 3.7 3.0 3.2 3.5 3.2 3.4 4.2

Efficiency 0.57 0.58 0.45 0.38 0.56 0.53 0.48 0.47

4. CONCLUSION

In this paper, compared with two conventional monopole antennas, two novel metamaterial inspired
compact triple-band antennas consisting of a SLR as part of the radiation patch and fed with CPW
and microstrip transmission lines, respectively, are discussed through numerical simulations and
experimental demonstrations. The proposed two antennas exhibit comparable radiation pattern
with the conventional monopole antennas, including very well eight-like radiation patterns and
low cross-polarisations, and high peak gain total and efficiency. Such antennas have potential
applications for modern wireless communications and can be integrated flexibly in to other CPW
and/or microscript integration circuits.
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Discovery and Theory of Small Antenna Near-field Dissipation and
Frequency Conversion with Implications for Antenna Efficiency,

Beverage Antenna Noise Reduction, Maxwell’s Equations and the
Chu Criterion

Michael J. Underhill
Underhill Research Ltd., Lingfield, UK

Abstract— The thermal efficiency measured on surface of small antenna conductors is generally
found to be much larger than the radiation efficiency measured outside the near-field region. The
difference can reach 10 to 20 dB or more at some frequencies. High thermal efficiency means that
the surfaces of the antenna conductors do not get excessively hot even with several hundred watts
input. Low radiation efficiency with high thermal efficiency means that RF has ‘disappeared’ in
the near-field region. Measurements made so far have discovered that this missing RF in part is
converted into low temperature white noise with a flat spectrum up to about twice the carrier
frequency. An additional discovery is that part of the ‘lost’ energy can become attached to any
steady modulation sidebands on the transmitted signal so that in the ‘dissipative non-linear near-
field region’ the carrier is more attenuated than some of the sidebands. The additional sideband
energy appears to come from reduction of the white noise.
The theory for this ‘near-field dissipation and frequency conversion’ effect was developed origi-
nally to explain measurements made on the ‘Wideband Small Loop-monopole HF Transmitting
Antenna’ announced at PIERS 2013 in Taipei [1]. It is compatible with and based on the ‘Physi-
cal Model of Electromagnetism’ announced at PIERS 2011 in Morocco, [2] and extended in other
subsequent papers [3–10].
The discovery of this small antenna ‘non-linear’ near-field effect would appear to have widespread
implications, for example for antenna efficiency, Beverage antenna noise reduction, Maxwell’s
Equations and the Chu Small Antenna Q Criterion [12]. This effect naturally links to an Elec-
tromagnetic Theory of Everything as initiated in [2] and extended in and from [3–10].

1. INTRODUCTION

A small antenna was required to meet the need for a highly portable wideband transmitting an-
tenna for ‘anomalous’ wave-tilt measurements in the HF band [13]. The novel ‘Wideband Small
Loop-monopole HF Transmitting Antenna’ [1] was invented and crafted to fulfil this requirement.
The original example of this loop-monopole concept is shown in Figure 1 and its simple ‘wiring’
configuration is shown in Figure 2. The original loop-monopole had two turns of coaxial cable, but
an increase to three turns gave a small but useful decrease of lowest frequency of operation [1].

Figure 1: Picture of 90 cm loop-monopole with
MiniVNApro (Bluetooth connected) vector network
analyser at bottom.

Figure 2: Schematic of loop-monopole seen in Fig-
ure 1.
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The foldable square loop shown in Figure 3 has three turns of cable. The foldable ‘all-coax’
loop-monopole of Figure 4 therefore has a total of four turns of cable. All these loop-monopoles
exhibit the unprecedented wideband matching performance (2 to 200 MHz) that is characteristic
of the loop-monopole antenna.

The total length of the feeder cable was found to be the main parameter determining the lowest
frequency of operation of the antenna. The SWR steps down to ∼ 10 : 1 when the total coaxial
cable length is a quarter wave λ/4, and steps down to ∼ 6 : 1 when the cable length is λ/2 [1].

2. THE ‘MISSING RF’ OF AN ANTENNA FOR TRANSMISSION AND RECEPTION?

A very significant discovery for the loop-monopole small antenna at the lower frequencies of oper-
ation is the very high measured thermal efficiency ∼ 95% as contrasted with the very poor radia-
tion efficiency < 1%. Thermal efficiency measurements have been with 700 watts input mainly at
3.7MHz, using non-contact thermometers and a Protek IR thermal camera as noted in [1]. The
observed temperature rise of the loop is estimated to correspond with a heat dissipation of ∼ 35
watts. The radiation efficiency was estimated by practical measurements of field strength of a
transmitted signal of a given power both by ‘the two-identical antenna method’ and the A/B.

The main question for investigation is what happens to the RF energy that leaves the antenna
with 95% efficiency and fails to arrive in the far-field so that the measured radiation efficiency is less
than 1%, and the small antenna gain is worse than −20 dB? Is it dissipated as heat or thermal noise
energy in the near field space? At what temperature is the heat? What is the heat or thermal energy
spectrum for different transmitted frequencies and with different modulation types and spectra?
What are the mechanisms of energy conversion? What is the measured formula for (small) antenna
efficiency in terms of size and absolute frequency or wavelength? What explanations are there for
what is measured? What old or new theory is there for the explanations?

An experiment has been undertaken aimed to detect whether the lost RF energy exerts any
measureable reaction force on the loop-monopole antenna structure itself. Figure 4 shows the
four turn loop part of the loop-monopole suspended as a pendulum by its own feed cable, with a
suspension cable length about 105 cm. The antenna is measured to be directional as a result of
the combination of its electric and magnetic radiation modes. With 700watts of power supplied
giving a local magnetic field equivalent to about 4 amps in to 4 turn into a square coil of 70 cm
sides, no measureable directional reaction force was detected by the pendulum even when the RF
was switched on and off synchronously to excite the pendulum frequency. The limit of delectability
was estimated as being < 100 dynes or < 0.1 gram. A null result.

Comparisons of relative antenna gains have also been made of received signal strengths from
various distant sources for the loop-monopole compared with full wavelength horizontal loop anten-
nas at 2 m and 15 m heights. The antenna relative gains/efficiencies found by this A/B comparison

Figure 3: 70 cm sided square cop-
per loop foldable loop-monopole
with MiniVNApro and battery op-
erated XGA3 DDS signal genera-
tor below.

Figure 4: 70 cm square foldable
‘all-coax’ loop-monopole in plastic
conduit, suspended to detect reac-
tion forces. (None seen with 700w
RF input.).

Figure 5: Electrical connection of
‘all-coax’ loop-monopole. Inner
connects to outer of previous turn
to make the loop.



1782 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

reception method are essentially the same as found using the transmission methods. ‘Reciprocity’
is found to apply.

A further significant discovery is that the received atmospheric noise can be reduced well below
thermal noise for the measured antenna impedance provided that low loss coaxial cable is used for
the loop monopole construction. Where is the missing RF noise? What is the explanation and
theory for this? And how can it be used? What else can it explain?

3. DISCOVERY OF TWO FREQUENCY SPECTRUM CONVERSION PROCESSES IN
THE NEAR-FIELD REGION OF (SMALL) ANTENNAS

If the lost RF is not converted into a force or pressure moving the EM ether surrounding the
antenna to create a detectable reaction force, then perhaps the lost RF is converted into broadband
noise? This is the first assumed conversion process to be investigated. For the assumption that the
broadband noise is white and extends only up to twice the carrier frequency fc, we can calculate
the resulting maximum noise level N (in 1 Hz bandwidth at a given frequency f)) relative to the
remaining carrier αC) given the proportion α of the carrier power C that has been converted to
white noise. This is what can be measured on a spectrum analyser or SDR receiver. Note that it
is independent of the pass loss between the two antennas, one of which is the loop monopole. We
then have a predicted maximum observable carrier to noise ratio (CNR) of

CNR = N/αC = α/(1− α)2fc (1)

For example at the carrier frequency of 3.5MHz and assuming 90% of the original carrier power
is converted to white noise up to 2× 3.5 = 7 MHz the maximum CNR is N/αC = 0.9/0.1× 7× 106

or −59 dBc/Hz. But as yet the measured noise level is usually at least 10 dB lower than this. Not
all the lost power has been accounted for.

The second RF energy conversion process that has been discovered is shown in the comparison
of Figure 6 with Figure 7. The triple spectrum plots are from WinRadio WR-G31DDC SDR radio
receiver. Figure 6 shows the output spectrum of the Elecraft battery operated XGA3 DDS signal
generator giving −4 dBm output at 3.52 MHz. The 10 Hz spur sidebands in the top right spectrum
are symmetrical about the carrier starting at −63 dBc and falling slowly to about −67 dBc levels.

Figure 7 shows the spectra from the loop monopole antenna when received by a full-sized antenna
at a minimum distance of about 15 m, this being the height of this antenna. The received carrier
level is −57 dBm and the 10 Hz sidebands as received can be seen to be unsymmetrical and no
longer approximate equal in amplitude. The largest sideband at +10Hz is at −48 dBc. This is
some 16 dB higher than its original dBc level. The question is what physical process has made this
happen? The modulation level of this component has been increased? Why? It is a very significant
discovery.

A clue to what is happening can be seen in the top left 17 second spectrum waterfall of Figure 7.
Some of the 10Hz spaced sidebands are fluctuating randomly with periods between 1 and 2 seconds.
This means that energy is being transferred to and from each component in by low level coupling

Figure 6: Three direct output spectra of battery op-
erated XGA3 DDS signal generator at 3520MHz.
Clockwise from bottom: 0 to 30 MHz; 60 kHz span;
and 120Hz span showing equal 10Hz spaced side-
bands.

Figure 7: Three spectra of XGA3 at 3520 MHz trans-
mitted from loop-monopole in glass conservatory to
outdoor 83m perimeter loop at 15 m. Clockwise
from bottom: 0 to 30MHz; 120 Hz span upward time
‘waterfall’; and 120 Hz span showing time fluctua-
tions of unequal 10Hz spaced sidebands.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1783

from adjacent noise and spur components. This effect has been found and to some extent explained
in LC and crystal oscillator spectra [13, 14].

4. INITIAL THEORY OF SMALL ANTENNA DISSIPATIVE LOSS AND NEAR-FIELD
ENERGY FREQUENCY CONVERSION

The near-field loss can be explained by defining radiated power flow as the product of a radially
directed (generalised) ‘power current density’ bi-vector I and a (generalised) ‘power potential’
vector-scalar Φ in which the power current sits. These I and Φ symbols have previously been
defined for use in the ‘Generalised Poynting Vector’ (GPV) in reference [1].

The power current density and the power potential are assumed to originate at the boundary of
the small antenna sphere that contains the small antenna as shown in Figure 8. Local conservation
and spherical symmetry requires that I has a 1/r2 inverse square law spreading function and Φ has
a 1/r inverse law spreading function. The total power flux at distance r is P = I × Φ.

0

Small Antenna

Sphere of radius r

and radiating total

power P  at f = c/λ
0

P   = κ  E  I aa, r

I, Φ, Pr

E   = dΦ/dr r,

Figure 8: Conversion of lost RF energy to white noise and fluctuating sideband components. Filaments of
power beyond the small antenna sphere are progressively attenuated on account of the radial field Er. The
azimuthally radiated power Pa from each radial current filament is opposed by the Pa power from adjacent
current filaments. The cancellation of azimuthal power flow appears to cause the attenuation and spectrum
conversion of radial power Pr.

But now there is a ‘conservation’ conflict to be resolved. Classical power conservation states
that the total power flux (when in a lossless medium) is constant out to any radial distance. This is
the basis of all propagation equations used in sonar, radio, wireless, and optical, communications,
radar, and astronomical telescope systems. The classical assumption is that this (inverse square)
law extends unchanged down to the sub-wavelength distances of a small antenna. Here we have
found by real (not simulated) measurements that this is not so. We need to identify processes that
can account for the measured losses of small antennas, and can at least be calibrated to become
useful (small) antenna design tools.

Figure 8 shows a process by which the power density from a small antenna is attenuated more
than the usual inverse square law spreading function. Er, = dΦ/dr is the radial field being the
gradient of the potential Φ. As in [1] and [2], a radial current I attempts to radiate at right angles
proportional to the radial field Er along each part of the (conical) current filament. κa is the
coupling constant that determines the radiation proportion per unit (radial) length. The radial
potential has the normal inverse distance law so that Φr = r0Φr0/r and Er = r0Φr0/r2. We then
have a (novel) differential equation for the attenuation of the total radiated power Pr with distance,
starting at P0 at r0, together a solution (of the type originally put forward in [2]):

dPr/Pr = κaλdr/r2 having a solution: Pr = P0/ {1− exp(κaλ/r)} (2)

With κa = κ0 = 1/2π (the limiting value of EM coupling between two parallel filaments) we
find a loss Pr/P0 = 1 − 1/e = 0.63 or 2 dB at the classical small antenna boundary radius of
r = λ/2π. But small tuned antennas are found to have radiation loss decreased approximately as
the square root of antenna Q. A typical small tuned loop of 1 m diameter will have a Q ∼ 250,
giving a

√
250 = 15.8 times reduction in the small antenna radiation efficiency radius. For example

a 3.75 MHz tuned loop should have a minimum diameter of 1.6 m to have 63% radiation efficiency.
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5. CONCLUSIONS

Measurements confirm that the novel small high power wideband loop-monopole emphatically con-
tradicts the Chu small antenna Q criterion as it was originally stated [11]. Measured antenna Q
values are typically two to three orders of magnitude lower than those predicted by the Chu Q
criterion. At low frequencies the loop-monopole has low gain but with a noise temperature well
below ambient temperature.

However the radiation efficiencies of small antennas obtained by field strength measurements do
fall with frequency at 6 dB per octave below cut-off frequencies fe that depend on antenna physical
size, type, and operating Q. This is more in agreement with the so-called Chu small antenna
‘efficiency’ criterion (created by Chu supporters and not by Chu himself) [11]. The efficiency
criterion assumes that the lost RF energy is dissipated in any antenna conductor loss resistances.
Measurements show that this is not so and that in general small antenna thermal efficiencies can
be made high (> 95%). Early evidence indicates that the cut-off frequency for radiation efficiency
fe is inversely proportional to the square root of frequency in agreement with what has been found
in practice for the electromagnetic coupling factor [1–5, 7, 9, 10].

Practical measurements indicated that the ‘lost’ RF energy is frequency converted partly into
low white noise at a density and temperature proportional to the transmitter power and partly
attaching to and enhancing some of the longer duration modulation sidebands of the transmitter.
On reception this process could account for the reported signal-to-noise ratio improvement of the
Beverage antenna, in spite of its low antenna gain.

This discovered ‘spectrum conversion process’ can be said to be ‘non-linear’ electromagnetic
process. It links into, and can be made an intrinsic part of, an Electromagnetic Theory of Everything
as initiated in [2] and extended in [3–10].
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Abstract— In the remote sensing field, the SNR is very low and the model is nonlinearity usu-
ally. Thus, it is important to analyze the impact of model nonlinearity. Probability distribution
can be used to analyze the parameter distribution directly. Some issues involving priors and pos-
teriors were proposed for models with significant nonlinearity and low signal to noise ratio (SNR).
Two important issues are as follows: (1) The unimodal probability density function (PDF) of
the observation quantity can give rise to a multi-modal PDF of the parameter (parameter). This
property could lead to an incorrect maximum a posteriori estimate or a biased mean central
estimate. It means that the biased evaluation results could be derived from statistical methods;
(2) The rules for assigning non-informative priors in the measurement approach are different
from the principle of maximum entropy. The authors point out the distinctions between PDF
and probability distribution of non-linear models in the parameter space based on the resolution
relationship between the observation space and the parameter space. For models with significant
nonlinearity, if the unit grid interval of the observation space is considered regular, then the unit
grid interval of the parameter space is considered irregular. The distribution obtained from regu-
lar grid is an approximation to the PDF. The probability should be calculated by integrating the
PDF in the corresponding irregular grid. The difference between PDF and probability distribu-
tion gives rise to the difficulty in reverse problems. Analyzing the properties of the parameter by
using the probability distribution instead of the PDF in the parameter space is necessary. The
corresponding relationship between the observation and the parameter is researched based on
resolution limit analysis. The non-uniform prior PDF was derived from uniform prior probability
distribution in accordance with the principle of maximum entropy. Nonlinear analysis of the
nature of the probability density distribution is necessary to eliminate bias caused by statistical
methods.

1. INTRODUCTION

The methods for solving reverse problems is important in oceanic and atmospheric science. Many
papers [1, 2] have applied the observation equation approach and the measurement equation ap-
proach to produce the PDF.

We assume that a non-informative prior is obtained, that the model η=φ(α, β) represents a
smooth response with respect to α, and that φ′(α, β) is continuous. Given an indication ζ, he
measurement equation approach determines the PDF pME(α, β) as

pME(α, β|ζ) ∝ p(ζ|α, β)φ′(α, β)p(β) (1)

which involves the likelihood p(ζ/α, β) and the particular prior

p(α, β) ∝ φ′(α, β)p(β). (2)

Although these recent studies have addressed the effect of the parameter through a nonlinear
model, they have not offered an explicit analysis of the relationship between model nonlinearity
and the properties of PDF and probability distribution. Several issues have been raised for models
with significant nonlinearity [3–6], the two important issues are: 1) The assignment of the non-
informative prior (2) is different from the set of rules stated in GUMS1. 2) Explaining some
properties of the posterior PDF is difficult. For instance, a unimodal PDF of the observation
quantity can give rise to a multi-modal PDF of the parameter in a nonlinear monotonic model.
This property could lead to the incorrect maximum a posteriori (MAP) estimate or maximum
likelihood estimate in practice if the global maximum is desired.

We take the cubic model η = α3 as an example.
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(a) (b)

Figure 1: Comparison of PDFs and probability distributions in the observation space and in the parameter
space from the model η = α3 for the case ζ = 0.53 and σ = 0.2. The bars correspond to the probability
distributions from GUMS1, the line corresponds to the result of PDF. (a) The PDF and probability distribu-
tion of the observation quantity is normal distribution. (b) The posterior PDF and probability distribution
of the parameter is double-modal distribution.

Figure 1 shows the comparison results of the PDFs. The cubic function is a one-to-one cor-
respondence function. The normal PDF of the observation quantity gives rise to a double-modal
PDF of the parameter. Thus, this property could lead to an incorrect MAP estimate. A paradox is
created with the requirement of parametrization invariance, which states that intrinsic properties
of an object do not depend on any particular choice of parameters. In addition, it is difficult to es-
timate the parameter in non-linear function from the posterior PDF. These issues are fundamental
in measurement uncertainty evaluation.

2. ANALYSIS OF THE PROBABILITY DISTRIBUTION

When the instrument resolution is known, defining a discrete and regular grid in the observation
space as η = (ηmin, . . . , ηi, . . . , ηmax) is possible. The observation quantity resolution is denoted
by ∆d, given that ∆d = const, so that a displayed reading ηi implies that the actual signal lies
the interval [ηi − (∆d/2), ηi + (∆d/2)]. Within the interval, the relationship of the probability
distribution and the PDF in the observation space is as follows:

POE(ηi) =
∫ ηi+∆d/2

ηi−∆d/2
pOE(ηi)dη. (3)

Here, POE(ηi) denotes the probability of i-th observation quantity, and pOE (ηi) denotes the PDF
in the i-th interval in the observation space.

The parameter is determined by measurement equation α = ψ(η, β). By this transformation
the nonlinear functional dependence of the observation quantities on parameters is mapped. This
is equivalent to producing a graph of a function on a coordinate grid. The grid in the measurement
space α = (αmin, . . . , αi. . . , αmax) is defined as ∆αi. A indication αi implies that the actual
signal lies the interval [ψ(ηi −∆d/2), ψ(ηi + ∆d/2)]. Owing to the ∆d = const and nonlinearity,
the unit grid is irregular. The relationship of the probability distribution and the PDF in the
parameter space is as follows:

PME(αi) =
∫ ψ(ηi+∆d/2)

ψ(ηi−∆d/2
pME(αi)dα (4)

where PME(αi) denotes the probability of the i-th parameter, and pME(αi) denotes the PDF in the
ith interval in the parameter space. From (4), we can observe that the distinction appears between
the PDF and the probability distribution in the irregular grid parameter space. The properties of
the parameter should be analyzed by using the probability distribution instead of the PDF in the
parameter space. For a one-to-one function, the mapping relationship of the probability distribution
between the two spaces is obtained by combining (3) and (4).

PME(ηi) = POE(αi) (5)
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Relationship (5) states that the probability of the observation quantity is equal to the probability
of the parameter.

Figure 2: Posterior probability distribution of the parameter obtained by the modified Monte Carlo method
for the model η = α3 with ∆d = 0.05, ζ = 0.53 and σ = 0.2 corresponding the observation quantity has
normal distribution.

Figure 2 shows the probability distribution result of the parameters for the cubic function model.
Corresponding to the unimodal probability distribution of the observation quantity, the probability
distribution of the parameter is also unimodal. From the Figure 1(a) and Figure 2, we can conclude
that the mapping relationship of the probability distribution is invariant between the two spaces.
The MAP probability distribution estimate is invariant in both the observation space and in the
parameter space.

3. CONCLUSIONS

We pointed out the difference between PDF and probability distribution in the parameter space
based on the resolution relationship between the observation space and the parameter space.

Analyzing the properties of the parameter by using the probability distribution instead of the
PDF in the parameter space is necessary. The corresponding relationship between the observation
and the parameter was obtained based on resolution limit analysis. The non-uniform prior PDF was
derived from uniform prior probability distribution in accordance with the rules stated in GUMS1.

Probability distribution can be used to analyze the parameter distribution directly. The method
of the MAP probability distribution is useful one to reverse parameter in Inverse Problem.
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Abstract— Passive near-field coupling antenna is widely used in RFID system. Antenna design
is the key part of RFID system. In this paper, we present a fundamental method to design
the RFID antenna, in which we mainly focus on some important physical parameters, such as
magnetic field intensity, optimal radius of the antenna, turning and estimating inductance of the
conductor loop.

1. INTRODUCTION

RFID technology and its three major components have experienced huge progress in these years [1].
This technology has proliferated in almost all sectors of modern society. Healthcare, public trans-
portation, social security is only a small number of the application fields.

Antenna characterization parameters such as gain, radiation pattern, radiation power efficiency
and beam width, are normally used in antenna design. So it is important to reinforce those
parameters in the mathematical way.

2. MAIN PHYSICAL PARAMETERS UNDER THE CONDITION OF NEAR-FIELD
COUPLING

2.1. Calculation of the Magnetic Field Intensity
The distance that a RFID antenna can work effectively is closely related to the magnetic field
intensity which is generated by the coil current [2].

The magnetic field intensity of a circular coil can be calculated by

H =
I ·N ·R2

2 (R2 + x2)3
(1)

in which H is the intensity of magnetic field, I is the intensity of electric current, N is turns of the
coil, R is radius of the antenna, x is the distance away from the circular coil.

The magnetic field intensity of a rectangular conductor loop whose side length is ab can be
calculated by

H =
I ·N · ab

4π

√(
a
2

)2 +
(

b
2

)2
+ x2

·
[

1(
a
2

)2 + x2
+

1(
b
2

)2
+ x2

]
(2)

Conclusions can be made from these two equations, when x is small (x < R), H is steady and
at a high level, a bigger antenna can still get a high H even x is large in the number (x > R) while
a smaller one can’t.
2.2. The Optimal Radius of the Antenna
Assuming x is a constant and I is unchanged in the coil of antenna, if we change the radius of the
antenna, then we can get the maximum H according to the relationship between x and R. As we
all know, different x has its own optimal radius of the antenna, to get this R, we can use maximum
H to be the solution.

First, derivation for R

d

dR
H (R) =

2NR2

√
(R2 + x2)3

− 3INR3

(R2 + x2) ·
√

(R2 + x2)3
(3)

Then let the equation be 0, we can get

R = ±
√

2x (4)

Discard the negative one, finally we got the optimal radius of the transmitting antenna according
to the distance between Reader and Tag.
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2.3. Turning

RFID system can be considered as a R-L-R series circuit, in which R is the resistance of coils and L
is the inductance of the antenna. In the process of turning, the capacitance of coils can be discarded
because of little impact on this process, so another capacitance should be added in order to obtain
the maximum electric current for the antenna [3]. The extra capacitance can be determined by

f =
1

2π
√

LC
(5)

in which f is the operating frequency.

2.4. Estimating Inductance

If without impedance analyzer, we can use an estimating equation to get the value of L. Assuming
the ratio of the diameter d of the conductor to the diameter D of the conductor loop is very small
(d/D < 0.001), then the inductance of the loop can be determined by [4].

L = N2µ0R · ln (2R/d) (6)

in which N is turns of the coil, R is radius of the antenna, µ0 is the magnetic permeability of free
space.

N can also be estimated by (7), and in practical application, these two equations can be used
as a complementary to solve more problems.

N = (approx)1.9

√
L

2A ln (A/D)
(7)

in which A is area surrounded by the antenna coil.
The results from these two equations are not extremely accurate, but still can be trustful.

2.5. Quality Factor of the Antenna

As we all know, quality factor Q has an impact on energy transfer efficiency and frequency selection.
Although a higher Q can enlarge the transmitting energy from the antenna, the bandpass char-
acteristic of the Reader will be affected. So when adjusting Q, we should consider a compromise.
Conventionally, we put a resistance in a R-L-C equivalent circuit to adjust Q, like (8)

Q = ωL/ (R + R1) (8)

So if we want to achieve the optimal result, the number of R1 should be carefully chosen based
on the actual demand.

2.6. Near-field Coupling

All the equations mentioned above should be used under the condition of

d ¿ R and x < λ/2π.

When not meeting these two conditions, near-field coupling loses its effect and goes to the long-
range electromagnetic field. As we all know, the initial magnetic field in a conductor loop begins
from the antenna, during the transmission of the electromagnetic field, if x is bigger than λ/2π,
then the electromagnetic field will be transmitted like without the antenna, similar to the process
of electromagnetic waves going into free space.

3. SIMULATION

It is important to run a simulation of Equation (1) to clearly see the interconnection between
distance x and the intensity of magnetic field H.

In order to see the result clearly, we assume I and N are constant numbers.
In Fig. 1, the downward trend is inversely proportional to the size of R.
It is also important to run the simulation of Equations (3) and (4) to see the interconnection

between optimal radius of R and distance x like Fig. 2, and we assume I and N are constants.
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Figure 1: Interconnection between x and H. Figure 2: Interconnection between R and H.

4. CONCLUSION

This paper gives a fundamental method to design a RFID antenna which mostly concerns about
important physical parameters like magnetic field intensity, optimal radius of the antenna, turning
and estimating inductance of the conductor loop in mathematical way.

In the practical designing, more things should be considered based on the materials you have.
But the essential still remains the same in this paper.
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Abstract— In this paper, a Ku-band microstrip antenna is analyzed and will be designed. The
characteristics of the patch are analyzed and optimized with Ansoft HFSS. A different patch is
evolution of the classic rectangular patch. It has a square loop outside the rectangular patch. We
can call it window-patch. The construction of the antenna is resulted from considering efficiency
of the spillover efficiency (ηs) and the illumination efficiency (ηi).
Once the unit element has been fully characterized and a reflectarray designed, an important
aspect in the reflectarray analysis is the computation of the radiation patterns. In this literature,
a method of Array Element Factor is used to calculate it. For the reflectarray antenna, the ideal
range of phase shift should realize 0 ∼ 360◦, but sometimes things go contrary. It would be
discussed the effects brought by the lack of the phase shift and electromagnetic wave incident
angle.

1. INTRODUCTION

In the last decade, there is an increasing interest in reflectarray antennas for the following advantage:
high gain, light weight, low cost, low profile, flexibility, ease of installation and so on.

Due to reflectarray antennas have quasi-periodic structure, infinite periodic unit model is the
mainstream approach to analysis the phase shift of patch. In this study, the characteristics of
the patch are analyzed and optimized with Ansoft HFSS. It adopts Floquet port and Master-
Slave boundary approach. The aperture efficiency (η) is used to design the construction of the
reflectarray, which contains the spillover efficiency (ηs) and the illumination efficiency (ηi).

Radiation pattern and Gain is the most important parts of antennas. Array Element Factor is
used to calculate the radiation pattern and it would use commercial software FEKO for the analysis
of reflectarrays.

2. ELEMENT EFFECTS

The element characterization is the most important part and critical step of the reflectarray design.
If the element design is not optimized, the reflectarray will not scatter the signal from the feed
effectively to form an efficient far-field beam. Different from conventional waveguide simulation, in
order to account for the coupling effect among the elements, infinite periodic unit model is used to
mimic an infinite array environment. In this article, the master-slaver conditions and floquet port
in HFSS are used to perform the simulation for a single unit as show in Fig. 1.

In this article the antenna works at 12.5GHz and the side length of the square arrangement
lattice is 12 mm. The phase shift is achieved by changing one or more of the geometrical parameter
of the patch. Five cases are going to compared, where the substrates of square patch with 0.5 mm,
1mm, 1.5 mm, 2 mm thickness, the window patch with 3 mm thickness and 2.2 relative permittivity.
The results of simulation show in Fig. 2.

As illustrated in Fig. 2(a), the thickness of the substrate has a big impact on the achievable
phase range. Generally, the thicker the substrate, the smaller phase range for square patch. The
window patch has a larger phase range than the square patch when the substrate thickness is

D

d

D

 

(a) (c)(b)

Figure 1: (a) Top view of the square patch. (b) Top view of the window patch. (c) Side view of the patch.
The yellow color represents metal patch and the green color for substrate.
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greater than 0.5mm. Fig. 2(b) shows the slope of phase curve, it conclude that the window patch
has a smaller slope than the square patch with the substrate thickness smaller than 2 mm except
point 3.1 mm. In spite of point 3.1 mm of a larger slope, that is the very thing wants. For the
antenna unit periodic changes from the center to the edge, when it reaches −π, next one is +π. So
the element is not much difference from the former one. The return loss of the window patch has
two peaks, the square patch has one peak. An ideal broadband reflectarray element should provide
phase curves at different frequencies parallel to each other [1]. From the Fig. 2(d), it knows the
reflectarray antenna would have a broadband.

(a)

(d)(c)

(b)

Figure 2: (a) Phase curves obtained with different substrate thickness. (b) The slope of the phase curves.
(c) Return loss with different substrate thickness. (d) Phase curves with different frequency.

Table 1: Square patch vs. window patch.

Type of patch Phase (min) Phase (max) slope S11 (dB)
Square patch (0.5 mm) −175.3◦ 164.6◦ −535.3◦/mm −0.4265
Square patch (1 mm) −173.4◦ 148.7◦ −271.4◦/mm −0.1604

Square patch (1.5 mm) −172.5◦ 131.4◦ −169.8◦/mm −0.08926
Square patch (2 mm) −172.5◦ 112.1◦ −119.7◦/mm −0.05888

Window patch −177.5◦ 179.5◦ −156.6◦/mm (3571) −0.09358
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3. EFFICIENCY AND CONSTRUCTION

The antenna gain is determined by the aperture directivity and the aperture efficiency. In this
paper, two major efficiency of the spillover efficiency (ηs) and the illumination efficiency (ηi) are
considered, which defined as [2]:

ηs =
2q + 1

2π

∫ 2π

0

∫ D/2

0

H

r3

(
r2
0 + r2 − s2

2r0r

)2q

ρdρdϕ (1)

ηi =
1

Aa

∣∣∣∣
∫∫
A

I(x, y)dA

∣∣∣∣
2

∫∫
A

|I(x, y)|2 dA
(2)

where q is the value of the feed horn, D is the diameter of reflectarray aperture, r0 is the distance
from the feed horn to the center of aperture, r is the distance from the feed horn to the element, s
is the distance from the center of aperture to the element. The feed source is located at yoz plane.
The efficiency of the reflectarray is shown in Fig. 3.

(a) (b)

Figure 3: (a) Efficiency vs. the feed location. (b) Efficiency vs. feed orientation with q = 7 and D = 432 mm.

4. RADIATION PATTERN AND GAIN

Array Element Factor (AEF) is used to calculate the radiation pattern. Both the feed horn and
element pattern are approximated by a cosine q model. The calculation of radiation pattern for
each observation point could be simplified as:

E(θ, ϕ) = cosqe θ
N∑

n=1

M∑

m=1

cosqf θfmn(m,n) · cosqe θemn(m,n) · |Γmn|
rfmn

· ejΦmn · ejβ(r̂·~rmn) (3)

where qf is the q factor of the feed pattern, qe is the q factor of the element pattern which is 1
unless otherwise specified, and |Γmn| is the magnitude of reflection coefficient for each element.
The antenna directivity is defined though the well-known equation:

D0 =
4π |E(θm, ϕm)|2∫ 2π

0

∫ π/2
0 |E(θ, ϕ)|2 sin θdθdϕ

(4)

When the directivity and efficiency are ensured, the gain is calculated as:

G0 = D0 × η (5)

Reflectarray with different thickness of substrate has different phase range as the second part
shows. In the Fig. 4, it illuminates four curves of the antenna gain at 0.5 mm, 1 mm, 1.5mm, 2 mm
thickness of the substrate with D = 432mm.
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(a) (b)

Figure 4: (a) Gain vs. different thickness. (b) Simulation vs. calculate at 0.5 mm thickness.

As shown in Fig. 4(a) the gain values have little change for different thickness. Array Element
Factor (AEF) is a good method to calculate the gain as depicted in Fig. 4(b). The red curve is
the result of calculating by AEF. The blue one works out by FEKO. They have the same beam
direction.

5. CONCLUSION

In this paper, a more practical patch is introduced in detail and the efficiency, the gain of reflectarray
is calculated. In the Fig. 4(b) the gain and beam direction of simulation result is very good
agreement with the calculation result. The window patch has more advantages against with the
square patch: (a) A greater range of phase shift (b) the smaller the slope of phase shift curve (c)
the smaller range of the patch change (d) a larger bandwidth as shown in Fig. 2.
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Abstract— Photonic crystal (PhC) cavities have drawn plenty of attentions during the past
several decades for the advantages of ultra-high Q factor and small mode volume. PhC cav-
ities have various applications such as quantum information processing, low threshold lasers,
optomechanics, and nonlinear optics. PhC cavities based on silicon material have been heavily
investigated due to their compatibility with complementary metal-oxide-semiconductor (CMOS)
technology, small feature size and low cost. However, apart from the advantage of high Q factor,
silicon based PhC cavities suffer from the drawbacks of high insertion loss because of the mode
mismatch with fiber and relatively low sensitivity especially for the sensing application. On the
other hand, silicon dioxide (silica) waveguide experience relatively smaller loss and owns a similar
refractive index to numerous liquid materials to be detected, which will leads to high sensitivity
for a silica based PhC cavity sensor. In this paper, we propose a high Q factor (Q = 15500)
silica based PhC nanobeam cavity with high sensitivity (the wavelength shift per refractive in-
dex unit (RIU) is S = 338 nm/RIU) at the telecommunication wavelength (1550 nm). Since the
refractive index contrast for silica waveguide is low for the realization of the photonic bandgaps,
it is essential to utilize a silica waveguide suspended in free space. The PhC nanobeam cavity
is then formed by etching a series of elliptical holes, whose dimensions linearly decrease from
the center to both ends, directly into the silica waveguide. For the sake of high transmission
on-resonance wavelength while maintaining high Q factor, it’s important to etch partly into
the waveguide, which results in a low-refractive-index perturbation structure. The calculated
on-resonance transmission is about 0.26. The novel proposed PhC nanobeam cavity shows a
sensitivity 3 times larger than the one based on silicon counterparts and outperforms other low-
index-contrast PhC cavities by a higher on-resonance transmission. Such a structure can also be
used in spectrally filtering system and nonlinear optics.

1. INTRODUCTION

Silicon photonics have attracted extensive research interests due to the features of low fabrication
cost, tiny footprint, low power consumption and the ability to be integrated with various materi-
als. PhC cavities play an important role in the silicon photonics field because they allow for both
ultra-high Q factor and small mode volume. Massive applications can be found in optical com-
munications [1], chemical sensing [2], ultrasmall lasers [3], nonlinear optics [4] so on and so forth.
Among these examples, silicon material is dominant on account of the relatively large refractive
index contrast, which leads to a small feature size. However, drawbacks such as high coupling loss
with fiber and low sensitivity for the sensing application also arise from this character.

Materials with lower refractive index such as polymers and silica are able to overcome the high
coupling loss problem and realize high sensitive sensors. The main obstacle in implementing PhC
cavities with these materials is the low Q factor resulting from the low refractive index contrast.
Qimin Quan et al. [5] proposed and demonstrated a polymeric PhC nanobeam cavity with high Q
factor (Q = 36, 000) and sensitivity (S = 386 nm/RIU). The situation becomes a little different
when it comes to the silica material because the refractive index contrast further decreases compared
to the polymer used in Ref. [5].

In this paper, we propose a novel PhC nanobeam cavity operating at the telecommunication
band (1550 nm). The features of high Q factor (Q = 15500) and transmission (T = 0.26) enable
the structure to be applied in spectrally filtering systems and nonlinear optics. Besides, when used
in the sensing realm, the PhC nanobeam cavity shows a high sensitivity (S = 338 nm/RIU) as a
result of the large extension of cavity mode into the background material.

2. DEVICE STRUCTURE

The geometry and mode distribution of the PhC nanobeam cavity are depicted in Figure 1. Fig-
ures 1(a) and (b) illustrate the top view and cross section of the schematic structure respectively



1796 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

and Figure 1(c) shows the mode distribution of the nanobeam cavity. The PhC nanobeam cavity
consists of a channel waveguide suspended in the air. There are 100 elliptical holes in total being
etched into the waveguide on both sides. The first 50 holes are ellipsis with dimensions linearly
decrease from the center to the ends, followed by 50 elliptical holes maintaining the same geometry
as the smallest one of the first 50 holes. The detailed parameters of the elliptical holes are designed
based on the method proposed by Qimin Quan et al. [6]. The size of the ellipsis is varied from
1186 nm× 172 nm (the major axes multiplied by the minor axes) to 698 nm× 101 nm. In order to
obtain a high transmission for the PhC nanobeam cavity, the etching depth is smaller than the
height of the waveguide as shown in Figure 1(b).

(a) (b)

(c)

Figure 1: The geometry of the PhC nanobeam cavity and the mode distribution: (a) top view of the
structure; (b) cross section of the structure; (c) the cavity mode distribution in the top view.

3. CHARACTERIZATION

The width and height of the waveguide have much impact on the performance of the PhC nanobeam
cavity. As indicated in Figure 2, both the width and height of the waveguide have an optimal value
in view of a highest Q factor. The phenomenon can be understood intuitively as follows. Larger
width of the waveguide leads to a better restriction of the optical field in the channel waveguide
and thus reducing the in-plane radiation loss. However, larger beam width will allow for higher
order modes, which will results in a decrease in the Q factor. The mechanism of the influence of
the height of the waveguide on the Q factor is the same to the above explanation. It is necessary
to mention that the relations in Figure 2 are obtained by varying the width and height of the
waveguide of a PhC nanobeam cavity consists of 40 full-etching ellipsis in total for convenience.
For PhC nanobeam cavity with more elliptical gratings, the relations between Q factor and width
or height of the waveguide stay the same.

Another parameter of the waveguide that has crucial impact on the performance of the PhC
nanobeam cavity is the etching depth. Larger etching depth leads to higher Q factor and will
result in lower transmission in the meanwhile. Thus, we chose to etch the waveguide partly in
order to obtain a relatively high Q factor while keeping the transmission high. The eventual
parameters of the PhC nanobeam cavity are as follows. The width and height of the waveguide are
2.5 microns and 1.3 microns, respectively. The etching depth is 500 nanometers. To operate at the
telecommunication wavelength, the lattice constant is chosen to be 570 nm.

The transmission spectrum and the enlargement of the on-resonance peak of the PhC nanobeam
cavity is depicted in Figures 3(a) and (b), respectively. The on-resonance wavelength is 1556 nm
and the Q factor can be derived as:

Q =
λres

∆λ
=

1556 nm
0.1 nm

= 15560, (1)

where λres represents the resonant wavelength and ∆λ, the Full Width at Half Maximum (FWHM)
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(a) (b)

Figure 2: The impact of (a) the width and (b) height on the Q factor of the PhC nanobeam cavity. The
points are simulations results and the solid lines represent the quadratic polynomial fit curve. The calculation
accuracy should account for the fluctuations of the Q factor.

(a) (b)

Figure 3: (a) The transmission spectrum and (b) the enlargement of the on-resonance peak of the PhC
nanobeam cavity.

of the extracted transmission peak. As we can see, the cavity mode has an on-resonance transmis-
sion 26% with a Q factor about 15500.

As the refractive index of the waveguide is similar to those materials to be detected provided
that the PhC nanobeam cavity being used as a sensor, the evanescent field of the silica cavity will
extend partly into the background materials. In other words, the background materials have a
vital influence on the effective refractive index of the cavity mode, which means that the sensor
will show a high sensitivity. The FDTD simulation results agree with this intuitive assumption for
the resonant wavelength red shifts 3.38 nm as we increase the background index by 0.01.

4. CONCLUTIONS

We propose a novel weakly modulated PhC nanobeam cavity based on a suspended silica waveguide.
The cavity shows a high Q factor (Q = 15500), a high on-resonance transmission (T = 0.26) and
a high sensitivity (S = 338/RIU). These features outperform silicon based PhC cavities by a high
sensitivity and the high transmission enables the cavity to be used in spectral filtering systems.
Also the stucture can be utilized in the nonlinear optics combined with proper materials.

ACKNOWLEDGMENT

This work is partially supported by the National High Technology Research and Development
Program (863) of China (No. 2012AA012201).

REFERENCES

1. Foresi, J. S., “Photonic-bandgap microcavities in optical waveguides,” Nature, Vol. 390,
No. 6656, 143–145, 1997.

2. Yao, K. Y. and Y. C. Shi, “High-Q width modulated photonic crystal stack mode-gap cavity



1798 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

and its application to refractive index sensing,” Opt. Express, Vol. 20, No. 24, 27039–27044,
2012.

3. Kim, S., B. H. Ahn, J. Y. Kim, K. Y. Jeong, K. S. Kim, and Y. H. Lee, “Nanobeam photonic
bandedge lasers,” Opt. Express, Vol. 19, No. 24, 24055–24060, 2011.

4. Leuthold, J., C. Koos, and W. Freude, “Nonlinear silicon photonics,” Nat. Photonics, Vol. 4,
No. 8, 535–544, 2010.

5. Quan, Q. M., I. B. Burgess, S. K. Y. Tang, D. L. Floyd, and M. Loncar, “High-Q, low
index-contrast polymeric photonic crystal nanobeam cavities,” Opt. Express, Vol. 19, No. 22,
22191–22197, 2011.

6. Quan, Q. M. and M. Loncar, “Deterministic design of wavelength scale, ultra-high Q photonic
crystal nanobeam cavities,” Opt. Express, Vol. 19, No. 19, 18529–18542, 2011.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1799

Design and Analysis of Miniature Fractal Antenna

Ying Suo1, 2, Jingyu Han1, Wei Li1, 2, and Weibo Deng1

1School of Electronics and Information Technology
Harbin Institute of Technology, Harbin 150001, China

2Electronic Science and Technology Postdoctoral Station
Harbin Institute of Technology, Harbin 150001, China

Abstract— Fractal antenna designs can meet most of the needs in size reduction of antenna
design. In this paper, Koch iteration technique is applied to a dipole antenna in order to get a
miniaturized radar array element. The dipole antenna with 3rd Koch iteration applied to each
of its four segments is designed to operate at a resonant frequency of 500 MHz. The four fractal
segments of this antenna spin around the center axis with an angle difference of 90 degrees each,
which results to an all-four-direction feature. The overall size of this dipole fractal antenna at
the resonant frequency is reduced by around 33% compared with conventional dipole antenna
meanwhile retaining its band characters. An improved model is also introduced with a better
performance in bandwidth, which can reach more than 12% at 500 MHz.

1. INTRODUCTION

The fractal iteration technique has drawn much attention since its first introduction in 1973 by
B. B. Mandelbrot. Among these fractal types, Koch curve has a wide application in the design of
miniaturized wire antenna due to its unique self-similarity nature [1]. Under the expanding need
of size reduction in antenna design, fractal theory can help provide a great number of solutions
for miniaturized antenna [2]. This paper presents the calculation and design of a fractal dipole
antenna with an operating frequency of 500 MHz. The creation and optimization of this dipole
antenna model using proper fractal dimension is carried out and analyzed according to the effects of
miniaturization. The results from simulations and analysis are done in FEKO software environment.

2. ANTENNA DESIGN

2.1. Generation of Koch Fractal Curve
Koch curve as shown in Figure 1 is a simple but effective fractal geometry in the application of wire
antenna miniaturization [3]. One of the mathematical approaches that contributes to the modeling
of Koch fractal antenna is Iterated Function System (IFS). IFS is in fact an affine transformation
cluster which can perfectly match the self-similarity character of fractal patterns [4].

In order to generate a mathematical model of Koch fractal curve, we use IFS method to calculate
the exact coordinates of those endpoints on the corresponding curve. Matlab is used in this section
of the research to help do iteration calculations and draw the figure. It first determines the trisection
points, then make a rotation with a certain angle around those points to make one iteration. Repeat
these steps and we can finally get an N-iterated Koch curve, of which the dimension also has a
great effect on performance of the antenna [5].

Figure 1: Koch fractal curve. Figure 2: Schematic diagram of single Koch itera-
tion.
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2.2. Dimensions of Koch Curve
One of the most significant features of Koch fractal curve is its infinite length. The more iteration
applied to the curve, the longer the curve will be. However, when it comes to antenna design, there
is always a most suitable dimension of the curve. The relationship between its total length and its
initial length is shown below [7].

L = (4/3)n · l0 (1)

L: Total length of the Koch curve.
l0: Initial length of the Koch curve.
n: Fractal dimension (Iteration times).

This size reduction character of Koch curve helps greatly in the process of antenna miniatur-
ization. According to latest researches, the most ideal iteration times for Koch curve in antenna
design is 3rd iteration. When Koch curve is applied iteration three times, it gets a satisfying size
reduction feature meanwhile maintain its excellent electrical characteristics [6].

2.3. Antenna Calculation and Modeling
As shown in Figure 3, Koch fractal antenna is composed of two identical wires with pre-designed
Koch curve pattern. The feed point is at the connection point between these two parts, which is
also the geometric center of the whole antenna.

Considering the unique geometry features of Koch fractal dipole, a transformed Koch dipole
antenna is proposed and the diagram is shown in Figure 4.

This Koch fractal dipole antenna design features a four-direction spinning character. The an-
tenna is composed of four identical 3rd iteration Koch curve segments that have a 90 degrees angle
between each other, which all spin around the central axis.

The designated resonant frequency of this antenna is 500MHz. According to equation

λ = c/f (2)

working wave length should be 0.6 m. Then each of the four segments should have an effective
length of 0.3m/4 = 0.075m = 7.5 cm. Using Equation (1) we can get the initial length of each
segment which is calculated and designed to be around 4.96 cm. The total height of this antenna
is 19.845 cm.

Figure 3: Koch fractal dipole antenna. Figure 4: Spinning Koch dipole design.
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After the size is decided, the whole antenna model is calculated in MATLAB environment. And
the coordinates are imported into FEKO to assemble the wire antenna, after which simulations are
done in FEKO environment.

Figure 5: Simulated return loss of designed Koch fractal dipole.

Table 1: Comparison between conventional and Koch dipole.

Antenna Conventional Koch Fractal
Length 30 cm 19.845 cm

Resonant Frequency 500 MHz 502 MHz
Return loss −16 dB −42 dB
Bandwidth 8% 8.3%

Compactness - 66.15%

3. RESULTS AND DISCUSSION

3.1. Return Loss

Figure 5 shows the simulation results of return loss for this Koch fractal dipole antenna in the
frequency range from 300MHz to 700MHz. The measurement at the valley shows that the resonant
frequency is at about 502MHz, where the return loss is at the minimum value of −41.8 dB.

The bandwidth of this antenna is the frequency bandwidth where its return loss is below −10 dB.
According to this simulation result, the bandwidth of this antenna is around 8.3%.

Figure 6: Radiation pattern in Azimuth plane. Figure 7: Radiation pattern in Meridian plane.
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Figure 8: Improved antenna model with better
bandwidth.

Figure 9: Zoomed structure of improved model.

Figure 10: Simulated return loss of improved model.

3.2. Radiation Pattern

Figure 6 describes the radiation pattern of this designed Koch fractal dipole antenna in Azimuth
plane. The figure shows a great Omni-directivity character. Directivity of designed Koch fractal
antenna is 2 dBi at the resonant frequency of 500 MHz.

Figure 7 provides the radiation pattern of this designed Koch fractal dipole antenna in Meridian
plane. It shows a symmetric pattern with the directivity of 2 dBi at the resonant frequency of
500MHz.

A comparison is also performed between conventional dipole antenna and currently designed
Koch fractal antenna. The results are displayed in Table 1.

From the table we can see that the Koch fractal geometry can provide a great miniaturiza-
tion character. The compactness compared with traditional dipole antenna at 500MHz can reach
66.15%. That means the size is reduced by 33.85%. The return loss reduces dramatically after
Koch fractal is applied. However, the bandwidth only has a slight increase.

4. IMPROVED MODEL

Considering the barely satisfying bandwidth performance of the antenna introduced above, an
improved model is proposed and calculated under simulation environment. The diagram of the
improved model is shown in Figure 8.

This improved model can be realized by simply rotating and copying the original antenna in-
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troduced above three times, making each fractal segment facing all four directions. The zoomed
structure of each fractal block is shown in Figure 9.

This improved model shows a great bandwidth boost from the original 8.3% to 12.6%. Simulated
return loss is shown in Figure 10.

The radiation patterns show that there is not much differences between the improved and original
antenna regarding of radiation patterns.

5. CONCLUSION

Two Koch fractal dipole antennas of 3rd iteration have been designed and simulated successfully
in FEKO environment. Antenna size, resonant frequency, return loss and bandwidth are simulated
and measured. The antenna’s size reduction of 33.85% is the main purpose of this paper. Besides,
the rotating shape character of the first antenna can provide better adaptability when it is applied
to outdoor or some other certain environments.
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Abstract— In this paper, a kind of compact X-band Vivaldi array antenna printed on a sub-
strate is proposed and designed. The antenna is consisted of 4 Vivaldi structure radiation elements
fed by an equal power divider with substrate integrated waveguide technology. The Vivaldi el-
ement is antipodal structure composed with an index gradient microstrip line are on both sides
of the substrate. The reflection coefficient of the substrate integrated waveguide Vivaldi array
antenna is less than −10 dB from 8.9 GHz to 10.06GHz in X-band. The gain of the array antenna
is 14 dB, and the main lobe width is about 17.3◦ with side lobe level less than −12 dB.

1. INTRODUCTION

The Vivaldi antenna array has been used in many microwave engineering applications for its sim-
ple structure, light weight, wideband characteristics, low cross polarization, and highly directive
patterns characteristics [1]. An equal power divider is necessary for the antenna array feed network
with equal amplitude design. The substrate integrated waveguide (SIW) multi-way microwave
power divider attracts a lot of attentions because of its advantages such as high Q-facter, small
structural dimension, high integration and low cost [2–5]. A compact Vivaldi antenna array is
printed on thick substrate, and it is fed by a SIW binary to significantly minimize the feed struc-
ture insertion losses [6]. A compact Vivaldi antenna array fed by a SIW structure is proposed,
and four-elements printed Vivaldi array are designed and investigated in [7]. An eight elements
antipodal Vivaldi antenna array using SIW technology is researched in [8], and it can reach a 12 dB
gain at the center frequency of 10GHz.

In this paper, a kind of Vivaldi array antenna printed on a substrate operating in X-band is
designed and simulated. The antenna is consisted of 4 elements Vivaldi structure radiation fed by
an equal SIW power divider. A Vivaldi element is antipodal structure composed with an index
gradient microstrip line are on both sides of the substrate, and SIW-microstrip transition structure
is designed to satisfy measurement and connection.

2. RADIATION ELEMENT DESIGH

The antipodal Vivaldi radiation element is complementary structure are on both sides of the sub-
strate. The antenna element is consisted of three parts in Figure 1. As shown in Figure 1, the
upper part is the antenna radiator, the middle part is the connection structure, and the lower part
is microstrip transition. The Vivaldi antenna is directly fed by a microstrip line. Impedance of the
microstrip is equal to each export part of equal power divider. A SIW-microstrip transition struc-
ture is designed to satisfy measurement and connection. The transition section is taper microstrip
line.

The inner part of antenna radiator part is part of an ellipse curve, and the outer is an index
gradient curve whose exponential rate r is 1. The shape is determined by the following formula:

y = c1 × erz + c2 (1)

As shown in Figure 1, ws is an antenna width, L is the antenna length, L2 set for the length
of straight part in SIW microstrip transition, L1 is the length of the connection part, R is length
truncated by elliptic curve. The parameters of the Vivaldi radiation element is shown in Table 1.

The Vivaldi radiation element is simulated by CST MWS software. The reflection coefficient
results are shown in Figure 2. It can be seen that the reflection coefficient is less than −12 dB at
8.5GHz to 10.5 GHz. The pattern of the antipodal Vivaldi antenna is shown in Figure 3, the gain
can reach 3.85 dB. The back lobe in H-plane pattern can be greatly improved after cut down part
of the antenna radiator. The side lobe level is lower, while the back lobe level reduced 1.1 dB after
cut down part of the antenna radiator portion along ellipse.
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 (a) Upper part (b) lower part

Figure 1: Antipodal Vivaldi antenna element.

Table 1: Parameters of the Vivaldi antenna element.

parameters (mm) w1 R L L1 L2 wS

8.35 6.2 30.37 8.2 17 11.4

3. FOUR-WAY SIW POWER DIVIDER

A SIW is composed with two column metallized via holes in the dielectric substrate and upper and
lower metal layers. A kind of similar rectangular waveguide structure is composed by via hole and
two metal layers. The characteristics of electromagnetic wave transmission in SIW is similar with
the characteristics in metal waveguide. For integration with coplanar waveguides or microstrip
circuits, a transition structure should be designed to satisfy measurement and connection. The
electromagnetic field of the microstrip line is similar to the TE10 mode of the substrate integrated
waveguide. The general SIW-microstrip transition is a section of taper microstrip line in Figure 4.
The taper line is able to realize impedance transformation between the 50 Ω microstrip line and
the substrate integrated waveguide.

Ordinary Y-shaped structure can be achieved the power divisions, however its discontinuous
structure is able to result in the higher return loss in pass band. The metal pin in SIW can reduce
the power reflection. The electric field distribution of the Y-junction is able to be changed by
surface current distribution of the metal pin inductance.

Figure 2: Reflection coefficient of the Vivaldi antenna element.

Table 2: Parameters of the 4-way SIW power divider.

parameters (mm) a p D h1 h2 h3 D1

12 1 0.6 4 17 17 0.5
parameters (mm) D2 D3 D4 R L2 ws w2

0.5 0.6 0.3 6.2 4.5 11.4 5.5
parameters (mm) t2 t3 t4 w4 w w1 t1

5 5 7 5 2 8.35 4.9
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(a)  E-plane pattern  (b)  H-plane pattern 

Figure 3: Pattern of the Vivaldi antenna element.

Figure 4: 4-way SIW power divider.

The reflection coefficient can be significantly reduced by adjusting diameter and position of the
pin in SIW, which can influence the distribution of the electric field. The parameters of the four
way SIW power splitter are shown in Table 2.

Figure 5: S parameters of the 4-way SIW power divider.

In the Table 2, a is the distance between the antenna, p is the distance between two vias in vias
array, D is the diameter of the vias, h1 is the width of the connection structure, h2 is the width of
the first section of Y-junction structure, h3 is the width of the second Y-junction structure, Z1 is
the thickness of the medium, Z2 is the thickness of PEC in simulation.

To be convenient to test by coaxial cable, five SIW micro-strip transitions are needed to connect
with SIW power splitter. The 4-way SIW power divider is simulated by CST MWS software. The
simulation S parameters results of different ports are shown in Figure 5.

It can be seen that the reflection coefficient is less than −10 dB at 8.5 GHz to 10.5 GHz. The
transmission coefficients, such as S21, S31, S41, S51 parameters, are almost reach about −6 dB, and
they are substantially coincident to achieve the power divisions.
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(a) Upper part (b) lower part

Figure 6: Simulation model of the antipodal Vivaldi antenna array.

Figure 7: Reflection coefficient of the antipodal Vivaldi antenna array.

(a) E-plane pattern (b) H-plane pattern

Figure 8: Pattern of the antipodal Vivaldi antenna array.

4. ANTIPODAL VIVALDI ANTENNA ARRAY

The last simulation model of antipodal Vivaldi antenna based on 4-way SIW power divider is
shown in Figure 6. The pin is placed in center of a quarter SIW waveguide wave lengths, then it is
optimized to get the best value of r values. Due to the design of the previous step has been made
in better results, t1 need to be tuned, making the minimum point of the reflection is located in
the center of the frequency band as should be designed. The length of Vivaldi antenna element is
L3 = 12.67. The design of the dielectric substrate using a relative permittivity εr = 4.5, dielectric
thickness h = 1.6mm.

The 4-element antipodal Vivaldi antenna array is simulated by CST MWS software. The simu-
lation results are shown in Figure 7. It is shown that the S11 parameter is less than −10 dB from
8.9GHz to 10.07GHz. The radiation pattern of the antenna array is shown in Figure 8. As shown
in Figure 8, the array gain reach 14 dB. And and the main lobe width is about 17.3◦ with side lobe
level less than −12 dB.
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5. CONCLUSION

The planar Y-junction multi-way power distribution with metal pin technology is used in the 4-way
SIW equal power divider, and the impedance characteristics and transmission characteristics sat-
isfies the Vivaldi antenna array design. The Vivaldi radiation element is consisted of the antipodal
structure. An element is composed with an index gradient microstrip line are on both sides of
the substrate. The operating frequency of the SIW Vivaldi array antenna is more than 1.1 GHz in
X-band. The gain of the array antenna is 14 dB, and the main lobe width is about 17.3◦ with side
lobe level less than −12 dB.
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Abstract— The paper presents an omni-directional circularly polarized (CP) helical antenna
with an inductive feeding structure. The antenna is comprised of a printed helix with six arms on
a thin rolled substrate and a feeding loop, which acts as the radiator and the feeding structure,
respectively. The helix is fed by the feeding loop without physical connection through inductive
coupling, which is convenient to achieve impedance matching. The 90◦ phase difference between
the radiated horizontal and vertical electric field components is naturally guaranteed by the
helix; therefore, circular polarization is achieved through tuning the height and radius of the
helix to ensure equal magnitude of the radiated horizontal and vertical field components. With an
electrical size of 0.17λ0×0.17λ0×0.11λ0, the antenna exhibits a simulated impedance bandwidth
(|S11| ≤ −10 dB) of 5.72% and AR bandwidth (AR ≤ 3 dB) of 27.4%.

1. INTRODUCTION

The omnidirectional circularly polarized (CP) antennas are very attractive in wireless communica-
tions. The omnidirectionality allows the antennas cover a large service area while the CP property
not only support a free alignment between the receiving and transmitting antennas but also suppress
the effects of multi-path reflections of waves caused by the nearby objects.

There are lots of reported works on omnidirectional CP antennas. Some of them utilize two
radiators to generate vertical and horizontal polarized components of electric fields (Eθ and Eϕ) with
90◦ phase difference, respectively. The radiator for Eθ can be top-loaded cylindrical monopole [1]
or zeroth-order resonance (ZOR) antennas [2] and the radiator for Eϕ can be printed arc-shaped
dipoles [1] or monopoles [2]. Another design concept is to place several CP elements uniformly on
the horizontal plane to form an omnidirectional radiation. In [3], four broadband CP rectangular
loops are printed on a thin flexible dielectric substrate and rolled into a hollow cylinder. Fed by a
broadband balun, this antenna exhibits a wide bandwidth and good CP property.

Normal mode helical antennas [4] with very small diameters are classical omnidirectional CP
antennas. However, the feeding networks are usually needed for impedance mating, which increase
the complexity of the antennas and the fabrication costs. A crossed parallel transmission line
was proposed to feed a multifilar helical antenna [5] without any feeding network. However, the
impedance matching is not good, and each helix needs to be separated and connected to the parallel
transmission line, which is still not convenient for fabrication.

The inductively coupled feed using a small loop is an effective feeding technique [6, 7]. In this
paper, this technique is utilized to feed a multifilar helical antenna. Compared with the crossed
parallel transmission feeding line in [5], the inductively coupled feed can achieve better impedance
matching to a 50 Ω feeding line and the tuning procedure is very easy. Additionally, there is no
physical connection between the radiating helix and the feeding structure and the two parts can be
fabricated respectively and then assembled easily, which eases the fabrication.

2. ANTENNA CONFIGURATION

The configuration of the proposed omni-directional circularly polarized helical antenna is shown in
Figure 1(a). The antenna is comprised of a printed helix with six arms and a feeding loop, which
acts as the radiator and the feeding structure, respectively.

Figure 1(c) shows the planar layout of the six-arm helix. It is first printed on a thin flexible
substrate (Taconic TLY-5) with dielectric constant of 2.2 and thickness of 0.13mm and then rolled
up into a hollow cylinder of radius Rr. Each arm is with the width Wr and pitch angle α. A helical
antenna can produce both vertical and horizontal components of the radiated electric fields (Eθ and
Eϕ) and 90◦ phase difference between the two components is naturally guaranteed [4, 8]. When α,
H and Rr is tuned to ensure equal magnitude of Eθ and Eϕ, the antenna can achieve good circular
polarization of the radiated waves.
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As shown in Figure 1(b), the feeing loop is printed on a Rogers RO4350B substrate with dielectric
constant of 3.48 and thickness of 0.508mm. Note that the loop is composed of two half loops printed
on each side of the substrate. Each half loop is connected to the inner and outer conductor of a
50Ω SMA connector respectively at one end and at the other end they are connected through a
shorting pin. A 0.5 pF capacitor is inserted to the loop to add additional capacitance for impedance
matching. Detailed dimensions of the antenna shown in Figure 1 are as follows: Rr = 33.5 mm,
Rf = 15mm, Wr = 3mm, Wf = 3.5mm, le = 8.8mm, α = 17.5◦, H = 40.4mm.

3. SIMULATED RESULTS AND DISCUSSIONS

The proposed antenna is simulated and optimized using HFSS v13. The simulated reflection coeffi-
cient is plotted in Figure 2. It is seen that the impedance bandwidth (|S11| ≤ −10 dB) is 44.4 MHz
(from 753.4 MHz to 797.8 MHz), which is approximately 5.72% at the center frequency 775.6 MHz.
The average axial ratio (AR) in the azimuth (x-y) plane is also shown in Figure 2. It is noted that
the simulated average AR is obtained by averaging the AR results in the azimuth (x-y) plane. It
can be seen that the average AR is lower than 3 dB from 630.5MHz to 831 MHz, which exhibits an
AR bandwidth of 200.5 MHz.

 

Shoring pin

Rf

W f

Capacitor

Half loop printed on 
top side 

Half loop printed 
on bottom side 

Connected to a 
Coaxial Line

y

x

Rr

HW r
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Figure 1: Antenna configuration: (a) 3-D view, (b) top view, and (c) planar layout of the helix.

Figure 2: Simulated reflection coefficient and aver-
age axial ratio of the proposed antenna.

Figure 3: Simulated axial ratio of the proposed an-
tenna in the azimuth plane.
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(a) (b)

Figure 4: Simulated radiation patterns at 770MHz. (a) Azimuth (x-y) plane, (b) elevation(x-z) plane.

The simulated axial ratio of the proposed antenna in the azimuth plane at 675 MHz, 775MHz
and 825 MHz are plotted in Figure 3. It is shown that the ripples are 0.33 dB, 0.11 dB and 0.26 dB
at the corresponding frequency, which shows good symmetric AR in the azimuth plane.

Simulated radiation patterns at 775 MHz in the azimuth and elevation planes are plotted in
Figure 4. The average LHCP gain is 2.02 dBi (1.94 dBi to 2.09 dBi) in the azimuth plane, while
the average cross-polarization (RHCP) level is at about −21.50 dBi. It is seen that a very good
omni-directional LHCP radiation pattern is achieved in the azimuth plane.

4. CONCLUSION

An omni-directional circularly polarized (CP) helical antenna with an inductive feeding structure is
presented in this paper. With a size of 67 mm×67 mm×40.9mm, the antenna exhibits a simulated
impedance bandwidth (|S11| ≤ −10 dB) of 5.72% (753.4 MHz to 797.8 MHz) and AR bandwidth
(AR ≤ 3 dB) of 27.4% (630.5 MHz to 831 MHz). The average right-handed CP gain in the azimuth
plane is more than 1.4 dBi over the operating band (|S11| ≤ −10 dB).
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A Shared Aperture Millimeter Wave Antenna Using 3D SIW
Technology
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Abstract— A shared aperture millimeter wave antenna array based on three-dimensional (3D)
substrate integrated waveguide (SIW) technology is designed for millimeter wave wireless com-
munication applications. Dipole and slot antenna are used as elements and the two proposed
antenna arrays work at 28 GHz and 75 GHz respectively. Both arrays use SIW H-to-E-plan
vertical interconnect to form 3D architecture [1].

1. INTRODUCTION

With the development of wireless communication technology, the lower frequency spectrum is be-
coming more and more crowded. To solve this problem, millimeter wave wireless communication
has been studied for many years, since it has many advantages, such as large capacity of commu-
nication, high quality of transmission and high confidentiality

In this paper, a shared aperture antenna using 3D SIW technology is proposed. Because of
the narrow spacing between the 75 GHz element, the 28GHz dipole array is placed in the vertical
plane while the 75 GHz slot array is placed in the horizontal plane. A 1/8 and a 1/4 power divider
are designed to feed the two arrays respectively. SIW H-to-E-plane interconnect is used to form
a 3D power divider structure. Rogers RT/Duroid 5880 εr = 2.2 with the thickness of 0.254mm is
adopted as substrate material in this design

2. SIW-FED SLOT AND DIPOLE ANTENNA

Figure 1 shows the geometric configuration of the proposed 75 GHz SIW slot antenna A transition
structure is designed between the 50 Ω microstrip line and the SIW thus the quasi-TEM mode of
the microstrip line can transform into the TE10 mode in the SIW by the taper [2]. Considering the
element spacing of the 28 GHz dipole, the width of the slot W is determined to be at an appropriate
value to avoid the grating lobe of the lower frequency array. The diameter D of the metallized holes
and the spacing b between the holes are determined by the rules formulated in [3]. The parameters
of the slot antenna are listed in Table 1. Simulated return loss and radiation patterns are shown
in Fig. 2. The return loss is better than −10 dB within the bandwidth from 73.2 to 79.6GHz and
the peak gain is 11.7 dB.

SIW-fed dipole antenna is used as the lower frequency element. The design procedures are
similar with the quasi-Yagi antenna explain in [4], except that a dipole is chosen instead of the
quasi-Yagi in order to reduce the height of the whole array. As shown in Fig. 3, the SIW is
transformed to broadside parallel stripline to feed the dipole antenna. The Z axis is perpendicular
to the SIW plane and the arm of the dipole lies along the X axis. The optimized parameters of
the dipole antenna which operates at 28GHz are given in Table 2. Fig. 4 presents the simulated
return loss and radiation patterns. Multiple simulations shows that the impedance matching is
mainly affected by the length of the broadside parallel stripline and the width of Warm. As shown
in Fig. 4, the simulated return loss is better than −10 dB from 25.9 to 31.6GHz and the maximum
radiation direction is Z axis with apeak gain of 4.8 dB.

Figure 1: Geometric configuration of the proposed 75 GHz SIW slot antenna.
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Table 1: Dimensions of the 75 GHz SIW slot antenna.

Symbol Quality (mm) Symbol Quality (mm)
L 10 Wslot 0.1923
W 1.7 doffset 0.0597
b 0.2 Ltaper 3
D 0.1 Wtaper 1.5

Lslot 1.7897 W50 0.8

Table 2: Dimensions of the 28 GHz dipole antenna.

Symbol Quality (mm) Symbol Quality (mm)
L1 4.8 W50 0.8
W1 5.2 Ls 4.1018
b1 0.4 Ws 1.6499
D1 0.2 W2 0.8

L1 taper 2.2024 Larm 2.7291
W1 taper 1.818 Warm 0.2147

(a) (b)

Figure 2: (a) Simulated return loss. (b) Simulated radiation patterns in both E-plane and H-plane at
75GHz.

Figure 3: Geometric configuration of the 28GHz dipole antenna.

3. FEEDING NETWORK

Figure 5 shows the geometric configuration of the 1/8 and 1/4 power dividers. The 1/8 power
divider is made up of T-junction power splitters and the 1/4 power divider is made up of one
T-junction and one Y-junction [5]. Both Y- and T-junctions are equal power splitters to achieve
the same amplitude distribution. The design of the SIW is the same as described above. Fig. 6
depicts the simulated frequency characteristics of the two power dividers, in which the simulated
insertion loss is about 1 dB and 0.3 dB respectively.
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(a) (b)

Figure 4: (a) Simulated return loss. (b) Simulated radiation patterns in both E-plane and H-plane at
28GHz.

(a) (b)

Figure 5: (a) 75 GHz 1/8 power divider, (b) 28GHz 1/4 power divider.

(a) (b)

Figure 6: (a) 75 GHz, (b) 28GHz simulated frequency characteristics of power divider.

4. ARRAY ANTENNA

The overall structure of the proposed shared aperture array antenna is described in Fig. 7. As for
the 75GHz array, the antenna elements are set in the horizontal plane while the power divider is set
in the vertical plane. The 28GHz array is just the other way around. There are two slot antennas
between each dipole. Both arrays and their power dividers form 45 degree angle and connect with
each other through SIW H-to-E-plane vertical interconnects. The simulated results are shown in
Fig. 8. The return loss is better than −10 dB from 74.7 to 75.7 GHz and 26.3 to 29.1 GHz. The
peak gain of the two arrays is 18.3 and 11.3 dB. The incision size on the slot array determined the
amplitude of the 75G array’s back lobe. The value of Lcut is optimized to be 4.5 mm to lower the
amplitude of the back lobe to −3.5 dB. In comparison with Fig. 4(b), Fig. 8(d) indicate that the
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Figure 7: Geometric configuration of the shard aperture antenna.

(a) (b)

(c) (d)

Figure 8: (a) Simulated return loss. (b) Simulated radiation patterns in XOZ-plane at 75GHz. (c) Simulated
return loss. (d) Simulated radiation patterns in XOZ-plane at 28 GHz.

dipole array antenna radiate toward the vertical direction because of the slot array antenna served
as a ground. Both arrays can also extend in the 45◦ direction [6].

5. CONCLUSION

In this paper, a shard Aperture Millimeter Wave Antenna Using 3D SIW Technology is designed
and simulated. The slot array antenna works at 75 GHz and has a peak gain of 18.3 dB while the
dipole array antenna works at 28 GHz and has a peak gain of 11.3 dB. Simulated results show that
both arrays can work properly, thus these arrays can be used to construct a columnar conformal
array for millimeter wave communication.
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Target Detection Algorithm for SAR Image Based on Visual
Saliency
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Abstract— Based on visual saliency theory and local probability density function statistical
feature, a target detection algorithm for SAR image is proposed. Local probability density
function statistical feature reflects the difference between target and clutter on human vision.
According to local probability density function statistical feature, saliency map of SAR image
could be calculated by using hypothesis testing theory and Bayes theorem. Then target detection
result could be acquired from saliency map by binary segmentation. For different kinds of real
SAR images, target detections are implemented by the proposed algorithm and CFAR algorithm.
The comparison of the detection results shows that the proposed algorithm detects all size-fixed
targets with lower false alarm rate than CFAR algorithm.

1. INTRODUCTION

Synthetic aperture radar (SAR) is an effective instrument to obtain remote sensing information,
which is also widely used on civil remote sensing and military reconnaissance. Maneuvering targets,
mainly including vehicle, ship and airplane, are interesting targets on civil remote sensing and
military reconnaissance. At the present stage, target detection is one of the hotspots and difficulties
on SAR image interpretation, which plays an important role in civil and military application.

Constant false alarm rate (CFAR) algorithm [1–3] is a classical target detection algorithm for
SAR image. CFAR algorithm is designed based on the fact that the radar cross section (RCS)
of the target is larger than the RCS of the clutter. And CFAR algorithm performs efficiently in
single clutter background. However, there are rather false alarms if the background is complex with
buildings, trees and shadows.

For the moment, the discriminant ability of human vision system (HVS) is far better than tar-
get detection algorithm. HVS performs efficiently in image interpretation and extracts interesting
target from background rapidly and effectively. For the past few years, salient region detection
technique based on visual attention mechanism has been one of the significant techniques on fil-
trating and analyzing image data. Imitating HVS, several salient region detection algorithms [4–7]
have been proposed. Saliency map [4] has been regarded as common measurement for saliency
level. The algorithms based on spatial domain calculate saliency map via image features such as
intensity, color, orientation, texture, gray level histogram, etc.. The algorithms based on spectrum
domain calculate saliency map via the correlation between salient feature and spectrum domain of
the image. However, these algorithms are designed for optical image and they should be improved
for SAR image.

Considering SAR image, several ship detection algorithms [8, 9] have been proposed based on
visual attention mechanism. However, these algorithms are only suitable for ship detection in sea
background and they could not be applied to target detection in complex background without any
modification.

In this paper, a target detection algorithm based on visual saliency has been proposed for target
detection problem in complex background for SAR image. Local probability density function statis-
tical feature is used for the proposed algorithm, which is sensitive to not only the intensity feature
but also the shape and size of the target. According to local probability density function statistical
feature, saliency map could be calculated by using hypothesis testing theory and Bayes theorem.
And then target detection result could be acquired from saliency map by binary segmentation.

2. DESCRIPTION OF THE PROPOSED ALGORITHM

The main process of the proposed algorithm is as following. First of all, the parameter of the
proposed algorithm should be determined according to the sizes of the target. And then, local
saliency and global saliency of each pixel should be calculated respectively. Furthermore, saliency
map could be acquired by combining local saliency map and global saliency map. At last, target
detection result could be acquired from saliency map by binary segmentation.
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2.1. Local Saliency Measure
In order to estimate the statistical clutter model accurately, most of CFAR algorithms set guard
region between target pixel and clutter region in order to avoid the estimation being affected by
target pixels. As a reference, sliding square window W of the proposed algorithm has been divided
into, from inside to outside, target region, guard region and clutter region, which is shown in Fig. 1.
The side length of target region wT should be less than or equal to the width of the target in order
to make sure that most of pixels in target region are target pixel.

Figure 1: Sketch map of the local saliency measure.

Let x ∈ R2 be a pixel in target region and clutter region. And let I(x) to be the intensity value
of pixel x. Define two hypotheses as Equation (1).

H0: Pixel x is not salient.
H1: Pixel x is salient.

(1)

And make an initial assumption as Equation (2).

H0: Pixel x is not salient. x ∈ Clutter Region
H1: Pixel x is salient. x ∈ Target Region

(2)

According to the assumption, conditional probability density function of pixels in target region
and clutter region could be estimated.

Based on Bayes theorem P (A|B) = P (B|A)P (A)/P (B), define Equation (3).

p(H1|I(x)) =
p(I(x)|H1)P (H1)

P (I(x))
(3)

Since p(I(x)) = p(I(x)|H0)P (H0) + p(I(x)|H1)P (H1), rewrite Equation (3) to be Equation (4).

p(H1|I(x)) =
p(I(x)|H1)P (H1)

p(I(x)|H0)P (H0) + p(I(x)|H1)P (H1)
(4)

where P (H1) is the prior probability of assumption H1 and P (H0) is the prior probability of
assumption H0. It is obvious that P (H0) = 1 − P (H1). Further discussion about H1 would be
shown in Section 3.1. Equation (4) computes the probability of H1 for each pixel x in target
region based on the assumption. Posterior probability p(H1|I(x)) reflects the contrast of the pixels
between target region and clutter region. Then define the local saliency measure as Equation (5).

Slocal(x) = p(H1|I(x)) (5)

With the purpose of target detection, rewrite Equation (5) as Equation (6) because of the prior
knowledge that target’s RCS is larger than clutter’s and that target pixel’s intensity value is larger
than clutter pixel’s.

Slocal(x) =
{

p(H1|I(x)), I(x|H1) ≥ E[I(x|H0)]
Low Value, I(x|H1) < E[I(x|H0)]

(6)

where E[I(x|H0)] is the mean value of I(x) in clutter region.

E[I(x|H0)] =
1
N

∑
N

I(x|H0) (7)
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Local saliency measure Slocal(x) reflects visual saliency of the pixel x in target region in a
sliding window. For the target with the length lt arg et and the width wt arg et, the side length of
target region wT would be set as wT = wt arg et and the side length of guard region wG would be
set as wG = 2× ltarget − wtarget in order to assure that there is few target pixels in clutter region.
2.2. Global Saliency Measure
Local saliency measure could be calculated in a sliding window. Then global saliency measure
should be calculated in the whole image. Redefine clutter region as the whole image except for
target region.

H0: Pixel x is not salient. x 6∈ Target Region
H1: Pixel x is salient. x ∈ Target Region

(8)

Similar to Section 2.1, global saliency measure could be estimated as Equation (9).

Sglobal(x) =
{

p(H1|I(x)), I(x|H1) ≥ E[I(x|H0)]
Low Value, I(x|H1) < E[I(x|H0)]

(9)

where the definitions of p(H1|I(x)) and E[I(x|H0)are same to Equation (4) and Equation (7). The
difference between Equation (6) and Equation (9) is the range of clutter region.

Global saliency measure Sglobal(x) reflects visual saliency of the pixel x in target region in the
whole image. For the target with the length ltarget and the width wtarget, the side length of target
region wT would be set as wT = wtarget.
2.3. Saliency Map and Target Detection
Similar to CFAR algorithm, window W (i) would be slid over the whole image with step sW . Step
sW could be chosen from 1 to wT . In the proposed algorithm, Step sW is chosen as sW = 0.3×wT

in order to reduce the amount of calculation and preserve the edge of the target at the same time.
Because sliding window W (i) would overlap with each other, saliency measure Si(x) would be
calculated multiple times. As shown in Equation (10), maximum of Si(x) would be chosen as the
saliency measure of pixel x.

S(x) = max
i
{Si(x)|x ∈ W (i)} (10)

Using local saliency measure and global saliency measure respectively, local saliency map Slocal

and global saliency map Sglobal could be gained. In both Slocal and Sglobal, targets possesses higher
visual saliency than natural clutter. Therefore, the smaller value of Slocal(x) and Sglobal(x) would
be chosen as the final saliency measure SaliencyMap(x).

SaliencyMap(x) = min(Slocal(x), Sglobal(x)) (11)

In the saliency map, strong scatterer with the same size to target is salient, on the contrary
clutter and scatterer with greatly different size of target are not salient. Therefore, target detection
result could be easily acquired from saliency map by binary segmentation as shown in Equation (12).

Result(x) =
{

1, SaliencyMap(x) ≥ T
0, SaliencyMap(x) < T

(12)

where T is the threshold value that would be discussed about in detail in Section 3.1.

3. EXPERIMENTAL RESULTS AND ANALYSIS

Experimental SAR images are acquired from the moving and stationary target acquisition and
recognition (MSTAR) plan and acquired by project term via airborne X-band SAR.
3.1. Parameters Discussion about Prior Probability and Threshold Value
As shown in Equation (4), a positive correlation is obvious between posterior probability p(H1|I(x))
and prior probability p(H1). Therefore, firstly prior probability p(H1) should be determined, and
then threshold value T would be determined according to p(H1).

As shown in Fig. 2(a), it is an airborne X-band SAR image with the size of 684×496. There are
6 vehicle targets and a group of corner reflectors locating at twice kinds of low vegetation. The size
of targets is about 39× 19. And the group of corner reflectors looks like a circle whose diameter is
about 9 pixels.
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(a) (b) (c) (d) (e)

Figure 2: Original SAR image and saliency maps when the prior probability is set as 0.1, 0.2, 0.3, 0.4
respectively. (a) Original SAR image (b) p(H1) = 0.1. (c) p(H1) = 0.2. (d) p(H1) = 0.3. (e) p(H1) = 0.4.

In the experiment, the side length of target region wT is chosen as 19 pixels. And the prior
probability p(H1) is set as 0.1, 0.2, 0.3, 0.4 respectively. As a result, the saliency maps are shown
in Figs. 2(b), (c), (d), (e). It is obvious that targets are more salient when the p(H1) is smaller.
However, when p(H1) is too small, as shown in Fig. 2(b), the saliency of the target in top right corner
has been inhibited because of its slightly incomplete outline. Moreover, the fracture and distortion
of the target should be considered in a target detection algorithm for SAR image. According to
the discussion as above, the prior probability p(H1) is chosen as p(H1) = 0.2 in the following
experiment.

When p(H1) is chosen as 0.2, the saliency map is shown in Fig. 2(c). Now the threshold value
T is set as 0.6, 0.7, 0.8, 0.9 respectively. As a result, the target detection results are shown in
Fig. 3. When T = 0.6, all targets have been detected and the group of corner reflectors has been
detected as a false alarm. When T = 0.7 and T = 0.8, there is not false alarm or missing detection.
When T = 0.9, there are missing detections. Further experiments show that there is not false
alarm or missing detection when T ∈ [0.64, 0.86]. This fully shows that targets are far more salient
than clutter in the saliency map, and it is easy to detect targets from saliency map by binary
segmentation. According to the discussion as above, the threshold value T is chosen as T = 0.75
in the following experiment.

(a) (b) (c) (d)

Figure 3: Target detection results when the threshold value is set as 0.6, 0.7, 0.8, 0.9 respectively. (a) T = 0.6.
(b) T = 0.7. (c) T = 0.8. (d) T = 0.9.

3.2. Experiment with MSTAR Image
As shown in Fig. 4(a), it is a MSTAR image acquired via spotlight X-band SAR with the size of
1472× 1784 and the resolution of 0.3m× 0.3m. There are 9 vehicle targets marked by circles and
2 unidentified scatterers marked by rectangle locating in the image. The size of targets is about
35× 17. The intensity of the unidentified scatterers is almost the same to targets and the sizes of
them are quite different to targets. And there are also different kinds of vegetations and shadows
in the image.

Experimental parameters are determined according to Section 3.1. Saliency map and target
detection result are shown in Fig. 4(b) and Fig. 4(c) respectively. As a result, the proposed algorithm
detects all targets without any false alarm or missing detection.

(a) (b) (c)

Figure 4: (a) Original MSTAR image. (b) Saliency map. (c) Target detection result.
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(a) (b) (c)

Figure 5: (a) Original airborne SAR image. (b) Saliency map. (c) Target detection result.

3.3. Experiment with Airborne SAR Image

As shown in Fig. 5(a), it is a SAR image acquired via airborne X-band SAR with the size of
587 × 841 and the resolution of 0.5m × 0.5m. There are 12 vehicle targets marked by circles in
the image. The size of targets is about 25 × 11. There are also buildings, corner reflectors, trees,
shadows, roadway in the image.

Experimental parameters are determined according to Section 3.1. Saliency map and target
detection result are shown in Fig. 5(b) and Fig. 5(c) respectively. The proposed algorithm detects
all targets without any missing detection but a false alarm. The false alarm marked by triangle is
a strong scatterer with the similar size to the target. However, there is not false alarm caused by
clutter.

3.4. Comparison Experiment and Analysis

The CFAR algorithm is implemented for these SAR images and the constant false alarm rate is set
as 0.1%. The comparison between the proposed algorithm and CFAR algorithm is shown in Table 1.
The comparison shows that the proposed algorithm detects all targets with lower false alarm rate
than CFAR algorithm. Since single pixel is judged in CFAR algorithm, mini size strong scatterer,
such as corner reflector, must be detected as false alarm. In the proposed algorithm, conditional
probability density function p(I(x)|H1) corresponding to mini size scatterer is comparatively small,
so the saliency of mini size scatterer would be inhibited.

The step of sliding window of the proposed algorithm is sW = 0.3 × wT , and that of CFAR
algorithm is sCFAR = 1. The ratio of the proposed algorithm to CAFR algorithm on calculation
times is η = (2 × s2

CFAR)/s2
W ≈ 22/w2

T . As for these SAR images, the proposed algorithm is far
more efficient than CFAR algorithm.

Table 1: The comparison between two target detection algorithms.

Image type Detection rate False alarm rate Computing time/(s)

The proposed
algorithm

Simple image 100% 0% 11.4
MSTAR image 100% 0% 169.7

Airborne SAR image 100% 8.3% 246.8

CFAR
algorithm

Simple image 100% 16.7% 146.1
MSTAR image 100% 211.1% 1833.1

Airborne SAR image 100% 125% 921.3

4. CONCLUSION

In this paper, a target detection algorithm for SAR image based on visual saliency has been proposed
by connecting visual saliency theory with target detection theory. This algorithm is appropriate
for target detection in a SAR image with complex background, and solves the problem of CFAR
algorithm that mini size strong scatterer must be detected as false alarm. As for target detection in
a high resolution SAR image, the proposed algorithm has advantages such as high detection rate,
low false alarm rate and fast computing.
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A New Local Feature Descriptor for SAR Image Matching

Tao Tang, Deliang Xiang, and Yi Su
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Abstract— Because of the weather- and illumination-independent characteristics, Synthetic
Aperture Radar (SAR) has been playing a more important role for target recognition. Local
stable feature descriptors in SAR image matching have been a interesting field in recent years.
A new local feature extraction method like Scale Invariant Feature Transformation (SIFT) is
proposed in this presentation, in which Local Gradient Ratio Pattern Histogram (LGRPH) based
on SAR image similarity are taken as local feature descriptor from the neighbourhood of key
points. Firstly, we extract the keypoints in difference of guassian (DoG) scale pyramid like many
modified SAR-SIFT methods. Secondly, in the neighbour of kepoints, the local gradient ratio
pattern histogram (LGRPH) is computed individually. Finally, the similarity is obtained by
utilizing K-L discrepancy to measure the distance of LGRPH. Experimental results based on
synthetic and real SAR images demonstrate that the proposed approach is robust to the speckle
noise and local gradient variation in SAR images.

1. INTRODUCTION

It is important to evaluate the similarity of image or targets in remote sensing images acquired by
different time or angles or sensors for image registration, change detection and image interpretation.
Nowadays, local invariant feature descriptors or local stable feature descriptors has been utilized
methods in optical and SAR image due to their robust similarity and repeatness, among which
SIFT is the most popular one. SIFT [1] was put forward to be widely used for local feature
matching in optical image and is not proper for SAR image which has different imaging mechanism
and coherent speckle noise. Thereby many modification of SIFT were introduced, such as SIFT-
OCT [2], SIFT+ISEF-OCT [2], SAR-SIFT [3], ISIFT [4], which have obtained good performance
in SAR image. Their main contribution is as followed: (1) Abandoning the first octave of DoG
pyramids, then starting keypoints detection from the second octave. It equals that SAR image
should filtered by Gaussian filter, with image details and speckle smoothed. (2) The Gaussian filter
was taken place of with infinite symmetric exponential filter(ISEF) [2] and bilateral filter (BF) [5]
to build scale space in SAR image, while decreasing the influence of speckle towards keypoints and
maintaining image details. (3) Size of the support region that is the neighbourhood of keypoints is
modified from single region of size 16× 16 to multiple regions in size 16× 16, 24× 24, and 32× 32.
Descriptor computed from multiple support regions could handle the mismatching error better than
using only one support region [6]. All these methods should detect keypoints in coarse scale in SAR
image avoiding disturbance of keypoint location and descriptor accuracy from coherent speckle, and
achieve better performance of matching coherence of local feature in SAR image.

All the presentations mentioned above focus more on overcoming keypoints disturbance of
speckle noise, little on local feature descriptors. While dealing with multiple noise in SAR im-
age rather than optical image, the descriptor of SIFT is not robust which is calculated with the
image gradient. A novel local feature descriptor method is proposed in this presentation, in which
keypoints are located in the second octave like SAR-OCT. Then a new similarity measurement
suitable for SAR image named Local Gradient Ratio Pattern Histogram (LGRPH) [7] are taken
as feature descriptor for the neighbourhood of key points. Symmetry Kullback-Leibler Divergence
(SKLD) [8] is used to measure the similarity of local descriptor. Experiments show that this algo-
rithm is robust against coherent speckle noise and local gradient turbulence in SAR images, which
is useful for SAR image matching and registration.

2. LOCAL FEATURE DESCRIPTOR

In SIFT-like methods mentioned above, dominant orientations for constructing local feature de-
scriptor is computed from intensity gradient of neighbourhood around keypoints. It is not inadapt-
able to SAR image processing because of multiplicative speckle noise. Orientations is sensitive to
local image gradient variation, which makes local descriptors invalid in matching the same local
blob in different SAR image. Then local gradient ratio is proved to have ability to endurance the
speckle [7]. In this paper, local gradient ratio pattern histogram (LGRPH) is proposed for local
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feature descriptor for SAR image matching, which takes not only the pixel ratio feature but also
the local gradient information into consideration.

In LGRP implementation [7], the Euclidean distance between the neighbour pixel intensity and
centre pixel intensity is calculated and regarded as the gradient value of the former. Then the
gradient ratio pattern (GRP) of the neighbour pixel is obtained, namely the ratio of the gradient
value and the initial intensity of the neighbour pixel, as described in (1). The GRP of the centre
pixel is regarded as the average GRPs of the neighbourhoods. After that, the LGRP operator is
calculated at the centre pixel by evaluating the binary differences of the GRP values of a small
neighbourhood, as described in (2) and (3)

Gratio(Ip) =
|Ip − Ic|

Ip
(1)

Gratio(Ic) =
1
P

P∑

p=1

Gratio(Ip) (2)

LGRPP,R(Ic) =
P−1∑

p=0

s
(
Gratio(Ip)−Gratio(Ic)

)
2p (3)

where Ic is the centre pixel intensity and Ip is the neighbour pixel intensity. P is the number
of neighbour pixels, R is the neighbour radius. Gratio(Ip) is the GRP of Ip and Gratio(Ic) is the
average GRPs of neighbour pixels, i.e., the GRP of Ic. s(·) is a sign function, which is defined as

s(x) =
{

0 x < 0
1 otherwise (4)

The histogram of the LGRPs is named as LGRPH. For an N ×M image, LGRPH is calculated
as

LGRPH(k) =
N∑

i=1

M∑

j=1

f(LGRPP,R(Ii,j), k) k ∈ [0,K] (5)

where

f(x, y) =
{

1 x = y
0 otherwise (6)

K is the maximum LGRP and k is the number of bins.
We have proved that the pixel ratio measurement is robust to multiplicative noise in SAR

image. Figure 1 shows how to compute LGRP value. Integrating the measurement into GRP, we
can conclude that LGRPH is also insensitive to SAR image speckle. Figure 2 shows LGRPH robust
with different local gradient variations, which means that the proposed feature is robust to image
gradient variation and can well distinguish the background and target.

Figure 1: Calculating process of LGRP value. Red: Counter-clockwise coding.
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Figure 2: The stability of LGRP on local gradient variation.

3. MATCHING MESUREMENT OF LOCAL DESCRIPTORS

During matching section in SIFT, two sets of local feature descriptor around keypoints could be
established correspondence by a matching strategy according to popper descriptor measurements.
Similarity measure plays a key role in pattern recognition, the test pattern should be compared
with the template pattern and a similarity value is obtained as the recognition criterion. Since we
can extract the LGRPH vector from neighbourhood of any keypoint in SAR images, in this paper,
Symmetry Kullback-Leibler Divergence (SKLD) is used to measure the similarity of two different
sets of LGRPH vector. For two LGRPH vector H and Q, SKLD is defined as

SKLD(H, Q) =
N∑

n=1

pn log
(

pn

qn

)
+

N∑

n=1

qn log
(

qn

pn

)
(7)

where pn and qn are the feature vectors of H and Q, N is the feature dimension. Since the similarity
ranges from 0 to 1, SKLD should be mapped as a rational normalized relativity. Using Gaussian
function, we define the similarity as

Similarity = exp
(
− [SKLD(H, Q)]2

σ2

)
(8)

where σ is the parameter which controls the width of Gaussian function and the relation between
feature divergence and similarity.

After similarity being computed, keypoints matching whose descriptor is named LGPRH is
concerned in this paper. Different SAR image matching would turn into different local keypoints sets
matching through local feature descriptor and proper correspondence strategy. We choose Random
Sample Consensus (RANSAC) to estimated the transformation parameters from established local
descriptors correspondence.

4. LOCAL FEATURE EXTRACTION AND MATCHING IN SAR IMAGE

For SAR image matching, this paper proposes a local feature extraction method including three
parts like SIFT: (i) keypoints detection and localization; (ii) local feature description; (iii) keypoints
matching. In the first step keypoints are detected and located by DoG detector of SIFT skipping
the first octave of the scale space pyramid. In the second step LGRPH is used as local descriptor
detailed in Section 2. In the last step similarity measurement and correspondence of keypoint sets
form reference and test SAR image are computed to realize SAR image matching. Figure 3 shows
the whole method processing procedure.

5. EXPERIMENT RESULT

In this section, real SAR image with different imaging direction is used to test performance of the
proposed method and SIFT and SIFT-OCT.
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Figure 3: SAR image matching with proposed method.

Figure 4: Matching of different SAR image. Green: correct matching. Red: error matching.

The left image and right image were imaged from different directions by airborne SAR in 2013,
with the resolution 1m × 1 m. Table 1 shows the result of experiment using test method and
traditional methods.

According to the experiment result, the proposed method can detect correct matching pairs much
more than compared methods. It shows that LGRPH is a stable local descriptor and similarity
matching strategy is proper. The computation load of proposed method is nearly to SIFT, but
more than SIFT-OCT. It is to save computation time that the first octave is skipped in scale space
to overcome speckle noise in SIFT-OCT and the proposed method, while computation of LGRPH
costs more time than orientation assignment in SIFT.

Table 1: Result of our method and other methods.

Method SIFT SIFT-OCT Proposed Method
Matching pairs/all keypoints num. 1/338 39/64 10/64

Correct matching pairs 0 6 9
Computation time (second)* 11.434 8.653 12.247
The computer is equipped with AMD X2 255 (3.1 GHz CPU) and 2G RAM.

6. CONCLUSION

A new local feature descriptor named LGPRH is introduced for SAR image matching in this paper.
Then a SIFT-like method is presented in which LGPRH takes place of the orientation assignment
as local descriptor in SIFT. The local image intensity and gradient information are both taken into
consideration in this method. Since LGRPH is insensitive to multiplicative speckle noise, LGRPH
is adapted to the images with gradient variation which is the common phenomenon in real SAR
images and significantly influences matching performance. The experimental results show that
the proposed method has a high matching rate. Future work will focus on accuracy of keypoint
detection and location and adaptability of this local descriptor on SAR images with various disturb
conditions, such as the images with distortion, serious shadow. And more experiments using larger
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real data sets will be done for further validation.
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A Dual-band Dual-polarized Antenna and a Switchable Multi-beam
Antenna Array
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Abstract— A dual-band, dual-polarized antenna and a switchable multi-beam antenna array
are introduced in this paper. Composed of two orthogonal annular dipoles, the proposed ±45◦
polarization diversity antenna has two simulated impedance bands: 2.39GHz ∼ 2.85GHz and
3.39GHz ∼ 3.97GHz, with VSRS < 1.5 and isolation > 28.5 dB. The simulated gain of the
antenna is 8.5 dBi at the lower frequency band, and 9.1 dBi at the higher frequency band. In order
to compose a 5 ∗ 3 polarization diversity antenna array, two 3-to-15 feed networks are employed
and placed together, one for each polarization. The whole feed network is manufactured using
microwave substrate AD255C with thickness of 0.762 mm and dielectric constant of εr = 2.55
and its size is limited to 340 mm ∗ 200mm ∗ 30mm. The output phase as well as the amplitude
of each output port of each network is identical. To realize switchable multi-beam capability in
horizontal plane, two microwave switches are used for the array. Connected to 3 out of 6 input
ports, one switch has 4 gears and the input phase of the feed network is selected from 4 groups of
fixed values. Thus the input phase of the antenna elements can be controlled. In other words, this
antenna array can radiate at 4 different angles (within ±30◦ at 2.6 GHz), yet not simultaneously.
Simulated results of the antenna and antenna arrays are presented and discussed. Both the return
loss, port isolation and the gain are good enough for civil communication applications.

1. INTRODUCTION

In recent years, the tremendous development of electronic science has greatly pushed wireless com-
munication technology forward to satisfy the increasing demands for various wireless communication
services such as cellular networks for 3G/4G mobile phones, WiFi and WiMax. As a key factor
of wireless communication, base station antennas are consequently put in the face of challenges
for wider bandwidth, higher gain and more channel capacity. Since a dual-polarized (usually ±45◦
polarized) antenna owes an inherent advantage over a linear one in channel capacity and multi-path
effects, it has been widely employed in mobile communication base station applications. Meanwhile,
if the space available is limited or greater channel capacity is expected, a dual-band antenna then
can be very helpful.

A classical way to obtain a ±45◦ polarized microstrip antenna is to use two excitation sources
on the diagonal lines of the patch [1], but the bandwidth is often limited even if stack patches are
brought in to provide extra resonance. Transformed dipole antennas have been proved to have a
much wider impedance bandwidth than a regular dipole in previously studies [2–4]. By using a
cross-pair of such dipoles it can be down to simultaneously obtain two orthogonal polarizations.
None of these studies, however, have looked into antenna arrays yet most realistic base antennas are
basically arrays. In this paper, a 5 ∗ 3 antenna array using the proposed dual-band dual-polarized
annular dipole-pair antenna as its element is presented. To make the array produce switchable,
multiple beams, a power-dividing phase-shifting microwave switch is used to control the input phase
of the feed network, thus the beams is able to cover a certain range in the horizontal plane.

2. DUAL-BAND DUAL-POLARIZED ANNULAR DIPOLE-PAIR ANTENNA

Shown in Fig. 1 is the proposed antenna consisting of two orthogonal annular dipoles for each
polarization. Due to mirror image principle, these two dipoles are about 1/4 wavelength away from
ground plane with the help of a substrate post made of Teflon with relative permittivity εr = 2.1.
Each dipole employs a 50 Ω coax as its feed. The outer conduct connects to one arm of the dipole
and the inner conduct to the other by using a metal bridge. And a hole is drilled at the center of
the post to let the coaxes through.

The S parameters of the antenna are both simulated using Ansoft HFSS and measured with
Agilent vector network analyzer. As plotted in Fig. 2, since these two dipoles are not exactly
the same (due to excitation matters), simulated S11 and S22 don’t agree very well especially at
the higher frequency band, both of them, however, are lower than −14 dB (i.e., VSWR < 1.5)
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within frequency bands 2.39 GHz ∼ 2.85GHz and 3.39GHz ∼ 3.97 GHz. If VSWR < 2 bandwidth
is required instead of VSWR < 1.5, the dual-band dual-polarized antenna becomes a wideband
polarization diversity antenna with its frequency band from 2.30 GHz to 4.18 GHz. That’s 58%
in terms of relative bandwidth. Certainly, this antenna can also be designed to have a wideband
other than two spate bands even if VSWR is required to be less than 1.5 [4], but that is not the
aim of this paper. As the vertical gap between two bridges inevitably differs from the simulating
model because of the narrow space and some practical matter when soldering, the resultant S21 also
deviate from the simulated one a lot, yet it still remains −20 dB below (not shown in the picture)
which is good enough for civil use.

Simulated far field radiation patterns when only one dipole is actually excited are shown in Fig. 3

(c)(a) (b)

Figure 1: Antenna structure and geometry dimensions. (a) Overall structure. (b) Vertical view. (c) Lateral
view. Primary dimension parameters (mm): L = 10.4; W = 1.6; WB = 0.8; G = 1.5; GF = 2.3; GB = 0.6;
R1 = 19.7; R2 = 4.3; R3 = 4.8; H = 2; HB = 0.7; HC = 1.3; HS = 23.2; D = 5.3.

Figure 2: Simulated S parameters.

Figure 3: Simulated far field radiation pattern. Figure 4: Simulated gain in E-plane and H-plane.
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and Fig. 4 at 2.6 GHz and 3.6 GHz. The peak gain is better than 8.5 dB and 9.1 dB respectively.
In E-plane, the 3-dB beamwidths at 2.6 GHz and 3.6GHz are 60.5◦ and 61.5◦, while in H-plane
are 83.7◦ and 67.7◦. This dipole also owes a low cross-polarization in both E-plane and H-plane.
At 2.6 GHz, it is −25 dB below, and is even better (< −35 dB) at 3.6 GHz.

3. PIMARY DUAL-POLARIZED ANTENNA ARRAY

The primary 5 ∗ 3 antenna array and the corresponding feed network is shown in Fig. 5. This
feed network is designed and manufactured on substrate AD255C with thickness of 0.762 mm and
dielectric constant of εr = 2.55. It has 3 input ports on both sides and each side feeds one
polarization. The input phase of each port of antenna elements is in phase since the feed network
is not supposed to produce switchable multiple beams if the switch is not connected. In horizontal
plane the power distribution is equal at each port because only 3 antenna elements are placed in
this plane, making it very difficult for this specific distribution to come into force.

Figure 5: Primary antenna array and feed network. Dimensions are in mm.

4. SWITCHABLE MULTIBEAM DUAL-POLARIZED ANTENNA ARRAY

We designed a switch that has 4 gears and distributes the input power equally to 3 out ports. The
gears are controlled by two control level C1 and C0. Once C1 and C0 are determined, the input
phase of the feed network is then selected from 4 groups of values to control the input phase of the
antenna elements. In other words, this antenna array can radiate at 4 different angles (shown in
Table 1) to cover ±30◦ range in the horizontal plane at 2.6 GHz, yet not simultaneously. As this
paper emphasizes on the antenna and antenna array instead of microwave circuits, further details
of this switch are omitted here. The whole manufactured antenna array together with the switches
connected to the feed network is shown in Fig. 6. Due to our hasty time, we are not able carry out
the experiments to get the measured radiation patterns in time, so only simulated far filed results
in horizontal plane are presented (see Fig. 7 and Fig. 8). It’s clear from these results that the array
successfully to obtain gain that is over 16.5 dB within the whole range.

Table 1: The output phase of the switch at 2.6GHz.

Beam No. Beam angel (◦)
Control level Output phase (◦)
C1 C0 Simulated Measured

Beam 1 21.3 0 0 0/−60/−160 0/−55.4/−159.7
Beam 2 7.6 0 1 0/−60/−60 0/−60.0/−60.2
Beam 3 −8.1 1 0 0/60/60 0/62.7/59.8
Beam 4 −21.2 1 1 0/60/160 0/61.7/161.8
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Figure 6: Manufactured antenna array and switch.

Figure 7: Figure 1 simulated gain of the antenna
array.

Figure 8: Detailed simulated gain of the antenna
array.

5. CONCLUSION

A dual-band dual polarized antenna composed of two orthogonal annular dipoles with high iso-
lation and low cross polarization is presented in this paper. To demonstrate its use in wireless
communication base stations, a polarization diversity antenna array is introduced which employs
the proposed antenna as its element. Besides, two microwave switches with equal output power
and four group of fixed output phase are connected to the feed network in order to make the array
produce four selective multiple beams. Simulated results show that these beams manage to cover
the ±30◦ range in horizontal plane with gain over 16.5 dB.
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Abstract— Phased-multiple-input multiple-output (phased-MIMO) radar using one-dimensio-
nal transmit arrays has been thoroughly investigated in the literature. In this paper, we consider
two-dimensional phased-MIMO radar array which is called planar-phased-MIMO radar. This
new technique aggregates the advantages of the linear-phased-MIMO radar without sacrificing
either the main advantage of the planar-phased-array radar, which is the coherent processing
gain, or the main advantage of the planar MIMO array radar, which is the diversity processing
gain. The essence of the proposed technique is to partition the planar transmit array into a
number of planar subarrays that are allowed to overlap. Then, each subarray is used to coher-
ently transmit a waveform which is orthogonal to the waveforms transmitted by other subarrays.
Coherent processing gain can be achieved by designing a weight matrix for each subarray to form
a beam towards a certain direction in space. Moreover, the subarrays are combined jointly to
form a planar-MIMO radar resulting in higher angular resolution capabilities. Substantial im-
provements is offered by the proposed planar-phased-MIMO radar technique with respect to the
linear-phased-MIMO, planar-MIMO and planar-phased-array radar techniques. The achieved
improvements are demonstrated analytically and by simulations through analyzing the corre-
sponding beampatterns, the resultant peak side lobe level, mean side lobe level, and directivity.
Both analytical and simulation results validate the effectiveness of the proposed planar-phased-
MIMO radar.

1. INTRODUCTION

Phased-array technique have been widely employed in different radars to provide electronic beam
steering of radiated or received electromagnetic signals operating at the same frequency [1–3].
Controlling the phase shifts across elements, the beam can be steered to the desired direction.
Detecting/tracking weak target echoes and suppressing sidelobe interferences from other directions
can be obtained due to its high directional gain. The desire for new more advanced antenna array
technologies has been derived by the requirements of many emerging applications [4–8]. Multiple
input multiple output (MIMO) radar systems are next-generation radar systems with multiple
transmit and receive apertures, equipped with the capability of transmitting arbitrary and differing
signals at each transmit aperture. The emerging MIMO radar literature can be broken into two
broad areas. The first is characterized by spatially distributed assets that are not phase-coherent
on transmitting or receiving, that takes advantage of spatial diversity to gain multiple views of
a target and achieves improving in stability of statistical hypothesis tests for target detection.
These approaches are often characterized as statistical MIMO. Fishler et al. [9] introduces the
statistical MIMO radar concept which provides great improvements over other types of array radars.
Haimovich et al. [10] reviews some recent work on MIMO radar with widely separated antennas and
it is shown that with noncoherent processing, a target’s RCS spatial variations can be exploited
to obtain a diversity gain for target detection. Bliss et al. [11], describes the theory behind the
improved surveillance radar performance and illustrates this with measurements from experimental
MIMO radars. In contrast, there is a MIMO radar literature built around an assumption of
colocated assets like one might find with an antenna array or phased-array radar.

Much interesting work has been done in this arena by other researches [12–14] introduce perfor-
mance advantages of colocated MIMO radars.

A. Hassanien et al. [15] proposes a new technique for MIMO radar with colocated antennas
which called linear phased-MIMO radar. This technique enjoys the advantages of the MIMO
radar without sacrificing the main advantage of the phased-array radar which is the coherent
processing gain at the transmitting side. This paper studies the design of a new technique for
partition the planar transmit array into a number of planar subarrays that are allowed to overlap.
Each subarray is used to coherently transmit a waveform which is orthogonal to the waveforms
transmitted by other subarrays. Then, compares this design with previous techniques through
analyzing the corresponding beampatterns, and directivity. Significant improvements offered by
the planar-phased-MIMO radar technique.
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2. PLANNER PHASED-MIMO MODEL

In this section, the transmit array is divided into multiple (K ×L) subarrays which can be disjoint
or overlapped, as shown in Figure 1. Each transmit sub-array can be composed of any number of
elements ranging from 1 × 1 to M × N . However, we will partition the sub-array with different
values of K × L with different numbers of transmitting elements in each sub-array following the
rule MKL = MK ×NL where MK = (M −K + 1), NL = (N − L + 1) and MKL is the number of
elements in each sub-array. A beam can be formed by each sub-array towards a certain direction.
The beamforming weight vector can be properly designed to maximize the coherent processing
gain [16]. At the same time, different waveforms are transmitted by different sub-arrays. Suppose
the (k, l)th sub array consists of MKL < MN transmit elements, the equivalent baseband signal
model of the (k, l)th sub array can be modeled as,

Sk,l(t) =

√
MN

KL
ψk,l(t)w̃∗k,l k = 1, 2, . . . , K; l = 1, 2, . . . , L (1)

where K × L is the number of sub-arrays, W̃k,l is the M × N unit-norm complex matrix which
consists of MKL beamforming weights corresponding to the active antennas of the (k, l)th sub-
array, that is, the number of nonzero in W̃k,l equals to MKL and the number of zeros equals to
(M×N)−MKL. Note that

√
MN/KL is used to obtain an identical transmission power constraint

for subsequent comparison, which means the transmit energy within one pulse repetition interval
(PRI) is given by

Ek,l =
∫

Tp
SH

k,l(t)Sk,l(t)dt =
MN

KL
(2)

This means that the total transmitted energy for the phased-MIMO radar within one radar pulse is
equal to MN [17]. The signal reflected by a hypothetical target located at direction in the far-field
can be then modeled as

Sr(t,θ,∅) =

√
MN

KL
σs (θ, ∅)

∑K

k=1

∑L

l=1
W̃ ∗

k,lãk,l (θ, ∅) ψk,l(t)

=

√
MN

KL
σs (θ, ∅)

∑K

k=1

∑L

l=1
W ∗

k,lak,l (θ, ∅) e−jτk,l(θ,∅)ψk,l(t) (3)

where σs is the reflection coefficient of the hypothetical target, Wk,l and ak,l(θ, ∅) are the MK ×NL

beamforming matrix and transmit steering matrix, respectively, which contain only the elements
corresponding to the active antennas of the (k, l)th sub-array, τk,l(θ, ∅) is the time required for the

Figure 1: Illustration of the planar phased-MIMO array.
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wave to travel across the spatial displacement between the first element of the transmit array and
the first element of the (k, l)th sub-array, and stands for the Hadamard (element-wise) product.
In (3), we assume that the first element of ak,l(θ, ∅) is taken as a reference element. Let us introduce
the K × L transmit coherent processing matrix.

C(θ, ∅) =




∑MK

mk=1

∑NL

nl=1 W ∗
1,1a1,1 (θ, ∅) . . .

∑MK

mk=1

∑NL

nl=1 W ∗
1,La1,L (θ, ∅)

...
. . .

...∑MK

mk=1

∑NL

nl=1 W ∗
K,1aK,1 (θ, ∅) . . .

∑MK

mk=1

∑NL

nl=1 W ∗
K,LaK,L (θ, ∅)


 (4)

where mk = 1, . . . , MK and nl = 1, . . . , NL are the orders of elements in each subarray in x-direction
and y-direction respectively.

The K × L waveform diversity matrix is

d (θ, ∅) =




e−jτ1,1(θ,∅) . . . e−jτ1,L(θ,∅)
...

. . .
...

e−jτK,1(θ,∅) . . . e−jτK,L(θ,∅)


 (5)

Then, the reflected signal (3) can be rewritten as,

Sr(t,θ,∅) =

√
MN

KL
σ (θ, ∅) (C (θ, ∅)¯ d(θ, ∅))¯ ψk,l(t) (6)

where ψk,l(t) =




ψ1,1(t) . . . ψ1,L(t)
...

. . .
...

ψK,1(t) . . . ψK,L(t)


 is the K × L matrix of waveforms. Assuming that the

target of interest is observed in the background of D interfering targets with reflection coefficient
{σi}D

i=1 and locations {θi, ∅i}D
i=1, the Mr × Nr received complex matrix of array observations can

be written as,

X(t) = Sr (t, θs, ∅s) b (θs, ∅s) +
D∑

i=1

Sr (t, θi, ∅i) b (θi, ∅i) + n(t) (7)

where Sr(t, θs, ∅s) and Sr(t, θi, ∅i) are defined as in (6) and b(θ, ∅) is the receive steering matrix
associated at angles (θ, ∅). By matched-filtering X(t) to each of the waveforms {ψk,l}K,L

k,l=1,1 we can
form the KMr × LNr virtual data matrix,

y =




X1,1 . . . X1,L
...

. . .
...

XK,1 . . . XK,L


 =

√
MN

KL
σsu (θs, ∅s) +

∑D

i=1

√
MN

KL
σiu (θi, ∅i) + ñ (8)

where the KMr × LNr matrix

u(θ, ∅) = (c(θ, ∅)¯ d(θ, ∅))⊗ b(θ, ∅) (9)

is the virtual steering matrix associated with direction (θ, ∅) and ñ is the KMr × LNr noise term
(noise received by Mr ×Nr receivers containing KL matched filters at each receiver) whose covari-
ance is given by R̃n = σ2

nIKMrLNr
where σ2

n is the noise power.
2.1. Planar Phased-MIMO Beamforming
In the case of non-adaptive beamforming, the corresponding conventional beamforming weight
matrix is given for the (k, l)th transmitting subarray as [18]:

wk,l =
ak,l (θs, ∅s)

‖ak,l (θs, ∅s)‖F

=
ak,l (θs, ∅s)√

M − k + 1
√

N − l + 1
, k = 1, . . . ,K l = 1, . . . , L (10)

where ‖ak,l(θs, ∅s)‖F is the Frobenius of matrix ak,l(θs, ∅s) and equals to√∑M−k+1
i=1

∑N−l+1
j=1 (ai,j(θs, ∅s))

2.
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For the receiving array, the conventional beamforming weight matrix is given by:

wd = [c (θs, ∅s)¯ d (θs, ∅s)]⊗ b (θs, ∅s) (11)

Let G(θ, ∅) be the normalized beampattern

G(θ, ∅) =

∣∣∣∑KMr

1

∑LNr

1 (w∗d ¯ u (θ, ∅))
∣∣∣
2

∣∣∣∣
KMr∑

1

∑LNr

1

(
w∗d ¯ u (θs, ∅s)

)∣∣∣∣
2 =

∣∣∣∑KMr

1

∑LNr

1 (u∗ (θs, ∅s)¯ u (θ, ∅))
∣∣∣
2

‖u (θs, ∅s)‖4
F

(12)

Considering the special case of a uniform planar array (UPA), we have
∑MK

1

NL∑
1

a∗1,1(θs, ∅s) ¯
a1,1(θ, ∅) =

∑MK

1

∑NL

1 a∗1,2(θs, ∅s) ¯ a1,2(θ, ∅) = . . . =
∑MK

1

∑NL

1 a∗2,1(θs, ∅s) ¯ a2,1(θ, ∅) = . . . =∑MK

1

∑NL

1 a∗K,L(θs, ∅s)¯ aK,L(θ, ∅).
Using (12), the beampattern of the phased-MIMO radar for UPA with partitioning to KL

transmit sub-arrays can be written as

Gk,L(θ, ∅)=

˛̨
˛
“PMK

1

PNL
1

`
a∗k,l (θs, ∅s)¯ ak,l (θ, ∅)´

”“PKMr
1

PLNr
1 [(d (θs, ∅s)⊗ b (θs, ∅s))

∗ ¯ (d (θ, ∅)⊗ b (θ, ∅))]
”˛̨
˛
2

‚‚‚a∗k,l (θs, ∅s)
‚‚‚

4

F
‖d(θs, ∅s)⊗ b (θs, ∅s)‖4F

(13)
After some algebra and using the facts that ‖aK,l(θs, ∅s)‖2

F = (M−K+1)(N−L+1), ‖d(θs, ∅s)‖2
F =

KL, and ‖b(θs, ∅s)‖2
F = MrNr, the beampattern (13) can be rewritten as

Gk,L(θ, ∅) = Ck,L(θ, ∅)Dk,L(θ, ∅) ·R(θ, ∅) (14)

where Ck,L(θ, ∅) , |PMK
1

PNL
1 a∗k,l(θs,∅s)¯ak,l(θ,∅)|2

(M−K+1)2(N−L+1)2 is the transmit beampattern, Dk,L(θ, ∅) ,

|PK
1

PL
1 d∗k,l(θs,∅s)¯dk,l(θ,∅)|2

K2L2 is the waveform diversity beampattern, and R(θ, ∅) ,
|PMr

1

PNr
1 b∗(θs, ∅s)

¯b(θ, ∅)|2
M2

r N2
r

is the receive beampattern. Therefore, the overall beampattern (14) of the planar phased-MIMO
radar with transmitting UPA can be seen as the product of three individual beampatterns.

3. SIMULATION RESULTS

The simulation assumes that the transmitting and receiving antennas are spaced half a wavelength
apart from each other at the receiving end. The additive noise is modeled as a complex Gaussian
zero-mean spatially and temporally white random sequence that has identical variances in each
array sensor. The target of interest is assumed to reflect a plane-wave that impinges on the array
from a direction of elevation angle θs = 30◦ and azimuth angle φs = 120◦. This simulation examines
the received beam pattern of the transmit/receive beamformer for the different cases when the
transmit/receive antennas are planar phased-array, planar MIMO, linear phased-MIMO, and also
planar phased-MIMO. Figures 2, 3, 4, and 5 show the three-dimensional received beampatterns
for the four different techniques, respectively. At Figures 2 and 3, both planar phased-array and
planar MIMO have the same beam patterns. This occurs due to the equality of the coherent gain
of the planar phased-array and the diversity gain of the planar MIMO.

Figure 4 shows the linear phased-MIMO beam pattern while Figure 5 shows the planar phased-
MIMO beam pattern. Using calculation capabilities of Matlab program, average side lobe level can
be obtained for planar phased-array and planar MIMO as (−24.5 dB) while it reaches (−29.4 dB)
for linear phased-MIMO beam pattern. Moreover, for planar phased-MIMO array it reaches its
minimum value at (−37.7 dB).

Figure 6 shows the beam pattern for the four techniques, planar phased-array, planar MIMO,
linear phased-MIMO, and planar phased-MIMO in elevation plane (theta-plane). It is worth noth-
ing that peak side lobe level in elevation plane for planar phased-array and planar MIMO radar
is (−24 dB) while it reaches (−26.5 dB) for linear phased-MIMO and as lower as (−51.5 dB) for
planar phased-MIMO.

Figure 7 shows the beam pattern of the same four techniques in azimuth plane (Phi-plane).
Both planar phased-array and planar MIMO beam patterns have the same peak side lobe level
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Figure 2: Received beam pattern for planar phased
array radar.

Figure 3: Received beam pattern for planar MIMO
radar.

Figure 4: Received beam pattern for linear phased-
MIMO radar.

Figure 5: Received beampattern for planar phased-
MIMO radar.

Figure 6: Received beampattern for the four tech-
niques in elevation plane (theta-plane).

Figure 7: Received beampattern for the four tech-
niques azimuth plane (Phi-plane).

at (−14.5 dB). Planner phased-MIMO beam pattern has a lower side lobe level at (−26 dB) while
linear phased-MIMO beam pattern has a symmetrical uniform spatial power distribution at all
azimuth angles. Figure 8 shows a spherical representation of linear phased-MIMO array while
Figure 9 shows a spherical representation of planar phased-MIMO array. It’s clear that while
linear phased-MIMO array can steer the beam only along the elevation plane while maintaining
symmetrical transmit/receive beam pattern in azimuth plane, planar phased-MIMO array can
direct its beam at direction of the target of interest in both elevation and azimuth planes achieving
higher directivity.
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Figure 8: Linear phased-MIMO array directivity. Figure 9: Planner phased-MIMO array directivity.

4. SUMMARY

The paper studies a new technique for partitioning the transmit array into a number of subarrays
that are allowed to overlap in planar way. Then, each subarray is used to coherently transmit
a waveform which is orthogonal to the waveforms transmitted by other subarrays. Significant
improvements in average side lobe level, peak side lobe level and directivity are offered by the
planar phased-MIMO radar technique over other techniques.
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Abstract— The design of 2-stage low noise amplifier (LNA) working at S-band frequency is
proposed by using non simultaneous-conjugate-match technique. Implementation of the technique
is motivated by the circumstance that the gain of LNA designed by the familiar technique, i.e.
simultaneous-conjugate-match is almost followed by arise of values in noise figure (NF) and
voltage standing wave ratio (VSWR). In the design process, the ADS software is applied to
determine the desired trade-off value between LNA parameters such as gain and VSWR. The
2-stage LNA which is deployed on an Arlon DiClad527 applies BJT transistors of BFP420.
To achieve the impedance matching condition, microstrip lines are employed at the input and
output ports. From the experimental characterization, it shows that the prototype of 2-stage
LNA produces the gain of 24.32 dB at 3 GHz which is 4.56 dB lower than the simulated result.

1. INTRODUCTION

In wireless communication systems, a front-end amplifier receiver is a very critical block in radio
frequency (RF) receivers due to its responsibility to recover the transmitted data out of the weak
received signal which is usually accompanied by noise and interference. Thus, a front-end amplifier
receiver with high performance capability is an essential device to provide sufficient power gain
and low noise figure as well as good input impedance matching within the required operational
frequency bands [1–3]. There are a lot of topologies and design methods of RF receiver amplifier
including the utilization of RF-CMOS integrated circuit which have been investigated where some
achievements in accomplishing specification and aspect of applications have been acquired [4–6].
One of the methods to obtain the match output impedance, as well as better isolation between the
input and output ports is by cascading an amplifier in some stages.

In the design of low noise amplifier (LNA), there are many trade-off values involve between
noise figure (NF), gain, linearity, impedance matching, and power dissipation [6, 7]. Basically, the
main goal of LNA design which is usually carried out by use of a simultaneous-conjugate-match
(SCM) technique is to achieve simultaneous noise and input matching at any given amount of power
dissipation. The LNA should also provide low noise behavior not only at one frequency but over
the whole desired working bandwidth [8]. Beside the mentioned trade-offs above, the stability is
the most important thing that has to be paid more attention. To attain the desired stability as well
as the stability maintenance, there are few methods that could be implemented including resistive
matching, network compensation, negative feedback, balanced circuits, and traveling wave [2, 3].
For some application, however, the resistive matching method can potentially increase the noise
figure and simultaneously decrease the gain of LNA, while the method of negative feedback typically
produces inferior reflected wave [9, 10]. Moreover, in the LNA design based on SCM technique
especially for bilateral and unilateral RF amplifier, due to the influence of reflected waves from the
input port to the load and from the output port to the source, it is sometimes very difficult to
achieve some condition where the LNA has maximum transducer gain. Thus, it will significantly
affect in determining the desired trade-off value between gain and VSWR.

In this paper, the design of LNA is proposed by implementing a technique of non simultaneous-
conjugate-match (SCM) where the amplifier will be designed at mismatch condition. The LNA
which is intended to be applied for S-band application is powered by 2-stage cascaded RF transistors
of BFP420 type to achieve the high gain. Prior to deployment on an Arlon DiClad527, the designed
LNA is numerically characterized through the ADS software to determine the desired trade-off
value. To compensate impedance mismatch, a method of network compensation is implemented
using microstrip lines at the input, interstage and output ports. The dimension of microstrip lines
are optimized to achieve the impedance matching condition and optimum performance of LNA
with some design parameters such as gain and VSWR are used as performance indicators.
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2. OVERVIEW OF NON SCM TECHNIQUE AND CIRCUIT DESIGN

In this work, the employed topology for designing 2-stage LNA powered by RF transistor of BFP420
type is common emitter topology in which the RF input signal is applied to the base of transistor and
the RF output is taken from the collector. The topology is chosen in order to obtain good sensitivity
and high gain. To achieve a maximum gain in the SCM technique, the reflection coefficients of
amplifier at the 1st stage should satisfy the following conditions; ΓS-1 = Γ∗in-1 and ΓL-1 = Γ∗out-1,
whilst on the 2nd stage; ΓS-2 = Γ∗in-2 and ΓL-2 = Γ∗out-2. Those conditions are very difficult to be
obtained since according to (1) and (2), Γin-1 is influenced by ΓL-1, whereas Γout-1 is influenced by
ΓS-1. This situation also applies for the 2nd stage of amplifier.

Γin = S11 +
S12S21ΓL

1− S22ΓL
(1)

Γout = S22 +
S12S21ΓS

1− S11ΓS
(2)

Whilst in the non-SCM technique, it is unnecessary to calculate Γin and Γout for designing
matching impedance network. Therefore, it can simplify the mathematical calculations for gain
circles on Smith chart for given value of ZL and ZS. Since the LNA is designed at a condition
of mismatch, therefore the impedance mismatch factor (M) expressed in (3) will be used for each
stage, i.e., M1 and M2 for the 1st and 2nd stage of amplifier respectively, to determine the VSWR
of each stage. If the impedance mismatch factor equals 1, as expressed in (4) it means that the
VSWR equals 1, too. Or in other words, the RF power signal from the source is fully transferred by
the amplifier. In other hand, if the LNA is at a condition of mismatch or mathematically expressed
by VSWR > 1 or M < 1, it indicates that some of RF power signal is reflected to the source which
is important in designing impedance matching network. To obtain the maximum power transfer
(GT) so that the LNA has a high gain, it can be calculated by making a relationship between the
operating power gain (GP) and the impedance mismatch factor (M), as expressed in (3).

GT =
(1− |ΓL|2)|S21|2

|1− S22ΓL|2(1− |Γin|2)︸ ︷︷ ︸
GP

· (1− |ΓS|2)(1− |Γin|2)
|1− ΓinΓS|2)︸ ︷︷ ︸

M

(3)

VSWR =
1 +

√
1−M

1 +
√

1 + M
(4)

Based on the common emitter topology, the circuit design of 2-stage LNA equipped with dc
bias and dc current block at the input and output ports is shown in Figure 1. The quiescent point
(Q) for transistor in both stages is designed at Ic = 10 mA, β = 100, Vbe = 0.7Volt, Vce = 2 Volt
and Vcc = 5 Volt. By using the ADS software, the amplifier confirms to have a good stability
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Figure 1: Circuit design of 2-stage low noise amplifier.
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with the S-parameter values at frequency of 3 GHz as follows; S11 = 0.540∠162.904◦ dB, S12 =
0.075∠48.295◦ dB, S21 = 4.240∠63.908◦ dB and S22 = 0.151∠ − 137.164◦ dB. Furthermore, the
values of ZL and ZS can also be determined and are 23.95-j6.65 Ω and 36.55-j10.7 Ω, respectively.

Since the input and output ports are set to be 50Ω, therefore impedance matching networks are
required to compensate the impedance mismatch. To minimize parasitic effects which may cause
oscillation of amplifier, microstrip lines are applied as the impedance matching network for the
input, interstage and output ports of LNA. After conducting some parametrical studies to obtain
the optimum dimension of microstrip lines, the length of microstrip line (lm1) and stub (ls1) for the
input port is 4.65 mm and 7.56 mm, respectively, and the length of microstrip line for the interstage
(lis) is 10.2 mm. Whereas for the output port, the length of microstrip line (lm2) and stub (ls2) is
14.02mm and 4.2 mm, respectively.

3. REALIZATION AND CHARACTERIZATION

Figure 2 shows the picture of realized 2-stage LNA prototype which is deployed on an Arlon Di-
Clad527 dielectric substrate with SMD (surface-mount device) components for resistors, inductors
and capacitors. Two SMA connector types are soldered at the input/output ports of LNA for
experimental characterization. The results of experimental characterization for gain, VSWRIN and
VSWROUT are depicted in Figures 3, 4 and 5, respectively. It is noticeable that the measurement
of noise figure could not be performed in this work due to the unavailability of noise source instru-
ment. In addition, simulated results of gain, VSWRIN and VSWROUT are also plotted together in
each respected figure as comparison.

From Figure 3, in despite of measured gain is lower than the simulated one, however it has
similar tendency for all observed frequency ranges. It shows that the measured gain at frequency of
3GHz is 24.32 dB, whilst the simulated one is 28.88 dB. The discrepancy is possibly affected by the
different parameter of Arlon DiClad527 dielectric substrate, i.e., dielectric loss, used for realizing

SMA connector 
(50 Ω RF   ) IN

SMA connector
(50 Ω RF      ) OUT

dc bias 

input impedance 
matching network

interstage impedance 
matching network 

output impedance 
matching network

Figure 2: Picture of realized 2-stage low noise am-
plifier prototype.
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with simulated result as comparison.
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Figure 5: Measured VSWROUT of 2-stage LNA pro-
totype with simulated result as comparison.
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the prototype which has value higher than in the simulation. When the value of dielectric loss
is higher, some amount of energy from the input port that should be actually transmitted to the
output port is absorbed by the dielectric substrate causing the decrease of measured gain.

The different results of experimental characterization are also found for the value of VSWR at
the input and output ports as plotted in Figures 4 and 5, respectively. In general, both VSWR
values are shifted to higher frequency range affecting the VSWR values at frequency of 3GHz. The
measured VSWRIN and VSWROUT at frequency of 3 GHz are 7.72 and 1.78, respectively, whilst the
simulation is 1.1 and 1.05, respectively. The difference in measured results of VSWR is probably
evoked by the different value of relative permittivity of dielectric substrate used in the realization.
For the results indicted in Figures 4 and 5, the actual value of relative permittivity seems to
be lower than in the simulation. If the actual relative permittivity is lower, thus the impedance
of impedance matching networks, i.e., microstrip lines, reacts to move to be bigger resulting the
increase of VSWR.

4. CONCLUSION

The design of 2-stage LNA for S-band frequency application has been demonstrated by use of
non-SCM technique and realized on an Arlon DiClad527 dielectric substrate for experimental char-
acterization. It has been shown that utilization of non-SCM technique in the design of 2-stage LNA
could reduce the flow of design process due to unnecessary to calculate Γin and Γout for designing
matching impedance network. From characterization results, it has been demonstrated that the
realized 2-stage LNA prototype has produced gain of 24.32 dB at frequency of 3 GHz with the values
of VSWRIN and VSWROUT of 7.72 and 1.78, respectively. Although the experimental character-
ization result in some frequencies was worse than the design and has needed to be improved, in
general the prototype of 2-stage LNA has shown acceptable performance and similar tendency with
the simulated one. It should be noted that parameters of involved materials in the design process
should be taken into account to avoid the discrepancies which may occur in the realization. In
addition, a further investigation on the performance improvement of 2-stage LNA designed based
on non-SCM technique is still underway where the result will be reported later.
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Abstract— In this paper, a narrowband hairpin bandpass filter (BPF) composed of fractal
Koch geometry is characterized numerically and experimentally. The implementation of fractal
Koch geometry aims to minimize the dimension of filter which affects to reduce the need of
material. The filter which utilizes the 1st iteration of fractal Koch geometry, later referred as
fractal hairpin BPF is established using 7 elements deployed on a Rogers RO4350 dielectric
substrate with the thickness of 1.52mm. Prior to hardware realization, the proposed filter is
numerically characterized to deal with the required specification. The filter which is intended for
radar application is designed to have center frequency of 3 GHz with the 3 dB minimum working
bandwidth of 200 MHz. It is shown that the realized fractal hairpin BPF which has the dimension
of 16 mm × 47mm and is approximately 20% smaller than the dimension of conventional one
demonstrates the 3 dB working bandwidth of 260 MHz with the center frequency of 3.01 GHz.

1. INTRODUCTION

In 5 decades ago, the development of filters including bandpass filter (BPF) was usually carried
out by employing the concept of electric field and magnetic field interaction. From the concept,
the filters were then implemented through lumped elements such as capacitors and inductors [1, 2].
However, along with the growth of technology for communication devices especially in high fre-
quency and microwave regions, some designs of filter have been approached based on distributed
elements instead of lumped elements and realized by using dielectric resonator, stripline, and mi-
crostrip line [3–5]. Furthermore, BPF with high performance and compact size is primarily required
to improve the performance of system, as well as to reduce the cost of fabrication, in microwave
communication systems.

During last decade, microstrip-based filter with its advantages such as planarity in structure,
insensitivity to fabrication tolerances, and reproducibility has been widely implemented in the RF
front end of wireless communication systems [6, 7]. Even so, due to the element of microstrip
filter which almost requires λ/2 resonator, the dimension is essentially considered in which the
size is an important issue for the systems. Some solutions have been proposed using hairpin-line
filter by applying a structure of folded λ/2 resonator [8–10]. Although it was some advantage
in producing compact structure of filter by adopting the hairpin-line technology, however there
was some disadvantage in unavoidable coupling between the elements affecting to the limitation in
bandwidth response.

In connection to the size reduction, in this paper, a fractal Koch geometry is applied to design
elements of narrowband hairpin bandpass filter (BPF) for the characterization. The fractal Koch
geometry which is usually implemented for minimizing the dimension of antenna [11, 12], basically
is the repetition of some similar geometry shape. By applying the fractal Koch geometry, the
structure of fractal hairpin BPF can be more compact compared to the conventional one so that
its dimension can be minimized reducing the need of material. The proposed fractal hairpin BPF
which utilizes the 1st iteration of fractal Koch geometry is constructed using 7 elements deployed
on a dielectric substrate of Rogers RO4350. The proposed filter is intended for radar application
with the center frequency of 3 GHz and 3 dB minimum working bandwidth of 200 MHz. Some basic
characteristics of filter such as return loss, insertion loss, and bandwidth are used as the performance
indicators. Prior to the characterization, overview of fractal Koch geometry and design of fractal
hairpin BPF will be briefly described. Then, the characterization result and its analysis as well as
the conclusion will be presented consecutively.

2. OVERVIEW OF FRACTAL KOCH GEOMETRY AND DESIGN OF HAIRPIN BPF

The fractal geometry structure, namely fractal Koch geometry, is implemented by dividing an
Euclidian element with 1 unit length, called as the 0th iteration, to be 4 parts in which each of part
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has 1
4 unit length. Then, the second part of divided element is rotated 60 degrees to horizontal

following by the third part of divided element which is rotated to the opposite angle to horizontal,
i.e., −60 degrees. While the remaining parts are kept parallel to horizontal. Therefore, the total
length will be the same as the total length of the Euclidian element, but the length from the
starting-point to the end-point of the element will be 3

4 of the Euclidian element. By using this
method, the shorter length from the starting-point to the end-point of the element can be obtained
by keeping the same total length of the element, and is called as the 1st iteration. To obtain the
2nd and higher order iteration, it can be carried out by repeating the similar process implemented
in the 1st iteration to others. Figure 1 illustrates the fractal Koch geometry for the 0th, 1st, 2nd,
and 3rd iteration where one of them, i.e., the 1st iteration, will be implemented in the design of
narrowband hairpin BPF.

Figure 2 shows a design of conventional hairpin BPF which is constructed using 7 elements. The
construction is deployed on top side of a 1.52 mm thick Rogers RO4350 dielectric substrate with the
relative permittivity of 3.48 and the dimension of 56.9mm× 15.9mm, while the bottom side is for
groundplane. The geometry of filter indicated in Figure 2 is the optimum design for conventional
hairpin BPF to work at the center frequency of 3 GHz with 3 dB minimum working bandwidth of
200MHz where this is obtained by performing intensively parametrical studies for each element
filter using a commercial software. The input/output signals for conventional hairpin BPF are
obtained from 50 Ω microstrip line ports with the width of each port is the same as of all filter
elements, i.e., 1.3 mm. These ports are connected to the SMA connector types for experimental
characterization. The thicknesses of lines both for filter elements and input/output ports on the top
side of dielectric substrate as well as the ground plane on the bottom side are set to be 0.035 mm.
To obtain the accurate design, the dielectric substrate loss and metal copper conductive losses of
lines and groundplane are taken into account.
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Figure 1: Fractal Koch geometry for the 0th, 1st,
2nd, and 3rd iterations.
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Figure 2: Top view of conventional hairpin band-
pass filter (unit in mm).

In order to minimize the dimension of filter, the 1st iteration of fractal Koch geometry illustrated
in Figure 1 is applied for conventional hairpin BPF. The hairpin BPF which implements fractal
Koch geometry for its elements, namely fractal hairpin BPF, is also deployed on a Rogers RO4350
dielectric substrate with the thickness of 1.52 mm. After performing some parametrical studies for
each element filter, the optimum geometry design of proposed fractal hairpin BPF with 7 elements
is shown in Figure 3 with the dimension of 42.6mm× 16.7mm. The parametrical studies which is
carried out by use of a commercial software is conducted not only for acquiring the geometry design
but also for obtaining the optimum performance of filter to satisfy the required specifications. Here,
parameters used to analyze the performance include center frequency, working bandwidth, return
loss and insertion loss.

The performance of both hairpin BPFs as numerical characterization result is plotted in Figure 4.
It seems that the characterization result for fractal hairpin BPF has agreed very well with the
conventional one for frequency range lower than 3.3 GHz. However, there is some slight difference
for frequency range higher than 3.3 GHz where the fractal hairpin BPF has a poor skirt of insertion
loss which is possibly affected by unavoidable coupling between elements of filter. From the results,
it shows that the maximum insertion loss at passband area is similar each other, that is 2.49 dB
at frequency of 2.98 GHz. While the 3 dB working bandwidth for fractal hairpin BPF with center
frequency of 3.005 GHz is 230MHz ranges from 2.89 GHz to 3.12 GHz where this is 10 MHz wider
than the conventional one which has 3 dB working bandwidth of 220 MHz ranges from 2.89 GHz to
3.11GHz with the center frequency of 3 GHz. In addition, it can be inferred that by keeping the
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Figure 3: Top view of proposed fractal hairpin band-
pass filter (unit in mm).
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Figure 4: Simulation results for both hairpin band-
pass filters.

similarity of performances with some efforts the utilization of fractal Koch geometry for hairpin
BPF with 7 elements has reduced the physical dimension up to 20% from the conventional one.

3. HARDWARE REALIZATION AND CHARACTERIZATION

To verify the numerical characterization, the hardware realization is carried out by fabricating
both designed hairpin BPFs on Rogers RO4350 dielectric substrates with the thickness of 1.52 mm.
Pictures of both realized hairpin BPFs are shown in Figure 5. For experimental characterization
purpose, 2 SMA connector types are soldered at the input/output ports of each filter. Figure 6
depicts the measured result of experimental characterization for realized fractal hairpin BPF with
the measured result for conventional one plotted together as comparison.

conventional hairpin BPF

fractal hairpin BPF

Figure 5: Pictures of both realized hairpin band-
pass filters.
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Figure 6: Measurement results for both hairpin
bandpass filters.

In general, the characteristic responses for both realized filters as well as their passband char-
acteristics are coincided qualitatively each other. Both results seem to have poor skirt of insertion
losses at frequency range lower than 2.75GHz. This is probably evoked by inappropriateness of RF
cables used for the measurement. From the results, although the center frequencies of both real-
ized filters are slightly different, however their 3 dB working bandwidth are similar each other, i.e.,
260MHz, range from 2.88 GHz to 3.14GHz for fractal hairpin BPF and from 2.9GHz to 3.16 GHz
for convectional one. The center frequency of realized fractal hairpin BPF is at 3.01 GHz which
is 5 MHz higher than the simulated result, i.e., 3.005 GHz. Whilst for realized conventional hair-
pin BPF, the center frequency is at 3.03 GHz which is 30MHz higher than the simulated one, i.e.,
3GHz. It is noticeable that the insertion loss of measured result in passband area for fractal hairpin
BPF shows similar tendency with the conventional one. The maximum insertion loss in passband
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area is 2.46 dB and 2.33 dB for realized fractal hairpin at frequency of 2.99GHz and conventional
one at frequency of 3.03 GHz, respectively. It shows that the realized fractal hairpin BPF is worse
than the conventional one which is probably caused by inaccurateness of fabrication process. Nev-
ertheless, from the results it can be concluded that the proposed fractal hairpin BPF which has
been realized based on microstrip technology has adequate bandwidth response complying with the
required bandwidth coverage.

4. CONCLUSION

The characterization of narrowband hairpin BPF composed of fractal Koch geometry has been
demonstrated numerically and experimentally. The fractal hairpin BPF which has utilized the 1st
iteration of fractal Koch geometry has been implemented using 7 elements deployed on a Rogers
RO4350 dielectric substrate. As comparison, a conventional hairpin fractal has also been designed
on the same dielectric substrate. From the characterization result, it has been shown that the
fractal Koch geometry utilization has reduced the dimension of fractal hairpin BPF up to 20%
from the conventional one. It has been demonstrated that the realized fractal hairpin BPF has had
narrowband bandwidth response with center frequency of 3.01 GHz and 3 dB working bandwidth
of 260 MHz. Whereas the realized conventional hairpin BPF, it has had the center frequency of
3.03GHz with the similar working bandwidth. It has been confirmand that both realized filters
have satisfied and complied with the requirement for desired radar application.
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Abstract— The paper presents an experimental measurement of a material inserted in various
types of magnetic field. The related model accepts the time component of an electromagnetic
field from the perspective of the properties of matter. The relatively moving systems were derived
and tested [1], and the influence of the motion on a superposed electromagnetic field was proved
to exist already at relative motion speeds. In micro- and nanoscopic objects such as the basic
elements of matter, the effect of an external magnetic field on the growth and behaviour of
the matter system needs to be evaluated. We tested the model based on electromagnetic field
description via Maxwell’s equations, and we also extended the monitored quantities to include
various flux densities. Experiments were conducted with growth properties of simple biological
samples in pre-set external magnetic fields.

1. INTRODUCTION

Similarly as in the first experiment [2], we tested the numerical model and carried out an experi-
mental measurement of material heating speed; also, we designed a method for accurate verification
of heating speed changes depending on the external magnetic field.

This paper proposes a very detailed analysis focused on the influence of a magnetic field upon
inanimate objects. Experimental measurement of the temperature change of a copper sensor in a
stationary homogeneous and gradient magnetic field was performed. Up to 10 times, the sample was
cooled down to the nitrogen boiling point (−195:80±C to 77.35K); the sample was then removed at
the pre-selected time and placed in an area where it was heated to the temperature of−20±C. Using
the measuring centre and 4 temperature sensors (2 sensors measuring the temperature of the sample
and 2 others for the measurement of the ambient temperature), we recorded the temperature change
in the sample and the required heating time. This experiment was repeated with four magnetic
fields.

2. MODEL: THE ELECTROMAGNETIC FIELD AND PARTICLES

For a model with distributed parameters of the electromagnetic field, it is possible to use partial
differential equations based on the theory of the electromagnetic field to formulate a coupled model
with concentrated parameters (in our case, particles) [2]. The details of the model are analyzed
in this paper. The forces acting on a moving electric charge in the electromagnetic field can be
expressed by means of the formula

fe = ρ (E + v×B) in Ω, (1)

where B is the magnetic flux density vector in the space of a moving electrically charged particle
with the volume density ρ, v is the mean velocity of the particle, v = ds/dt, s is the position vector
from the beginning of the coordinate system o, t is the time, E is the electric intensity vector, and
Ω is the definition region of the independent variables and functions. The properties of the area Ω
are described by the mutual relationship between the intensities and inductions as defined by

rotE = −∂ B
∂ t

+ rot (v×B) , rotH = J+
∂D
∂t

+ rot (v×D) (2)

divB = 0, divD = ρ,Ω (3)

where H is the magnetic field intensity vector, J the current density vector, D the electric flux
density vector. The material relations for the macroscopic part of the model are represented by
the expressions

B = µ0µrH, D = ε0εrE, (4)

where the indexes of the quantities of the permeabilities and permittivities r denote the quantity of
the relative value and the 0 value of the quantity for vacuum. The relation between the macroscopic
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and the microscopic (dynamics of particles in the electromagnetic field) parts of the model is
described by the relations of force action on the individual electrically charged particles in the
electromagnetic field, and the effect is respected of the movement of electrically charged particles
on the surrounding electromagnetic field according to [2]:

rotE = −∂ B
∂ t

+ rot (v×B)− 1
γ

rot


ρv + jcρut + J +

γ

qe


medv

dt
+ lv + k

∫

t

vdt





 ,

rotH = γE + ρv + γ (v×B) +
γ

qe


medv

dt
+ lv + k

∫

t

vdt


 + jcρut +

∂D
∂t

+ rot (v×D) . (5)

The coupling of both models is formulated using Equation (5) and the formula

qe (E + v×B) +
qe

γ

(
ρv + jcρut − ∂ (εE)

∂t

)
=

medv
dt

+ lv + k

∫

t

vdt.

The effect of the behaviour of the macroscopic model describing the matter with the quantum
mechanical model of elements of the system can be observed using the fluxes of quantities. The
known quantities are magnetic flux φ, current flux I, and electric flux having the magnitude q:

φ =
∫∫

Γ

B · dS, I =
∫∫

Γ

J · dS, q =
∫∫

Γ

D · dS, (6)

where S is the vector of the oriented boundary (in a 3D model of the plane), and Γ is the boundary
of the area Ω, in which the flux is evaluated. If there is a moving element of the system in the
model with a scale difference expressed in orders, it is easier to describe the state and effect of
the superposed electromagnetic field by expressing the time flux density τ . The time flux can be
different or inhomogeneous in parts of the area Ω. It is then possible to write

t =
∫∫

Γ

τ · dS.

After expanding the expression with the time flux density for the Cartesian coordinate system o,
x, y, z, we have

τ=
1

vx (t) dx
ux +

1
vy (t) dy

uy +
1

vz (t) dz
uz, (7)

where ux, uy, uz are the base vectors of the coordinate system. Time density depends on the
instantaneous velocity of the particle motion v in the quantum mechanical model and on the
element of length d`. Then, for the motion of the electrically charged particle along the element of
the closed curve d` (according to the microscopic interpretation), it is possible to write

E
qe

d` =
(
τ−1 ×B

)
in Ω. (8)

If an electrically charged particle moves in the magnetic field having a magnetic flux density B, and
if the dimensions of the area Ω are multiply larger than the electrically charged particle or groups
of particles, it is necessary to consider the question of how the motion of the particle is influenced
and what are the observable oscillation changes, namely the time flux density changes in parts of
the area Ω. In the quantum-mechanical model of matter, the particles move in a nuclear structure,
and their motion dynamics are changed by an external magnetic field. Thus, a simple material
heating test can be carried out to demonstrate the influence of an external magnetic field on the
elementary model of matter. We tested three basic variants of the state of the macroscopically
interpreted distribution of the external magnetic field having a magnetic flux density B [2] . Using
the results obtained from the first experiments [2], we designed an exact technique for measuring
the temperature change in the examined copper sample, Fig. 1.

Conditions for the setting of the external magnetic field were taken over from the first experi-
ment, and they were extended with a fourth setup:
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Figure 1: The measured Cu sample, 10× 10× 10mm.

1. The external magnetic field exhibits low values of magnetic flux density B, and its dis-
tribution is homogeneous on the microscopic scale. Then we have B = min, ∂Bx/∂x = 0,
∂By/∂y = 0, ∂Bz/∂z = 0 in at least one direction of the coordinate system and respecting
the curl character of the field.

2. The external magnetic field exhibits higher values of magnetic flux density B, and its dis-
tribution is homogeneous on the microscopic scale. Then we have B = max, ∂Bx/∂x = 0,
∂By/∂y = 0, ∂Bz/∂z = 0 in at least one direction of the coordinate system and respecting
the curl character of the field.

3. The external magnetic field is inhomogeneous on the macroscopic scale. Then we have
∂Bx/∂x 6= 0, ∂By/∂y 6= 0, ∂Bz/∂z 6= 0, respecting the curl character of the field.

4. The external magnetic field exhibits higher values and gradient on the macroscopic scale.
Then we have B = max ∂Bx/∂x 6= 0, ∂By/∂y 6= 0, ∂Bz/∂z 6= 0, respecting the curl character
of the field.

3. NUMERICAL MODEL ANALYSIS

In accordance with [2], we used a simple analysis of the FeNdB permanent magnet blocks having
the dimensions 15 × 10 × 40mm, surface magnetic flux density Br = 1.2T, and intensity Hco =
850 kA/m. During the experiment, an element evaluating the observed macroscopic behaviour of
matter was inserted in the inhomogeneous magnetic field areas.

4. EXPERIMENTS

The verification of the difference in the properties of the microscopic model of matter under the
pre-defined condition of the external magnetic field was performed using a copper element having
the dimensions 10× 10× 10mm. This element was cooled down to −193◦C and then heated at the
ambient temperature of 20◦C. The heating period was measured repeatedly, starting from −180◦C
and proceeding to −20◦C. These limits had been chosen with respect to suppressing the systematic
measurement error in the experiment; the actual experiment is shown in Fig. 2. The aim of the
experiment was to repeat the previous measurement [2] and to verify its results.

          

 

 Cu plate, 200x200x20 mm Teflon band FeNeBo permanent 

magnet 

Opening to hold the measured Cu 

sample, 10x10x10 mm 

Figure 2: Detailed configuration of the experiment.
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Table 1: Measured heating speed values in the examined sample.

Measurement Time Difference/s
1. No Field 2. Gradient Field 3. Homogeneous 4. HomoGrad Field

1 36,64928955 34,48015863 37,71446887 22,82040233
2 38,06576586 36,4855295 41,62355197 28,36592113
3 39,7085593 39,54154481 38,67162785 29,79942564
4 41,18051012 37,88963473 40,20475581 31,49956476
5 42,77172513 38,57823307 38,4903284 33,26028898
6 41,03824944 38,49898872 38,1925093 33,13491397
7 44,16877291 39,23681201 38,91989879 34,11134567
8 45,44665016 38,8054958 37,31208691 33,56003627
9 42,74964147 38,70252762 39,09137363 34,34513303
10 45,26375993 44,30902191 41,99884713 34,38462373

Mean Value 41,70429239 38,65279468 39,22221903 31,21078131
Standard Deviation 2,801316176 2,36366684 1,495505043 3,482702384

Decrease in % 0 −7.317 −5.6 −24.4
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Figure 3: Examples of temperature waveforms during one measurement cycle (the 2nd series of experiments):
1 — Cu cube; 2 — temperature of the Cu block between the magnets at the distance of 60 mm from the
centres of the magnets; 3 — temperature of the Cu block at a point located 60mm (and in a perpendicular
direction) from the central section between the magnets.

5. RESULTS OF THE EXPERIMENTS

It follows from the conducted experiments that, in a strong magnetic field with a high gradient
character of the magnetic flux density B, dB/dx ;200Tm−1 is the lowest density of the time flux
τ . A higher value of the time flux density τ can be found in a magnetic homogeneous field with
a low magnetic flux density B, B;2µT (setting 1, section 2), and the highest value is detected
in a homogeneous magnetic field with the magnitude of the Earth’s field −B;50µT. (setting 2,
section 2). Table 1 contains the values resulting from the tests. The temperature was detected by
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a Pt sensor, type PT 100.
The waveforms of the measured temperatures are shown in Fig. 3.

6. CONCLUSION

Repeated measurement has shown that the heating time is shorter than in the first experiments [1];
this condition was achieved via changing the entire measurement task. However, the relative ratio of
the heating time is comparable to the previous experiments [2], mainly due to the various magnetic
field configurations (1 to 4). Significantly, the HomoGrad configuration (4) exhibits the most
distinctive reduction of the time necessary to heat the Cu cube: the total time is only 31.2ms.
All measurements for different settings of the external magnetic field are outside the range of
measurement inaccuracy tolerance; thus, it can be proved that the external magnetic field changes
the dynamics of the model of matter, and if time density is applied as a quantity, it can be stated
that the density of time changes its value in individual cases.
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Optimized Theoretical Analysis of Antimony Selenide (Sb2Se3)
Chalcogenide Thin Film
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Abstract— Theoretical analysis of the optical and Solid State properties of Antimony Selenide
(Sb2Se3) thin film using beam propagation technique in which a scalar wave is propagated through
the material thin film deposited on a substrate with the assumption that the dielectric medium
is section into a homogenous reference dielectric constant term, εref and a perturbed dielectric
term, ∆εp (r) representing the deposited thin film medium is presented in this work. These
two terms, constitute arbitrary complex dielectric function that describes dielectric perturbation
imposed by the medium for the system. This is substituted into a defined scalar wave equation in
which the appropriate Green’s Function was defined on it and solved using series technique. The
field value obtained from Green’s Function was used in computation the propagated fields for
different wavelength within three windows of electromagnetic wave spectrum during which the
influence of the dielectric constants of Sb2Se3 thin film on the propagating field was considered.
The results obtained from the computation were used in turn to obtain the data that were used
in turn to compute the band gaps, solid state and optical properties of the thin film such as
reflectance, Transmittance, reflectance and band gap of the thin film.

1. INTRODUCTION

Antimony selenide (Sb2Se2) amorphous crystalline thin film (Sato and Miyaoka, 1983) is an al-
ternative material due to its unique switching photovoltaic, thermoelectric, optical and electrical
properties [1–3]. Based on this, researchers on material and nona scientists have veraciously applied
various techniques to synthesize Sb2Se3 thin film. Such methods were single source precursor [4],
electro-deposition [4], high temperature evaporation [5] coupled with the use of solution growth
technique [7]. In each of these methods, the desire was to discover the one that could be found to
enhance optimum efficiency and stabilities in photoelectochemical solar cell configuration as pre-
figured by [12] that sulfide and selenide of antimony are potential absorber materials in devices
for photovoltaic conversion of solar energy As a direct band gap semiconductor whose band gap
ranges between 1.10 eV to .60 eV, it is to exhibit photovoltaic and thermoelectric characteristics
which endowed the film a good potential in solar selective and a decorative coating, optical and
thermoelectric cooling devices. As a matter of fact, with the type of energy band gap possessed
by Sb3Se3 thin film, it absorbs low energy light in the visible and near infrared regions although
this is affected by its deposition composition which often contributes on improving the efficiency
and stabilities of its use as solar cell [8]. For instance, some groups have reported that with V-
VI composition, the crystal and crystalline Sb2Se3 thin film has its band gap energy increased to
1.88 eV [9, 10]. Sze Reported that the conversion efficiency of Sb2Se3 thin film in Schottky barrier
solar cells of Pt-Sb2Se3 [10] and n-Sb2Se3IP-Ge [13] structure produced structure with conversion
efficiency of 5.55% and 7.3% respectively

This research paper is more oriented towards theoretical concept with regards to quest to probe
into study of electromagnetic wave propagation through Antimony selenide. This is due to the fact
that it is clear that the application of the thin films generally to harness solar energy and of course
even other applications depend on the action of the film on electromagnetic wave propagating
through it. Based on this concept, we intend to use computation from beam propagation approach

Reference Medium,
ref
ε

Deposited thin film

wit h
p
ε∆

Figure 1: Deposited Sb2Se3 thin film model on a glass substrate, where the dielectric function is defined.
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to compute the band gap and other solid state properties of Sb2Se3 thin film to enable one to
ascertain comparatively how the computed result compares to the experimental result.

2. THEORETICAL FRAME WORK OF THE COMPUTATION

In this concept, we start by considering scalar wave equation as given below that defines general
expression for wave propagating through an arbitrary medium.

∇2ψ(r) + ω2εoµoψ(r) = 0 [14–16] (1)

But however, in this equation we introduce a perturbation that defines dielectric function con-
sisting of reference medium, εref representing a space without thin film and a perturbed medium
∆εp(r) where the thin film is deposited a defined below:

εref εp(z) = εref + ∆ε(z) (2)

where the dielectric function is defined as given below:

εp(z) = εref + ∆ε(z) (3)

ψ
(
z, z′

)
=

z′∫

0

G
(
z, z′

)
V

(
z′

)
ψ

(
z′

)
dz′ (4)

Given G (z, z′) the Green’s function specified by:

G
(
z, z′

)
=

2
z

∞∑

n=1

sin (nπz′/z)
γ2 − n2π2

z2

(5)

V (z) = −γ2∆εp (z) = −γ2 (εp (z)− εref ) (6)

linearizing εp (z) as follows:

εp (z) ≈ ε0 + kz + o
(
z2

)
, (7)

We neglect higher order terms as we are dealing with thin film, where ε0 and k are constants,

V (z) = −γ2∆εp (z) = −γ2 (εp (z)− εref ) = −γ2 (ε0 − εref + kz) = −γ2
(
ε′ + kz

)
(8)

ε′ = ε0 − εref a constant.
Furthermore, we have ψ (z′) = sin

(
2π
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)
, hence the integral becomes:
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Hence we replaced ε′ by ε and write

I
(
z, z′

)
= −γ2

z′∫

0

2
z

∞∑

n=1

sin (nπz′/z)
γ2 − n2π2

z2

(
ε + kz′

)
sin

(
2π

λ
z′

)
dz′ (10)

in which we obtain the integral as
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3. RESULTS AND DISCUSSION

Figure 1 is the model of the thin film deposited on a glass side in which we assumed to be the
perturbed medium while the portion without thin film represents the reference medium. Fig. 2
shows the optical absorbance of Sb2Se3 thin film which appeared is low within the UV region and
increased within the optical and near-infrared region. The transmittance within 300 nm and 640 nm
seemed higher as when compared to other regions though depicted lower reflectance at the said
region. However, both transmittance and reflectance were seen to be high at 640 nm as in Fig. 2
and Fig. 4. The computed band gap of the thin film from the model as in Fig. 3 is 2.56 eV as
compared to the experimental value which is 2.430 eV as obtained by Rodrigue-Lazeano et al. in
1999, using chemical bath deposition technique. In another experimental result using the same
chemical bath deposition, the band gap was seen to be 1.62 eV while Bajpeyee used the same
method and got the band gap to be 1.30 eV [2, 7]. However the prevailing discrepancy in the value
of the band gap might have been as a result of the ambient temperature during which the deposition
was carried out as it has been noted that annealing and the use of substrate affects the band gap.
For instant the same thin film deposited on TiO2 electrode was to depict band gap of 1.10 eV. On
other hand, the discrepancy resulting from the computed band gap could be attributed to the some
assumptions and some factors that were neglected during the formulation of the model equation.
The behaviour of the spectral absorbance agreed with the report of Rodrigue-Lazeano et al that
the thin film absorbs low energy light within visible and near-infrared regions [2]. On the other
hand the transmittance and reflectance characteristics within 200 nm–300 nm confirm the observed
low energy absorption within UV region. The graphs of the solid state properties were shown in
Fig. 4, Fig. 6 and Fig. 7.
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Figure 8: Imaginary dielectric constant vs wavelength, λ nm for Antimony Selenide, Sb2Se3 thin film.

4. CONCLUSION

An approach in the form of electromagnetic wave propagation has been employed t optimize the
theoretical analysis of the optical and solid state properties of Sb2Se3 thin film. A model expression
of wave propagating through thin film that was used in the computation was developed from scalar
wave equation in conjunction with green’s function technique. The data obtained from the model
were used in computing the optical, solid state properties and the band gap of the thin film.
Comparatively, the computed band gap apart from some approximation and assumption can be
compared to the experimentally bath deposited Sb2Se3 thin film.
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Abstract— Using magnetic resonance tomography to scan biological tissues is currently a very
dynamic approach. Based on various image parameters, the method enables us to analyze tissue
properties, recognize healthy and pathological tissues, and diagnose the disease or indicate its
progression. However, the acquired data must be correctly interpreted and visualized by means
of a suitable software tool, such as 3DSlicer (http://www.slicer.org). This well-designed platform
provides an interface between the user and the data available in the popular DICOM format, and
it facilitates very simple 3D visualization of the MR-based data. One of the main advantages of
the open-source software package is undoubtedly its ability to be extended with supplementary
modules, for example the Matlab script. The paper describes the open-source environment with
a focus on Slicer3D and introduces possible extension of this platform with a module for MR data
processing via the three-dimensional, mutiparametric, SVM trainable segmentation method. The
module is freely downloadable. The paper also presents a comparison of the processing results
with respect to the cycle time and the necessary interactivity. Moreover, the author proposes
multiparametric segmentation of a brain tumor edema from T1 and T2-weighted images, and the
advantages of the SVM technique are compared with corresponding features of both other fast
segmentation methods and the one-parameter approach.

1. INTRODUCTION

In the past, the processing of medical images obtained via magnetic resonance (MR) tomography
was reduced to a mere analysis of parameters in a slice [1]. However, the determination of real
properties in the examined tissues invariably requires us to produce and process an image via the
three-dimensional method, securing the smallest and (if possible) equidistant resolution.

This paper presents a procedure for simple, three-dimensional processing of an MR image of
the human brain; the aim of the proposed technique is to facilitate segmentation of the edema
in the vicinity of a tumor [2, 3]. Segmentation quality constitutes a very important factor. The
boundary accuracy further influences the precision of the time examination of the contrast agent
perfusion into the investigated tissue [4, 5]. Moreover, as the perfusion analysis is obviously assumed
in the entire volume of the tissue to be analyzed, there follows the necessity of three-dimensional
segmentation.

Generally, all segmentation methods can be modified to enable three-dimensional data segmen-
tation. Yet the set of available techniques is very wide, and we therefore need to select the procedure
most suitable for the given application. In medical image processing, trainable segmentation meth-
ods are frequently used because, as a rule, more images showing the same type of pathological
tissue are accessible. Based on such images, it is then possible to set up a model of the investigated
tissue, which can be subsequently utilized in the automatic processing of other images [6, 7]. This
type of image processing was applied in the described segmentation procedure; here, the conversion
of image segmentation to the data classification problem is used. The input data consist in the
intensities of the selected pixels/voxels in the regions of the examined tissue and adjacent areas.
Each intensity value of the individual pixels is assigned one of the two classifier classes, and the data
are further used to train the classifier until suitable coefficients are found. The three-dimensional
image processing is carried out in the 3DSlicer environment; this is open-source software for the
visualisation and processing of multidimensional tomographic data. The package contains many
available plugins, and it can be extended with other tools, such as Matlab scripts. This option is
used precisely for the extension with a tool learning multiparametric segmentation. The DICOM
format is obviously supported.

2. METHODS

The segmentation method is based on the binary classification of multidimensional data; the pro-
cessing chain is shown in Fig. 1. First, randomly selected pixels inside and outside the area of
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interest are marked with the mouse. The values of intensities at indicated points across all images
(T1W, T2W, DWI) constitute the input data for the training of the segmentation model/classifier.
In addition to the coordinates of the points, the input to the model comprises also original images
and their blurred versions obtained via the application of a Gaussian blurring filter. The output of
the model is a grayscale image that has to be thresholded; the threshold level was chosen to be in
the middle of the range of intensities. As pointed out above, the actual segmentation is carried out
using an SVM classification model. The SVM approach, which finds wide application in the binary
classification of data, is based on the search for the optimum hyperplane dividing the data into two
groups with minimum error; moreover, there is maximum distance between the hyperplane and
the data within both these groups. The training of the model is performed over a set of manually
selected points, while the testing is carried out over the set of all image points. Good segmentation
results can be achieved if the SVM model parameters are suitably selected; in this context, an
important step is the selection of the SVM model kernel. For the purposes of multidimensional
data segmentation, the Gaussian radial basis function was chosen to constitute the kernel of the
model:

K(x, y) = e

“
− ‖x−y‖2

2σ2

”
, (1)

where K is the kernel of the function, x is the vector of the classified data, y is the auxiliary vector,
and the selection of the parameter σ influences the decision power of the auxiliary vector.
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T1W, T2W

images
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classification
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Thresholding Binary mask

Figure 1: Image processing via the SVM classification model.

3. IMPLEMENTATION

The 3DSlicer application window is shown in Fig. 2. This window comprises several sections: The
left part contains a panel enabling the application or the plugins to communicate with the user,
and the right portion presents views of the 3D image from several planes. The view planes can
be changed arbitrarily; furthermore, it is also possible to display a 3D model, for example after
segmentation.

The entire image processing chain is shown in Fig. 3; the indicated processing procedure com-
prises several stages. First, three-dimensional images weighted by relaxation times T1 (3D-T1) and
T2 (3D-T2) and the perfusion coefficient (3D-PR) are read. The images 3D-T1 and 3D-T2 enter
the algorithm as structural images, whose intensity distribution provides the basis for biparametric

Figure 2: A representative window of the 3DSlicer application.
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analysis and segmentation of the examined tissue. The segmentation practice is as follows: During
the initial phase, the 3D-T2 image is resampled to the size and number of slices according to the
3D-T1 image. Subsequently, the rigid registration of both images is performed using the marked
specific points in the image. Then, in the registered images, the random points are manually se-
lected, and this operation is carried out gradually for both classified groups — inside and outside
the classified tissue. The hitherto obtained data (the coordinates of the selected points and their
intensities in 3D-T1 and 3D-T2) are sufficient for the classifier learning and segmentation model
creation; the setup of the model enables us to segment the complete three-dimensional data and
to obtain the binary mask. This 3D mask, in its number of slices and plane, corresponds to the
parameters of the original 3D-T1 image and requires further processing. Our objective is to obtain
the binary mask of the tissue in the perfusion image; however, due to fast scanning in time, such
images exhibit significantly lower resolution than the T1 and T2-weighted images, and their direc-
tional vectors may not correspond to one another. The segmented image thus has to be resampled
according to the perfusion image parameters. This constitutes the weakest point of the entire
algorithm because, ideally, we should also perform registration of the perfusion-weighted images
with respect to the T1-weighted images. Such operation is nevertheless almost impossible owing
to tissue resolution in perfusion-weighted images; perfusion-weighted images are noise-laden and
exhibit very low resolution (in our case, 20 slices with the resolution of 64× 64 px). The output of
the algorithm therefore consists in a binary image, where the white pixels correspond to points of
the examined tissue in the analysed perfusion images; the black pixels then correspond to points
in the tissue‘s environment.

The main advantage of the implementation in 3DSlicer consists in that the software enables
the processing of multidimensional tomographic data. The described algorithm utilises the already
implemented functions of three-dimensional data resampling, including the change of the image
directional vector, rigid or other image registration, and visualisation involving 3D modelling.

 

3D-T1 Image 
parameter 

reading

3D-T2 Resampling

Registration

ROI point 

marking

MODEL

3D-PR

Multiparametric 
segmentation

Resampling

Image 
parameter 

reading
3D-bin

Figure 3: Diagram of the image processing chain in 3Dslicer-based tissue segmentation.

Figure 4: An example of the 3DSlicer-generated output model of the segmented tissue.
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4. CONCLUSION

The paper presents and algorithm for the multiparametric segmentation of three-dimensional to-
mographic images and discusses the 3DSlicer-based implementation of the algorithm carried out
using a Matlab plugin. The input data consist in three-dimensional tomographic images repre-
senting multiple parameters to increase segmentation efficiency; typically, these data are T1 and
T2-weighted images and manually marked points located within the examined tissue. The output of
the algorithm is a three-dimensional binary mask resampled to fit perfusion images in the research
of perfusion tissue analysis. An example of the output model of the segmented tissue is shown in
Fig. 4.
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Abstract— The use of magnetic resonance tomography to scan biological tissues is currently
a very dynamic approach. Based on various image parameters, the method enables us to an-
alyze tissue properties, recognize healthy and pathological tissues, and diagnose the disease or
indicate its progression. These activities are then necessarily accompanied by the processing of
the acquired images. The paper introduces a comparison of statistical tools for the trainable
segmentation of multiparametric data obtained through magnetic resonance tomography. In this
context, the author briefly compares various available tools (Weka, Slicer3D, and RapidMiner)
in view of the input data training and testing, applicability of the classification models, and
ability of the input/output data to be extended with other systems for further processing. The
paper also describes as a multiparametric task the segmentation of a brain tumor performed with
real MR data. The source of the data consists in T1 and T2-weighted images. The proposed
segmentation method is carried out within the following phases: data resampling; spatial data
coregistration; definition of the training points; training of the SVM classification model; testing
of the model and interpretation of the classification results.

1. INTRODUCTION

Magnetic resonance imaging (MRI) is currently one of the most advanced diagnostic techniques, in
which the image is generated via the excitation of hydrogen nuclei in the examined tissue and the
subsequent sensitive detection of the response. A multitude of imaging sequences is available, and
each of them represents different tissue properties. The set of the most common tomograpically
acquired parameters includes the relaxation times T1 (spin-lattice) and T2 (spin-spin). In pure
water, both the relaxation times are identical. However, they can be suitably applied to recognize
biological tissues, respecting that the T2 relaxation time is smaller than T1. The more tissue
parameters are known, the higher their recognition rate and the better the possibility of correct
pathology diagnosis [1].

2. BRAIN IMAGE PROCESSING

The presented segmentation method is based on the binary classification of multidimensional
data [2–4]; the processing chain is shown in Figure 1. First, randomly selected pixels inside and
outside the area of interest are marked with the mouse. The values of intensities at indicated
points across all images (T1W, T2W, DWI) constitute the input data to train the segmentation
model/classifier. In addition to the coordinates of the points, the input to the model comprises also
original images and their blurred versions obtained via the application of a Gaussian blurring filter.
The output of the model is a grayscale image that has to be thresholded; the threshold level was
chosen to be in the middle of the range of intensities. As pointed out above, the actual segmentation
is carried out using an SVM classification model. The SVM approach, which finds wide application
in the binary classification of data, is based on the search for the optimum hyperplane dividing
the data into two groups with minimum error; moreover, there is maximum distance between the
hyperplane and the data within both these groups. The training of the model is performed over
a set of manually selected points, while the testing is carried out over the set of all image points.

Gaussian blur

T1W, T2W
images

SVM 
classification

Points of interest

Thresholding Binary mask

Figure 1: Image processing via the SVM classification model.
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Good segmentation results can be achieved if the SVM model parameters are suitably selected;
in this context, an important step is the selection of the SVM model kernel. For the purposes of
multidimensional data segmentation, the Gaussian radial basis function was chosen to constitute
the kernel of the model:

K(x, y) = e

“
− ‖x−y‖2

2σ2

”
, (1)

where K is the kernel of the function, x is the vector of the classified data, y is the auxiliary vector,
and the selection of the parameter σ influences the decision power of the auxiliary vector.

Figure 2 shows the result of brain tumor segmentation described by the multiparametric classifi-
cation method. This technique has provided very good results in the segmentation of tumor, edema
and necrotic tissues; moreover, the robustness of this approach enables us to set up models for the
segmentation of concrete types of tumor. The necessity to apply the multiparametric method in
the segmentation of MR tomographic data is indicated in Figure 3, which proves that the employed
single-parameter classification technique fails to recognize the brain tumor parts. In the described
case, the recognition is carried out based on the distribution of the T1 or T2 relaxation time [5–7].

(a) (b)

Figure 2: The multiparametric segmentation result for: (a) brain tumor and edema; (b) a necrotic tissue.
The examined region is bounded by the red curve.

 
(a) (b)

Figure 3: The result for incorrect brain tumor segmentation performed with the single-parametric approach.
(a) Tumor segmentation in a T2-weighted image; (b) tumor segmentation in a T1-weighted image.
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3. IMAGE PROCESSING TOOLS

Even though a large number of image processing tools are currently available, it is advisable to
select software capable of solving the processing chain within the given task completely, without
any exception. In practice, however, such choice constitutes the most common difficulty related to
the discussed procedure; the individual tools therefore have to be suitably combined. The above-
presented multiparametric segmentation of MR tomographic images may serve as a typical example.
As is obvious from Figure 1, the entire processing operation involves, first of all, the reading of
several three-dimensional images; after this initial stage, the images are resampled to an identical
number of slices, and their directional vectors (or scanning levels) are unified. The subsequent
phase consists in registering the actual image data, from which the characteristic images suitable
for the tissue classification are computed. These feature images constitute the training/testing data
that enter the classifier together with the coordinates of the manually selected points representing
the regions inside/outside the examined tissue to be segmented. The probability image, which
constitutes the output of the classification model, has to be further processed (via techniques
such as simple thresholding), and the result of this step already consists in the final binary mask
representing the examined tissue region. Table 1 demonstrates the use of selected free access
software tools and shows their capabilities within the above-discussed operations.

Table 1: Comparison of software tools for experimental processing of tomographic images.

3D data

support

3D data

visualization

advanced data

segmentation

data

classification

data

registration
resampling

manual

selection of

regions/points

3DSlicer
√ √ √ √ √ √ × × √ √ √ √ √ √ √ √ √

ImageJ
√ √ √ √ √∗∗ × √∗∗ √ √ √ √

RapidMiner ×∗ ×∗ √ √ √ √ √ √ × √ √

Weka × × × √ √ √ × × ×
Matlab

√ √ × √ √ × √
∗ Support for commercial versions only. ∗∗ Only with plugins.

4. CONCLUSION

The paper presents and discusses the possibilities of multidimensional tomographic data processing
by means of free access software tools. In the described case, the aim of the processing is to carry
out multiparametric segmentation of three-dimensional tomographic data. The actual registration
is preceded by the resampling of the data, unification of their directional vectors, registration of the
image data, and computation of characteristic images. The real segmentation then consists in the
selected data classification, in which the classifier model is first set up using the manually selected
data; at this initial stage, the data are subdivided into groups inside/outside the examined tissue.
As shown in Table 1, it is very difficult to find a tool that would enable us to materialize the entire
measuring chain. Considering their individual characteristics, the software tools can be suitably
combined, for example in the following manner:

• Preprocessing (resampling; rotation): 3DSlicer.
• Synthesis of the data to be classified (computation of characteristic images): Matlab.
• Data registration: 3DSlicer; Matlab.
• Manual classification and training data preparation: Matlab; ImageJ.
• Classification model setup: Matlab.
• Data visualization; DICOM import and export: 3DSlicer.

The output of the described research consists in both the implementation of the selected algorithms
in Matlab and the creation of a Matlab plugin for the 3DSlicer environment. Through combining
3DSlicer and Matlab, it is possible to achieve effective implementation because all the process-
ing chain stages can be carried out only within 3DSlicer; this procedural characteristic markedly
simplifies the performance of the tasks and reduces the time necessary for the binary mask to be
acquired from the multiparametric analysis of the tomographic data.
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Abstract— Several methods have been developed for segmentation of MR images. Some of
them are fully automated and some of them rely on an expert’s assistance, such as determination
of a starting point etc.. The fully automated methods are usually based on prior knowledge of a
given object and can be used only for particular problem. The purpose of the proposed method
is a fully automatic segmentation for general MR images independent on the number of tissues
present. The proposed method is based on Statistical Region Merging (SRM) algorithm developed
by Richard Nock and Frank Nielsen in 2004. The suitable MR contrasts for this algorithm, as it
was confirmed during the test phase, are T1, T2 and FLAIR images. The segmentation process
divides to image into regions according the properties in the area, but it does not consider the
unconnected areas. For this reason, the algorithm is repeated for created segments without a
joint border condition. The algorithm was tested on 5000 axial images with resolution 256× 256
pixels. In 2256 slices, the tumor was present. Since the proposed method is fully automatic and
independent of image intensities, each image of the database can be considered as unique and
independent of others. The Dice coefficient for tissue segmentation varies for particular tissues.
The best average result was achieved for grey matter, where the dice coefficient reached value
0.84. The results show the suitability of SRM method for multi-contrast MRI segmentation.

1. INTRODUCTION

This paper focuses on automatic segmentation of magnetic resonance images, which belongs to the
general problem of image segmentation. Since the MR technique is becoming more popular due
to its non-invasive principle, the imaging of biological structures by MR equipments is a routine
investigating procedure today [1]. For this reason, the automatic processing of this kind of images
is getting more attention and can lead to automatic evaluation of tissue properties [2] or pathology
detection [3].

General image segmentation is still an unsolved problem, therefore specific methods have to be
applied for particular types of images. General method that could be applied for all kinds of images
has not been developed so far and in the near future the situation will probably remain the same.
For MR image segmentation, the classic techniques such as thresholding, region growing, active
contour, etc. can be used [4]. Another type of segmentation used in MRI is pixel classification into
several classes. This can be either supervised using algorithms such as SVM [5] used e.g., in [6],
or unsupervised using clustering algorithms. Such algorithms can be based on data space division
such as k-means algorithm [7] or they can respect the noise distribution such as Gaussian Mixture
Model using the Expectation-Maximization algorithm for determination of model parameters [8].

The method proposed in this paper does not involve any a priori knowledge about the input
image, such as reference image, training process or defined number of tissues. Hence, the technique
can be labeled as a fully automatic and unsupervised segmentation algorithm of MR brain images.

2. METHODOLOGY

The segmentation process consists of three main steps: Preprocessing, Segmentation and Segment
merging. At first, the preprocessing is performed. This step consists of general preprocessing
algorithms used in MR processing works. The preprocessing is followed by the segmentation,
which is carried out by Statistical Region Merging algorithm, which was developed by Nock and
Nielsen in 2004 [9]. When the image is segmented, the regions are merged to detect occurrences of
particular tissues in several locations.
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2.1. Preprocessing

As in every kind of image processing, the preprocessing is an important step for image analysis.
The preprocessing here consists of Region of Interest (ROI) definition, noise reduction, and in-
homogeneity compensation. In case of multi-contrast segmentation, the registration of particular
images is desired. Since the aim of this work is the segmentation itself, the preprocessing process
is described roughly and several techniques are recommended.

Several techniques for ROI definition (Brain extraction) such as the algorithm proposed in [10]
have been developed. This step also decreases the run-time since the image can be cut to the
smallest necessary size. The noise reduction is carried out by Wiener filter [11], which uses a statis-
tical approach and makes the tissues more compact and reduces the noise with borders preserved,
which is the advantage compared to, e.g., widely used Gaussian filter. For the inhomogeneity
compensation purpose, the algorithm Histogram matching, which is implemented in 3D Slicer
(http://www.slicer.org/) can be used. The multi-contrast registration can be done by algorithm
for multi-modal brain images, the new technique described in (bi-modal) is suitable.

Nevertheless, the images of the testing database are already co-registered and skull-stripped.
Thus, the aim of this work is the segmentation technique and the registration and skull-stripping
are not performed here.

2.2. Segmentation

The segmentation uses the Statistical Region Merging (SRM) algorithm. Here, the method was
adapted to multi-contrast MR images, where the algorithm can work with any number of contrasts.
The reason has been described above.

The only input of Statistical Region Merging Algorithm, except the image itself, is a parameter
Q, which according to [9] “allows quantifying the statistical complexity of the image, the generality
of the model, and the statistical hardness of the task.” The larger Q, the more smaller segments
are created. In our case of MRI segmentation with image size about 200× 200 px, this parameter
was firmly set to value 256 according to experiments. Since the Segment Merging is carried out
afterwards, the slight oversegmentation is appropriate here. Since the SRM is primarily designed
to RGB image segmentation, where each channel is represented by 8 bits, the intensities in every
MR contrast are normalized into the range 〈0; 255〉.

The SRM algorithm starts with splitting the input image into small segments with the size just
of one pixel. In 4-connexity, every pixel creates 4 or less adjacent pairs. The pairs of adjacent pixels
are sorted according to the similarity between these two pixels. The neighboring pixels are joined
into segments if they meet the similarity condition. The set of adjacent pixels is traversed only
once, which makes the algorithm very fast. The detailed information about the SRM algorithm
can be found in [9]. The advantage of this method, compared to segmentation techniques based on
boundary detection, such as active contours [12], is its performance in areas where no clear border
are visible, which is also the case of brain MR images. Another advantage, as already mentioned,
is its speed.

2.3. Segment Merging

The segmentation process divides the image into regions according to the properties in the area,
but it does not consider the unconnected areas. For this reason, the postprocessing step consisting
of segments unification has to be performed.

The unification process is similar to the segmentation algorithm and it is also mentioned in [9].
In SRM, each pixel is considered to be a unique region at the beginning and only adjacent pixels
can be merged during this process. Here, each segment created during SRM can be merged with
any other segment. In SRM, each pixel creates no more than 4 pairs. Every segment creates N − 1
pairs, where N denotes the number of regions in segmented image. All of these pairs enter the
same computation as pairs in SRM algorithm. According to the experiments, the Q in this process
is reduced to value 128 to avoid the repetition of the oversegmentation.

The result of the Segment Merging is a labeled image, where one label does not need to create
a connected region, which means that more locations of particular tissue were detected.

3. EXPERIMENTS AND RESULTS

3.1. Datasets

Brain tumor image data used in this work were obtained from the MICCAI 2012 Challenge on Mul-
timodal Brain Tumor Segmentation (http://www.imm.dtu.dk/projects/BRATS2012) organized by
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B. Menze, A. Jakab, S. Bauer, M. Reyes, M. Prastawa, and K. Van Leemput. The challenge
database contains fully anonymized images from the following institutions: ETH Zurich, Univer-
sity of Bern, University of Debrecen, and University of Utah.

The test database consists of simulated T1, T2, and FLAIR images. From each case, 100 slices in
each plane were taken. 25 subjects of high-grade and 25 subjects of low-grade glioma were available,
which means that the algorithm was tested on 5000 images with resolution 255× 255 px. In 2256
slices, the tumor was present. Since the proposed method is fully automatic and independent of
image intensities, each image of the database can be considered as unique and independent of
others.

All the simulated images are in BrainWeb space [13]. The information about the simulation
method can be found in [14].

3.2. Evaluation Criteria

For the evaluation of region segmentation, Dice Coefficient and Accuracy were used. The Dice
Coefficient (DC) (DICE), in some works called Similarity Index, is computed according to the
equation

DC =
2 |A ⋂

B|
|A|+ |B| , (1)

where A and B denotes the ground truth and the result masks of the segmentation, respectively.
This criterion compares the intersection of two sets with their union. The range of values of DC
is 〈0; 1〉, where the value 1 expresses the perfect segmentation. According to [15], the DC > 0, 7
indicates an excellent similarity.

Another measure widely employed for segmentation evaluation is Accuracy (A), used e.g., in [6]
and defined by the equation:

A =
TP + TN

TP + FP + TN + FN
, (2)

where TP , FP , FN and TN stand for “True Positive”, “False Positive”, “False Negative”, and
“True Negative”, respectively. Both measures are in the same range as DC and the higher value
indicates the better performance as well.

(b) (c)(a)

Figure 1: Results of the segmentation of healthy slices with and without a tumor for different subjects.
(a) T1-weighted images. (b) T2-weighted images. (c) FLAIR images, Red: result of segmentation, Blue:
ground truth.
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Table 1: Segmentation evaluation by dice coefficient and accuracy for both planes.

Dice Accuracy
Median Average Median Average

WM 0.87 0.84± 0.13 0.91 0.91± 0.05
GM 0.87 0.85± 0.06 0.87 0.86± 0.05
CSF 0.81 0.78± 0.16 0.95 0.94± 0.03

Tumor 0.59 0.47± 0.31 0.96 0.92± 0.17
Edema 0.56 0.49± 0.34 0.97 0.95± 0.95

3.3. Results
The summary of the segmentation process results is in Table 1.

In average, the number of detected tissues in images was 1.4 more than the true number. This
was due to inaccurate segmentation of small regions. The average size of such redundant region
was about 11.8% of the brain size. This was mostly due to unclear border between adjacent tissues
and created regions in between.

The results are visualized in Fig. 1, where the ground truth segmentation (blue) is compared
with the result of the proposed algorithm (red) on all T1, T2 and FLAIR contrast that were used
for the segmentation. The results for healthy brains and brains with tumor are shown.

4. CONCLUSION

The purpose of this work is to show a fully automatic segmentation technique for multi-contrast
MRI. This method works also for one-contrast MRI but with less precision, since not all tissues
could be well separated according to intensities in one image. The future work will cover an im-
provement in segment merging process, the automatic tissue determination according to properties,
and extension into 3D.

The big advantage compared to other state-of-the-art methods is its independence of the number
of segmented tissues. The algorithm can automatically segment both healthy and afflicted brains
and could be used also for other parts of the body.
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The Optical Angular Momentum in a Vector Vortex Optical Field

Rui-Pin Chen
Department of Physics, Zhejiang Sci-Tech University, Hangzhou 310028, China

Abstract— We study the propagation dynamics of vortex vector field with azimuthally locally
uniform and inhomogeneous polarization states by using angular spectrum the electromagnetic
beam. The evolution of the polarization states in the field cross section is analyzed numerically
in detail during propagation by using the Stokes polarization parameters. The results indicate
that the polarization states in the field cross section rotate along the propagation axis due to the
existence of vortex field. In particular, the interaction between the central phase singular point
(i.e., dislocation) and the polarization singular point (i.e., disclination) leads to the creation or
annihilation of optical field in the center of optical field, depending on the number of vortex
and polarization topological charges. The transverse energy flux distributions and both spin
and orbital optical angular momentum of vector vortex optical field with the different states of
polarization in the cross-section of the field are computed and analyzed. Our results indicate
that the different states of polarization in the cross-section of the optical vector vortex field can
influence and reconstruct the transverse Poyting vector (energy flux) and both spin and orbital
optical angular momentum flux distribution in the cross-section of the field. These results,
therefore, provide useful information on how to spatially manipulate the angular momentum of
laser beams by choosing appropriate states of polarization in the cross-section of the field. This
work provides further insight into dynamic behaviors of the vector vortex optical field and sheds
light on a new approach in manipulating micro-particles.

Light carries angular momentum comprised of both a spin component associated with polariza-
tion, and an orbital component arising from the spatial profile of light intensity and the phase [1].
Considerable interest in orbital angular momentum arises from its potential use in multiple appli-
cations including quantum information processing, atomic manipulation, micro-manipulation and
the biosciences [2–5].

In the coordinate system, the z-axis is taken to be the propagation axis. A cylindrical optical
vector field is expressed as [6, 7]

E(r, θ) = A(r, θ) [cos(mθ + θ0)ex + exp(i∆θ) sin(mθ + θ0)ey] (1)

where r =
√

x2 + y2 and θ = arctan(y/x) are the polar radius and azimuthal angle in the polar
coordinate system, respectively. m is the topological charge, and θ is the initial phase. ex and
ey are the unit vectors in x and y-direction, respectively. In Eq. (1). ∆θ = 0 implies that the x-
and y-components have the same phase. In this case, it is seen from Eq. (1) that the SoP depends
only on the azimuthal angle ϕ. The vector optical field is linearly polarized at any position in the
field cross section. When m = 1 with θ = 0 and π/2, the vector fields describe the radially and
azimuthally polarized vector fields, respectively. On the other hand, Eq. (1) degenerates to the
linearly-polarized fields if m = 0.

By using the Fourier transform, the transverse components of the vector angular spectrum
Ax(ρ cos θ, ρ sin θ) and Ay(ρ cos θ, ρ sin θ) are given by the Fourier transform of the initial field:

(
Ax(ρ cosφ, ρ sinφ)
Ay(ρ cosφ, ρ sinφ)

)
=

(
k
2π

)2

( ∫∞
0

∫ 2π
0 A(r) cos(mθ + θ0) exp [−ikrρ cos(θ − φ)] rdθdr∫∞

0

∫ 2π
0 A(r) exp(i∆θ) sin(mθ + θ0) exp [−ikrρ cos(θ − φ)] rdθdr

) (2)

where k is the wavenumber. For the Gaussian distribution with the n-th vortex and an arbitrary po-
larized electromagnetic field (see Eq. (1)) in the source plane z = 0, A(r, θ) = exp(−r2/w2) exp(inθ)
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where w is beam-width, the angular spectrum is

A(ρ cosφ, ρ sinφ) = πim+n

(
k

2π

)2 √πkw3ρ

8
exp

(−k2w2ρ2/8
)

×
{

P exp [i(mφ + nφ + θ0)] (ex − i exp(i∆θ)ey)

+T exp [−i(mφ− nφ + θ0)] (ex + i exp(i∆θ)ey)

−
[
P exp [i(mφ + nφ + θ0)] (cosφ− i exp(i∆θ) sin φ)

+T exp [−i(mφ− nφ + θ0)] (cosφ + i exp(i∆θ) sin φ)
]
ρ/γez

}
(3)

with

P = I(m+n−1)/2

(
k2w2ρ2/8

)− I(m+n+1)/2

(
k2w2ρ2/8

)

T = I(m−n−1)/2

(
k2w2ρ2/8

)− I(m−n+1)/2

(
k2w2ρ2/8

)

where I(·) are the Bessel functions of the second kind and ez is the unit vector in z direction. The
electric field component of the vector cylindrical optical field in z plane can be represented as:

E(r) = (−1)m+n k3w3√π

16

∫ ∞

0
e−

k2w2ρ2

8

{
PJm+n(−krρ) exp [i(mθ + nθ + θ0)] (ex − i exp(i∆θ)ey)

+TJm−n(−krρ) exp [−i(mθ − nθ + θ0)] (ex + i exp(i∆θ)ey)

+
[
PJm+n+1(−krρ) exp [i(mθ + nθ + θ + θ0)] (1− exp(i∆θ))

+PJm+n−1(−krρ) exp [i(mθ + nθ − θ + θ0)] (1 + exp(i∆θ)))
+TJm−n−1(−krρ) exp [−i(mθ − nθ − θ + θ0)] (1 + exp(i∆θ))

+TJm−n+1(−krρ) exp [−i(mθ − nθ + θ + θ0)] (1− exp(i∆θ))
]
iρ/2γez

}

× exp (ikγz) ρ2dρ (4)

Under the paraxial approximation, the transverse energy (TE) flow of the vector cylindrical
optical field in z plane can be written in the following forms:

~S =
1
2
Re

[
~E(r)× ~H∗(r)

]
=

1
2µ0ω

Im
[
~E(r)×

(
∇× ~E(r)∗

)]
(5)

where Re[·] and Im[·] denote the real and imaginary parts, respectively, and the asterisk corre-
sponds to its complex conjugation. Therefore, Eq. (7) describes the energy flux distribution at the
propagation plane of z ≡ constant. The optical angular momentum flux density is [8]

Jz = lz + sz =
E∗ · (r ×∇)E · ez∫∫

E∗ · Edxdy
+

E∗ ×E · ez

i
∫∫

E∗ · Edxdy
(6)

where the first and second terms represent the flux density of the orbital angular momentum (OAM)
flux density Lz and the spin angular momentum flux density Sz, respectively.

The distribution of the TE flux and the OAM flux are depicted in Fig. 1. It is clearly seen
from Fig. 1 that the TE flux and the OAM flux depend on SoP, as expected. The results indicate
that the different states of polarization in the cross-section of the optical vector vortex field can
influence and reconstruct the transverse Poyting vector (energy flux) and both spin and orbital
optical angular momentum flux distribution in the cross-section of the field. The results provide a
deeper understand to manipulate the angular momentum of laser beams.
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(a) (b)

(c) (d)

Figure 1: The distribution of TE flows (upper) and OAM flux density (lower) in the cross-section of a local
linearly polarized vortex vector optical field (∆θ = π/2 and ϕ0 = 0) with (a) n = 1, m = 1; (b) n = 1, m = 2;
(c) n = 2, m = 1; (d) n = 2, m = 2 for different propagation distance. Arrows represent the directions of
transverse energy flow in the field cross-section.
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Abstract— By monitoring the intermodal interference pattern, we realize online diameter
calibration during optical microfiber (OM) tapering process. By a comparison of LP02 mode
cut-off position between theoretically prediction and the actual monitoring result, we introduce
modifications of tapered parameters, and realize an online and precise feedback control in the OM
tapered process. Our online feedback control technology provides an effective tool in acquiring
high quality OMs by improving the tapered accuracy while maintaining good repeatability, which
is essential for applications in scientific research and engineering areas.

1. INTRODUCTION

Optical microfiber (OM) has been concerned for its special characteristics such as large evanescent
field, high disperse and strong nonlinearity et al. [1]. Many works had been performed to try to get
OM with various fabricating technologies. An OM with conventional optical fiber as pigtails has
been paid more attentions for its convenient application. Although the manufacture and application
of OM have obtained much development, some problems still exist in aspects such as production
process, transmission loss, and uniformity of waveguide structure et al., which may not meet the
requirement of engineering and scientific research [2]. For example, in research areas such as
atomic trapping [3, 4], sensing technique based on evanescence field [5, 6], the production monitoring
technology should be exploited to ensure the characteristics of OMs reliable in practical applications.

The OM fabrication monitoring systems had been studied by many people to ensure well optical
transmission properties. The monitoring systems constructed with different devices were used. A
combination of white light source and optical spectrum analyzer can be used to get the evolution
of the transmitting spectrum of the tapering fiber during the whole tapering process. Another
combination of laser source and photo-detector can be used to get the evolution of excited modes
based on the intermodal energy transfer [7–10]. In this paper, we want to enhance the interference
phenomenon in the tapering fiber during the fabrication process of OM, by choose a high coherent
laser as the monitoring light source, and use a power jumping point in the monitoring signal
corresponding to the normalized cut-off frequency of the LP02 mode to judge the diameter of the
fabricated OM. So, by using different online feedback methods to adjust the tapered parameters,
the OM tapered accuracy could be improved.

2. ANALYSIS OF INTERMODAL INTERFERENCE CHARACTERISTICS IN OM
MANUFACTURE PROCESS

In this paper, the OM tapering device was set up based on a widely used modified flame-brushing
technique [11], shown in Figure 1. A telecom fiber (SMF-28, Corning) is clamped onto the two
motorized precision translation stages and stretched under the control of computer, while the bare
part of the fiber is heated by a micro-heater (CMH-7019, NTT-AT). Both stages and micro-heater
are automatically controlled by a computer. One end of the drawn fiber is connected with a high
coherent laser source (RIO, 1550 nm, line width 2 kHz). The other end is directly connected to the
detector (OE-200). Based on the model in Ref. [12], OMs with different structure and transmission
characteristics can be tapered, by precisely control of parameters such as heating zone length,
heating temperature, tapered velocity, cone angle et al..

In different stages of tapered process, as the decrease of waist diameter, the fundamental mode
in the original core will expand into the clad, shown in Figure 2. The mode will transmit in the
new “core”, which consists of the original clad layer and the new air clad, that form a “clad-air
clad mode”. By the normalization equation:

V =
2πa

λ0

√
n2

core − n2
clad (1)
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Figure 1: Schematic illustration of the OM fabri-
cation setup.
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Figure 2: Schematics of typical structure and mode
transmission in OMs satisfying adiabatic condition.

We could know that, in the tapered process, the permitted mode numbers in waist region will
first increase and then decrease [9, 10]. When the waist diameter decreases to a single mode limited
value, only the fundamental mode transmits in the waist.

In tapered process, waist parameters will be affected by factors such as the change of heating
temperature, tensile strain et al.. When the waist region permits multimode transmission, higher
mode will be excited. Due to different transmission constant, phase differences exist among modes
when transmit a distance, and induce intermodal interference. The fundamental mode is rotational
symmetrically, when the waveguide symmetry is kept well in tapered process, only LP0m mode
could be excited. Ignoring the radiation mode and bending influence, the intermodal interference
intensity distribution is described as [13]:

I(r, z) = E(r, z)E∗(r, z) =
M∑

m=1

M∑

n=1

cmc∗nE(r, z)E∗(r, z) exp[i(βm − βn)z] (2)

where cm is the coupled coefficient between fundamental mode and LP0m mode, βm is the transmit-
tance constant of higher mode, z is the transmission distance. Under influence of changed heating
temperature and tensile strain, cm, βm and z will be modulated, and the interference pattern
changes correspondingly that could be detected.

When the waist diameter become smaller to a certain value, higher modes will be cut off, and
will result in a change of the intermodal interference pattern. We can see that, when LP02 (HE12)
mode is cut off, at most LP01 (HE11) and LP11 (TE01, TM01, HE21) are permitted (in cases of
disturbing such as bending). When LP02(HE12) is cut off, the corresponding OM diameter is about
1.8µm. Now the diameter scale of OMs is mainly in the sun-wavelength range. For example, the
most common applied OMs have a diameter range of 0.5∼2µm [1, 2]. Our experiment also shows
that, the tapered device has a relatively larger error when the waist diameter becomes smaller than
4µm, and we can utilize this featured position (when LP02 mode is cut off) to scale the diameter
of the tapered fiber, and improve the tapered accuracy.

In order to monitor the intermodal interference during the fabrication process of OM, A high
coherent laser (RIO Company) with no less than 2 kHz line width is chosen as the light source.
Corresponding parameters were set up in order to fabricate an OM with waist region diameter
about 1µm and waist length about 10 mm. The output light of the tapering fiber was detected
with a detector sampled by an A/D converter with 100 Hz sampling frequency.

3. FABRICATION CONTROL TECHNIQUE BASED ON MONITORING INTERMODAL
INTERFERENCE

The theoretical analysis results show that, by using high coherent light source to online monitor
the OM tapered process, the jump point could be detected when the mode cut off, and the phe-
nomenon be especially obvious when the LP02 mode cut off. For this reason, we use this intermodal
interference featured point to establish the diameter in the OM tapered process, and add feedback
control to adjust the tapered parameters, which may increase the tapered accuracy and stability.

In the tapered process, by set tapered parameters: taper uniform waist length lw = 10 mm; taper
waist diameter dw = 1µm; taper speed v = 100µm/s; liner revise factor a = 0.1 [12]. Then we use
many methods including compensated control of initial heating width, suppress the circumstance
noise, and adjust the temperature, to make the intermodal interference jump point maximally close
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to the theoretical LP02 mode cut off position, and then detect the acquired OM in the microscope.
Figure 3(a) shows the online monitoring of OM sample. It can be seen that the difference between
LP02 mode’s theoretical cut off position and intermodal interference jump point is 1.829 s, by which
we could infer that the diameter error between prediction and actual result will in 0.01µm. The
measured the diameter of the sample by microscope is 1.03µm, see Figure 4. Figure 3(b) is the
theoretical diameter in the tapered process. The red line and the three asterisk points respectively
represent the theoretical result and the measured values, which are in good agreement. From the
monitoring result, we can see that the transmission loss is as low as 1%. The additional loss after
tapered process mainly comes from the circumstance pollution, and the pollution sensing could be
realized by measuring this additional loss [5, 6].

The above experiment sufficient demonstrated the effectiveness of the diameter establish method
by using intermodal interference jump point (LP02 cut off), and the OM tapered error is expected
to be deceased below 2%.

Additionally, we have made 3D transmission spectrogram of the sample’s monitoring result, see
Figure 5. We can see that, two main routing evolutions of interference appeared in the tapered
process, which means that two higher order modes were excited [7–10, 14]. At about 450 s, the first
routing evolution disappeared which represents the cut off of one of the high order mode, and at
about 510 s, the second routing evolution disappeared with clear dividing line, which is the LP02

cut off point.

(a)

(b)

Figure 3: (a) Online detection of OM sample and (b) diameter measurement and theoretical prediction in
the tapered process (lw = 10mm, dw = 1 µm).

Figure 4: Images of the OM sample-2 in optical mi-
croscope (lw = 10 mm, dw = 1 µm).

LP02

cut-off

Figure 5: The 3D transmission spectrogram of the
sample-2’s monitoring result (lw = 10mm, dw =
1 µm).
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In practice, different OMs with different parameters will be required. The diameter of OM is
usually estimated according to volume conservation rule. But the estimated diameter value may not
be correct due to the different tapering conditions such as environment temperature or the variation
of the fabrication devices. Now, we can judge the diameter accuracy just by measuring the time of
the jumping points during the fabrication process with the optical monitoring system. According
to the last jumping point in the time domain signal, we can deduce the terminal diameter of the
OM and modify the parameters so as to ensure a correct diameter monitor for the OM fabrication
monitoring system.

Three methods have been used to decrease the errors that mentioned. First, use compensation
tapering based on the delay between actual and predicted jump point. Second, due to the fact that
the error keeps stable at the same tapered parameters and conditions, we can make one sample
to establish the error, and then add proper modifications. For the OM itself, the influence of the
length of tapered waist (lw) on optical characteristics could be ignored, but the diameter influence
is obvious (dw). So we can change the lw while keeping other parameters unchanged, especially
for dw to decrease the tapered error. So we can decrease the diameter error by just change the
single variable lw. Third, from the mentioned error analysis, we can see that the initial heating
width of the tapered volume is an inevitable and important factor to induce tapered error. And
we can attribute all the error factors to the heating width error. So we can compensate the initial
heating width to realize modification while keeping OM’s waveguide structure unchanged. For
the three methods mentioned here, repeated experiments demonstrated that the tapered structure
error could be controlled below 5%.

Through theoretical analysis and experiment, the last jumping point is corresponding to the
time when the LP02 mode is cut off in the tapering fiber process. We can calculate the normalized
frequency of the tapering OM and deduce the diameter of the tapering OM at that time, and
also can obtain the diameter of the OM combining the initial diameter of the taper fiber (usually
125µm) and the theoretical formula of the estimated diameter of the OM. The jumping point
characteristic used for judging the diameter of the tapering OM and even to correct the theoretical
diameter of the fabricated OM based on the initial fiber diameter, tapering length, OM terminal
diameter and others parameters which could be estimated by person or software online. When the
deviation between actual LP02 mode jump point and theoretical value is large, we can add software
online controlled feedback to adjust the tapered parameters. This technology is benefit for large
amount production of qualified OMs.

4. CONCLUSION

In this paper, an OM tapering device based on the modified flame-brushing technique was made
systematic error analysis and online measurement. The OM fabrication monitoring system is set
up with a high coherent laser so as to enhance the interfere effect in the tapering process. The
corresponding spectrograph of the OM tapering process is plotted, which is helpful to analyze the
evolution of excited modes. A jumping point is used to judge the correction of the calculated
diameter of the OM. The results used for obtaining OMs with accurate structural parameter. So,
by using different online feedback methods to adjust the tapered parameters, the OM tapered
accuracy could be improved. The intermodal inference based online monitoring method in OM
tapered process will improve the technological level of OM production, and make the OMs more
qualified in scientific and engineering applications.
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Abstract— The traditional metamaterial and frequency selective surfacesFSS basically is the
mixed structure of the metal and dielectric. However, due to the inherent defects of metal
materials, the dielectric metamaterial FSS is necessary. All dielectric metamaterial FSS can
be designed, according to the constitutive parameters and dielectric resonator theory based on
equivalent. This paper presents the design of dielectric materials FSS, and studies the principles
and methods about using high dielectric constant to design dielectric FSS, and the design of
the band-pass characteristics of dielectric metamaterial FSS has been proposed. In this paper,
the design principle is much important practical significance and guiding significance for the all
dielectric metamaterial FSS.

1. INTRODUCTION

The concept of metamaterials is late for thirty years than the frequency selective surfaces (FSS),
but periodic structure of the FSS and metamaterials in the design is quite similar. In the traditional
sense of the metamaterials and frequency selective surface, periodic structures are made of metal
materials. But in the high frequency band (such as millimeter wave field), the metal material
is much less practical due to the skin effect of metal surface. And the physical properties of
metal material itself brings many limitations [1].

These problems can be well solved by dielectric materials. This article verifies the high di-
electric constant of medium also have plasma liquid through the derivation of the Drude model,
designs and simulates the one-dimensional grid structure all dielectric metamaterial FSS. At last
the transmission characteristic curve is optimized and the simulation results are analyzed [2, 3].

2. THE METAL PROPERTIES OF HIGH DIELECTRIC CONSTANT OF MEDIUM

According to the Pendry’s research [3, 6], Infinite array of metal wire can be equivalent to the
plasma. Under the action of electromagnetic wave, the equivalent dielectric constant εeff meet
Drude model:

εeff = 1− w2
p

w · (w + i · γ)
, w2

p =
n · e2

ε0 ·m
where, n for the electronic density, m and e for the respectively the electron mass and charge, i for
the imaginary unit, ε0 for the permittivity of free space, ωp for the plasma frequency of metal. ω
for the electromagnetic wave frequency, γ for the attenuation factor.

It can be seen from the formula that the equivalent dielectric constant to be negative, electro-
magnetic wave frequency must be smaller than the ω metal plasma frequency. Plasma frequency
of the metal is generally high, however, the plasma frequency of the metal must be reduced to the
scope of what we need to get a negative permittivity metamaterials needed.

The plasma frequency of the metal ωp can be written as:

ω2
p =

ne2

ε0meff

where, meff for electronic equivalent mass, n for electronic number per unit volume.
According to the formula, as a result of electronic number per unit volume is only related to the

metal itself, so that one of the effective methods to reduce increase meff .
The Drude model of high dielectric constant of medium can be written as:

εeff = ε0

(
1− ω2

p

ω2

)

where, ωp for the plasma frequency of medium model constructed, ω for the frequency of electro-
magnetic waves [4, 5].
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3. THE DESIGN AND SIMULATION OF ONE-DIMENSIONAL GRATING
ALL-DIELECTRIC FSS

According to the analysis in the previous section, the high dielectric constant of the medium is in
the nature of metals. Palisade structure can be viewed as long column of high dielectric constant
of the medium with air. Two kinds of composite material unit, through the medium, the dielectric
constant of air cycle change on the influence of different frequency incident electromagnetic wave
transmission coefficient of frequency selection [7–9].

Figure 1 is the simulation of the grating dielectric metamaterial FSS using CST MWS software.
Dielectric periodic extension is adopted in the XY plane. Background conditions set in free space,
the boundary conditions are set to: X and Y direction are periodic boundary (Unit Cell), Z
direction for Open boundary (Open), the electromagnetic wave transmission along the Z direction.
Using TE wave vertical incidence (electric field along the X direction), the curve of the S parameters
can be calculated as shown in Figure 2.

As you can see from Figure 2, FSS frequency response is the single pass band, pass band is
located in the x-band, pole 10.75 GHz band pass is the center frequency. The design of the pass
band is in 10.53∼11.05GHz for all dielectric FSS of 3 dB transmission pass band. The bandwidth is
497MHz, has largely promoted the medium type of metamaterials pass band bandwidth. Analyzing
the characteristics of the S parameters of graphics, pass band belt is more smooth, and the out-of-
band grating lobe suppression is quite well.

To verify that the sensitivity of the incident plane wave angle, inspection transmission coefficient
of different angles of incidence has been inspected. Figure 3 is for different incidence angles of TE
wave feedback wave of S21 transmission parameter curves.

The different angle of incidence of S21 curve Can be seen in the Figure 3. With the increase of
incident angle degree, center frequency does not change. It is proved that the one dimensional all
dielectric FSS has good practical value.

    

!  
  

w   

D   

Figure 1: The structure diagram of the grating dielectric metamaterial FSS.

Figure 2: The S parameters of the grating dielectric meta-
material FSS.

Figure 3: The S parameters of different inci-
dence angles of TE wave feedback wave.
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4. CONCLUSION

High dielectric constant of the dielectric materials have plasma liquid property as the metal. On
the basis of the theoretical basis, design the one-dimensional grating all dielectric metamaterials
FSS with good band pass characteristics.
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Abstract— Metallic parts are indispensable to traditional frequency selective surfaces. How-
ever, for millimeter waves, because of surface wave skin effect, the loss of metal-containing FSS
is so large that the performance is badly affected. Besides, metal materials are quite unfavorable
for high-temperature resistance and corrosion resistant requirements. The article adopt period
dielectric structure to achieve band-pass frequency selective properties. The design principles
proposed in this paper are of great practical values in designing all-dielectric metamaterials fre-
quency selective surfaces.

1. INTRODUCTION

Frequency selective surface (FSS), as a kind of spatial filter, is planar or curved surfaces composed of
periodically arranged scatter arrays. FSS can exhibit one or more pass-bands or stop-bands. Con-
ventional FSSs are usually two-dimensional structures composed of periodically arranged metallic
patches or slits. Metamaterial are artificial composite structures or composite materials that exhibit
u-natural physical properties [1–5]. The concept of metamaterial not only gives us a new material
form, but only provides us a new material design concept. This brings revolutionary changes to
the world view and methodology of human beings [6].

All-dielectric metamaterial are now receiving more and more attentions from the academic world.
This kind of metamaterial includes no metallic part and thus has the advantages of low loss, simple
structure, better homogeneity and isotropy at high frequencies (millimeter waves, sub-millimeter
waves, infrared waves and etc.).

Based on these merits, this thesis introduces all-dielectric metamaterials into the design of FSSs
and mainly investigates the principles and methods of designing all-dielectric FSSs using high-
permittivity dielectric materials [7, 8].

2. THE ANALYSIS OF THE THEORY BASED ON MIE SCATTERING [9–11]

Mie scattering is the most widely used application and the basic algorithms of the particle scattering
than any other theories. There is nothing comparable to this precision in the processing in the
wavelength particle scattering problem. Specifically refers to isotropic, particles in a highly dilute
medium system, such as air scattering and the particle diameter, the refractive index difference
between incident particles to the medium on the theory of the relation between the wavelength of
incident light.

Traditional mie scattering thought is as follows.
Plane wave scattering problem of small ball can be calculated strictly by matching the boundary

conditions. For isolation of single spherical scatterer, the electromagnetic wave into the background
material of the dielectric constant as εb, permeability as µb, the radius of spherical scatterer as r0,
dielectric constant as εr = n2 (n for the refractive index of the scatterer). The m class of scattering
coefficient am and coefficient bm respectively:

am =
nΨm(nx)Ψ′

m(x)−Ψm(x)Ψ′
m(nx)

nΨm(nx)ξ′m(x)− ξm(x)Ψ′
m(nx)

bm =
Ψm(nx)Ψ′

m(x)− nΨm(x)Ψ′
m(nx)

Ψm(nx)ξ′m(x)− nξm(x)Ψ′
m(nx)

where, x = k0r0, k0 = ω/c is the wave vector in Vacuum, Ψm, ξm is Reccati-Bessel Functions.
According to the Clausius-Mossotti Equation, if λ > r0,

εeff =
2(k0r0)3 + 6ifa1

2(k0r0)3 − 3ifa1
µeff =

2(k0r0)3 + 6ifb1

2(k0r0)3 − 3ifb1

where, f = 4πNr3
0
/
3, N for the number of the unit volume of the spherical scatterer.
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According to mie scattering theory,

a1 = j
2
3

(
k2

0µbεb

)3/2 εb − εrF (θ)
2εb + εrF (θ)

r3 (1)

b1 = j
2
3

(
k2

0µbεb

)3/2 µb − µrF (θ)
2µb + µrF (θ)

r3 (2)

where,

F (θ) =
2(sin θ − θ cos θ)

(θ2 − 1) sin θ + θ cos θ
, θ = k0a

√
ε′rµ′r

3. THE DESIGN AND SIMULATION OF BAND-PASS FSS WITH THE GRID
DIELECTRIC METAMATERIAL

For the symmetry of the grid unit, we should adjust the only parameter length during the opti-
mization. And the sample with grid unit is much easy to implement. Based on these reasons, a
kind of grid as the basic unit of the whole medium type FSS is designed.

As can be seen from the Figure 1(b), unit structure is periodic extension in the XY plane. The
dielectric grid and the air are the two different kind of material structure. The effect of band-
pass may be produced by this structure. As shown in Figure 2 is obtained by frequency domain
calculation, S parameters of the curve.

 

a   

w 

l X    

Y    Z   

Figure 1: The structure diagram of the grid dielectric metamaterial single band FSS.

Figure 2 for the TE polarized wave is incident when the FSS S11 and S21 frequency response
curve. As can be seen from the graph, the pass band is a single band, the pole is 11.17 GHz, 3 dB
work pass band is 1.08 ∼ 11.34GHz, the bandwidth is 260 MHz, the reflectivity of resonant pole is
greater than −40 dB.

However, we found that the pass band result is not very ideal by analysis of transmission
characteristics of the corresponding curve, the smooth curve does not appear in the pass band, the

Figure 2: The S parameters of the grid dielectric metamaterial single band FSS.
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decrease is not significantly with inside and outside.
Figure 3 for the set in a free space of the double layer grid dielectric metamaterial FSS. Keep

the dielectric constant, dielectric loss and the size of unit the same.
From Figure 3 we can find the pass band characteristics can be significantly improved. The

optimized FSS has good pass band performance. Contrast can be seen in Figure 2 that transmis-
sion pass band center frequency has not changed, the two poles of pass band are 11.13 GHz and
11.24GHz, 3 dB pass band is 10.07 ∼ 11.32GHz, the passband bandwidth of 1.23 GHz, reflectivity
of two resonant pole are larger than −40 dB.

    

d   

h   

a   w   

l   

Figure 3: The structure diagram of the double layer grid dielectric metamaterial FSS.

Figure 4: The S parameters of the double layer grid dielectric metamaterial single band FSS.

4. CONCLUSION

This paper uses the method of the combination of the FSS and the metamaterial design, and analyze
the mechanism of pass band characteristic by Mie scattering principle. Through the coupling
between different layers of pass band bandwidth, designs the grid type all dielectric metamaterials
FSS, formed pass band in x-band, 3 dB transmission pass band is 10.07 ∼ 11.32GHz, pass band
bandwidth is 1.23 GHz, in-band insertion loss maximum 0.78 dB. The principle proposed by this
paper is important to guide significantly to design the all dielectric metamaterials FSS.

REFERENCES

1. Munk, B. A., Frequency Selective Surfaces: Theory and Design, 1–4, Wiley-Inter Science, New
York, 2000.

2. Cui, T. J., D. R. Smith, and R. Liu, Metamaterials Theory, Design, and Applications, 1–2,
Springer, New York, 2009.

3. Veselago, V. G., “The electrodynamics of substances with simultaneously negative values of ε
and µ,” Soviet Physics Uspekhi, Vol. 10, 509–514, 1968.

4. Pendry, J. B., A. J. Holden, W. J. Stewart, et al., “Extremely low frequency plasmons in
metallic mesostructures,” Physical Review Letters, Vol. 76, 4773–4776 1996.



1884 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

5. Shelby, R. A., D. R. Smith, and S. Schultz, “Experimental verification of a negative index of
refraction,” Science, Vol. 292, 77–79, 2001.

6. Smith, D. R., J. B. Pendry, and M. C. K. Wiltshire, “Metamaterials and negative refraction
index,” Science, Vol. 305, 788–792, 2004.

7. Anthony, L., C. Caloz, and T. Itoh, “Left-handed metamaterials for microwave engineering
applications,” IEEE Microwave Magazine, Vol. 9, 34, 2004.

8. Yu, F., S. Qu, Z. Xu, J. Wang, Y. Yang, X.-H. Wang, H. Zhou, and Y. Li, “Investigations on
the design of all-dielectric frequency selective surfaces,” PIERS Proceedings, 472–475, Suzhou,
China, September 12–16, 2011.

9. R. F., 1981.
10. ???, 2002.
11. Smith, D. R., S. Schultz, P. Markos, et al., “Determination of effective permittivity and per-

meability of metamaterials from reflection and transmission coefficients,” Physical Review B,
Vol. 65, 195104, 2002.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1885

Automatic Extraction of Pathological Area in 2D MR Brain Scan

P. Dvorak1, 2, K. Bartusek2, and E. Gescheidtova3

1Department of Telecommunications, Faculty of Electrical Engineering and Communication
Brno University of Technology, Technicka 12, Brno 612 00, Czech Republic

2Institute of Scientific Instruments of the ASCR
v.v.i., Kralovopolska 147, Brno 612 64, Czech Republic

3Department of Theoretical and Experimental Electrical Engineering
Faculty of Electrical Engineering and Communication, Brno University of Technology

Technicka 12, Brno 612 00, Czech Republic

Abstract— The aim of this work is to propose the fully automated pathological area extraction.
The proposed method is based on multi-resolution symmetry analysis and automatic thresholding.
The multi-contrast MRI (T2 and FLAIR images) is used. Since the method is based on symmetry,
it works for both axial and coronal planes. In these both planes of healthy brain, the approximate
left-right symmetry exists and it is used as the prior knowledge for searching the approximate
pathology location. The algorithm was tested on 357 axial and 443 coronal real images from
publicly available BRATS databases containing 3D brain volumes afflicted by a brain tumor.
The results were evaluated by Dice Coefficient (axial: 0.85 ± 0.11, coronal 0.82 ± 0.18) and by
Accuracy (axial: 0.96± 0.05, coronal 0.94± 0.09).

1. INTRODUCTION

Nowadays, the issue of automatic analysis of brain tumors is of great interest. It is the first step
in surgical and therapy planning. And the very first step of the automatic analysis of brain tumor
is its detection and subsequent segmentation. The detection of brain tumors is generally a more
complex task than the detection of any other image object. Pattern recognition usually relies on
the shape of the required objects. Since the tumor shape varies in each case, other properties have
to be used. Several different and interesting methods have been developed in recent years. The
existing algorithms can be classified into semi- and fully-automatic methods.

The semi-automatic [1, 2] require some user interaction, e.g., to select the starting point lying
inside the tumor or to select several points of foreground and several points of background. The
automatic [3, 4] methods do not require any interaction and are usually based on prior knowledge
of the human brain structure, either tissue atlas or left-right symmetry, or their combination.

2. METHODOLOGY

In this work, for the better performance, the usage of multi-contrast MR is suitable. FLAIR and
T2-weighted images are used. In both images, the pathological areas are well visible. Compared to
the T1CE images, which is the most common contrast used in tumor segmentation, these contrasts
do not require the contrast agent fluid.

The reason for multi-contrast MRI is much better differentiation of particular tissues than in case
of using only one contrast image. E.g., the edema reaches similar intensities as CSF (Cerebro-Spinal
Fluid) in T2-weighted images, while in FLAIR images, the intensities are absolutely different. On
the other hand, the differentiation between necrosis and white matter is much better in T2-weighted
images. That method is based on multi resolution symmetry analysis.

The input of the whole process are stand-alone registered 2D T2 and FLAIR magnetic resonance
images. No neighbor slices are considered. The reason for these contrast images is the good visibility
of this kind of pathology in them.

2.1. Preprocessing

The preprocessing consists of brain extraction, image registration and the symmetry axis detection.
None of these parts is the aim of this work, but for this purpose, the existing algorithms described
in [5–7] can be used for brain extraction, image registration and symmetry axis detection, respec-
tively. Addition of such methods as a preprocessing step is the aim of future work.
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2.2. Symmetry Analysis

The most important part of the presence detection process is the detection of symmetry anomalies,
which are usually caused by a brain tumor, whose detection is the main purpose of this article.
The first step of this process is dividing the input image into two approximately symmetric halves.
Assuming that the head is not rotated and the skull is approximately symmetric, the symmetry
axis is parallel to the vertical axis and divides the image of the detected brain into two parts of
the same size. Since the method is not pixel-based, the precision of the determined symmetry axis
does not have significant influence.

A squared block, with the side length computed as one quarter of the cropped image side length,
is created. This size and sizes computed in the following computation are suitable for the detection
of both small and large tumors. The algorithm goes through both halves symmetrically by this
block. The step size is smaller than the block size to ensure the overlapping of particular areas.
These areas are compared with their opposite symmetric part. In this case, the step size of one
eighth of the block size was set.

A omparison is done by the Bhattacharya Coefficient [8]. Normalized histograms with the same
range are computed from both parts and the Bhattacharya Coefficient (BC) is computed from these
histograms as follows [8]:

BC =
N∑

i=1

√
l (i) · r (i), (1)

where N denotes the number of bins in the histogram, l and r denote histograms of blocks in left
and right half, respectively. The range of values of BC is 〈0; 1〉, where the smaller the value, the
bigger the difference between histograms. For the next computation, the asymmetry is computed
as:

A = 1−B. (2)

This asymmetry is computed for all blocks. Since the step size is smaller than the block size, the
overlap exists and more values of asymmetry are present for most pixels. To obtain the appropriate
asymmetry map, the mean of all values computed for a particular pixel is computed. The computed
values of asymmetry create the asymmetry map, which expresses the probability of tumor presence
in a particular location. The higher the asymmetry is, the higher is the probability of the tumor
presence in a given location.

2.3. Multi-resolution Map

The whole cycle of symmetry checking is repeated four times but with different size of block. Height
and width of the block are iteratively reduced to the half of the previous value. So the size of the
block is 1/1, 1/4, 1/16, and 1/64 of the initial size, respectively. The purpose of smaller areas is
the more precise detection of asymmetry. This approach corresponds to the multi resolution image
analysis described in [9]. A block size of 1/256 of the initial size was tested as well, but the results
were not improved and the maximum of asymmetry coefficient for this block size was equal to 1
for every image in database.

The output of each cycle is a probabilistic map of anomalies. The product of values correspond-
ing to a particular pixel is computed. The output is the new multi resolution probabilistic map.
The example of multi-resolution probabilistic maps are shown in Fig. 1.

2.4. Glioma Extraction

The pathological area extraction is based on the method described in [10], but multi-contrast
images, namely T2 and FLAIR, are now involved in this task. In T2-weighted images, glioma and
potential edema produce much stronger signal that the white matter, in which they are mostly
located. For this reason, the thresholding is employed here. Since the intensities in image can differ
from case to case depending on the data acquisition, it has to be computed from the particular
image. Moreover, only pixels in the most asymmetric parts have to be involved in the threshold
computation. Otherwise, the threshold would be computed incorrectly in case of small tumors.
For this purpose, the asymmetry mask is computed. This mask includes the regions, where the
asymmetry reached at least 10% of the maximum asymmetry for particular image. Since the result
is both-sided mask, healthy and pathological areas are included.

The threshold is determined automatically by Otsu’s algorithm [11], but any other automatic
method can be used.
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(a) (b)

Figure 1: Asymmetry probabilistic maps for block side length equal to 1/4, 1/8, 1/16, and 1/32 of shorter
side of cut image are shown in (a), (b), (c) and (d), respectively. In (e) and (f), input image and total
probabilistic map are shown, respectively.

Even though, the threshold is determined only from the image points in the most asymmetric
parts, the thresholding process is applied to the whole image. Since some incorrect areas could
be extracted, only the regions that have the intersection with the asymmetry mask are labeled as
pathological. Regions with the size smaller than 10% of the largest segment are eliminated as well.

Since CSF appears hyper-intense in T2-weighted images as well, the FLAIR volume is employed.
In FLAIR the CSF produces much weaker signal than the white matter and the tumor or edema
itself. Hence, the areas with the lower intensity than the median intensity (which is most likely the
intensity of the white matter) in FLAIR image are eliminated.

3. EXPERIMENTS AND RESULTS

3.1. Datasets

The testing dataset was obtained from the MICCAI 2012 Challenge on Multimodal Brain Tu-
mor Segmentation organized by B. Menze, A. Jakab, S. Bauer, M. Reyes, M. Prastawa, and
K. Van Leemput. The challenge database contains fully anonymized images from the following
institutions: ETH Zurich, University of Bern, University of Debrecen, and University of Utah.

For each patient, T1, T2, FLAIR, and post-gadolinium T1 MR volumes are available. All
volumes are linearly co-registered to the T1 contrast image, skull stripped, and interpolated to
1mm isotropic resolution.

The data used in algorithm evaluation contains real volumes of 15 high-grade and 7 low-grade
glioma subjects. From each case, several slices with pathological area in axial and coronal plane were
taken. In total, the extraction algorithm was tested on 357 images with resolution 256× 256 pixels
in axial plane and on 443 images with resolution 256 × 181 in coronal plane. Since the proposed
method is fully automatic and independent of image intensities, each image of the database can
be considered as unique and independent of others. All the simulated images are in BrainWeb
space [12]. The information about the simulation method can be found in [13].

3.2. Evaluation Criteria

For the evaluation of region segmentation, Dice Coefficient and Accuracy were used. The Dice
Coefficient (DC) (DICE), in some works called Similarity Index, is computed according to the
equation

DC =
2 |A ⋂

B|
|A|+ |B| , (3)

where A and B denotes the ground truth and the result masks of the segmentation, respectively.
This criterion compares the intersection of two sets with their union. The range of values of DC
is 〈0; 1〉, where the value 1 expresses the perfect segmentation. According to [14], the DC > 0, 7
indicates an excellent similarity.

Another measure widely employed for segmentation evaluation is Accuracy (A), used e.g., in [1]
and defined by the equation:

A =
TP + TN

TP + FP + TN + FN
, (4)



1888 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

where TP , FP , FN and TN stand for “True Positive”, “False Positive”, “False Negative”, and
“True Negative”, respectively. Both measures are in the same range as DC and the higher value
indicates the better performance as well.
3.3. Results
This method was tested on 357 axial and 443 coronal images. The summary of the extraction
process results is in Table 1. The results are separated according to the tumor type and the slice
plane. Slightly better results were achieved for high grade gliomas (HG) than for low grade gliomas
(LG).

Table 1: Segmentation evaluation by dice coefficient and accuracy for both planes.

Axial Coronal
DC Accuracy DC Accuracy

HG 0.86± 0.09 0.97± 0.03 0.86± 0.12 0.96± 0.06
LG 0.85± 0.12 0.96± 0.05 0.79± 0.22 0.92± 0.12

Overal 0.85± 0.11 0.96± 0.04 0.82± 0.18 0.94± 0.10

The worst results were achieved for LG in coronal planes, while in other cases the results are
comparable and achieved the value 0.86 for DC and 0.96 for Accuracy. The several results for both
planes, both types of glioma and several intervals of resulting DC are shown in Fig. 2.

(a) (d)(c)(b)

Figure 2: (a) The average and (b) above-average results for axial slice of low grade glioma and (c) the average
and (d) above-average results for coronal slice of high grade glioma. Red: segmentation, Blue: ground truth.

4. CONCLUSION

The aim of this work was an extraction of glioma and edema from 2D MRI images. In axial
and coronal plane, the DC coefficient reached value 0.85 ± 0.11 and 0.82 ± 0.18, respectively.
Considering the statement that the DC > 0.7 indicates an excellent similarity, the achieved result
can be evaluated as very good. Moreover the algorithm considers only information from 2D image
and it is fully automated. It is expected that the performance will be improved in future using
the neighbor slices information. The accuracy reached values 0.96± 0.04 and 0.94± 0.10 for axial
and coronal plane, respectively. This indicates that in average 95% of pixels were correctly labeled
either as pathological or as healthy tissue.

The attention in the future work will also be paid on the relations between neighbor slices
and after that, the work will continue with extending the proposed algorithm to 3D. The future
work will also consist of implementing the automatic symmetry axis detection, based on literature
referred in Section 2, and the separation of the tumor and the edema.
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Abstract— This work demonstrates how a stochastic model can be implemented to obtain a
realistic description of the interaction of a biological cell with an external magnetic or electrical
fields. In our model formulation, the stochasticity is adopted by introducing various levels of
forcing intensities in model parameters. The presence of noise in nuclear membrane capacitance
has the most significant effect on the current flow through a biological cell. The increasing amount
of data reporting on the biological effects of magnetic and electric fields is leading researchers
to understanding of how important it is to fully understand the mode of action of magnetic or
electric fields to living organisms. Indeed, even if the perturbations of biological systems by
magnetic or electric fields are sublethal at shorter times of exposure, these perturbations could,
especially at longer times of exposure, evolve into a progressive accumulation of modifications,
whose ultimate effects still need to be clarified.

1. INTRODUCTION

The influence of static magnetic fields (SMFs) or modulated magnetic fields (MFs) on biological
systems has been a topic of considerable interest for many years [1, 2]. At the current state of
knowledge, the biological effects, both in vivo and in vitro, of SMFs have yet to be unequivo-
cally interpreted. Induced electric currents, unlike time-varying (electromagnetic) fields, are not
associated with these fields except during activation and deactivation or when there is movement
within the field. The increasing production of electric (EMFs) and magnetic fields (MFs) due
to the expanding use of electronic devices in normal life, is encouraging studies on the effects of
EMFs and MFs on living organisms, with a view to better protecting human health against their
probable unfavorable effects [3]. The recent growing interest in the influence of MFs on life pro-
cess derives from the concern about their possible harmful effects on human health. Although the
data reported in the literature are quite heterogeneous in terms of MF intensity (from 10−7 to
10T), type of field (static or oscillatory), and subjects exposed to MFs (from in vitro cultured
cells to humans), a link between MFs and tumor genesis has been suggested [4]. Since the cell
fate process under the external stimulation involve the interaction of external field with biological
cells dispersed in extracellular matrix (ECM) is important to initially understand such interaction
for a single cell. Also, the evaluation of the time scale for such fundamental interactions requires
careful theoretical analysis, as precise experimental measurements can be difficult. At a much finer
scale, one has to consider how the electric current path will be influenced by the electric transport
properties of cell membrane, cytoplasm, nuclear membrane, nucleoplasm, etc.. Typically, a biolog-
ical cell contains various ions such as K+, Na+, Cl−, Ca+2, etc.. All such ions are also present
in ECM, however, with different concentration. As ECM and cytoplasm have different chemical
composition, the conductivity of the two medium will also different and hence, the mobilities of the
ions. A dielectric membrane surrounds the cellular organelles as well as all the inorganic ions and
organic compounds. As a potential difference is maintained due to the presence of the ions across
the dielectric cell membrane, the interaction of the cellular field with the external electric fields is
to be expected. If the membrane potential difference reached in the range of 0.7–1 V in response
to externally applied E-field, structural changes in the membrane occur with the transient pore
formation across the membrane, a process known as electroporation. Electroporation is important
for many cellular processes. The effect of electric field depends on the pulse duration, field strength
and cell type [5]. Although the influence of electric field on various biophysical and biochemical
process is known or clinically realized, the fundamental understanding of interaction is still missing.

2. MODEL ASSUMPTIONS

In order to develop a model of electrical analog for a biological cell, a number of assumption are
made.
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Table 1: Basic model parameters for various cell sizes.

Parameters Standard value Lower limit Upper limit Used

Extracellular conductivity (σ0, S/m) 1.2 - - 1.2

Cell membrane conductivity (σ1, S/m) 3e-7 1.0e-8 1.0e-6 3e-7

Cytoplasmic conductivity (σ2, S/m) 0.3 0.1 1.0 0.3

Extracellular dielectric permittivity (ε0, As/Vm) 6.4e-10 - - 6.4e-10

Cell membrane dielectric permittivity (ε1, As/Vm) 4.4e-11 1.8e-11 8.8e-11 4.4e-11

Cytoplasmc dielectric permittivity (ε2, As/Vm) 6.4e-10 3.5e-10 7.0e-10 6.4e-10

Cell radius (R, µm) 10 5 100 20

Cell membrane thickness (D, nm) 5 3 7 5

Magnetic flux density (B0, Tesla) 2 - - 2

Electrical voltage (V ) 200 - - 200

Field frequency (f , kHz) 10 2 200 1 k–100 M

Figure 1: Schematic representation of the cross section of an ideal spherical shaped biological cell embedded
in ECM.

3. MODEL DESCRIPTION

The cross section of a spherical cell, embedded in ECM, is shown in Fig. 1. The simple model
of the cell is consisted only of the extracellular matrix, the cell cytoplasm and the cell nucleus.
Other cellular structures are in this model neglected because their life cycle is very complex and
does not exist the easy way to model their behavior. Parameters of the model and used material
characteristics are shown in Table 1. The model was developed with the use a rotational symmetry
as a two dimensional (2D). Analysis of the electromagnetic field has been divided on the analysis
of the magnetic and electric field. For the analysis of the magnetic field has been used element
PLANE53 where has been identifying the magnetic vector potential created by the magnetic field
of size B = 2 T. For the analysis of the electric field has been used the element PLANE121. On the
top and bottom sites has been specified the electric potential V = 200 V. In both cases was made
a harmonic analysis of which was adjusted by the frequency f = 1kHz, 100 kHz, 200 kHz, 400 kHz,
800 kHz, 1 MHz and 100 MHz. The finite element mesh was created by 7778 elements and 23609
nodes.

4. RESULTS OF THE MODELING AND DISCUSSION

The analysis was divided into a few steps. In the first step were analyzed changes in the influence
of the magnetic field in the cell and ECM for all frequencies. Material properties that were applied
in the magnetic analysis, especially relative permeability which is for all materials differ from one
with very small changes, causes changes the magnetic induction ∆B in the ranging ±10µT. To
displaying of this small changes were deducted the basic magnetic field of 2T. To displaying the
magnetic field intensity was subtracted value of 1.59 MA/m. The distribution of magnetic flux
density and magnetic field intensity is shown in Fig. 2. The changing of the magnetic field are
reflected in the cell membrane. The distribution of the magnetic field is not changing with a
frequency.

In the next step was analyzed the electric field in the model. There were performed analysis for
all of the selected frequencies. In the model were evaluated distribution of the electric potential,
the electric field strength, the overall capacity of the model and the capacity of the cell membrane
and the ICM. The evaluation of the frequency depending on the capacity is of the Fig. 3. The figure
shows that the capacity of ECM is frequency independent and in the entire frequency band takes
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Figure 2: Magnetic flux density B and magnetic field intensity H distribution in the model.

a value of 11.8 fF. The capacity of the membrane is approximatly constant between values of 1 kHz
to 100 kHz. After crossing the frequency f = 100 kHz begins the capacity to decline sharply until
to frequency f = 1 MHz. The capacity drops from 1.61e-13F to 9.8e-18F. After crossing frequency
of 1MHz starts gradual decrease in capacity. The capacity of the membrane contributes of the
largest part to the total capacity of the entire model. Due to the decline in the capacity of the
membrane start to operate capacities in the ICM. Due this capacity represents the cell membrane
a high impedance for frequencies up to 100 kHz and prevents the penetration of the electric field
into the ICM. We can say that the membrane behaves as a high-pass filter. In the next step of
the modeling we are examined the analysis of the electrostatic field and the change in frequency
due to electrostatic field. It was evaluated the overall capacity of the model and other partial
capacity of the cell membrane, ICM and ECM. The capacity in the ICM is constant with a value
bout 1.18e-14F. The capacity inside the cell varies only little and with increasing of the frequency
it increases too. The most interesting result is the change of the capacity of the cell membrane or
the reactance. This value decline steeply after crossing the value of frequency 100 kHz to 1 MHz
and then is decline finer. The cell membrane has the largest share of the total capacity of the
model. The cell membrane can act as a capacitor. It is a high impedance (or resistance) at lower
frequencies and at high frequencies is like a little resistance. This property may be likened to a
highpass in electrical circuits.
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Figure 3: The evaluation of the frequency depending on the capacity.

The following figures (Fig. 5) shows the layout of vectors of electrical potential in the throughout
of the model and vectors of electrical field intensity in the cell membrane. For low frequencies is
inside the cell only little difference of potentials — A few volts and low intensity electric field
(intensity difference-gradient). For a frequency of 100 MHz is the potential distribution such the
field appears to be with the absence of the cell (the influence of the cell to the field is only minimally)
and is evident the big difference intensity of the electric field (Fig. 4).
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Figure 4: The results of the modeling.

The distribution of electric potential 
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Figure 5: The results of the modeling.

5. CONCLUSION

Information on the cellular effects of magnetic and electromagnetic fields is limited. The results
obtained in the present study the first description of the behavior of cell structure exposed to
different frequency electric and electromagnetic fields. This fields were created using the program
ANSYS and thanks to this the living cells not be used in the experiment. This model could not
confirm the influence of magnetic field on the cell structure. This effect could occur in other cell
organelles, which can be very difficult analyzed in the numerical model. Electrostatic fields can
affect the distribution of the cell charge at very small values of the intensity and could result in a
change in certain cellular properties, or change the permeability of the cell membrane to the anions
and cations. If are changes in membrane seen at small changes in intensity, the further question of
research will be how can be the effect to the cell of the electrostatic field with the large difference
of intensity.
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Abstract— The paper describes the connection of a micro-hydropower plant to a 24V experi-
mental smart grid. The principle of the proposed design consists in improving the stability of the
current grid and enabling maximum exploitation of the electric energy produced by renewable
sources (hydroelectric stations, photovoltaics, wind power plants). In this respect, the authors
present a very important module to the renewable sources connection and change the current
flow direction.
This module, denoted as Control Block, serves both to dispatch the energy to the grid and to
charge the smart grid batteries. In order to secure correct operation and functioning of the Control
Block, the authors applied a step-up converter and designed a special step-down converter.

1. INTRODUCTION

The authors describe the connection of a micro-hydropower plant to an Experimental Electrical
Network (E.E.N.) [1]. The principle of the proposed design consists in improving stabilization of the
current grid and enabling maximum exploitation of electric energy produced by renewable sources
(hydroelectric stations, photovoltaic, and wind power plants) [2, 3]. In this respect, the authors
present a very important block for change the direction of a current flow [4]. It is very useful block
for the connection of a micro-hydropower plant to a smart grid, see Chapter 3. This paper presents
also the measured characteristics of our micro-hydropower plant, see Chapter 4.

2. EXPERIMENTAL ELECTRICAL NETWORK

Small power plants utilizing renewable energy sources are connected to a grid. Some of these power
plants are shown at the Automation Laboratory, Brno University of Technology, where the E.E.N.
is located. Firstly, there is a PV panel and small wind power plant which are situated on a roof of
the building. The micro-hydropower plant must be placed in other locations from practical reasons.
But the performance of micro-hydropower plant is measured and information about power is send
to our laboratory via a GPRS data logger. In E.E.N. is this information used for physical model of
renewable energy sources (RES). Physically RES is the voltage control current source [1] Produced
energy is stored in batteries and in the hydrogen container.

The physical realization of the E.E.N. is presented in the Fig. 1. The figure shows renewable
sources (hydroelectric stations, photovoltaic, and wind power plants) connection to the smart grid.
While the thick lines represent the material and energy flows, the thin lines indicated communication
links. Each power control source communicates with the CompactRIO and LabView control system
physically through the input/output circuits available via the wired connections in the laboratory.

The resources supplying energy to the E.E.N. describing in this paper are a water turbine and
solar panels. Each of these elements supplies approximately 200–500 W peak to the E.E.N. Given
the simplicity of the physical realization, the safety experiments, and the low cost, the E.E.N. works
with 24 V DC. Very important part of the E.E.N is the Control Block 1 (CB1).

3. CONTROL BLOCK 1

Control block 1 denoted as CB1 serves both to dispatch energy to the grid and to charge the smart
grid batteries. In order to secure correct operation and functioning of the CB1, the authors applied
a step-up converter and designed a special step-down converter.

The first mode of CB1 enables to charge the local 12 VDC batteries (whose voltage may range
between 11 VDC and 14.5 VDC depending on the battery charge status). The batteries are charged
via a DC/DC converter, which behaves like a current source. The 24VDC smart grid is used as the
supporting source. The DC/DC converter is controlled depending on both the current sensed by
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Figure 1: Block diagram of the experimental electrical network: CB1 — Control Block 1, BAT — accu-
mulator of DC energy, RES — physical model of remote energy source, S — valve to switch and control
the hydrogen flow to the fuel cell (FC), EL — electrolyzer, FC — fuel cell, G1 — wind turbine generator
24Vss, 160 W, G2 — water turbine generator 230V, 50 Hz, 500 W, Heat — electric heater, Container:
metal-hydride container of hydrogen, CWP — control work place.

Figure 2: A block diagram of the Control Block 1.

a HY10 sensor and the voltage determined on a divider; the current and the voltage are measured
at the CB1 input. The applied DC/DC converter is a special Linear Technology circuit controlled
by a D/A converter via the LabView environment.

The second mode of CB1 allows power the 24 VDC smart grid from local 12 VDC batteries.
For this purpose, we used a step down DC/DC converter, whose output voltage is controlled via
LabView. In general terms, the controlling is performed through a D/A converter in CompactRIO;
the output of the converter is connected to the controlling input of the changer. Here, the controlling
is also realized depending on the output current and voltage, and sensor types similar to those
applied within mode 1 are utilized.

Mutual switching between the two modes is performed using the LabView controlling interface;
thus, the activity of only one converter (the step-up or the step-down) at a given moment is secured.

4. MONITORING OF MICRO-HYDROPOWER PLANT

A micro-hydropower plant has also been included in our E.E.N.. The capable of generating the
maximum power of 500 W. For modeling of the E.E.N., it is very important to monitor the perfor-
mance of the hydroelectric plant. The performance depends on the amount of water in the weir;
this amount is proportional to the level h in the weir, which is used as the water source for the
hydropower plant.

Figure 3 left shows our micro-hydropower plant and the right-hand side Fig. 3 shows a six-hour
power recording. The regulator should keep the harmonic network voltage at 230 V and maintains
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the frequency of 50 Hz. It is possible to connect any load (and also a charger) to the output of the
regulator.

(a) (b)

Figure 3: (a) Micro-hydropower plant, (b) six-hour power recording.

5. CONCLUSIONS

In this paper the connection of a Micro-Hydropower plant to an Experimental Electrical Network
was presented. A new module, Control Block 1 — CB1, was designed. Then the paper presents
the output power characteristics of our experimentally micro-hydroelectric power plant. This char-
acteristic can be suitably utilized in the modelling of an E.E.N..

As the output power of a micro-hydropower plant markedly depends on the weather, With
increasing precipitation, the water level in the weir of the station will rise, thus improving the
output power of the turbine. For the six-hour power recording see Fig. 3.

The micro-hydropower plant can be connected directly to the grid loads via a regulator; alter-
natively, the energy can be stored in batteries. Data-loggers are located in the stations to transmit
the measured output power data to an SQL server. In the future, the data could be used to support
the entire process of modelling the functions of an E.E.N..
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Abstract— The authors present a statistical evaluation of the MRI images of bones and soft
tissues. MRI imaging of small bones is a problem issue because the measured bone images
are loaded with susceptibility artifacts and low signal-to-noise ratio. Therefore, we compare
the commonly used MRI contrast and looking for the best contrast to bone marrow imaging.
The acquired images are classified in terms of the signal-to-noise ratio, intensity difference and
steepness of the edges.

The aim of this research was to statistically evaluate and determine the deviation of MRI images;
this step was performed by several experts. These specialists conducted proper segmenting of
pathological and healthy tissues, and they also compared the selected areas. In some cases,
especially when the boundaries of the area are not clearly visible, the problem is to delimit the
bone marrow area. Therefore, it is not possible to use automatic segmentation algorithms, and we
focused on the manual evaluation of the statistical data in the area of the patient’s bone marrow
pathology (e.g., the probability of cyst formation can be determined from abnormal levels of
vitamin D and osteocalcin).

1. INTRODUCTION

The research of pathology of human tissues is currently very interesting [1–4]. Development of
the magnetic resonance imaging represent very significant step because this technique provides
images with excellent soft tissues contrast [5, 6]. We focus on MRI imaging of small bones, it is a
problem issue because the measured bone images are loaded with susceptibility artifacts and low
signal-to-noise ratio [7–11].

In our research, we focus on a manual segmentation, data processing and a statistical analysis
of MRI data [12]. The main task of our research was to compare the number of MRI contrast
and determine the appropriate contrast for an imaging of specific tissues. The second task was
statistical data comparison. The method of measurement and data processing was tested on the
volunteers with pathology in the area of mandibular bone marrow.

2. STATISTICAL ANALYSIS

For our experiment we have to introduce the notion of a box plot. The box plot (a.k.a. box
and whisker diagram) is a standardized way of displaying the distribution of data based on the five
number summaries: minimum, first quartile, median, third quartile, and maximum. In the simplest
box plot the central rectangle spans the first quartile to the third quartile (the interquartile range
or IQR). A segment inside the rectangle shows the median and “whiskers” above and below the
box show the locations of the minimum and maximum [12].

3. EXPERIMENT

In our experiment we used a MR tomograph at the University Hospital Bohunice. The MR tomo-
graph dispose of static field flux density B0 = 1.5T. From the tomograph we obtain images of a
mandibular region and of a hip joint region to signal processing. The specialist processed the T1

Weighted Images without contrast agent — T1W and with Contrast Agent — T1W ContAgent; T2

Weighted Images — T2W; Short Tau Inversion Recovery weighted images — STIR and Diffusion
Weighted Images — DWI.

The aim of this research was to statistically evaluate and determine the deviation of MRI images;
this step was performed by several experts. These ten specialists conducted proper segmenting
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of pathological and healthy tissues, and they also compared the selected areas. In some cases,
especially when the boundaries of the area are not clearly visible, the problem is to delimit the
bone marrow area. Therefore, it is not possible to use automatic segmentation algorithms, and
we focused on the manual evaluation of the statistical data in the area of the patient’s bone
marrow pathology (e.g., the probability of cyst formation can be determined from abnormal levels
of vitamin D and osteocalcin).

Therefore, the specialists segmenting pathological and healthy tissues, namely: bone and bone
marrow; further muscle, fat, ligament, gray matter, white matter, eye. After that they performed
a statistical analysis of segmenting area. On the basis of this statistical data from individual
human tissues a new statistics (statistic from statistic) was made. By each statistical evaluation
of tissue were calculated following statistical quantities: minimum value, maximum value, mean
value, standard deviation (S.D.), skewness and kurtosis. The box plots were created.

4. RESULTS

Figure 1 shows two coronal MRI slices of human head. The specialists focus on the segmentation
and statistical analysis of mandibular region.

Figure 2 shows also two MR images of human head. Left figure shows a diffusion weighted image
of a transversal slice and right figure shows T2 weighted image of transversal slide. Figure 3 on the
left shows T1 weighted image of the human hip and the right image shows diffusion weighted image
of the human hip. As you can see, the diffusion weighted image is affected by artefacts [13, 14].

In Figure 4 you can see the box plot obtained by statistical analysis of bone marrow. This
step was performed by several experts. First, these specialists conducted proper segmenting of
pathological bone marrow. Second, these specialist made statistical analysis of selected data. We
obtain these data from the ten specialists and we made a new statistic. Ideally, the specialists
should evaluate the same data, but really as you can see in Figure 4, the data are different. A
scattering of obtained data is represent by box plot.

Figure 5 shows a mean values box plot of individual tissues. These data was obteined form

 

(a) (b)

Figure 1: Coronal slices with 2D imaging of the human head. (a) T1W image. (b) STIR weighted image.

(a) (b)

Figure 2: Transversal slices with 2D imaging of the human head. (a) T2W image. (b) Diffusion weighted
image.
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(a) (b)

Figure 3: Transversal slices with 2D imaging of the human hip. (a) T1W image. (b) DWI image.

Figure 4: The Box blot obtained by statistical analysis of MR bone marrow data selected and processed by
ten specialist.

Figure 5: The Box plot of T1 weighted mean values of individual tissues.

T1 weighted images of bone marrow, see Figure 1(a). There, the right hand side of mandibula is
without bone marrow pathology and left hand side exhibit a bone marrow pathology. The box
plot in Figure 5 present differences not only between healthy and pathology bone marrow, but
also statistical differences between individual tissues. These data are very useful for programing
a automatig segmentation procedure.

5. CONCLUSIONS

We evaluated a statistical analysis of the MR images of bones and soft tissues. Therefore, we
compared the commonly used MRI contrast and we found the best contrast to bone marrow imaging,
namely T1 weighted imaging. From the statistical evaluation we created the small database of
healthy human tissues: bone, bone marrow, muscle, fat, white matter, gray matter and eye. By
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each tissue we evaluated following statistical quantities: mean value, standard deviation, skewness
and kurtosis. The box plots and small statistic database were created. The results of the statistics
data are presented in the Figure 5. This database is used to identification the unknown tissues.

Further, we evaluated the statistical deviation arising by segmentation and determining healthy
or pathology human tissues; this step was performed by several experts. These specialists conducted
proper segmenting of pathological and healthy tissues, and they also compared the selected areas.
First, these specialists conducted proper segmenting of pathological bone marrow. Second, these
specialist made statistical analysis of selected data. We obtain data from the ten specialists and
we made a new statistic. Ideally, the specialists should evaluate the same data, but really as you
can see in Figure 4, the data are different. A scattering of obtained data is represent by box plot.
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Uncertainty Determination in Measurements Using a Gerdien Tube

Z. Roubal, Z. Szabo, and M. Steinbauer
Department of Theoretical and Experimental Electrical Engineering

Brno University of Technology, Technicka 12, Brno 616 00, Czech Republic

Abstract— Light negative air ions demonstrably exhibit positive influence on the human or-
ganism. The concentration of these ions can be effectively used as the integral criterion for the
evaluation of air purity, and there also exists a multitude of other applications. The presented
aspiration method enables us to establish the concentration of air ions in the atmosphere. In a
Gerdien tube fitted with a one-piece inner electrode, measurement of the saturation character-
istics must be performed to facilitate the determination of the air ion mobility spectrum. This
method is very sensitivity to noise and leakage current. In this paper is determination uncertainty
of type B in Gerdien tube and electrometric amplifier. This method is very sensitive to noise
and leakage current. In this paper, the determination of uncertainty B in a Gerdien tube and an
electrometric amplifier is presented. The uncertainty depends on the input bias current and input
noise current of the applied operational amplifier. Another significant source of B uncertainty is
the temperature and time instability of the Teflon insulator.

1. INTRODUCTION

In industrial zones, where the environment air is often polluted with dust and smog, the con-
centration of air ions can be regulated or measured only with difficulty. Any thus impaired area
shows an inherent deficiency of negative ions and, conversely, an abundance of positive ions com-
plementing the nano and microscopic dust particles. Significantly, the described aspects have a
markedly negative effect on the overal degree of fatigue and professional performance of a human
being [1, 2]. The impact of environment on a human organism has been analyzed in studies [1, 2]. In
the DTEEE laboratories, the methodology supporting the measurement of air ions concentration
and mobility spectrum utilizes an aspiration condenser [3–9], this method is dependent upon a
suitable approximation of saturation characteristics.

2. GERDIEN TUBE

A Gerdien tube (GT) is an instrument used for the measurement of air ions concentration assuming
that the volume of tested air has not been limited or the ions are continuously generated. In the
time domain, it is possible to measure by means of an GT only ions of one polarity; then, following
a certain interval, ions of the other polarity can be measured. Ionized air is sucked into the GT
by a ventilator. The homogeneous electric field is set between the inner and the outer electrode.
If an electric ion shows a negative electric charge and the collecting inner electrode has a positive
electric potential, the ion is progressively attracted to the inner electrode. Provided that the ion
impinges upon the electrode, it will induce an electric current that is measured by the help of a
sensitive electrometric picoampermeter [4]. The velocity of the ions motion in the electric field can
be described by mobility k [m2 ·V−1 s−1].

It is possible to determine boundary mobility km for every GT configuration.
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Figure 1: The basic principle of a Gerdien tube.
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All ions showing an index of mobility greater than km will impinge upon the inner electrode;
however, only a proportionate part of them will impinge in ions which mobility is smaller than km.
Based on the aspiration condenser parameters, the air flow volume rate is defined as

M =
(
r2
2 − r2

1

) · π · vx, (1)

where M , r2, r1, vx, . . . are the air flow volume rate, the outer electrode radius, the inner electrode
radius, and the air flow velocity, respectively.

The main parameter applied for the definition of air ions mobility consists in boundary mobility
km,

km =
ε0 · εr ·M
CAK · UAK

, (2)

where ε0, εr, CAK, UAK, . . . are the vacuum permittivity, the relative permittivity, the GT capacity,
and the GT polarization voltage, respectively. Then, for current I measured by the electrometric
picoampermeter, we can define

Ik<km
=

k

km
· n · q ·M, Ik≥km

= n · q ·M, (3)

where n, q, . . . are the volume concentration of ions and the elementary charge, respectively.

3. THE EQUIVALENT CIRCUIT OF THE MEASUREMENT EQUIPMENT

The measured current IIONT is measured with a high-quality picoampermeter, namely an electrom-
eter. However, we must consider the fact that high-impedance measurement is performed, and
therefore the structure and insulation of the component will influence the measured current. The
equivalent circuit of the measuring equipment is shown in Fig. 1. At the DTEEE, an older GT
manufactured by the Brno Institute of Scientific Instruments (ISI) is used together with a new type
designed at the department (DTEEE). By constructing a new electrometric amplifier, we recently
modernised the older GT.

Figure 2: The equivalent circuit of the measuring equipment using the Gerdien tube.

Table 1: The value of elements in the equivalent circuit.

ISI GT DTEE GT
CAK 15,06 pF 7,72 pF

RAK ‖ RP 910 TΩ 5889TΩ
CU 1 µF/250V 1 µF/250 V
RU 10 TΩ 10TΩ
CE 6 pF 3 pF
RE 100 TΩ 100TΩ
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In both GTs, we measured the insulation resistance RAK in parallel with the RP and the
capacitance CAK. The values of other elements in the equivalent circuit are indicated in Table 1.
Here RAK , RP , CU , RU , CE , RE , . . . are the insulation resistance of the GT, the insulation resistance
of the teflon duct, the charge capacitor, the insulation resistance of the charge capacitor, the input
capacity of the electrometer, and the input insulation resistance of the electrometer.

The dielectric absorbtion of the Teflon material (represented in the equivalent circuit by the
elements RP1, CP1, . . ., RPN, CPN) causes leakage current changes during the measurement. Thus,
when measuring AV characteristics of the leakage current (from which the parallel values RAK ‖
RP , are subsequently determined), we need to wait for the end of the transient process. The
measurement time dependence of the leakage current is presented in Fig. 3.

From the AV characteristics of the GTs manufactured by both the DTEEE and the ISI, the
relevant are determined. After charging the capacitor CU , it is suitable to observe a delay of
approximately 2 minutes, as shown in Fig. 3. Using Pspice, we simulated the equivalent circuit
and defined the charging interval of the capacitor CU . This recharge time interval depends on the
air ion concentration n. The result is obvious from Fig. 5. Near strong ion fields, such as those
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(a) (b)

Figure 8: The new electrometric amplifier for (a) the GT ISI and (b) its simplified circuit.

Figure 9: The time dependence of the air ion concentration measured with the new electrometric amplifier
near the ioniser BIV-06.

Table 2: The relative uncertainty of type B for several variant electrometric amplifier.

RI uncertainty of type B
ISI GT with electrometric amplifier WSH223 100GΩ 10%
ISI GT with electrometric amplifier OPA129 10 MΩ 1%

DTEEE GT with electrometric amplifier INA116 10GΩ 1%
DTEEE GT with electrometric amplifier OPA129 10 MΩ 0.25%

created by an ioniser or a waterfall, it is important to recharge the capacitor CU . If the saturation
characteristic [11] used for the determination of the air ion mobility spectrum is measured, the
above-shown decrease in the polarisation voltage UAK causes a rapid increase of the saturation
characteristic slope. This results in erroneous estimation of the air ion mobility spectrum.

The measured current is given by the equation

I = Iions · GI

GI + GAK + GP + GE
. (4)

where the conductivities correspond to individual elements in the equivalent circuit, and GI is the
input conductivity of the electrometric amplifier.

4. THE MODERNISATION GT ISI

If we need to minimalise the systematic error of the measurement, it is suitable to decrease the
input resistance value of the electrometric amplifier. For this purpose, a feedback ammeter performs
better than the shunt amplifier used in electrometers with INA116. When modernising the GT
manufactured by the ISI, we designed a new electrometric amplifier with an OPA129 operation
amplifier [12]. The result is presented in Fig. 9.
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5. CONCLUSION

The GT manufactured by the DTEEE exhibits smaller uncertainty B than the older GT supplied by
the ISI. The sensitivity of the former device is nevertheless worse than that of the GT ISI; thus,the
team at our department eventually modernisedthe GT ISI. In the measurement configuration, we
decreasedthe input resistance of electrometric amplifier, andthis change then improved the features
of the GT ISI. During the simulation in Pspice, the recharge interval of the capacitor CU was
determined to be 3 hours. In the course of this time, the polarisation voltage UAK near the ioniser
decreases (in the GT UTEEE) to 2,5 V. In the GT ISI, this interval is longer.
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Detector for Nuclear Quadrupole Resonance Spectroscopy
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Abstract— Nuclear quadrupole resonant spectroscopy is method similar to nuclear magnetic
resonant spectroscopy also called zero field NMR [1, 2]. The response signal magnitude is very low
and it is immersed in to the noise. There can be used some methods to harvest signal from noise it
can be matched receiver [3] or averaging. This authors describe detector for Nuclear quadrupole
resonant spectroscopy based on statistic methods and probability of distribution, that allow to
measure repetitive signals below noise level. The paper presents the mathematical model and
practical solution of the detector, and problems such as the dynamic range and signal distortion
based on the signal-to-noise ratio are also analyzed in the given context. If the time of signal
occurrence is known, the repetitive signal below the noise level can be harvested out of noise by
averaging because of the wanted signal is correlated therefor highlighted by averaging contrast to
the noise which is not correlated so it is supressed by averaging. The same principle we can use
in domain of digital signal. So the input signal can be converted to the digital representation.
There is an comparator with a triggering level immersed in the noise so the comparator is flipping
continuously and the probability of output values is affected by input signal. The output digital
signal can be processed by FPGA.

1. INTRODUCTION

One of the most significant obstacles in the usage of Nuclear quadrupole resonance spectroscopy
is the magnitude of the response signal. This signal is very low and immersed in noise. Thus,
increased demands are put not only on the shielding or the quality of the detector but also on the
measurement time because of the signal immersion in noise. Out of the methods mentioned in the
abstract, only averaging is suitable for spectroscopy. in this context, there then arises the need of
a minimal amount of measurements. Generally, the result of the averaging process improves with
the growing number of measurement repetitions; at the same time, however, the measurement time
becomes longer. The second method outlined herein consists in that a matched reciever can be
used to detect the presence of specific substances.

2. MATHEMATICAL MODEL

According to the well-known equation for the averaging of repetitive signals under the noise level, a
signal can be harvested out of noise. Noise is not correlated, and thus it is suppressed by averaging;
conversely, a signal is correlated and therefore highlighted by averaging (1).

We need to know where the signal begins. Due to known waveform of the excitation pulses and
the time of the excitation start, it is not difficult to determine beginning of the response signal.

xavg(t) =
1
n

n∑

i=1

(xi(t)) (1)

Generally, we have to use a fast analogue-to-digital converter, which is a rather expensive device.
The same principle can be used in the domain of digital signals; thus, we can convert an input signal
to the digital form. This procedure is facilitated by a comparator, whose trigger level is immersed
in the noise. This means that the comparator flips continuously, and consequently there is digital
noise at the output of the comparator.

The probability of output values for a comparator without an input signal (only white noise is
present at the input) is, at any time, the same for both output values (in our case, 1 and −1 due
to signal centering) (2).

p(1) = 0.5
p(−1) = 0.5

(2)
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However, in the case of an input signal f(t), the probability of output values is affected by this
signal (3).

p(1) = x = 0.5 + kf(t)
p(0) = 1− x = 0.5− kf(t)

(3)

The magnitude of the signal is proportional to the splitting of the probability of the comparator’s
output values. But due to the limitation, the proportionality is non-linear and depends on the
signal-to-noise ratio. The digital averaging can be described by (4).

xavg(t) =
n∑

i=1

(2 ∗ p(1(fi(t)))− 1) =
n∑

i=1

p(1(fi(t)))− p(−1(fi(t))) (4)

As shown in Fig. 1, the dependence on the SNR markedly influences the sensitivity and linearity
of the detector. Signals with a high SNR are easily noticable, but the linearity is not good. The
signals immersed deep in noise (signals with a low SNR) exhibit good linearity, but their sensitivity
is inferior.

The problem of this mathematical model and also of the circuit analysed below is overdrive. If
the signal magnitude is higher than the noise magnitude, then the probability of the occurrence of
symbols +1 or −1 is close to zero for one of the symbols and close to one for the other.

The averaged output signal is led to the FFT procesor and converted from the time domain
to the freguency domain, where we can observe the occurrence of the searched substance (Fig. 2).
From the characteristics of the digital NQR detector for different SNRs, the dynamic ratio can be
determined. The lowest limit of the detector dynamic ratio is given by sensitivity of the detector;

Figure 1: The averaging of 107 an input signal with with different SNR levels. The blue line represents
the original signal and also the output of analog averaging (regardless of the signal-to-noise ratio). The red
curves indicate the results of digital averaging. The steepest curve stands for SNR 20 dB; the gradually
flattening one is for 6 dB, 0 dB, −6 dB, −20 dB; and the flattest line represents −40 dB.

Figure 2: Example of noise-affected and averaged signal. The 1st row is for the signal in the time domain;
the 2nd row represents the signal in the spectrum. SNR = −30 dB, 10000 averaging.
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the highest limit is then determined by linearity of the output signal. Due to the non-linearities
caused by high SNR, the higher harmonic frequencies are produced. These higher freguencies can
be detected as foreign substances which, in fact, are not present.

3. PRACTICAL REALISATION

The system for NQR spectroscopy (Fig. 3) consists of an excitation circuit (a radio frequency
generator, an amplifier, and a probe). The probe is used both as a part of the excitation circuit
and as a component of detector. Furthermore, this probe constitutes an LC resonant circuit (the
examined substance is placed into the coil) connected to the excitation circuit and the detector
via decoupling circuits. The decoupling circuits protect the detector from damage caused by a
high level of the signal from the excitation circuit. The detector is described in more detail within
references [4, 5]. In general terms, it is followed by an FPGA for signal processing (averaging and
the FFT). The whole spectroscope is regulated by a microcontroller (which can also be implemented
in the FPGA) or a PC.

Figure 3: Block scheme o NQR spectroscope. Figure 4: Block scheme NQR detector.

The fabricated digital NQR detector comprises the high speed comparator [6–8] with low-pass
feedback circuits designed to pass the DC component of the signal without corruption. The filter
can be realised as passive (an RC ladder network) or active; the active variant then utilises DC
precision filters (Fig. 5). In both these cases, howeever, it is necessary to use foil condensators with
low leakage currents.

Another part of the detector is a DC operating point circuit implemented as a 12-bit DA
convertor regulated by a microcontroller (Fig. 6).

The digital part of the cicruit is implemented as an FPGA. The FPGA contains averaging and
FFT or averaging and matched recievers. The second solution can be used to search for pre-specified
substances (for example, 35Cl or 14N). Thanks to the matched reciever implemented in the FPGA,
a large amount of substances can be retrieved.

Figure 5: DC precision low-pass filter. Figure 6: Implementation of the circuit for the DC
operating point setting.
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4. CONCLUSION

A mathematical model has been developed and tested in MATLAB. Based on this model, the
proposed detector was created and measured; the measurement showed the necessity to limit the
signal bandwidth by a low-pass filter for better sensitivity. Due to the significant number of
measuring cycles required for clear results, the method of averaging detection became rather time-
consuming; in this context, the most problematic aspect definitely consists in the presence of
the relaxation time. Importantly, as the measurement of one sample can last several minutes,
the commercial applicability of averaging-based NQR spectroscopy is limited to a great extent;
commercial users would then probably prefer averaging marged with matched recieving. A matched
reciever can be easily implemented in an FPGA.

ACKNOWLEDGMENT

The research described in the paper was financially supported by a grant of the BUT science
fund, No. FEKT-S-11-5/1012, and the authors also received assistance from projects within the
Education for Competitiveness Operative Programme, Nos. CZ.1.07.2.3.00.20.0175.

REFERENCES

1. Garroway, A. N., M. L. Buess, J. B. Miller, B. H. Suits, A. D. Hibbs, G. A. Barrall, R. Matthews,
and L. J. Burnett, “Remote sensing by nuclear quadrupole resonance,” Geoscience and Remote
Sensing , Vol. 39, No. 6, 1108–1118, 2001.

2. Motycka, L., “RF detection method of explosives and drugs — NQR,” 118, Department of
Radio, Faculty of Electrical Engineering and Communication, Brno University of Technology,
2013.

3. Jakobsson, A., M. D. Rowe, J. Smith, N. R. Butt, and K. Althoefer, “Robust detection of
stochastic nuclear quadrupole resonance signals” Signal Processing , Vol. 56, No. 9, 4221–4229,
2008.

4. Somasundaram, S. D., A. Jakobsson, N. R. Butt, M. D. Rowe, J. A. S. Smith, and K. Althoefer,
“Detecting stochastic nuclear quadrupole resonance signals in the presence of strong radio
frequency interference,” Acoustics, Speech and Signal Processing, Vol. 15, 3645–3648, 2008.

5. Somasundaram, S. D., A. Jakobsson, N. R. Butt, M. D. Rowe, J. A. S. Smith, and K. Althoe-
fer, “Detection of stochastic nuclear quadrupole resonance signals,” Digital Signal Processing ,
Vol. 15, 367–370, 2007.

6. Williams, J., A Seven-nanosecond Comparator for Single Supply Operation — Linear Technol-
ogy AN72 , May 1988.

7. Williams, J., A High Speed Comparator Techniques — Linear Technology AN13 , April 1985.
8. Williams, J., Nanovolt Noise Measurement for a Low Noise Voltage Reference — Linear Tech-

nology AN124 , April 2009.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1911

Design of Dual Cross Dipole Antennas with Dual Frequencies and
Dual Circularly-polarized

Yu-Feng Wang, Lei Chang, and Yu-Feng Yu
No. 36 Research Institute of CETC, China

Abstract— An integrated antennas are presented with dual frequencies and dual circularly-
polarized (CP) in a common aperture. The proposed integrated antennas are consisted of dual
crossed dipole antennas (CDA) with stacked structure, which used 90◦ self-phase shifting struc-
tures in both CDAs for CP wave achieving by adjusting the proportion of the orthogonal arm
lengths for 90◦ phase difference forming. The upper CDA covers 4.7% relative bandwidth from
1.55GHz to 1.625 GHz with VSWR less than 2 and axial ratio (AR) less than 3 dB of left-hand CP
(LHCP) and the nether CDA covers 3.4% relative bandwidth of 2.44∼2.525GHz for right-hand
CP (RHCP).

1. INTRODUCTION

With the rapid development of satellite communication and navigation technology, CP antennas’
requirement has greatly aroused, recently. CDA is a common terminal antenna for satellite com-
munication for its well CP performance and broad beam. Usually, the CP performance of CDA is
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Figure 1: Antenna configuration: (a) 3-D view, (b) side view, and (c) top view.
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achieved by orthogonal dipoles with feeding excitations of equal amplitudes and 90◦ phase differ-
ence [1]. However, the feeding excitation is obtained by phase shifting network placing at the back
of antenna. CDA can also obtain CP performance using self-phase shifting structure with more
simple and reliable structure [2–5]. Several researches are done for frequency band widening, beam
broadening and miniature [6–8]. However, designs of CP antennas integrating for multifunction
are seldom seen in the published literatures, which is the newest rising requirement for satellite
communication and navigation. In Beidou satellite navigation system (BD) application, terminal
antenna must radiate dual CP waves at different frequencies for receiving and transmitting. The
integrated antennas with dual frequencies for BD satellite navigation’s up-link and down-link of
LHCP and RHCP radiation patterns.

In this paper, we integrate two CDAs with different CP characteristics in a common three-
dimensional aperture. The CDA with lower frequency is at the bottom and the other is at the top.
The proposed antenna operates at 1.55∼1.625GHz with LHCP and 2.44∼2.525GHz with RHCP.

2. ANTENNA CONFIGURATION

The configuration of the proposed dual-frequencies and dual CP antenna is shown in Figure 1(a).
The antenna is comprised of two CDAs with low frequency CDA at the top and the high frequency
CDA at the bottom. The upper CDA is fed by a coaxial line expanded to the ground and the
nether CDA’s feeding port is at the ground too. The detail parameter of the proposed antenna
is shown in Figure 1(b) and Figure 1(c). The proposed antenna is designed for low AR and well
VSWR at the center frequency at 1.616GHz and 2.492GHz, which obtained the parameters as:
h = 87mm, h1 = 39.5mm, h2 = 42 mm, s11 = 30 mm, s12 = 24 mm, lu1 = 49.6mm, lu2 = 38.4 mm,
ld1 = 28.8mm, ld2 = 23.2mm, rout = 4 mm, rin = 1.5mm, ws = 1 mm, ds = 1 mm.

3. SIMULATED RESULTS AND DISCUSSIONS

The proposed antenna is simulated and optimized using HFSS. The simulated VSWR is plotted in
Figure 2 and simulated axial ratio is shown in Figure 3. It is seen that the impedance bandwidth
(VSWR ≤ 2) of the antenna is much wider than the AR bandwidth (AR < 3 dB), and so the AR
bandwidth is considered as the working bandwidth in this paper. Form Figure 3(a), the upper
CDA covers 0.075 GHz bandwidth (from 1.55GHz to 1.625 GHz), which is approximately 4.7% at
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Figure 2: Simulated VSWR of the proposed antenna.
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(a) (b)

Figure 4: Simulated radiation patterns at (a) 1.616GHz and (b) 2.492 GHz.

the center frequency 1.5875 GHz. Form Figure 3(b), the nether CDA covers 0.0857GHz bandwidth
(from 2.44GHz to 2.525GHz), which is approximately 3.4% at the center frequency 2.4825 GHz.
The frequency bands of the presented antenna cover the BD working band of 1.616GHz±0.01GHz
and 2.492GHz± 0.01GHz.

Simulated radiation patterns at 1.616GHz and 2.492 GHz in the elevation planes of phi = 0 deg
and 90 deg are plotted in Figure 4. The gain of 1.616 GHz is larger than−0.5 dBi above the elevation
angle of 10 deg, while the two patterns are well consistent. The gain of 2.492 GHz is larger than
0 dBi above the elevation angle of 10 deg, while the two patterns are well consistent.

4. CONCLUSION

An integrated design of two CP antennas in a common aperture has been presented. The operating
band with VSWR < 2 and AR < 3 dB is obtained of 1.55–1.625 GHz for LHCP radiation and 2.44–
2.525GHz for RHCP radiation. The proposed antennas exhibit broad beam radiation patterns and
appreciable gain above the azimuth angle of 10◦ at the operating band. These integrated dual
frequencies and dual CP antennas are compact in their structures and suit for the BD terminal
antennas.
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6. Caillet, M., M. Clénet, A. Sharaiha, and Y. M. M. Antar, “A broadband folded printed quadri-
filar helical antenna employing a novel compact planar feeding circuit,” IEEE Transactions on
Antennas and Propagation, Vol. 58, No. 7, 2203–2209, 2010.

7. Rabemanantsoa, J. and A. Sharaiha, “Size reduced multi-band printed quadrifilar helical an-
tenna,” IEEE Transactions on Antennas and Propagation, Vol. 59, No. 9, 3138–3143, 2011.

8. Letestu, Y. and A. Sharaiha, “Broadband folded printed quadrifilar helical antenna,” IEEE
Transactions on Antennas and Propagation, Vol. 54, No. 5, 1600–1604, 2006.



1914 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Design and Study of Multiband Microstrip Antenna
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Abstract— A multiband antenna which is fed by a SMA coaxial probe is investigated in this
paper. The proposed antenna is composed of a circular patch and a loop microstrip line. By
introducing a loop microstrip line and three probes feeding for the circular patch, the proposed
antenna delivers the multiband impedance matching performance. The simulated result shows
that the antenna has three frequency bands covering 1.254–1.404 GHz, 1.653–1.746GHz and
2.142–10.752GHz for VSWR < 3. Details of the antenna design and results are presented.

1. INTRODUCTION

With the rapid developments in wireless communication technology, multiband antennas are in-
creasingly demanded in many wireless systems. Many printed multiband antennas can be achieved
by microstrip line feed [1–6]. By adding extra resonant elements to the main patch, a microstrip-
fed multi-band planar antenna was presented in [1]. In [2], two resonant radiating parts were used
for a dual-band antenna. In [3], a dual-band slot antenna was proposed for wireless local area
network (WLAN) applications. A multiband antenna consisting of a set of printed frame dipoles
was proposed in [4]. A dual-band dipole antenna with an integrated balun feed was given in [5].
In [6], a dual-band planar antenna design using a dual-feed monopole slot was proposed for WLAN
applications.

Multiband antennas can also be designed by using a coaxial probe feed [7, 8]. A dual-band
antenna was proposed in [7], which consisted of a longer dipole for the lower band and a pair of
shorter dipoles for the upper band. In [8], a dual-band patch antenna was achieved by using a
double SRR on a grounded dielectric slab.

In this paper, we propose a new simple multiband antenna. The tri-band antenna consists of a
circular patch and a loop microstrip line, which is fed by a SMA coaxial probe. The circular patch
is fed by three probes connected to the loop microstrip line. The proposed antenna is designed

(a) (b)

(c)

Figure 1: Geometry of the proposed antenna.
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to cover three bands of 1.254–1.404GHz, 1.653–1.746 GHz and 2.142–10.752GHz with acceptable
performance in terms of gain, and impedance matching. Radiation patterns at different frequencies,
and the gain across the operating bandwidth are studied.

2. ANTENNA DESIGN

The configuration of the proposed antenna is illustrated in Figure 1. The antenna comprises three
layers of conductor, which include a circular radiating patch, a loop microstrip feed line, and a
circular ground plane. The loop microstrip line is fabricated on a FR4 substrate with diameter
D1 = 150 mm, thickness h1 = 3 mm, relative permittivity εr = 4.4. The inner diameter and width
of the loop microstrip line are D2 = 40 mm and L1 = 5.8mm, respectively. The loop microstrip line
has a cut with θ1 = 46◦, and is connected with a rectangular metal (L1×L2 = 5.8mm×2mm). The
antenna is fed by SMA coaxial probe which places at a distance of 22.9 mm away from the center
along y-axis, and connected to the loop microstrip line. The circular radiating patch of diameter
D3 = 90mm is placed above the feed line at spacing of h2 = 5 mm. The circular radiating patch

(a) (b)

(c) (d)

Figure 2: VSWR variation for different (a) D2, (b) D3, (c) θ1, and (d) θ2.

Figure 3: Simulated VSWR of the proposed antenna.
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is fed by three probes. The diameter of probes is 1 mm. These three probes are placed along the
microstrip feed line with 24 mm away from the center and sequentially rotated 125◦ (θ2).

The performance of the proposed antenna is analyzed and optimized by full-wave electromagnetic
simulation software based on FITD.

3. RESULTS AND DISCUSSIONS

A series of simulations are conducted in order to provide more detailed information about the
antenna design. The diameters of the loop microstrip line and circular radiating patch have effects
on impedance matching. From Figures 2(a) and (b), it is observed that the impedance bandwidth
greatly depends on D2 and D3. Narrowing or increasing these two diameters, respectively, makes
the impedance bandwidth reduce. Figure 2(c) shows the effects of the angle θ1 on the impedance
matching. It is shown that the angle θ1 mainly affect the performance on the low frequency band.

(a) (b)

(c) (d)

Figure 4: Radiation patterns of the proposed antenna at (a) 1.3GHz, (b) 1.69 GHz, (c) 2.5 GHz, and (d)
8.5GHz.

Figure 5: Gain of the proposed antenna.
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The effect of the angle θ2 is also very remarkable, shown in Figure 2(d). The impedance matching
can be obtained by tuning angle θ2. The VSWR based on the optimal parameters are given in
Figure 3.

The radiation patterns of the proposed antenna in the two principle planes are shown in Fig-
ure 4. It can be seen that the proposed antenna has good directional radiation patterns at 1.3 and
1.69GHz. However, at 2.5 and 8.5 GHz, the antenna exhibits conical beam patterns. The gains of
the proposed multiband antenna are respectively about 2.8 dBi for the 1.3-GHz band, 9.4 dBi for
the 1.69-GHz band and 3.9–8.0 dBi for the third band as shown in Figure 5.

4. CONCLUSION

A novel multiband antenna, fed by a SMA coaxial probe, is successfully implemented with good
impedance matching characteristic. The diameter and height of the proposed antenna is 150mm
and 8 mm, respectively. The 3 : 1 VSWR bandwidths are ranging from 1.254 to 1.404GHz, from
1.653 to 1.746 GHz, and from 2.142 to 10.752 GHz. Besides, the antenna exhibits a good and stable
radiation performance across the whole band. The proposed antenna is suitable in many wireless
systems.
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Abstract— In this paper, we introduce a dual-band band pass filter based on a transmission
line metamaterial. The unit cell of this metamaterial was loaded with shunt inductor and series
capacitor. Once simulated with HFSS, our band pass filter revealed two operational frequencies
5.8GHz and 8.7GHz, making it a good candidate for many microwave applications and especially
for RADAR.

1. INTRODUCTION

Band pass filters are employed in wireless systems to remove signals from an undesired frequency
or channel and we often find it before and after the mixer in many cases as revealed in Figure 1.

Figure 1: Transmitter/receiver block diagram for microwave communications.

With the rapid development of microwave and millimeter wave communication systems the
demand on high performance band-pass filters with compact dimensions, low insertion loss and
low cost was greatly stimulated. However, most of conventional band-pass filters are unsuitable for
miniaturized realization demand of modern communication and electronic systems. In this study,
we developed a novel compact dual band band-pass filter using a new type of transmission line
metamaterial as depicted in Figure 2. The aim of using such type of metamaterial is the low cost
and the easy achievement using the coupling method to synthesize such a filter.

Multiple studies showed that Metamaterial based on SRR, exhibit LH property only around the
resonance frequency and this is called the resonant approach which permits only a narrow band and
presents losses due to the requirement of operation near SRR resonance [1–3]. To overcome those
drawbacks, we used Transmission Line metamaterial made by loading the conventional transmission
line with discrete lumped inductors and capacitors with high quality factors to enable a good control
and mitigate losses [5].

2. METAMATERIAL TRANSMISSION LINE UNIT CELL DESIGN

2.1. Unit Cell Design
The loading may be achieved using either discrete lumped elements or printed lumped elements as
in the shunt NRI-TL structure. Discrete lumped elements have the advantage of permitting small
structures at low frequencies and are easier to model.
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Figure 2: Unit cell of the MTM TL. L1 = L2 =
5.5mm, W1 = 0.788 mm, W2 = 0.1mm, W3 =
0.4mm, L3 = 0.5mm.

Figure 3: Scattering parameters of the simulated of
the array of 3 unit cells.

On the other hand, printed lumped elements allow scalability and can lower the cost of fabri-
cation significantly. In our case, we considered a design employing printed lumped capacitors and
inductors rather than discrete elements. For the shunt inductive loading, we employed a strip of
width w3 connecting the coplanar-strip TLs, and, for the series capacitive loading, we propose the
use of spiral strip capacitors with finger width w2 with a distance between turns of about 0.2 mm.
The resulting of the complete, printed planar unit cell is shown in Figure 2.

The loaded TL is printed over a Roger O3003 substrate with ε = 3 and at a height of about
1.5mm. In addition the overall size of the super lens unit cell is a sub-wavelength size λ/3 which
fulfills the condition of loss reducing mentioned before.

In an effort to find out the contribution of each load in the creation of NRI TL, and with analogy
to the behavior of SRR and wire studied by Smith [4, 6], we will try to focus on the behavior of
series capacitor and shunt inductor in response to electromagnetic excitation. When the TL is
loaded with shunt inductors only or when rings are connected via the inductor strip to each other,
the propagation is forbidden at low frequencies and this is explained by the fact that the inductive
loading creates a continuous path at low frequency which cause the behavior of ground plane. We
also noted that the permittivity of the medium is negative, below the effective plasma frequency
ωep. When the host TL is loaded with series capacitors, the dispersion characteristic is similar to
that obtained for an array of SRR. Thus we have a forbidden frequency band between resonance
frequency ω0 and magnetic plasma frequency ωmp where the permeability is negative.

Once the host medium is loaded with series capacitors and shunt inductors, a region of left hand
propagation is created inside the forbidden frequency band created by the series capacitor load and
mentioned above [7].

2.2. Simulation Result

In order to study the behavior of the structure when responding to an electromagnetic excitation,
an array of three unit cells with a period p = 6.5mm, was simulated with HFSS.

To do that, our structure is excited with an electric field polarized perpendicular to the ring
and by a magnetic field lying in the ring plane which would excite the gap between rings and also
the ring capacitors [10]. The return loss as depicted in Figure 3 is about −17 dB at 7 GHz as well
as and the transmission coefficient S21 is about 0 dB which means that the incident wave is fully
transmitted.

3. DUAL PASS BAND FILTER

Our purpose was to design a band-pass filter and after that we will manage to modify the filter
structure so that we got a dual pass band filter. Our structure was printed over a Roger O3003
substrate with ε = 3 and at a height of about 1.5 mm.

The filter was simulated with HFSS and excited using two coupled microstrip lines associated
to a taper line which permits to achieve good matching input impedance for the desired band. To
modify the bandwidth of the filter we have to adjust the lengths of the H structure. After the
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W1 W2 W3 W4 L1 L2 L3

4.7 9.5 5.92 0.5 3.8 5.5 0.788

Figure 4: The bandpass filter structure (dimensions
are in mm).

Figure 5: S parameters of the H filter structure.

optimization of this structure we have obtained a band-pass filter centered at 6.8 GHz with an S11

of about −21 dB.
After the validation and the simulation of the H filter, we conducted a study to improve the re-

sponse of the structure and realize a dual band band-pass filter using a new topology of transmission
line metamaterial as described in the first section.

As depicted in the above structure, the load is ensured by an array of three unit cell with an
overall length of w = 17.5mm. The filter has dimensions of 48.35× 24 mm2.

It’s important to note that we have kept the same dimensions of the microstrip lines and the
feeder to maintain the impedance mach. The filter was excited by an electromagnetic wave where E
is perpendicular to the structure and according to z direction while H is according to x direction.
The simulation was made using HFSS and it showed a dual-band band pass filter and the first
frequency was 5.8 GHz and the second frequency was 8.7 GHz with a return loss of about −22 dB
for the first and −27 dB for the second. Those results are showed in the Figure 7 below.

The Figure 8 presents the current distribution for the two filtered band frequency the first
around 5.8 GHz and the second around 8.7 GHz. The exchange of energy between resonators can be
concluded from the coupling coefficient, nevertheless the use of sub-wavelength resonators provide
a significant reduction in the planar area of microwave filter [8, 9].

The dual band operation is an important issue in band-pass filter design and it answers the
demand in conception of band-pass filter in many in many RADAR applications ensuring minia-
turization, low cost and fulfill the ISM band (Industrial , Scientific and Medical) thanks to the

W1 W2 W W4 L1 L2

4.7 mm 9.5 mm 17.5 mm 0.5 mm 3.8 mm 5.5 mm

Figure 6: The novel band pass filter topology. Figure 7: The simulation results of the band pass
filter.
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(a) (b)

Figure 8: The current distribution at (a) 5.8 GHz and (b) 8.7 GHz.

planar micro strip technology. Meanwhile we should mention that a dual band band-pass filter
with highly selective response in conjunction with lower insertion loss and wide stop band still a
challenge in microwave applications. Practically, we can use our filter in Weather RADAR ap-
plications operating at 5.8GHz and in the same time for RADAR applications operating in X
band.

4. CONCLUSION

In this study we are proposing a dual pass band filter using a new type of metamaterial transmission
line. The structure was compact and low cost thanks to MTM TL and it can be used in many
applications related to RADAR.
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Abstract— A novel wideband FSS composite structure is proposed, Which use modified C-
type sandwich cascaded structure and Hexagonal loop element with the characteristics of center
symmetry in FSS design resulting in good electrical performance such as high transmission ef-
ficiency and stable working frequency band at a wide range of incident angle. The FSS sample
is fabricated using low temperature pressing processes and then measured in anechoic chamber,
The measured results show relative bandwidth of the FSS composite structure reaches to 45%
(Transmission efficiency > 85%) for arbitrary incident angle from 0◦ to 60◦ and both polarization.
With the increase of the incident angle, the center resonant frequency tends to shift to higher
frequency, the maximum offset of which is below 0.5 GHz. Inner envelope relative bandwidth is
close to 41% (transmission efficiency > 85%) at a range of 0◦ ∼ 68◦ incident angle of vertical
polarization wave and 0◦ ∼ 60◦ incident angle of horizontal polarization wave.

1. INTRODUCTION

Frequency selective surface (FSS) act as space filters to propagating electromagnetic waves. One
of the most important applications of FSS is to design the conformal radome with band-pass
characteristics [1]. Airborne active phased array radar has become main developing direction of
airborne radar in the future for more agile scan and farther detecting-distance. For meeting the
stealth demands of active phased array radar with broad bandwidth and wide scan angle, the
FSS composite structure mounted on the front of radar antenna also must have characteristics
of wideband and wide scan angle correspondingly. The larger bandwidth and better frequency
stability with respect to wide incident angle of the FSS composite structure are to a great degree
depended on stratified medium structure, FSS element types, and the whole hybrid structure, and
so on [2]. A lot of simulations and experiments have shown that wideband FSS structure must
be hybrid structure which consists of multilayer medium, multilayer periodic FSS screens, and
multilayer foam, as is similar to the design of ultra wide circuit filters.

A Novel Wideband FSS Composite structure which is modified C-type sandwich hybrid structure
is provided, which has some advantages of broad bandwidth, unfluctuating passband and excellently
stable resonant frequency at a wide range of 0◦ ∼ 68◦ incident angle. As known from the results
of experiments about electrical performance of the fabricated FSS sample, it can reduce antenna’s
RCS greatly on the condition of ensuring the normal work of antenna.

2. DESIGN OF THE FSS COMPOSITE STRUCTURE

The relative bandwidth of the formerly designed C-type sandwich FSS structure (seen in Figure 1)
from the reference [3] is around 20% at arbitrary incident angle from 0◦ to 45◦, and that Inner
envelope relative bandwidth is about 16% at a range of 0◦ ∼ 45◦ incident angle. This FSS structure
may be available in the undemanding circumstance of bandwidth or scan angle. With higher and
higher demand of antenna’s bandwidth and scan angle, the loaded FSS composite structure also
must have the characteristics of wideband and large scan angle. Therefor, a modified C-type
sandwich structure is designed as seen in Figure 2. As seen from comparison between the two FSS
structures, the modified C-type structure is constructed by mounting lower dielectric constant foam
on the both sides and swap outer-layer FSS screen and thin dielectric slab of C-type sandwich. In
accordance with FSS design theory [2], the passband resonant frequency of the modified C-type
structure mainly depend on the electric and physical parameters of the inner two-layer foam (foam
3b and 3c in Figure 2). In addition, the accessional foam not only improve the stability of resonant
frequency with respect to incident angle and polarization [4], not only strengthen the suppressing
effect of stopband and mechanical intensity. Swap of the position of outer-layer FSS screen and thin
dielectric slab improve inter-layer matching performance resulting in much more wider bandwidth
to a certain extent.

Many simulation results have proven that the larger gaps between the elements will leads to
the emergence of resonant peak at higher frequency, which greatly influence the suppressing char-
acteristics in stopband. Therefor, It still use hexagonal loop element which is easy to realize more
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Figure 1: C-type sandwich structure. Figure 2: Modified C-type sandwich structure.

Figure 3: Regular hexagonal loop structure.

compact triangular arrangement resulting in stable and good electrical performance (such as wider
bandwidth), with respect to incident angle and polarization.

In Figure 2, 1a, 1b, 1c are FSS screens. 2a and 2d are identical thin dielectric slab, the thickness
h1 and the dielectric constant εr1 of which are 0.127 mm and 2.2 respectively; 2b and 2c are identical
thin dielectric slab, the thickness h2 and the dielectric constant εr2 of which are 0.127 mm and 2.5
respectively; foam 3a and 3d are identical materials, the thickness h3 and the dielectric constant
εr3 of which are 8 mm and 1.05 respectively; foam 3b and 3c are identical materials, the thickness
h4 and the dielectric constant εr4 of which are 4 mm and 1.25 respectively. All FSS screens are
made up of regular hexagonal loop Array as shown in Figure 3. but the designing parameters of
FSS screen 1a and 1c are quite identical. For the symmetry of the structure, electrical performance
of the designed FSS structure is quite identical regardless of propagating electromagnetic waves
from any side of the structure.

As for FSS screen 1a and 1c, the incline angle α = 60◦, the distance between the center of two
adjacent FSS element d1 = 8.9 mm. The width of slot w1 is close to 1 mm. Design parameters of
FSS screen 1b are basically identical to FSS screen 1a and 1c.

3. SIMULATED RESULTS

Based on the aboved design parameters, The transmission efficiency curves of FSS composite struc-
ture versus frequency for various angle of incidence and both polarization (vertical and horizontal)
wave are shown in Figure 4.
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Figure 4: The simulated transmission curves versus frequency for various angle of incidence and both polar-
ization, (a) vertical polarization wave, (b) horizontal polarization wave.

It was seen in Figure 4 that the passband relative bandwidth of the FSS structure exceeds
46% (transmission efficiency > 93%, or transmission coefficient > −0.32 dB) for 0◦ ∼ 68◦ incident
angle of vertical polarization wave and 0◦ ∼ 60◦ incident angle of horizontal polarization wave.
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Because of passband center frequency’s shift with various angle of incidence Inner envelope relative
bandwidth reduce to 41% (transmission efficiency > 93%, or transmission coefficient > −0.32 dB)
with 0◦ ∼ 68◦ incident angle of vertical polarization wave and 0◦ ∼ 60◦ incident angle of horizontal
polarization wave. In addition, the average transmission efficiency in stopband for vertical polarized
wave is less than 10.8% (−9.67 dB, 0.1f0 ∼ 0.6f0) and 7.6% (−11.9 dB, 1.4f0 ∼ 1.8f0); the average
transmission efficiency in stopband for horizontal polarized wave is less than 12.4% (−9 dB, 0.1
f0 ∼ 0.6f0) and 8.3% (−8.1 dB, 1.4f0 ∼ 1.8f0). Due to the big fall of the transmission efficiency in
band at large incident angle of 68◦ of horizontal polarization wave, its results are not given.

4. MEASURED RESULTS

To demonstrate the accuracy of simulation results, experiment sample is fabricated by photo-etch
and low temperature bonding process between various medium layer and FSS screens (shown in
Figure 5). The impact of fabricating tolerance on the transmission performance of sample is firstly
analyzed to ensure good agreement between measured and simulation results. The results of analysis
has shown that when fabricating tolerance of thin dielectric slab and foam are less than 0.005 mm
and 0.1 mm respectively, the better approximate results can be obtained. The measured results
about transmission curves for various incident angle and both polarization are shown in Figure 6.

It is shown from the measured curves of Figure 6 that inner envelope passband bandwidth with
0◦ ∼ 68◦ angle of incidence for vertical polarized wave is around 40% (0.8f0 ∼ 1.2f0, transmission
efficiency > 90%); The inner envelope passband bandwidth with 0◦ ∼ 60◦ angle of incidence for
horizontal polarized wave is also around 40% (0.8f0 ∼ 1.2f0, transmission efficiency > 90%). In
addition, the average transmission efficiency in stopband for vertical polarized wave is less than
4.17% (−13.8 dB, 0.1f0 ∼ 0.6f0) and 3.86% (−14.1 dB, 1.4f0 ∼ 1.8f0); the average transmission
efficiency in stopband for horizontal polarized wave is less than 5.58% (−12.36 dB, 0.1f0 ∼ 0.6f0)
and 4.3% (−13.66 dB, 1.4f0 ∼ 1.8f0).

As can be known from comparison of above simulation and measured curves, the measured
bandwidth is less than the simulation bandwidth, transmission efficiency in band reduce. The
reason is that The simulated FSS composite structure is seen as infinite periodic structure in an
ideal environment, however, The fabricated FSS sample is finite size (when the size is greater
than 10 wavelengths, It’s electric performance close to infinite structure), and the measured results
is easy to suffer interference brought by environmental factors. However, stopband suppression
performance become better because of the fall of transmission efficiency in the whole frequency
band and other factors such as environment, finite size of the FSS structure etc..

In order to validate the effect of the FSS sample on radiation and scattering performance of

Figure 5: FSS composite structure sample.
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Figure 6: The measured transmission curves versus frequency for various angle of incidence and both polar-
ization, (a) vertical polarization wave, (b) horizontal polarization wave.
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antenna, the radiation and scattering experiment on antenna loaded with FSS sample or without is
made. The measured results to a certain extent demonstrate the good ability of the newly designed
FSS sample on reducing antenna’s RCS. For some reasons, the measured results are not provided.

5. CONCLUSION

The FSS composite structure designed in the paper has the advantage of wideband, good trans-
mission efficiency in band, low frequency shift with various angle of incidence and polarization etc..
Many experiments have proven that after it is mounted on the front of the phased array antenna
or other types of antenna, the RCS of the corresponding antenna is reduced greatly on the condi-
tion of ensuring radiation performance of antenna. The developed FSS sample must will provide
technological help for the development of various types of stealth fighter in future.

REFERENCES

1. Wahid, M. and S. B. Morris, “Bandpass radome for reduced RCS,” IEE Colloquium on Antenna
Radar Crosssection, 1991.

2. Munk, B. A., Frequency Selective Surface: Theory and Design, Wiley Interscience, New York,
2000.

3. Lu, Z., R. Shen, and X. Yan, “A novel wideband frequency selective surface composite struc-
ture,” China-Japan Joint Microwave Conference Proceesings, 513–515, 2011.

4. Kraus, J. D. and R. J. Marhefka, Antennas: For All Applications, 3rd Edition, McGraw-Hill,
New York, 2002.



1926 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Highly Birefringent Photonic Crystal Fibers with a High-index
Doped Rod

Wei-Hsiang Chuang1, Che-Wei Yao1, and Jui-Ming Hsu1, 2

1Department of Electro-Optical Engineering, National United University, Miaoli 360, Taiwan, R.O.C.
2Optoelectronics Research Center, National United University, Miaoli 360, Taiwan, R.O.C.

Abstract— This article designs and theoretically investigates a highly birefringent photonic
crystal fiber (HB-PCF) for reducing the effect of polarization-mode dispersion (PMD) in high-
speed optical communication system. To achieve a high modal birefringence in the proposed HB-
PCF, we designed four types of HB-PCF by adding some birefringence-enhancing factors step by
step in sequence. Ultimately, from the simulation results, the numeric value of modal birefringence
of the proposed HB-PCF is up to 25.008×10−3 at the habitual wavelength λ = 1.55 µm of optical-
fiber communications.

1. INTRODUCTION

Some imperfections of a single mode fiber (SMF) are produced due to variations in geometric shape
or impurity-introducing in practical fiber-fabrication processes, and anisotropic stress acting on the
fiber due to the fiber-installation in an optical communication system. These imperfections result
in an uncontrolled and unpredictable modal birefringence in the SMF and bring about polarization-
mode dispersion (PMD). The PMD induces pulse broadening and seriously restricts the data rates
in a high-speed optical communication links. The polarization-maintaining fibers (PMF) were used
to significantly reduce the governing factor of small random birefringence fluctuations. Conventional
PMFs (such as elliptical core fibers, bowtie structured fibers, and PANDA fibers) have a modal
birefringence with a value of about 10−4 order typically. Recently many articles used photonic
crystal fibers (PCF) to realize a highly birefringent photonic crystal fiber (HB-PCF) [1–8]. Modal
birefringence of about 10−3 order was achieved typically for these HB-PCFs at a wavelength of
1550 nm.

To enlarge the modal birefringence, one can destroy the six-fold symmetry of the fiber to the
best of one’s ability and strongly split the degenerated doublet pair. The modal birefringence B of
a fiber is defined as the difference in effective index of the split modes

B =
∣∣∣nx

eff − ny
eff

∣∣∣ , (1)

where nx
eff and ny

eff are the effective indices of the x- and y-polarization mode, respectively. In this
paper, by overlapping some birefringence-enhancing factors step by step, and then the difference
between the effective indices of the degenerated fundamental mode is enlarged. According to Eq. (1),
a HB-PCF with ultra high birefringence is designed. Ultimately, the numeric results reveal that
the value of modal birefringence of the proposed HB-PCF is up to 25.008× 10−3 at a wavelength
of 1.55µm.

2. SIMULATION MODEL AND PRINCIPLES

The cross-sectional view of a regular index-guiding PCF is shown in Fig. 1(a). The cladding of the
PCF consists of a triangular lattice of air-holes, referred to as cladding holes in this paper, each
one with a diameter of Dc = 0.5µm and a pitch (center-to-center distance between the holes) Λ of
0.8µm in a background of undoped silica (refractive index of about n = 1.444 at a wavelength of
1.55µm). The solid core is formed by removing the central air hole.

To destroy the six-fold symmetry of the fiber and split the degenerated doublet pair for enlarging
the modal birefringence, the first birefringence-enhancing factor is introduced — two air holes at
the innermost layer of the PCF were replaced with larger holes with a diameter of D1 = 0.74µm.
This type of structure is named as Type 1 in this article and indicated in Fig. 1(b). In addition
to the two larger holes, the second birefringence-enhancing factor in Type 2 is a removal of two
holes in appropriate orientation at the innermost layer of the PCF, which is shown in Fig. 1(c). To
enhance the birefringence more, one can confine the splitting degeneration modes in a smaller core
region. Therefore, as shown in Fig. 1(d), the third birefringence-enhancing factor is added, Type 3
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was designed by inserting a circular Ge-doped rod with a cladding diameter of Dc = 0.5µm while a
higher refractive index of ncore = 1.7 at a wavelength of 1.55µm in the center of the core. Ultimately,
the fourth birefringence-enhancing factor is that the circular Ge-doped rod was replaced with elliptic
one with the same refractive index to even more enlarge the modal birefringence. The lengths of
major axis and minor axis of the central elliptic rode are Dy = 0.755µm and Dx = 0.54µm,
respectively. The final structure is named as Type 4 and exhibited in Fig. 1(e).

Figure 1: Cross-sectional view of (a) a regular PCF and the HB-PCFs, (b) Type 1, (c) Type 2, (d) Type 3,
and (e) Type 4.

3. NUMERICAL RESULTS AND DISCUSSIONS

The refractive indices of the split modes nx
eff and ny

eff were estimated by means of the plane-wave
expansion (PWE) method, and then the modal birefringence was deduced by using Eq. (1). Fig. 2
compares the modal birefringence of these four types of HB-PCF. As shown in Fig. 2, the bire-
fringence values increase in sequence for adding the birefringence-enhancing factors as mentioned
previously. However, the maximum values of birefringence for the majority of HB-PCF types oc-
curred at a wavelength that is far from the habitual wavelength of optical-fiber communications
(1.55µm). To shift the maximum birefringence wavelength toward a shorter wavelength while still
keeping its birefringence at an original maximum value, one can shrink the whole structure with a
scale-down factor [7]. On the other hand, one can expend the whole structure to shift the maximum
birefringence wavelength toward a longer wavelength. In this work, the birefringence curves (B-
curves) of some types of HB-PCF need to red-tune (to be tuned toward a longer wavelength) and
the B-curves of some types need to blue-tune toward a shorter wavelength. To shift the maximum
birefringence wavelength of all the HB-PCF types toward a wavelength of 1.55µm, we defined a
scale-adjust factor of m. For m < 1, the structure is modified by shrinking the whole structure,
and the B-curve is blue-tuned. For m > 1, on the contrary, the structure is modified by expanding
the whole structure, and the B-curve is red-tuned.

 

Figure 2: Dependence of birefringence on wave-
length for the HB-PCF Type 1 to 4.

Figure 3: Dependence of birefringence on wave-
length for the modified HB-PCF types.

For different types of HB-PCF, according to Fig. 2, the B-curves of Type 1 and 2 need to red-
tune and those of Type 3 and 4 need to blue-tune. Particular values of m were designed to be 1.35,
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1.03, 0.9 and 0.85 for Type 1 to 4, respectively. Fig. 3 indicates the dependence of birefringence
on wavelength for the four types of modified HB-PCF. For the habitual wavelength λ = 1.55µm
of optical-fiber communications, for ultimate result, the numeric values of modal birefringence are
7.926× 10−3, 10.625× 10−3, 20.473× 10−3, and 25.008× 10−3 with respect to Type 1 to Type 4.
Table 1 exhibits the designed geometric and optical parameters of the modified HB-PCF Type 1
to 4.

Table 1: Geometric and optical parameters of the modified HB-PCF types.

HB-PCF
types

scale-adjust
factor m

Λ
(µm)

D1

(µm)
Dc

(µm)
Dx

(µm)
Dy

(µm)
ncore

Type 1 1.35 1.08 0.999 0.675 – – –
Type 2 1.03 0.824 0.762 0.515 – – –
Type 3 0.9 0.72 0.666 0.45 0.45 0.45 1.7
Type 4 0.85 0.68 0.629 0.425 0.459 0.642 1.7

4. CONCLUSIONS

This study systematically designs and theoretically investigates a highly birefringent photonic crys-
tal fiber (HB-PCF) by adding some birefringence-enhancing factors step by step in sequence. The
modal birefringence is increased even more whenever a birefringence-enhancing factor is introduced.
By adding all the four birefringence-enhancing factors, the modal birefringence of the HB-PCF Type
4 is up to 25.008×10−3 at a wavelength of about 1.57µm. To shift the maximum birefringence wave-
length toward the habitual wavelength of optical-fiber communications (1.55µm), we introduced a
scale-adjust factor m. Finally, the proposed HB-PCF with a high-index Ge-doped elliptic rod in
the central core was designed. The numeric value of modal birefringence of the proposed HB-PCF
is up to 25.008× 10−3 at the habitual wavelength λ = 1.55µm of optical-fiber communications.
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Abstract— We propose and experimentally demonstrate a nonlinear optical loop mirror (NOLM)-
based linear cavity tunable multi-wavelength fiber laser. The NOLM, providing intensity-dependent
transmissivity, can effectively alleviate the mode competition so that the multi-wavelength lasing
can be achieved at room temperature. By adjusting the polarization controllers (PCs), the pro-
posed laser can generate multi-wavelength output. Moreover, the number of the lasing wavelength
can be adjusted flexibly from 11 to 13 with a wavelength spacing of 0.4 nm.

1. INTRODUCTION

Multi-wavelength fiber lasers have been drawn great interest for their potential applications in
wavelength division multiplexing (WDM) transmission systems, optical sensors and optical signal
processing and so on. With the characteristics of low threshold broad gain bandwidth and high
power conversion efficiency, the multi-wavelength erbium-doped fiber (EDF) lasers have been ex-
tensively investigated. However, the fierce mode competition prevents multi-wavelength EDF lasers
from attaining stable multi-wavelength lasing at room temperature. The straight method is to cool
the EDF in liquid nitrogen to overcome the homogeneous gain broadening effect [1]. Evidently, this
technique is impossible for the generally practical applications. Therefore, others methods have
been proposed to alleviate the mode competition for instance, adding a frequency shifter [2], in-
serting a semiconductor optical amplifier [3], using nonlinear gain of cascaded stimulated Brillouin
scattering or stimulated Raman scattering [4], providing four-wave-mixing [5] and utilizing nonlin-
ear polarization rotation [6, 7]. But all the above techniques inevitably add the excess complexity
and the cost to the multiwavelength lasers. In contrast, the NOLM has the advantages of simple
constitution and costless components [8, 9].

In this letter, we propose and experimentally demonstrate a NOLM-based linear cavity tunable
multi-wavelength laser. In the proposed laser, the NOLM is used to mitigate the mode competition
in the EDF. A polarization maintaining fiber (PMF)-based Sagnac interferometer acts as the comb
filter. By adjusting the PCs in loops, the number of the lasing wavelength can be adjusted flexibly
from 11 to 13 with a wavelength spacing of 0.4 nm in the wavelength region of 1530 nm at room
temperature.

2. EXPERIMENTAL SETUP AND PRINCIPLE

As shown in Figure 1, the proposed laser consists of a pump optical source, a WDM coupler, a
segment of EDF, a NOLM and a fiber Sagnac interferometer. The linear lasing cavity is formed by
the NOLM and the Sagnac interferometer. The EDF is 10 m which plays a role of the gain medium.
The Sagnac interferometer, which includes a 3 dB optical coupler, a polarization controller (PC1)
and a segment of PMF, severs as the output port as well. The length and the refractive index
difference of the PMF used in the experiment are 10 m and 6.54 × 10−4, respectively. The comb
filter is achieved and the wavelength interval is 0.4 nm. The NOLM, which consists of a 3 dB optical
coupler, a polarization controller (PC2) and a 2.1-km long conventional SMF, acts as an amplitude
equalizer. It is worth to note that an optimum length of the SMF in the NOLM should be selected
to attain the multi-wavelength lasing. In the experiment, 1 km, 2.1 km, 5 km and 10 km SMF have
been used in the NOLM, respectively. As a result, the best performance can be gained when the
length of the SMF is 2.1 km. The PCs in the loops were used for polarization biasing. The output
spectrum characteristics of the laser are monitored by an optical spectrum analyzer (OSA) with a
resolution of 0.02 nm.

The principle of the NOLM is analyzed as follows. When the light propagates in the NOLM,
the different nonlinear phase shifts will be formed due to the Kerr effect of the SMF. Moreover,
the rotation of the polarization state will be accumulated in the SMF and is dependent on the
light intensity. The NOLM can work as an amplitude equalizer to mitigate the mode competition
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Figure 1: Experimental schematic of the proposed
laser.

Figure 2: 13-line lasing operation.

Figure 3: 12-line lasing operation. Figure 4: 11-line lasing operation.

when the PC2 is adjusted to the state where the transmissivity decreases with the signal power
increasing. Consequently, the multi-wavelength oscillations can be attained when the IDL induced
by the NOLM matches with the mode competition in the cavity.

3. RESULTS AND DISCUSSION

In our experiment, a 980 nm laser diodes (LD) and a 980/1550 nm WDM coupler are used. At first,
the output power of the LD was increased to 200 mW and fixed. Then the PC1 was rotated to
the position where the fiber Sagnac interferometer can get a comb output and fixed. By changing
the PC2, the multi-wavelength oscillation can be attained around 1530 nm, as shown in Figure 2.
As a result, a 13-line lasing is achieved with the bandwidth of 6.4 dB. The wavelength spacing and
the side mode suppression ratios (SMSR) are 0.4 nm and 26 dB, respectively. By appropriately
adjusting the PC2, the number of the lasing wavelength decreased, as shown in Figure 3. During
the bandwidth of 4.9 dB, the 12-line lasing is gained and the SMSR is 27 dB. With further carefully
adjusting the PC2, the evenness of multi-wavelength lasing could be improved, as shown in Figure 4.
An 11-line lasing is achieved during the bandwidth of 3.1 dB and the SMSR increases to 27.4 dB.
The experimental results indicate that the fluctuation of the lasing wavelength power decreases and
the SMSR increases as the number of the lasing line decreasing. As far as we know, this is the first
time to report the NOLM-based linear cavity tunable multi-wavelength EDF laser. Compared with
our previous work [6], the proposed laser has more lasing wavelengths with 0.4 nm channel spacing
and less cost, in which the expensive polarization-dependent isolator and optical circulator is not
used.

To verify the stability of the proposed laser, we repeated scanning of the power fluctuation and
the wavelength drift of the three channels in the 12-line laser state with 3 minutes interval within
30 minutes, as shown in Figure 5. The results show that the maximum power fluctuation is smaller
than 2.2 dB, and the wavelength shift is less than 0.08 nm. In our opinions, the power fluctuation
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Figure 5: Power variation of three individual channels and the wavelength drift over 30 min.

is mainly caused by the stability of pump optical source’s polarization state, the vibration of the
experimental platform and the performance of the passive devices. Those factors can affect the
polarization states of the fiber laser so that the power of lasing wavelengths and the stability of the
proposed laser are fluctuating. By equipping the high performance devices and the package, the
stability of the proposed laser can be highly improved.

4. CONCLUSION

In conclusion, we propose and experimentally demonstrate a NOLM-based linear cavity tunable
multi-wavelength laser. By rotating the PCs, the multi-wavelength operation can be attained and
the number of lasing wavelengths can be changed flexibly form 11 to 13. As a result, 11-line lasing
operation within 3.1 dB bandwidth and with a SMSR of 27.4 dB was achieved experimentally.
What’s more, the experiment results indicate that the proposed laser can stably operate at room
temperature.
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in Transmission Line

Wuqiong Luo and Bo Chen
University of Electronic Science and Technology of China, Chengdu, China

Abstract— Recently, the photonic band-gap (PBG) structure has received much interest in mi-
crowave and millimeter-wave domain. Applications of PBG in transmission line, microwave com-
ponents and antennas have been studied and discussed. Especially the compact PBG structure
consisting of small metal pads has been demonstrated to improve the performance of microwave
circuits and antenna performance.
In this paper, a new uniplanar compact photonic-bandgap (UC-PBG) structure was presented.
The proposed PBG structure unit has a two dimensional structure of a rectangle box with two
branches intersecting at center. Then this identical unit was connected as a periodical structure.
The periodical structure acting as the ground plane of the microstrip transmission line was
studied. The transmission line model with the proposed UC-PBG structure ground (TL-UC-
PBG) was then studied. An equivalent circuit model of this TL-UC-PBG was suggested to
analyze the characteristics of the transmission line with PBG ground. From our study, it was
found that this structure has a nice character of low-pass filter. At high-frequency, it showed
a broad stop-band.The proposed TL-UC-PBG structure could be used in compact microwave
circuit.

1. INTRODUCTION

Recently, there has been great interest in the application of the structure of the photonic bandgap
(PBG) which was developed from optical regime, especially in the microwave devices [1–3]. Such
as the application of microstrip antennas, resonant cavities, filters and so on.

Typical PBG structure has periodical elements etched in the conducting plane in a PCB board as
the ground plane of microstrip devices. The PCB structure and the microstrip structure constitute
the left-handed structure (LH). The LH material was first studied by Vselago in 1960s [1]. A planar
slab of material with a negative refractive index (NRI) focusing rays of light emanating from the
source to the other side of the slab. After that, the effect of the slab on the image quality has
been studied. Eleftheriades el al. [4] proposed the equivalent circuit model of the LH transmission
line with the concept of L-C components. The distributed circuit model of the LH transmission
line unit was constructed of a series connected capacitor and shunt connected inductor exhibiting
a negative refractive index.

In [5], the LH structure was implemented in a two dimensional periodic elements with split
ring resonators and long wire strips to model the behaviors of magnetic and electric dipoles re-
spectively. Extended studied was then carried out on various similar structures with the effective
electromagnetic parameters were retrieved experimentally and numerically combining the LH struc-
ture with the transmission line. Besides, three dimensional LH structure was introduced in [6] with
conducting vias connecting ground and metal pads.

In this paper, a new uniplanar compact photonic bandgap (PBG) structure was designed and
studied. The construction of the paper was as following. The structure of the proposed UC-PBG
structure would be introduced in the first part with the equivalent circuit model presented to
analyze the structure. In the second part, the characteristics of the transmission line with the
PBG structure would be shown; the effect of the parameters on the TL-UC-PBG model would be
discussed. In the third part, the conclusion and future work would be presented.

2. DESIGN AND DISCUSSION

The structure of the proposed PBG structure was shown in Fig. 1. The units were etched on
the surface of a PCB periodically in two-dimension. Each of the unit was constructed four parts.
The patch at the center was surrounded with a rectangular ring which could also a circular ring.
Small parasitic patches were around the patch and the ring. Each of the unit was connected to the
neighboring units by four arms which intersect at the center. The patch and the ring introduced
the series inductance in the structure, the parasitic patches together with the ring made the series
capacitance and the gap between the elements introduced the shunt capacitance.
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Figure 1: Schematic of the proposed PBG structure.

To find the properties of the PBG structure acting as the ground plane of the transmission line,
the model shown in Fig. 2 was studied. The proposed PBG structure was etched on one side of the
PCB board with the microstrip line on the other side which constructed the LH transmission line
model. When this LH transmission line worked at the stop-band, the qusi-TEM transmission mode
would be stopped, so that a deep stop band would be appeared as shown in Fig. 3. In this figure,
the curve of the S21 was given. At the frequency near to 3GHz, a stop-band was showed. It was
also shown in Fig. 4. The phase also made it obvious that the Braag frequency of our structure is
near 3GHz. Fig. 5 showed the comparison of the group delay between the LH transmission line and
the traditional transmission line having conducting ground plane. From this figure, it was showed

Figure 2: Transmission Line with PBG structure as the ground plane.

Figure 3: S21 of the transmission line with PBG structure as the ground plane.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1935

Figure 4: Phase delay of the transmission line with
PBG structure as the ground plane.

Figure 5: Comparison of the group delay between
the transmission line with PBG structure and with-
out PBG structure.

that a slowing factor of 1.5 achieved.

3. CONCLUSION

In this paper, a new uniplanar band-gap structure was proposed. Its application in LH transmission
line was studied and discussed. The comparison between the proposed transmission line structure
and the traditional RH transmission line was shown. The result showed the proposed structure
had the characteristics of slow wave.
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Abstract— This paper presents circular-shape monopole antenna for wireless body area net-
work (WBAN) applications at 3.1 to 5.1 GHz and 6.5 to 8GHz. The design and simulation of
proposed antenna for WBAN applications in the free space and close proximity of body surface
has been done by using CST Microwave Studio. The proposed antenna was designed on FR4
substrate with dielectric constant (εr) of 4.4 and thickness of 1.6mm. The final optimized de-
sign is 50× 40 mm2. The simulated current distribution on the radiating patch for the proposed
circular-shaped monopole antenna frequencies of 3.3 and 7.5GHz in the free space is presented.
The size of circular-shape monopole antenna it is suitable for WBAN application.

1. INTRODUCTION

The UWB technology has loaded much attention and experienced considerable growth a few years
ago due to its distinctive characteristics. One of the most promising areas of UWB applications is
WBAN, where the wireless connectivity between body centric units is provided through the deploy-
ment of light weight and compact UWB antennas [1–3]. The Federal Communications Commission
(FCC) about one decade ago prescribed the frequency range for UWB to be 3.1–10.6 GHz [4]. The
FCC also described in its initial report and order, huge absolute bandwidth to be structures that
is more than 500 MHz in bandwidth.

This paper presents Circular-shaped monopole antenna for WBAN application for the lower
frequency band from 3.1 to 5.1 GHz and the higher frequency band from 6.5 GHz to 8 GHz of the
UWB band. The simulation results of the Circular-shaped monopole antenna in free space and
close proximity to body tissues has been presented. The organized of this paper as follows. In
Section 2, the antenna geometry and design are described. The results and discussion the antenna
performance are explained in Section 3. Finally, some conclusions are given in Section 4.

2. ANTENNA DESIGN

In this paper, Circular-shape monopole antenna operating from 3.1 GHz to 5.1GHz and 6.5 GHz
to 8 GHz frequency band has been presented. The antenna is printed on the FR4 substrate with
dielectric constant of 4.4, loss tangent of 0.02 a thickness of 1.6 mm. The optimized dimension
of the propose antenna is 50 × 40 × 1.6mm3. The geometry and dimension of proposed Circular
-shaped monopole antenna is shown in Figure 1.

 
 

(a) Front view (b) Back view
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8mm 
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1.5mm 

8mm 

8mm 

24mm
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Figure 1: The geometry of the proposed circular-shaped monopole antenna.
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2.1. Surface Current Distribution

Current surface distribution determines how the current flow on the patch of antenna. Hence, the
most significantly part of the patch can determine the current flow of the proposed antenna. The
simulated current distribution on the radiating patch for the presented Circular-shaped monopole
Antenna frequencies of 3.3 and 7.5 GHz in the free space is presented in Figure 2. It can be
observed on Figure 2(a) that the current concentrated on the edges of the exterior and interior of
the circular-shaped on the radiating patch and circular-shaped element is connected to the ground
plane on the back view at 3.3 GHz. The vertical current is most concentrated near the patch edges
and Circular-shaped element rather than distributed on the antenna surface at 7.5GHz and this
cause the decrement of the intensity of vertical electrical current on antenna surface. The horizontal
current mode occurs on the ground plane on the back view as indicated in the Figure 2.

 

(a) Current distribution at 3.3 GHz (b) Current distribution at 7.5 GHz

Vertical

current 

Horizontal

current
Horizontal

current
Vertical

current

Figure 2: Surface current distributions of the proposed antenna.

3. RESULTS AND DISCUSSION

The parametric studies were carried out to investigate different antenna parameters in order to
achieve the optimized design. The effect of the slot on the patch has been investigated. The

(a) Without slot

(b) With slot

Figure 3: The reflection coefficient magnitude result of the proposed antenna.
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proposed circular-shaped antenna with and without the slot on the radiating element is shown
in Figure 3. The simulated reflection coefficient magnitude is operate at (3.1–5.1 GHz), (5.55–
6.28GHz) and (6.5–8 GHz) without the implementation as illustrated in Figure 3(a). While the
reflection coefficient magnitude results of the proposed antenna with the slot is (3.1–5.1 GHz) and
(6.5–8GHz) as indicated Figure 3(b). The dimension of the slot on the proposed antenna is 8 mm
as shown in Figure 3(a). It can be seen that in section of the slot on the patch of the proposed
antenna resulted from 5.55 to 6.28 GHz band rejection. The circular-shaped antenna with slot is
introduced that resulted to avoid interference with WLAN at 5.8 GHz.

Figure 4 shows that the E- and H-plane patterns in 3.3 and 7.5 GHz of the proposed antenna
in the close to human body tissues. It can be seen that the E-plane and H-plane radiation pattern
is affected when the antenna placed close to the body.

At 3.3 GHz At 7.5 GHz

 
 

(a) H-plane close chest human body (b) H-plane close head human body

z 

x 
z

x

 
 

(c) E-plane close chest human body (d) E-plane close chest human body

z z

y 
y 

Figure 4: Simulated radiation pattern of the proposed antenna.

4. CONCLUSION

In this paper, Circular-shaped monopole antenna has been presented investigating the surface
current distributions, the slot on the radiating element and radiation patterns in the free space
and close proximity of the human body. The Circular-shaped antenna with slot is introduced
that resulted to avoid interference with WLAN at 5.8 GHz. The simulated results show that the
proposed antenna provides good performance when placed close human body in term of reflection
coefficient magnitude and radiation pattern for WBAN applications.
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Abstract— We study the stability and the dynamics of many-soliton molecules in dispersion-
managed optical fiber with focus on 4- and 5-soliton molecules by analytical and numerical means.
We calculate in particular their binding energy, pulse width and their chirp using a variational
approach. We found that our variational calculations agreed favorably with the numerical solu-
tions of the nonlinear Schrödinger equation and they well describe the intensity profiles of the
experimental molecules.

1. INTRODUCTION

Few years ago, a stable bound state of two DM solitons in opical fibers was realized experimen-
tally [1] and most recently three-soliton molecules in DM optical fibers were also realized by the
same group [2, 3]. The main motivation behind creating such molecules is to increase the bit-rate
of data transfer in optical fibers. Coding with two or more solitons per clock period increases
the alphabet beyond the binary system of a single soliton: logical zero, one (single soliton), two
(two-soliton molecule) and three (three-soliton molecule) in time slot. Clock period of commercial
systems are now often 25 ps corresponding to 40GBits/s transmission rate.

The main preoccupation in soliton molecules is their stability against disintegration. Hence,
intensive interest in their stability has emerged [4–10]. The existence of a nonzero binding energy
in terms of the width of the soliton molecules is an indication on its stability. Indeed, the stability
of the many soliton molecule can be problematic since in [2, 3], 3-soliton molecule was found to
be less stable than 2-soliton molecule. For many soliton molecules, matters appeared more denser
with rising number. Therefore, the stability of such molecules become a difficult task.

The aim of this paper is to study the existence regimes and dynamics of many-soliton molecules
in DM optical fibers. Initially we develop a variational approximation to describe the periodic
dynamics of a soliton molecule. The obtained system of coupled equations for the pulse width
and chirp allows to find the parameters of DM soliton molecules for the given dispersion map and
pulse energy. The binding energy and equilibrium separations of the molecules of larger molecules
is calculated in the frame of the variational approximation. The predictions of the variational
approximation are compared with results of numerical simulations of the nonlinear Schrödinger
equation (NLSE) and good agreement is found for both few and many soliton-molecules. All
numerical simulations are performed using the parameters of the existing DM fiber setup [2, 3].

2. DISPERSION-MANAGED NONLINEAR SCHRÖDINGER EQUATION

Solitons in dispersion-managed dissipative optical fibers are described by the following NLSE:

iEz − d(z)
2

Ett + S(z)|E|2E = −ig(z)E, (1)

where E(t, z) |E|2[W ], z[m] and t[s] are the complex envelope of the electri field, the propaga-
tion distance, and the retarded time, respectively. S(z)[1/W · m] and g(z) [1/m] represent the
nonlinearity and the gain/loss parameters, respestively. d(z) [s2/m] corresponds to the dispersion
management map defined by

d(z) =
{

d+, 0 ≤ z ≤ L+,
d−, L+ < z ≤ L+ + L−,

(2)

where d+,− are constant group velocity dispersions of the fiber segments L+,−, respectively.
Using the transformation E(t, z) = a(z) u(t, z), a(z) = a0 exp (− ∫ z

0 g(x) dx) where a0 is dimen-
sionless parameter.
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This moves the loss term to the coefficient of the nonlinear term. Thus, Equation (1) reduces to

iuz − d(z)
2

utt + γ(z)|u|2u = 0, (3)

where γ(z) = S(z)a(z)2 is the fiber’s effective nonlinearity.
In general, for any γ(z) > 0, we then introduce a new coordinate z′ [1/W] defined by z′(z) =

exp (− ∫ z
0 γ(x) dx)

i uz′ − d′(z′)
2

utt + |u|2 u = 0, (4)

where d′(z′) = d′(z′)/γ(z′)[W · s2]represents fibers effective dispersion including the variations both
of fibers GVD and effective nonlinearity.

Equation (4) permits us to describe the variations of dispersion, nonlinearity, and optical power
due to loss or gain by a single variable on the distance which is measured with the accumulation
of nonlinearity. For a negative constant, (4) is called the NLSE, can be analytically solved for any
initial input by using the inverse scattering transformation, and has soliton solution [11, 12].

For numerical purposes, it is useful to reduce Equation (4) into a dimensionless form. First we
introduce Z = z′/L′, T = t/τm and Q(Z, T ) = u(z′, t) ·

√
L′ where τm is the characteristic time scale

equal to the pulse duration of the laser source and L′ = (L+ + L−)γ is the length of the dispersion
map period. In terms of these parameters, the dimensionless NLSE takes the form

iQZ − D(Z)
2

QTT + |Q|2Q = 0, (5)

where D = d′L′/τ2
m.

We use the experimental parameters for the DM map corresponding to the setup of [2]. The pulse
duration τm = 0.25 ps, d− = −4.259 ps2/km, d+ = 5.159 ps2/km, γ = 1.7W−1km−1, L+ = 24 m,
L− = 22m, L′ = 0.078W−1 and D = 0.521.

3. VARIATIONAL CALCULATION FOR: SINGLE AND TWO SOLITON-MOLECULES

The variational approach is based on restating the governing equation in terms of a variational
problem, where the Lagrangian, generating the original equation, is minimized for a particular trial
function. As a result, one obtains a set of coupled ordinary differential equations for parameters of
the corresponding ansatz. The technique is proved to be efficient for the analysis of non-integrable
soliton bearing equations in different areas of physics [13].

We employ the following trial wavefunction:

Q(Z, T ) = A
2∑

j=1

exp

[
−(T − ηj)2

q2
j

+ iαjT
2 + iϕj

]
, (6)

where A guarantees the normalization of Q, the number of solitons in the molecule, namely N = 2.
The variational parameters q(Z), ϕ(Z) and η(Z) and α(Z) correspond respectively to the width, the
phase, the peak position and the chirp of the soliton. The Lagrangian corresponding to Equation (5)
reads

L[Q,Q∗] =
∫ ∞

−∞

i

2
(QQ∗

Z −Q∗QZ) dT −E. (7)

where

E = −
∫ ∞

−∞

[
D

2
|QT |2 +

1
2
|Q|4

]
dT. (8)

is the energy functional.
For the sake of completeness we start with the development of the variational approach for a

single DM soliton. The energy of pulse is given by

Es =
∫ ∞

−∞
|Q|2dT = A2q

√
π/2. (9)

In real units, this energy can be expressed as E[J ] = (τm/L′)E , for the above experimetal parameters
E = 20 [pJ].
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Equations of motion for the differents variational parameters are then derived from the Euler
equations, namely

d

dZ
· ∂L

∂FZ
− ∂L

∂F
= 0. (10)

where F and FZ denote a variational parameter and its time derivative, respectively.
Taking the corresponding derivatives, the Lagrangian (7) reads

L1 = Es

{
1
4
(q2 + 4η2)αZ + ϕZ − D(Z)

2

[
1
q2

+ (q2 + 4η2)α2

]
− Es

2
√

πq

}
. (11)

Using (10), equations of motion for variational parameters take the explicit form:

EZ = 0, (12a)

αZ − 2D(Z)
(

1
q4

+ α2

)
+

Ep√
πq3

= 0, (12b)

αZ − 2D(Z)α2 = 0, (12c)
qqZ + 4ηηZ − 2D(Z)(q2 + 4η2)α = 0. (12d)

Interestingly, Equation (12a) shows the conservation of the energy. Equations (12b) and (12c), allow
us to find the chirp by two ways, all depends on the data that we have. Equation (12d) describes
the time evolution of both the width and pick position of the soliton. For fixed η, Equation (12d)
reduces to qZ − 2D(Z)αq = 0.

For two soliton-molecule, the resulting coupled equations of motion, which turn out to be lengthy
and hence will not be shown here for convenience, are then solved numerically.

The stationary point of Equations (12b)–(12d) for a given energy Ep determines the width and
chirp of a single DM soliton at some point of a DM map and can be found using the numerical
technique of Nijhof et al. [14, 15]. Once the width is found, the amplitude of the DM soliton is
determined form Equation (9).

Figure 1 shows that the center of mass and the chirp exhibit periodic dynamics, while the DM
soliton propagates along the fiber line over 20 map periods. The amplidue of both center of mass
and chirp is reduced for two soliton molecules.

In Figure 2, we compare the intensity profile obtained by our variational calculation with our
simulation results for both single and two-soliton molecules. Our numerical solution was performed
by the split-step fast Fourier transform method, with 2048 Fourier modes and the step size was
dz = 5× 10−4. These figures clearly show the good agreement between the variational calculation
on the one hand and the direct numerical solution of the NLSE on the other. Our curves were
calculated using the experimental values of [2] apart from the phases where here we have worked
with anti-phases solitons.
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soliton and (b) two soliton-molecule with same ex-
perimental parameters of Refs. [2, 3].
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4. MANY-SOLITON MOLECULES

In this section, we investigate the formation and existence of many-soliton molecules in DM op-
tical fiber. We then extend the variational ansatz of the previous section to four and five soliton
molecules. To check the validity of our variational calculations for many soliton molecules, we solve
again numerically our NLSE.

Figure 3 shows that 5-soliton molecule has indeed nonzero binding energy in terms of the width
of solitons. The depth of the minimum gives an estimate to the strength of the bond in the molecule.

Figures 4 depicts the formation and the existence of four-and five-soliton molecules in agreement
with our recent theoretical work [16]. It is seen also from the same figure that our numerical
simulation coincides with our variational calculation. The stability of 5-soliton molecule during its
spatiotemporal evolution is clearly visible in Figure 5.

The existence of four- and five-soliton molecules is indeed an important result because it makes
alphabets of five and six different symbols complete: no pulse, single pulse, two pulse molecule,
three pulse molecules, four pulse molecules and five pulse molecules in a time slot. We theoretically
showed that the same fiber can support all these six symbols. Consequently, a fiber-optic transmis-
sion of three bits per clock period is strongly possible. This highly confirms that soliton molecules
in DM fiber can be used for enhancing the capacity of the communication system via extension of
the coding alphabet.
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Figure 3: Binding energy of five solitons rela-
tive to that of the single-soliton energy Es as
function of the separation of the width q with
same experimental parameters of Ref. [3].
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5. CONCLUSIONS

In this paper, we have considered many-soliton molecules propagating in DM optical fibers. Using
a variational calculation, the binding energy of the 5-soliton molecule was calculated. The coupled
system of variational equations for the pulse width and chirp parameter appears to be structurally
similar for all considered cases, namely for a single DM soliton, few soliton molecule and many
soliton molecule. The difference is seen only in altered numerical coefficient, originating from
nonlinearity of the fiber. Furthermore, we have solved numerically the NLSE and verified the
stability of the both few-and many-solitons molecules. In addition, the field amplitudes of our
trial function agreed favorably with the numerical solution. We theoretically proved that a fiber-
optic transmission of beyond two bits per clock period is possible. Therefore, this extended coding
alphabet leads to increase the capacity of communication systems.
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Abstract— The quantum theory of the photostimulated effects in quantum wire has been
studied based on the quantum kinetic equation for electrons with a parabolic potential V (z) =
mω2

0z2

2 . In this case, electrons system in quantum wire is placed in a constant electric field
~E0, an electromagnetic wave ~E(t) = ~E(e−iωt + eiωt) and in the presence of an intense laser
field ~F (t) = ~F sinΩt. In the presence of laser radiation and polarized electromagnetic wave
can influence that current carrier, and do appear an electric field intensity vector ~E0 with open
circuit conditions. Hence, the analytic expressions of electric field intensity vector ~E0 along
the coordinate axes has been calculated. The dependence of the components ~E0 on the
frequency Ω of the laser radiation field, the frequency ω of the electromagnetic wave field, the
frequency ω0 of the parabolic potential are shown. From the analytic results, when ω0 → 0, the
result will turn back to the photostimulated kinetic effects in semiconductors.

1. INTRODUCTION

In recent times, there have been many studies on the influence of intense laser radiation and
polarized electromagnetic wave in low dimensional systems. It is known that the presence of
intense laser radiation can influence the electrical conductivity and kinetic effects in material [1–
4]. A serial of photostimulated kinetic effects such as Nernst-Ettingshausen, Ettingshausen, and
Peltier effects, ect. . . . have been researched in semiconductors [5, 6, 12]. However, in quantum wire,
the photostimulated quantum effects still opens for studying. In this paper, we use the quantum
kinetic equation for electrons system is placed in a constant electric field ~E0, an electromagnetic
wave ~E(t) = ~E(e−iωt+eiωt) and in the presence of an intense laser field ~F (t) = ~F sinΩt, in quantum
wire with a parabolic potential. The problem is considered for electron-optical phonon scattering,
the analytic expressions of electric field intensity vector ~E0. Numerical calculations are carried out
with a specific GaAs/GaAsAl quantum wire. The comparison of the result of quantum wire to
semiconductors builk shows that the difference.

2. PHOTOSTIMULATED QUANTUM EFFECTS IN QUANTUM WIRE WITH A
PARABOLIC POTENTIAL

2.1. Expressions for the Photostimulated Quantum Effects in Quantum Wire with a Parabolic
Potential
We examine the system which is placed in a linearly polarized EMW field (~E(t) = ~E(e−iωt +
eiωt), ~H(t) = [~n, ~E(t)]), in a dc electric field ~E0 and in a strong radiation field ~F (t) = ~F sinΩt.
The Hamiltonian of the electron-optical phonon system in the quantum wire (QW) in the second
quatization representation can be written as [7, 8]

H =H0 + U =
∑

n,l,~pz

εn,l,~pz

(
~pz − e

hc
~A(t)

)
· a+

n,l,~pz
· an,l,~pz

+
∑

~q

hω~qb
+
~q b~q

+
∑

n,l,n′,l′

∑

~pz,~q

Cn,l,n′,l′(~q) · In,l,n′,l′a
+
n′,l′,~ps+~q · an,l,~pz

(b~q + b+
−~q)

H0 =
∑

n,l,~pz

εn,l,~pz

(
~pz − e

hc
~A(t)

)
· a+

n,l,~pz
· an,l,~pz

+
∑

~q

hω~qb
+
~q b~q

U =
∑

n,l,n′,l′

∑

~pz,~q

Cn,l,n′,l′ (~q) · In,l,n′,l′a
+
n′,l′,~ps+~q · an,l,~pz

(
b~q + b+

−~q

)

(1)

with fn,l,~pz
(t) = 〈a+

n,l,~pz
· an,l,~pz

〉t is an unknow distribution function perturbed due to the external
fields.
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In order to establish the quantum kinetic equations for electrons in QW, we use general quantum
equations for the particle number operator or electron distribution function

ih
∂fn,l,~pz

(t)
∂t

=
〈[

a+
n,l,~pz

· an,l,~pz
,H

]〉
t

(2)

- From Eqs. (1) and (2), we obtain the quantum kinetic equation for electrons in QW:

~Pz

m

∂fn,l~pz
(t)

∂t
−

(
e · ~E(t) + e · ~E0 + ωH

[
~pz,~h(t)

]) 1
h

∂fn,l,~pz
(t)

∂~pz
+

∂fn,l,~pz
(t)− f0

τ

=
2π

h

∑

n′,l′,~q

|Dn,l,n′,l′(q)|2 ·
∞∑

L=−∞
J2

L

(
Λ
Ω

)
·Nq

{[
fn′,l′,~pz+~q(t)−fn,l,~pz

(t)
]·δ(εn′,l′,~pz+~qz

−εn,l~pz
−hω~q−LhΩ)

+
[
fn′,l′,~pz−~qz

− fn,l,~pz

]
δ

(
εn′,l′,~pz−~qz

− εn,l,~pz
+ hω~q − LhΩ

)}
(3)

where ωH is the cyclotron frequency, ~h = ~H
H is the unit vector in the magnetic field direction, JL(x)

is the Bessel function of real argument; N(q) depends on the electron scattering mechanism.
For simplicity, we limit the problem to the case of l = 0,±1. We multiply both sides Eq. (3) by

(−e/m)~p⊥ · δ(ε− εn,~p⊥) are carry out the summation over n and ~p⊥, we obtain

~jtot = ~j0 +~j(t) =

∞∫

0

{
~R0(ε) +

[
~R(ε) · e−iωt + ~R∗(ε).eiωt

]}
· dε (4)

~R0(ε) = τ(ε)
(

~Q0 + ~S0

)
+

ωHτ2(ε)
1 + ω2

Hτ2(ε)

[
~Q,~h

]
+ ωHτ2(ε)Re





[
~S,~h

]

1− iωHτ (ε)



 (5)

~R (ε) =
τ (ε)

1− iωHτ(ε)

(
~Q + ~S

)
(6)

τ(ε) is the relaxation time of electrons with energy ε [13]; has meaning of a partial current density
transportable with energy ε, this quantity is related to the total current density ~jtot by means of
the relationship.

Taking the statistical average over time of the total current density~jtot and pay attention to open
circuit conditions, we find the expressions for electric field intensity vector ~E0 along the coordinate
axes:

E0x = −
{

a +
e2F 2

βh4Ω4
· bτ(εF )

}−1

× ωHτ(εF )
1 + ω2

Hτ2(εF )

×
{

a [Eyhz − Ezhy] +
e2F 2

βh4Ω4
· bτ(εF )

[
1− ω2

Hτ2(εF )
]

1 + ω2
Hτ2(εF )

× Eyhz

}
(7)

E0y = −
{

a +
e2F 2

βh4Ω4
· bτ(εF )

}−1

× ωHτ(εF )
1 + ω2

Hτ2(εF )

×
{

a [Ezhx − Exhz]− e2F 2

βh4Ω4
· bτ(εF )

[
1− ω2

Hτ2(εF )
]

1 + ω2
Hτ2(εF )

× Exhz

}
(8)

E0z = − ωHτ(εF )
1 + ω2

Hτ2 (εF )

{
1 +

e2F 2

βh4Ω4

b

a
− τ (εF )

[
1− ω2

Hτ2(εF )
]

1 + ω2
Hτ2(εF )

}
(Exhy −Eyhx) (9)
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where

a=
n∗0e

2

2πmh2

√
2mπ

β

∑

n,l

exp {−βhω0(2n + l + 1)} (10)

b=a(b1 + b2 + b3 + b4 + b5 + b6); b1 = A
∑

n,l,n′,l′

|In,l,n′,l′(q⊥)|2B1 exp
{

βB1

2

}
K1

{
βB1

2

}
(11)

b2= A

2

X

n,l,n′,l′
|In,l,n′,l′(q⊥)|2B2 exp


βB2

2

ff
K1


βB2

2

ff
; b3 =

A

2

X

n,l,n′,l′
|In,l,n′,l′(q⊥)|2B3 exp


βB3

2

ff
K1


βB3

2

ff
(12)

b4=A
X

n,l,n′,l′
|In,l,n′,l′(q⊥)|2B4 exp


βB4

2

ff
K1


βB4

2

ff
; b5 =A

X

n,l,n′,l′
|In,l,n′,l′(q⊥)|2B5 exp


βB5

2

ff
K1


βB5

2

ff
(13)

b6=A
∑

n,l,n′,l′

|In,l,n′,l′(q⊥)|2B6 exp
{

βB6

2

}
K1

{
βB6

2

}
; A =

e2h
√

2mπβ

m2 ∈0

(
1

χ∞
− 1

χ0

)
(14)

B1=hωL0 − 2hω0(n′ − n)− hω0

(
l′ − l

)
; B2 = B1 + hΩ; B3 = B1 − hΩ (15)

B4=hωL0 + 2hω0(n′ − n) + hω0

(
l′ − l

)
; B5 = B4 − hΩ; B6 = B4 + hΩ (16)

3. NUMERICAL RESULTS AND DISCUSSION

In this section, we will survey, plot and discuss the expressions for E0z for the case of a specific
GaAs/GaAsAl quantum wire. The parameters used in the calculations are as follows [7, 8]: ε0 =
12, 5; χ∞ = 10.48; χ0 = 12.90; hωLO = 36.8meV; m = 0.0665m0 (m0 is the mass of free electron);
e = 1.60219 · 10−19 C; εF = 50meV; and we also choose τ(εF ) ∼ 10−11 s−1; τ(Ω) ∼ 10−10 s−1.

In the Fig. 1 and Fig. 2, we show the dependence of E0z (express for the longitudinal radioelectric
effect) on the frequency Ω of the intense laser radiation (Fig. 1) and on the frequency ω of the EMW
(Fig. 2). From these figures, we can see that the appearance and the nonlinear dependence of E0z

on the exterior elements.
From this figure, we can see that the more amplitude F of the intense laser radiation increases,

the more the quotient goes up.
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Figure 1: The dependence of E0z on the frequency
Ω of the intense laser radiation (in case ω = 1010 Hz;
F = 1.2 · 105 V/m).
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Figure 2: The dependence of E0z on the frequency
ω of the EMW (in case Ω = 1014 Hz; F = 1.2 ·
105 V/m).

4. CONCLUSIONS

In this paper, we have studied photostumilated quantum effects in quantum wire with a parabolic
potential. In this case, two dimensional electron gas systems is placed in an EMW and a laser radi-
ation at high frequency, and the electron gas is completely degenerate. We obtain the expressions
for electric field intensity vector ~E0, in which E0x, E0y express for the longitudinal radioelectric
effect and E0z expresses for the horizontal radioelectric effect. And, the expressions of ~E0 show
clearly the dependence of ~E0 on the amplitude Ew, on the frequency ω of the EMW and on the
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amplitude F, the frequency Ω of the intense laser radiation; and on the basic elements of QW with
a parabolic potential. The analytical results are numerically evaluated and plotted for a specific
quantum wire, GaAs/AlGaAs. The comparison of the result of quantum wire to semiconductors
builk [5, 7, 10] and superlattice [11, 12] shows that the difference.
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Abstract— The influence of the electromagnetic wave on the quantum acoustomagnetoelectric
(QAME) field in a quantum well with a parabolic potential (QWPP) is investigated for an
acoustic wave whose wavelength λ = 2π/q is smaller than the mean free path l of the electrons
and in the region ql À 1 (where q is the acoustic wave number). The dependence of the QAME
field EQAME on the frequency of external acoustic wave ωq, the temperature T , the magnetic
field B, the amplitude E0 and frequency Ω of the electromagnetic wave are obtained by using the
quantum kinetic equation. Numerical calculation is done, and the result is discussed for a typical
AlAs/GaAs/AlAs QWPP. The computational results show that the dependence of the QAME
field EQAME on the external acoustic wave frequency ωq, the frequency of electromagnetic wave
Ω and the magnetic field B is non-monotonic, the cause of appearance peaks attributes the
transition between mini-bands N → N ′. The quantum theory of the QAME current in a QW is
newly developed.

1. INTRODUCTION

The acoustic waves propagate along the stress-free surface of an elastic medium has attracted much
attention in the past two decades because of their utilization in acoustoelectronics. Considerable
interest in such waves has also been stimulated by the possibility of their use as a powerful tool for
studying the electronic properties of the surfaces and thin layers of solids.

It is well known that the propagation of the acoustic wave in conductors is accompanied by the
transfer of the energy and momentum to conduction electrons which may give rise to a current
usually called the acoustoelectric current, in the case of an open circuit called acoustoelectri field.
Presently this effect has been studied in detail both theoretically and experimentally and has been
found in wide application in radioelectrionic systems [1–3]. The presence of an external magnetic
field applied perpendicularly to the direction of the sound wave propagation in a conductor can
induce another field, the so-called AME field. It was predicted by Galperin and Kagan [4] and
observed in bismuth by Yamada [5]. Calculations of the AME field in bulk semiconductor [6–9]
and the Kane semiconductor [10] in both cases The weak and the quantized magnetic field regions
have been investigated. In recent years, the AME field in low-dimensional structures have been
extensively studied [11, 12]. However, the calculation of the QAME field EQAME and influence of
the electromagnetic wave on QAME field in QWPP by using the quantum kinetic equation method
is still open for study. In the present work, we use the quantum kinetic equation method to study
the influence of the electromagnetic wave on the QAME field EQAME induced by the electron-
external acoustic wave interactions and the present work is different from previous works [13–18]
because 1) we use the quantum kinetic equation method, 2) we calculated the influence of an
electromagnetic wave on EQAME . Numerical calculations are carried out for a specific quantum
well AlAs/GaAs/AlAs to clarify our results. This paper is organized as follows. In Section 2, we
find analytic expression for the QAME field in the QWPP, in Section 3 we discuss the results, and
in Section 4 we come to a conclusion.

2. ANALYTIC EXPRESSION FOR THE AME FIELD IN THE QWPP

When the magnetic field is applied in the x-direction, in that case the vector potential is chosen
as: A = Ay = −zB. If the confinement potential is assumed to take the form V (z) = mω2z2/2 the
eigenfunction of an unperturbed electron is expressed as

ψN,~p(r) =
(

2
LxLy

)1/2

φN (z − z0)× exp(ipxx) exp(ipyy), (1)
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where Lx and Ly are the normalization length in the x and y direction, respectively, φN (z − z0)
is the oscillator wavefunction centred at z0 = pyΩc/[m(Ω2

c + ω2)], m is the effective mass of a
conduction electron, ω and Ωc are the characteristic frequency of the potential and the cyclotron
frequency, respectiverly, N = 0, 1, 2, . . . is the azimuthal quantum number; ~p = (px, py, 0) is the
electron momentum vector. The electron energy spectrum takes the form

εN (~p) = Ω0(N + 1/2) +
p2

x

2m
+

p2
y

2m

(
ω

Ω0

)2

, (2)

with Ω0 = (Ω2
c + ω2)1/2 and Ωc = eB/m.

Let us suppose that the acoustic wave of frequency ωq is propagated along the z QWPP axis
(along the z direction, the energy spectrum of electron is quantizied or the motive direction of
electron is limited) and the magnetic field is oriented along the x axis. We consider the most
realistic case from the point of view of a low-temperature experiment, when ωq/η = cs|q|/η ¿ 1,
ql À 1, where cs is the velocity of the acoustic wave and q is the modulus of the acoustic wave
vector and l is the electron mean free path. The compatibility of these conditions is provided by
the smallness of the sound velocity in comparison with the characteristic velocity of the Fermi
electrons. The acoustic wave will be considered as a packet of coherent phonons with the delta-like
distribution function N~k

= (2π)3Φδ(~k − ~q)/ωqcs in the wavevector ~k space, Φ is the sound flux
density. The Hamiltonian describing the interaction of the electron-phonon system in the QWPP,
which can be written in the secondary quantization representation as

H =
∑

N,~k

εN

(
~k − e

c
~A(t)

)
a+

N,~k
a

N,~k
+

∑

N,~k,N ′,~q

C~qUN,N ′(~q)a+

N ′,~k
a

N ′,~k+~q
b~q exp(−iω~qt), (3)

with C~q is the electron-phonon interaction factor and takes the form [11]

C~q = iΛc2
l (~ω3

~q/2ρ0ΞS)1/2, Ξ = q
[1 + σ2

l

2σ
+

(
σl

σt
− 2

)
1 + σ2

t

2σt

]
, (4)

σl = (1− c2
s/c2

l )
1/2 σt = (1− c2

s/c2
t )

1/2, (5)

Λ is the deformation potential constant; a+

N,~k
and a

N,~k
are the creation and the annihilation opera-

tors of the electron, respectively; b~q is the annihilation operator of the external phonon. |N,~k〉 and
|N ′,~k + ~q〉 are electron states before and after interaction, UN,N ′(~q) is the matrix element of the
operator U = exp(iqy − λz), λ = (q2 − ω2

q/c2
l )

1/2 is the spatial attenuation factor of the potential
part the displacement field; cl and ct are the velocities of the longitudinal and the transverse bulk
acoustic wave; ρ0 is the mass density of the medium and S = LxLy is the surface area. ~A(t) is
the vector potential of an external electromagnetic wave ~A(t) = e

Ω
~E0 sin(Ωt), Ω is the frequency of

electromagnetic wave. The quantum kinetic equation of the problem which is that equation for the
distribution function of electrons interacting with external phonons in the presence of an external
magnetic fields in QWPP:

−
(
e ~E + Ωc[~h, ~p]

) ∂fN,~p

∂p

= −fN,~p − f0

τ
+

∑

N ′,~k

|C~k
|2|UN,N ′ |2

∑

l,s

Jl

(
e ~E0

~k⊥
mΩ2

)
Jl+s

(
e ~E0

~k⊥
mΩ2

)
exp(−isΩt)

×
([

f
N ′,~p+~k

(N~k
+ 1)− fN,~pN~k

]
δ(ε

N ′,~p+~k
− εN,~p − ω~k

− lΩ)

+[f
N ′,~p−~k

N~k
− fN,~p(N~k

+ 1)]δ(ε
N ′,~p−~k

− εN,~p + ω~k
− lΩ)

)
, (6)

Multiply both sides of Eq. (6) by (e/m)~pδ(ε−εN,~p) and carry out the summation over N and ~p, we
have the equation for the partial current density ~RN,N ′(ε) (the current caused by electrons which
have energy of ε):

~RN,N ′(ε)
τ(ε)

+ Ωc[~h, ~RN,N ′(ε)] = ~QN (ε) + ~SN,N ′(ε), (7)
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where

~QN (ε) = −
∑

N,~p

e
~p

m

(
~E,

∂fN ′,~p

∂~p

)
δ(ε− εN,~p),

~SN,N ′(ε) =
(2π)3|C~q|2Φ

ω~qcs

∑

N,N ′,~p,~k

|UN,N ′ |2
∑

l,s

Jl

(
e ~E0

~k⊥
mΩ2

)
Jl+s

(
e ~E0

~k⊥
mΩ2

)
exp(−isΩt)

~p

m
δ(ε− εN,~p)

×δ(~k − ~q)
(
(f

N ′,~p+~k
−fN,~p)δ(εN ′,~p+~k

−εN,~p − ω~k
− lΩ)+(f

N ′,~p−~k
−fN,~p)δ(εN ′,~p−~k

− εN,~p + ω~k
−lΩ)

)
.

Solving the Eq. (7), we obtained the partial current ~RN,N ′(ε)

~RN,N ′(ε) =
τ(ε)

1 + Ω2
cτ

2(ε)

{(
~QN (ε) + ~SN,N ′(ε)

)
τ(ε)

−Ωcτ(ε)
(
[~h, ~QN (ε)] + [~h, ~SN,N ′(ε)]

)
+ Ω2

cτ
2(ε)

(
~QN (ε) + ~SN,N ′(ε),~h

)
~h
}

, (8)

the total current density is generally expressed as

~j =
∫ ∞

0

~RN,N ′(ε)dε, (9)

we find the current density

ji = αijEj + βijΦj , (10)

where αij and βij are the electrical conductivity and the acoustic conductivity tensors, respectively

αij =
e2n0

m

{
a1δij − Ωca2εijkhk + Ω2

ca3hihj

}
; βij = A

{
b1δij − Ωcb2εijkhk + Ω2

cb3hihj

}
, (11)

here εijk is the unit antisymmetric tensor of third order, n0 is the carrier concentration, and ax, bx

(x = 1, 2, 3) are given as

ax =
m2

πn0

∫ ∞

0

τx(ε)
1 + Ω2

cτ
2(ε)

(ε− Ω0(N + 1/2))
∂f0

∂ε
dε; bx =

∫ ∞

0

τx(ε)
1 + Ω2

cτ
2(ε)

∂f0

∂ε
dε,

A =
8eπ3|Cq|2E0

ωqcsΩ3

∑

l

1

l
[
(lΩτ)2 + 1

]
∑

N,N ′

4
(LyLx)2

(2π)4
[
L0

N

(−λ2

mΩ0

) ]2 q

m(2π)2

× exp
(
− λ2

4mΩ0
− 2λΩ2

c

mΩ3
0

q

){
δ
(
(N ′ −N)Ω0 − ωq − lΩ

)− δ
(
(N ′ −N)Ω0 + ωq − lΩ

) }
.

We considered a situation whereby the sound is propagating along the x axis and the magnetic
field B is parallel to the z axis and we assume that the sample is opened in all directions, so
that ji = 0. Therefore, from Eq. (10) we obtained the expression of the AME field EAME , which
appeared along the y axis of the sample

Ey = EAME =
βzzαyz − βyzαyy

α2
yy + α2

yz

Φ =
πΩcAτ0Φ
e2mkBT

.
{

F2ν,2νFν+1,2ν − Fν,2νF2ν+1,2ν

}

×
{(

Fν+1,2ν − Ω0(N + 1/2)
kBT

Fν,2ν

)2

+ Ω2
cτ

2
0

(
F2ν+1,2ν − Ω0(N + 1/2)

kBT
F2ν,2ν

)2
}−1

(12)

where Fν,ν′ =
∫∞
0

xν

1+Ω2
cτ2

0 xν′
∂f0

∂x dx. The Eq. (12) is the AME field in the QWPP in the case of the
external magnetic field and electromagnetic wave. We can see that the dependence of the AME
field on the external magnetic field, the frequency ω~q and the frequency of electromagnetic wave is
nonlinear. We will carry out further analysis of the Eq. (12) separately for the two limiting cases:
the weak magnetic field region and the case of quantized one.
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2.1. The Case of Weak Magnetic Field Region

In the case of the weak magnetic field

Ωc ¿ kBT ; Ωc ¿ η, (13)

in this case, the expression of EAME in the Eq. (12) takes the form

EAME =
πΩcAτ0Φ
e2mkBT

{
F2ν,2νFν+1,2ν − Fν,2νF2ν+1,2ν

}{
F 2

ν+1,2ν + Ω2
cτ

2
0 F 2

2ν+1,2ν

}−1
, (14)

2.2. The Case of Quantized Magnetic Field Region

In the case of quantized magnetic field region

Ωc À kBT, Ωc À η, (15)

in this case, the expression of EAME in Eq. (12) takes the form

EAME =
πΩcAτ0kBTΦ

e2mΩ2
0(N + 1/2)2

{
F2ν,2νFν+1,2ν − Fν,2νF2ν+1,2ν

}{
F 2

ν,2ν + Ω2
cτ

2
0 F 2

2ν,2ν

}−1
, (16)

From Eq. (14) and Eq. (16), we see that in both cases, the weak magnetic field and the quantized
magnetic field, the dependence of AME field on external magnetic field B is nonlinear.

3. NUMERICAL RESULTS AND DISCUSSIONS

To clarify the results that have been obtained, in this section, we considered the AME field in
two limited cases weak magnetic field region and the case of quantized magnetic field region in
QWPP. This quantity is considered as a function of an external magnetic field B, the frequency ωq

of ultrasound, the temperature T of system, and the parameters of the AlAs/GaAs/AlAs quantum
well. The parameters used in the numerical calculations are as follow: τ0 = 10−12 s, Φ = 104 Wm−2,
m = 0.067m0, m0 being the mass of free electron, ρ0 = 5320 kg m−3, cl = 2 × 103 m s−1, ct =
18× 102 m s−1, cs = 8× 102 m s−1, Λ = 13.5 eV, ωq = 109 s−1.

Figure 1 present The dependence of the QAME field on the magnetic field at different values
of the frequency of electromagnetic wave shows that when magnetic field rises up, the QAME field
increases monotonically. However, it reached a maximum value at B is about 0.12T, and decreased
again above 0.12T. On the other hand, EQAME increases nonlinearly with the magnetic field. This
result is different from those for bulk semiconductor [11-14] and the Kane semiconductor [15] under
condition ql À 1, and the weak magnetic field region. Because the QAME field expression EAME

in bulk semiconductor [11–14] and the Kane semiconductor [15] is proportional to B. In other
words, EQAME increases linearly with the magnetic field. Our result indicates that the dominant
mechanism for such a behaviour is attributed to the electron confinement in the QWPP. From
Figure 1, we see that the EQAME depends significantly on the frequency of electromagnetic wave,
when the frequency of electromagnetic wave increase the position of the peaks change.

Figure 2 investigated the dependence of QAME field on the magnetic field in the quantized
magnetic field region which have many distinct maxima. The result showed the different behaviour
from results in bulk semiconductor [11–14] and the Kane semiconductor [15]. Different from the
bulk semiconductor, these peaks in this case are much sharper. According to the result in the bulk
semiconductor [11–14] and the Kane semiconductor [15] in the case of strong magnetic field EQAME

which is proportional to 1
B . There are two reasons for the difference between our result and other

results: one is that in the presence of the quantum magnetic field, the electron energy spectrum
was affected by quantized magnetic field and the other is the effect of the electrons confinement in
the QWPP, that means above B > 1.8T and below 4 K, carriers in the samples satisfy the quantum
limit conditions: Ωc À kBT and Ωcτ À 1, and in the QWPP the energy spectrum of electron is
quantized. Also, the result is different from those in superlattice [16, 17]. In [16, 17] by using the
Boltzmann kinetic equation, QAME field is proportional to B with all regions of temperature. By
using the quantum kinetic equation method, our result indicate that it is only linear to B in case
of the weak magnetic field and higher temperature, while in case of the strong magnetic field and
low temperature QAME field is not proportional to B, but there are many peaks in Figure 2. This
is our new development.
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Figure 1: Dependence of the EQAME field QAME
on the magnetic field B at different values of the
frequency of electromagnetic wave Ω = 8×1013 s−1

(dot line), Ω = 9 × 1013 s−1 (solid line), Ω = 10 ×
1013 s−1 (dashed line). Here T = 280K.
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Figure 2: Dependence of the EQAME field QAME
on the magnetic field B at different values of the
frequency of electromagnetic wave Ω = 8×1013 s−1

(solid line), Ω = 9× 1013 s−1 (dot line). Here T =
4K.

4. CONCLUSION

In this paper, we have obtained analytical expressions for the QAME field in presence of the
external electromagnetic wave in a QWPP for both the case of quantized magnetic field and the
weak magnetic field region. There is a strong dependence of QAME field on the cyclotron frequency
Ωc of the magnetic field, ω~q of the acoustic wave, and the temperature T of system. The numerical
result obtained for AlAs/GaAs/AlAs QWPP shows that in the quantized magnetic field region, the
dependence of QAME field on the magnetic B is nonlinear, and there are many distinct maxima.
This dependence has differences in comparison with that in normal bulk semiconductors [12–14]
and the Kane semiconductor [15].
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Abstract— This work focuses on ultra-wideband (UWB) antenna analysis and design. The
proposed design has been undertaken to cover the area of UWB frequency range to be suitable for
application of wireless UWB communication systems. UWB of 7.5 GHz is very large spectrum of
frequencies which is able to achieve high transmission bit rates. As there are many challenges in
indoor and outdoor wireless propagation, high gain and sensitive antenna design plays crucial role
in UWB small size systems. The main object of this research is to design and implement small
size UWB antenna that satisfy the ultra wide bandwidth technology requirements. The proposed
antenna design has been simulated using CST microwave studio software to provide results of
return loss, gain, radiation efficiency, surface current distribution, and radiation patterns. These
results make the design is very useful for UWB technology applications.

1. INTRODUCTION

The wireless technology is very important in our daily lives and the people around the world use to
have this technology especially in cellular phones. The wireless systems give us more free reliable
to communicate to each other without position limitations. In 2002 the Federal Communications
Commission (FCC) has been licensed the UWB frequency range (3.1 GHz to 10.6GHz) [1]. Since
then, it had a good attention in researches with considering as a promising technology. Because
of very low transmission power (−41.3 dBm/MHz), the system elements need to be sensitive in
implementation [2]. A train of short time pulses (less than 1 ns) in the transmission and reception
scenarios forced us to look for high gain antennas. These antennas are very important elements
for UWB systems through private and military applications. Also the lightweight, small size, low
cost, high performance, easy to fabricate and integrate with other circuits is required in designing
of wireless antennas. To meet the above requirements, microstrip planar antenna is achieved for
design to radiate electromagnetic energy [3].

During the literature review, there are several published samples of UWB antennas such as large
rectangular patch antennas of 47 mm × 36 mm dimensions [4] use RF-4 substrate material and of
36mm × 46mm dimensions using FR-4 epoxy substrate material [5]. A diamond patch shape of
30×26mm2 in [6] was simulated and printed on FR4 substrate to cover 95% of UWB starting from
3.39GHz and has not got omni-directional radiation patterns. Also another antenna scheme of
multiple fractal slots was implemented in [7] of 45 mm× 25mm dimensions with unstable radiation
patterns. In addition, a compact microstrip patch antenna was proposed in [8] with total size of
40× 35× 1.575mm3 and from the simulation results, the gain reduces at higher frequencies due to
increasing the losses in the feed line.

In this work, small size antenna design with planar ground plane is proposed and curved edges
of the patch are fed by microstrip feed line. This design is used to achieve the frequency range of
UWB to cover most of its applications. Section 2 shows the parametric study and the dimensions
of the design parameters. Sections 3 detailed the simulated results and discussions for return loss.
Section 4 presents surface current distribution, and radiation patterns, while Section 5 concentrates
with conclusions.

2. TWO SIDED AX-SHAPED PATCH ANTENNA CONFIGURATION AND DESIGN

The UWB digital wireless communication systems operate with narrow pulses that lead to low power
and high capacity of bit rate [9]. The antenna was designed to develop the conventional rectangular
patch antenna. Fig. 1 shows the design element which is including the antenna parameters and
the steps of the proposed design methodology. First, the substrate material was chosen to be
Taconic TLY5 with relative dielectric constant (εr) of 2.2, loss tangent of 0.0009, and dimensions
of 30 × 28 × 1.575mm3. Second, the radiated shape was selected to be two sided ax-shaped to
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extend the operating frequency range that can exhibit the UWB characteristics. Third, microstrip
transmission feed line was used to feed the radiating area with dimensions of 12× 4.8mm2. Forth,
the ground plane on the opposite side of the substrate was proposed to be planar plane of 11.25 mm
with gap of 0.75 mm between the radiator and ground plane. Next, three parameters were used
to optimize the impedance matching bandwidth, feed gap, upper slot width (Ws), and lower slot
depth dimension. These parameters were adjusted to show the effects of their dimensions on the
impedance bandwidth stability.

Figure 1: The geometry of the proposed two sided
as-shaped patch antenna.
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Figure 2: Effects of feed gap on S11.

3. SIMULATION RESULTS AND DISCUSSION

By using the CST microwave studio software, the simulation was run to display the impedance
bandwidth across the UWB range. To reduce the conventional overall antenna size, parametric
study was carried out to get the optimized dimension for antenna parameters. Essentially, the
antenna performance was affected by the geometrical shape and after that three parameters were
proposed to achieve the optimal design. Firstly, the feed gap size and its effect is illustrated in
Fig. 2 and the wider bandwidth can be shown at gap of 0.5 mm but the best resonance frequency
of 8.7GHz is applied at gap of 0.75 mm. Secondly, the effect of the lower slot depth is shown in
Fig. 3 of three different values of the depth to have better matching impedance over the required
bandwidth. The studying of this parameter is to present the best depth size for frequency range.
The entire band is provided when the lower slot depth in the patch is 1 mm and the band is highly
affected when the depth is 2mm. Next, the effects of upper slot width are shown in Fig. 4 for three
values of 3 mm, 4 mm, and 5 mm. Better impedance matching at Ws = 3 mm while no change when
the width value increases to 4 or 5 mm but getting extended impedance bandwidth to cover most
of UWB range. In general all the above parameters introduce the effects on antenna performance
in order to optimize the antenna patch shape for wireless UWB applications.
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(a) (b)

Figure 5: Surface current distribution at resonance frequencies of (a) 5 GHz and (b) 9 GHz.
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Figure 6: Simulated radiation patterns for designed antenna at frequency of 5 GHz with Phi and Theta equal
to 0◦ and 90◦, (a) E-plane, (b) H-plane.
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Figure 7: Simulated radiation patterns for designed antenna at frequency of 9 GHz with Phi and Theta equal
to 0◦ and 90◦, (a) E-plane, (b) H-plane.
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4. ANTENNA CURRENT DISTRIBUTION AND RADIATION PATTERNS

The simulated surface current distributions are shown in Fig. 5 at resonant frequencies of 5GHz
and 9GHz. It is absorbed that the most of current field is concentrated near the slots of low patch
edge and on the other radiated area; the current is distributed in different densities. The maximum
surface current density is 57 A/m at 5GHz and 73 A/m at 9 GHz which are higher than that in [10]
of no more than 10 A/m.

Figure 6(a) shows the two dimensional simulated radiation patterns were taken at resonant
frequency of 5GHz in E-plane when Phi = 0◦ and Phi = 90◦. Fig. 6(b) shows the radiation
patterns in H-plane when Theta = 0◦ and Theta = 90◦. Fig. 7 illustrates the simulated H-plane
and E-plane radiation patterns at resonant frequency of 9GHz. However, the analysis of these
patterns results shows that the proposed microstrip antenna is characterized by omni-directional
radiation patterns in both planes.

5. CONCLUSIONS

In this research, an UWB antenna design of small dimensions was implemented using low cost and
lightweight substrate material. The design was improved by using three parameter techniques to
enhance the impedance bandwidth. These parameters are feed gap, upper patch slot, and lower
patch slot depth. From the simulation results, the design is covering the UWB frequency range to
be more suitable for wireless system applications. Radiation patterns are provided omni-directional
patterns in E-plane and H-plane over the required band.
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Abstract— In this paper, Critically Sampling Inverse Discrete Multi-Wavelet Transform (CSID-
MWT) are proposed as a modulator technique instead of Inverse Fast Fourier Transform (IFFT)
in the realization of the Multi-Carrier Code Division Multiple Access (MC-CDMA) system. The
proposed structure improved the bandwidth efficiency through the elimination of the cyclic pre-
fix (CP) due to the good orthogonality and time-frequency localization properties of the Multi-
Wavelet transform. The proposed system was simulated using MATLAB to allow various pa-
rameters of the system to be varied and tested. Simulation results showed that the proposed
system outperforms conventional MC-CDMA system, and its performance is superior to that of
the conventional MC-CDMA with CP.

1. INTRODUCTION

Recently, Multi-carrier Code Division Multiple Access (MC-CDMA) technique based on the combi-
nation of orthogonal frequency division multiplexing (OFDM) and conventional CDMA has received
much attention among researchers, it is one of the most promising techniques for the future wireless
mobile communication systems beyond 3G [1].

A MC-CDMA system basically applies the OFDM type of transmission to a Direct Sequence
(DS)-CDMA signal. In conventional DS-CDMA each user symbol is transmitted in the form of
sequential chips, each of which is narrow in time and hence wide in bandwidth. In contrast to this,
in MC-CDMA due to the fast Fourier transform (FFT) along with OFDM the chips are longer
in time duration and hence narrow in bandwidth. The multiple chips for a data symbols are not
sequential but instead transmitted in parallel over many subcarriers. An interesting feature of
MC-CDMA is that modulation and demodulation can be easily implemented using simple inverse
fast Fourier transform (IFFT) and FFT operators. This transform however has the drawback that
it uses a rectangular window, which creates rather high side lobes. Moreover, the pulse shaping
function used to modulate each subcarrier extends to infinity in the frequency domain this leads to
high interference and lower performance levels [2].

Many researchers replaced the FFT with another transforms to improve the BER performance
for the MC-CDMA system. In [3] the FFT was replaced by an orthonormal wavelets in order to
reduce the level of interference. It is found that MC-CDMA based on discrete wavelet transform
(DWT) are capable of reducing the inter symbol interference ISI and inter carrier interference ICI,
which are caused by the loss in orthogonality between the carriers.

In this paper the FFT in MC-CDMA will be replaced with another transform called Multi-
wavelet that based on multi-filters. It has two or more low-pass and high-pass filters. The purpose
of this multiplicity is to achieve more properties which cannot be combined in other transforms
(Fourier and Wavelet).

A very important multi-wavelets filter is the GHM filter proposed by Geronimo, Hardian, and
Massopust. In multi-wavelets setting, GHM multi-scaling and multi-wavelets functions coefficients
are 2× 2 matrices, and during transformation step they must multiply vectors (instead of scalars).
This means that multi-filter bank need 2 input rows, where this can be done by preprocessing the
input signal of length N to a sequence of length-2 vectors in order to start the analysis algorithm.
If the preprocessing produces N length-2 vectors it is said to be an oversampling scheme, while if
it produces N/2 length-2 vectors the result is a critical sampling will be used in this paper [4, 5].

In the proposed MC-CDMA systems, there is no need for using Cyclic Prefix (CP), which
subsequently reduces the system complexity, increases the transmission rate because it decreases
the number of symbol per frame, and increases spectral efficiency.
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The rest of the paper is organized as follows: Section 2 introduces the proposed system for
MC-CDMA Based on multi-wavelet. Performance results are shown in Section 3 and conclusions
are given in Section 4.

2. PROPOSED SYSTEM FOR MC-CDMA BASED ON MULTI-WAVELET

The block diagram of the proposed system for MC-CDMA is depicted in Fig. 1 and Fig. 2, where
Fig. 1 is the structure of the transmitter of the kth user, and Fig. 2 is the structure of receiver of
the kth user. The OFDM modulator and demodulator based on multi-wavelet that used here are
shown in the Fig. 3.
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Figure 3: DMWT-OFDM, (a) DMWT-OFDM modulator, (b) DMWT-OFDM demodulator.

At the transmitter, the complex valued data of the user k is multiplied with the user specific
spreading code. The coded signals of k active users are added to each other and then serial to
parallel converted. The training sequence (pilot sub-carriers) will be inserted and sent prior to
information frame. This pilot symbol will been used to make channel estimation that’s used to
compensate the channel effects on the signal. After that the inverse discrete multi-wavelet transform
(IDMWT) with post-processing will be applied to the signal. Now parallel to serial converter (P/S)
converts parallel data into serial data stream and transmit over channel.

At the receiver, first S/P converts the data to parallel version. After that the preprocessing
and DMWT will be done. Also the channel estimation, channel compensation, despreadingand
demodulation the users signal.

To compute a single-level 1-D discrete multi-wavelet transform, the next steps should be followed:
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1. Checking input dimensions: input vector should be of length N , where N must be power of
2.

2. Constructing a transformation matrix: Using an N/2 ∗N/2 transformation matrix should be
constructed using GHM low- and high-pass filters matrices given in Equations (1) and (2)
respectively [6]. After substituting GHM matrix filter coefficients values, an N ∗N transfor-
mation matrix results given in Equation (3).
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W =
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(3)

3. Preprocessing rows: critically sampling preprocessing can be computed by applying Equa-
tions (4) and (5) to the odd- and even-rows of the input vector respectively [7].

a) For any odd row

new odd row =
(
10/8

√
2
)

[same odd row]

+
(
3/8

√
8
)

[next even row] +
(
3/8

√
2
)

[previous even row] (4)

b) For any even-row
new even row = [same even row] (5)

4. Transformation of input vector which can be done by applying matrix multiplication to the
N/2 ∗N/2 constructed transformation matrix by the N ∗ 1 preprocessing input vector.

3. SIMULATION RESULTS

The proposed MC-CDMA system described in the previous section is simulated for various numbers
of active users and its bit error rate (BER) performance is compared with the conventional standard
MC-CDMA system based on FFT and MC-CDMA based on DWT using Daubechies wavelet (4 dB).
These systems have been examined in different channel models, which is additive white Gaussian
noise (AWGN) channel, flat fading channel, and frequency selective fading channel. This system
was implemented using MATLAB software (version 7.8). Table 1 shows the parameters of the
system that used in the simulation.

Figure 4, shows the BER performance of MC-CDMA in AWGN channel. It is found that the
MC-CDMA based on DMWT is better and more significant than the two other systems based on
the FFT and DWT. In case of two active users, the BER = 10−3 at signal-to-noise ratio (SNR)
is about 6.8 dB for DMWT model while it’s about 7.5 dB for DWT model and 17.5 dB for FFT
model. With increasing the number of users, the bit error rate is increased also, this is due to
multiple access interference (MAI).

The BER performance of the MC-CDMA system in the flat fading channel is presented in Fig. 5.
From this figure, it can be seen that the DMWT-MCCDMA is close to DWT-MCCDMA and both
of them are much better than the FFT-MCCDMA in case of two users, while in case of four users
the DMWT-MCCDMA is better than the two other systems, the BER = 10−3 at SNR is about
22 dB for DMWT model while it’s about 24 dB for DWT model and 33.5 dB for FFT model.
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Table 1: Simulation parameters.

Parameter Value
System BW 5MHz

Modulation types QPSK
Spreading code Walsh-Hadamard code
Spreading factor 16
Number of users 2, 4

Number of sub-carriers 64
Number of cyclic prefix 16

Channel model Rayleigh fading channel, Jakes model
Doppler Frequency 10Hz

Figure 6, gives the BER performance of DMWT-MCCDMA in frequency selective fading chan-
nel. A 3-rays Rayleigh-distributed multi-path fading channel is assumed here, where the parameters
of the channel in this case corresponding to multipath are (0 dB, −4 dB, −8 dB) paths gain and
the paths delay are set to (0, 2-sample, 3-sample). It is clearly shown from this figure that the
DMWT-MCCDMA needs SNR more than 19 dB to reach 10−3 BER, while DWT-MCCDMA needs
SNR around 23 dB to reach 10−3 BER, and FFT-MCCDMA needs SNR more than 27 dB to reach
10−3 BER, in case of two users.
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Figure 7, shows the effect of Doppler frequency on performance of DMWT-MCCDMA in the
frequency selective fading channel where Doppler frequency equal to 200 Hz (fast fading). In fast
fading channel, the bit error rate increases for all schemes. From this figure, it is clear that the
DMWT-MCCDMA and DWT-MCCDMA have better performance than FFT-MCCDMA up to
about SNR = 20 dB, after this value the FFT-MCCDMA became better than the both other
systems.

4. CONCLUSIONS

In this paper, the MC-CDMA based on Critically Sampling Multi-wavelet was proposed and com-
pared with the MC-CDMA based on wavelet and MC-CDMA based on FFT in three types of
channels. It can be concluded that this structure achieves much lower bit error rates than tradi-
tional models based on FFT and wavelet transform. Therefore this structure can be considered as
an alternative to the conventional MC-CDMA.
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Abstract— In this paper, a novel design of bandpass waveguide filters, using complementary
split ring resonators is proposed. Resonators are implemented as inserts in a form of metal plates,
with properly shaped slots, in the transverse planes of the rectangular waveguide. Filter response
has been investigated for various parameters of the resonator and its position. Simple design of
dual-band filter is introduced, using resonators attached to the top and bottom waveguide wall.
Also, second-order dual-band filter is proposed.

1. INTRODUCTION

In communication systems where high-power structures with small losses need to be implemented,
waveguide filters are of particular interest. These filters are usually implemented by inserting
discontinuities of various shapes and positions in the waveguide. These discontinuities operate
as resonators, thus by setting their parameters and positions, central frequency and bandwidth
of the filter can be controlled. For bandpass waveguide filter design, complementary split ring
resonators (CSRR) have wide implementation, either as single-mode or multi-mode. In previous
publications, various design methods for filters with a single frequency band, using CSRRs, are
proposed: implementation in the microstrip technology with defected ground structure as in [1, 2],
using substrate integrated waveguide [3] or using rectangular waveguide [4–6]. Multi-band filter
design is particularly attractive these days, so this topic calls for closer attention. Therefore, dual-
mode resonators can be applied by properly combining single-mode resonators and dual-band filters
are developed in this manner. One of the main characteristics of dual-mode resonators used for the
filter design is that the resonators can be independently tuned [7], hence each frequency band can
be independently controlled, as presented in [8].

Herein, we propose novel design of the X-band bandpass waveguide filter using the CSRRs.
Resonators are implemented as inserts in a form of metal plates, having properly shaped slots, in the
transverse planes of the standard WR90 rectangular waveguide, in order to obtain H-plane bandpass
waveguide filters. Solutions presented in this paper assume that the resonators are attached to the
top and bottom waveguide walls. It is noticed that the resonators implemented in such a manner
provide the same resonant frequencies as the ones not attached to the waveguide walls, but they
are more compact in terms of dimensions. Filter response is investigated for various parameters
of the resonators and their positions. For the filter design and analysis, WIPL-D software [9] is
used, as powerful three-dimensional electromagnetic (3D EM) solver capable to perform full-wave
simulations.

Proposed design using CSRRs is recognized as scalable solution, applicable for multi-band waveg-
uide filter design. Relatively simple implementation of dual-band filter is introduced, along with
the model of the second-order dual-band filter.

2. BANDPASS WAVEGUIDE FILTER USING ONE CSRR

Design starts from the model using insert in a form of flat metal plate with a resonator attached
to the top waveguide wall. The three-dimensional electromagnetic model of the filter is depicted in
Fig. 1. The parameters of the CSRR are tuned in order to obtain resonant frequency of 11 GHz.
According to Fig. 1(a), for the resonator with f0 = 11 GHz dimensions of the CSRR are as follows:
d1 = 2.8mm, d2 = 2.1mm, c1 = 1.5mm, c2 = 0.25mm, p = 0.8mm.

For the filter design, the standard WR90 rectangular waveguide of width a = 22.86mm and
height b = 10.16mm is used. Considered waveguide filters are excited by means of properly modeled
ports with quarter-wave probes. It is assumed that the dominant mode of propagation is the
transverse electric TE10 mode. Discontinuities inside the waveguide are implemented using metal



1964 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

(b)(a)

Figure 1: (a) 3D EM model of the bandpass waveguide filter using one CSRR. (b) WIPL-D model of the
bandpass waveguide filter using one CSRR (symmetry applied).

plates, either as flat or folded, with properly shaped slots. These plates are placed in the transverse
planes of the described rectangular waveguide. The WIPL-D model of the waveguide filter with
one CSRR is shown in Fig. 1(b). The symmetry is used for the filter modeling in WIPL-D software
in order to speed up the full-wave simulations. This property significantly reduces the number of
unknowns and the CPU time needed to perform the simulation [9].

The frequency response is analyzed for various parameters of the resonator. Comparison of fre-
quency responses, when only one dimension of the CSRR varies, while the others remain unchanged,
is shown in Fig. 2. According to the obtained results, it is noticed that the resonator length (e.g.,
parameter d1 in Fig. 1(a)) primarily influences the resonant frequency (f0) while the bandwidth
(B3 dB) is preserved (Fig. 2(a)). On the other hand, variation of resonator width (e.g., parameter
c1 in Fig. 1(a)) introduces the change of both resonant frequency and bandwidth: by decreasing c1,
resonant frequency shifts toward higher values, while the bandwidth becomes narrower (Fig. 2(b)).

(a) (b)

Figure 2: Comparison of filter responses: (a) d1 varies, d2 = 2.1mm, c1 = 1.5 mm, c2 = 0.25mm, p = 0.8 mm;
(b) d1 = 2.8mm, d2 = 2.1 mm, c1 varies, c2 = 0.25mm, p = 0.8mm.

Furthermore, the frequency response is analyzed for various positions of the resonator on the
metal plate. If the resonator is moved away from the central position, i.e., it is moved to the left or
right for the same distance, the response changes similarly: the increase of the distance from the
central position results in the narrower bandwidth, while the frequency remains unchanged (Fig. 3).

Finally, the filter response is also investigated when the resonator is attached to the bottom
waveguide wall. The obtained result shows no significant change in terms of the resonant frequency
and bandwidth, as can be seen in Fig. 4 for the considered example with f0 = 11GHz. To be
more precise, the deviation introduced by the change of position is 0.6% for the resonant frequency
and 3.2% for the bandwidth, compared to the reference values adopted for the model with CSRR
attached to the top wall (f0 = 11.069 GHz, B3 dB = 683 MHz).

It should be emphasized that the proposed design of the inserts in the form of metal plates
with CSRRs attached to the top and bottom waveguide wall, provides the possibility to have the
same resonant frequencies as for the models with CSRRs not attached to the waveguide walls, but
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Figure 3: Comparison of filter responses when the
resonator is moved away from the central position.

Figure 4: Comparison of filter responses when the
resonator is attached to the top and bottom waveg-
uide wall.

with more compact resonators in terms of dimensions. As an example, resonator with f0 = 9 GHz
is considered. In case when the resonator is not attached to the waveguide wall, its dimensions
are as follows (according to the labels in Fig. 1(a)): d1 = 6.0mm, d2 = 23 mm, c1 = 1.5 mm,
c2 = 0.25 mm, p = 0.8mm. Therefore, the occupied area can be reduced up to 20% when the
resonator is attached to the waveguide wall. Since the resonators occupy less space on the metal
insert, it turns out that this approach can be applied for the design of multi-band filters without
mutual coupling of the resonators.

3. DUAL-BAND BANDPASS WAVEGUIDE FILTER

As an example of the multi-band filter design using proposed metal inserts, dual-band filter is
developed. Considered filter has two central frequencies, f01 = 9 GHz and f02 = 11GHz. In order
to obtain two frequency bands, flat metal insert is implemented with two CSRRs, one is attached
to the top waveguide wall (f01 = 9 GHz) and the other one to the bottom wall (f02 = 11 GHz), as
depicted in Fig. 5(a). Dimensions of the resonators, according to Fig. 5(a), are given in Table 1.
The same WR90 standard rectangular waveguide is used, as for the model with one CSRR. WIPL-D
model of the dual-band filter is shown in Fig. 5(b). The filter response is given in Fig. 6.

As can be seen, relatively simple design provides acceptable solution for dual-band bandpass
filter. Since there is no mutual coupling between the resonators on the same plate, each frequency
band can be independently controlled by tuning only the corresponding resonator.

(b)(a)

Figure 5: (a) 3D EM model of the dual-band bandpass waveguide filter. (b) WIPL-D model of the dual-band
bandpass waveguide filter.

Table 1: Dimensions of the CSRRs used for dual-band filter design.

Dimension d1i [mm] d2i [mm] c1i [mm] c2i [mm] pi [mm]
1st resonator (i = 1) 4.25 2.10 1.50 0.25 0.80
2nd resonator (i = 2) 2.65 2.10 1.50 0.25 0.20
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Figure 6: Frequency response of the dual-band bandpass waveguide filter.

4. SECOND-ORDER DUAL-BAND BANDPASS WAVEGUIDE FILTER

Starting from the previously proposed dual-band filter design, second-order bandpass filter is also
developed. In this case, folded metal inserts with CSRRs are used in order to implement inverters
between the resonators as λg/4 waveguide sections, for each central frequency (f01 = 9 GHz, f02 =
11GHz). The 3D EM model of the proposed second-order dual-band filter is depicted in Fig. 7(a).
Dimensions of the resonators are given in Table 1. According to Fig. 7(a), lpl = (λg9 − λg11)/8 =
1.84mm, apl = a = 22.86 mm, bpl = b/=5.082mm. The second-order dual-band filter model made
in software WIPL-D is shown in Fig. 7(b). The obtained filter response is given in Fig. 8.

In order to obtain better matching, i.e., to have lower value for the return loss, proposed model
is slightly modified. To be more precise, the plate connecting parts of the folded metal insert
with resonators is designed to be narrow, as depicted in Fig. 9(a). All dimensions correspond
to those given in Fig. 7(a), except that the width of the plate is set to wpl = 2mm. WIPL-D
model of the modified filter is shown in Fig. 9(b). The obtained filter response is given in Fig. 10.
According to the filter response, the return loss is slightly improved for the second frequency band
(f02 = 11GHz), though at the expense of wider bandwidth. However, the required bandwidth can
be obtained by additional modification of the corresponding resonator.

 

(b)(a)

Figure 7: (a) 3D EM model of the second-order dual-band bandpass waveguide filter. (b) WIPL-D model
of the second-order dual-band bandpass waveguide filter.

Figure 8: Frequency response of the second-order dual-band bandpass waveguide filter.
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(b)(a)

Figure 9: (a) 3D EM model of the modified second-order dual-band bandpass waveguide filter. (b) WIPL-D
model of the modified second-order dual-band bandpass waveguide filter.

Figure 10: Frequency response of the modified second-order dual-band bandpass waveguide filter.

5. CONCLUSION

Novel design of the H-plane bandpass waveguide filters using CSRRs is proposed. Resonators are
implemented as metal inserts with properly shaped slots in the transverse planes of the standard
rectangular waveguide. The filter response is investigated for various parameters of the resonators
and their positions. The proposed solution with the resonators attached to the waveguide walls
provides the same resonant frequencies as the models with resonators not attached to the waveguide
walls, but the implementation according to the novel design results in more compact solution
(the occupied area on the plate for the resonator can be reduced up to 20%). Also, there is no
mutual coupling between the resonators on the same plate. These are important properties for
the multi-band filter design. As an example, dual-band bandpass filter is proposed, followed by
the second-order dual-band filter. Possible solution for improving the return loss for the second-
order dual-band filter is introduced, by slightly modifying the metal inserts without changing the
resonators’ dimensions. The most important characteristics of the proposed design are simplicity
and applicability for multi-band filters, allowing for the higher order filters to be easily developed,
as verified in the presented research.
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Abstract— The characteristics of indoor transparent antenna are investigated. The purpose of
the antenna is applied for television signal reception which is operating at Ultra High Frequency
band. The antenna was made from silver coated polyester film (AgHT-4), the transparent con-
ductive material and it is attached on a layer of glass substrate. The antenna size has width and
length of 120 mm × 150 mm. It was fed by a co-planar waveguide due to the opportunity of low ra-
diation loss and to reduce reflection of the antenna. The frequency range of 500MHz to 800 MHz
is chosen as it is the UHF television reception band and allocated by Federal Communications
Commission. Due to the television station provided in Malaysia, each station have different
channel with its own specification frequencies. The channels also are based on the transmitter
base station location. Since the proposed project launches at Universiti Teknologi Malaysia,
Skudai, Johor, Malaysia so all the channel is following the frequency from GunungPulai, Johor
transmitter base station. The channel utilizations are Channel 55 (742–750 MHz): TV1, Chan-
nel 26 (510–518 MHz): TV3, Channel 42 (638–646MHz): NTV7, Channel 44 (654–662 MHz):
TV9 and Channel 46 (670–678MHz): 8TV. Then, the proposed antenna was designed by using
Computer Simulation Software (CST) Microwave Studio to obtain the simulation result. The
simulated bandwidth of the antenna obtained is 448 MHz (502MHz to 950MHz) with bandwidth
of 61.71%. It has a potential to be realized for TV reception because of the omni-directional
radiation pattern and gain is more than 2.0 dBi.

1. INTRODUCTION

In recent years, the invention of antenna for television reception is increasing rapidly in order to
fulfill demand and improve their performance suitable to the latest application technology. For this
application, the frequency band allocated by Federal Communication Commission (FCC) is Ultra
High Frequency (470–806 MHz) [1]. There are several commercial applications for UHF band, such
as Digital Television (DTV, 470–806 MHz) [2–7], Digital Video Broadcasting-Terrestrial (DVB-T,
870–862MHz) [8] and Digital Video Broadcasting-Handheld (DVB-H, 470–862 MHz) [9] and also
some research works on UHF/VHF antennas as reported in [10, 11]. Looking to Malaysia situation,
the television station provides the variety of station with their specification channel. Thus, the
channels are based on the frequency of transmitter base station location. Since the proposed
antenna was investigated at Universiti Teknologi Malaysia (UTM), Skudai, that is therefore all the
channels need to use the frequency of GunungPulai transmitter base station [12, 13]. Table 1 briefs
the channel utilization in GunungPulai transmitter base station, Malaysia.

Table 1: Channel utilization in Malaysia (GunungPulai transmitter base station).

Station TV1 TV3 NTV7 TV9 8TV
Channel 55 26 42 44 46

Frequency (MHz) 742–750 510–518 638–646 654–662 670–678

From the previous research, a lot of television reception antennas have been designed and im-
proved. One of the techniques investigated is the conductor material and substrate used. Most
researchers used FR-4 substrate [2–4], but at some case or study, they used flexible Copper Clad
Laminate (FCCL) film [5], Nora conductive textile and felt substrate [6, 7] and aluminum mate-
rial [14]. However, this paper proposed indoor transparent antenna for television reception replacing
the conventional antenna.

The transparent conductive film currently has been researched on by a decade ago. Some of the
proposed applications has been done used transparent antenna are photovoltaic solar-panel integra-
tion and RF energy harvesting [15], radio frequency identification (RFID) [16], inter-vehicle commu-
nication [17], wireless local area network (WLAN) [18, 19], worldwide interoperability for microwave
access (WiMAX) [20], wide-band code-division multiple-access (WCDMA) [19] and CubeSat [21].
In addition, the transparent conductive film is the best candidate to be mounted on the glass or
window [20], attracts great interest, light weight, thin volume [18], limpidity and flexibility [19]
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and for security [22]. The transparent conductive films so called transparent conducting oxides
(TCO) [15, 23] can be as indium thin oxide (ITO) [16], fluorine-doped thin oxide (FTO) [24] and
silver coated polyester film (AgHT) [15, 17, 25]. It is challenges but AgHT-4 is chosen because of
lower surface resistance. Lower surface resistance is more conductive. The AgHT-4 is commercially
used as a sun-shielding film to cut down heat and conserve energy in homes and buildings [15].

2. ANTENNA DESIGN

The indoor transparent antenna for television reception is designed using AgHT-4. It is fed by
50Ω co-planar waveguide (CPW) and mount on a piece of glass, with thickness of 2 mm and
dielectric constant of 7. The AgHT-4 is 0.175mm thick and has a surface resistance of 4 Ω-Sq.
The conductivity is 2× 105 S/m. The AgHT-4 consists of ITO which is coated at the polyethylene
terephthalate (PET) substrate with relative permittivity, εr of 3.24. Figure 1(a) shows the geometry
of the antenna and Figure 1(b) shows the thickness of the antenna. All the antenna parameters
are summarized in Table 2.

The proposed antenna is overall length, l and width, w at 150 mm and 120 mm, respectively. It
is fed by 50 Ω co-planar waveguide (CPW) antenna. A portion of transparent film has been cut at
the left side. So the left sidelength, l1 is 35 mm. The feed line width, ws is 3mm and feed gap, g
is 0.3mm. Therefore the length of CPW ground, lCPW is 9.9 mm. The CPW is fed to the antenna
because of it has much benefit such as no soldering point, easy fabrication [3] and a simplified
configuration with a single conductive layer. Therefore in terms of art, the CPW design will offer
satisfactory impedance matching over a wide frequency range and the ability to maintain nearly
omnidirectional radiation pattern.

(a)

lCPW

l2

ws

l1

l

w

(b)

tglass

tPET

tITO

g

Figure 1: (a) Geometry of the proposed antenna. (b) Thickness of the antenna.
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Table 2: Summary of the antenna parameters.

Description Parameter
Length
(mm)

Description Parameter
Length
(mm)

Length of glass l 150 Length of CPW ground lCPW 9.9
Width of glass w 120 Thickness of glass tglass 2

Left side length of
transparent film

l1 35 Thickness of PET tPET 0.1225

Right side length of
transparent film

l2 131.5 Thickness of ITO tITO 0.0525

Feed gap g 0.3 Feed line width ws 3

3. SIMULATED RESULT AND DISCUSSIONS

The performance of this transparent antenna is very sensitive to many parameters. The parameters
can be as the size of the radiation element, the size of the ground plane, and the gap between the
plane and the ground [17]. Since the frequency range should be at least 500 MHz to 800MHz
to receive all the stations. So a parametric study has been done to achieve the frequency range.
Figure 2 shows the variation of reflection coefficient magnitude (dB) by changing the left side
length, l1. The simulated reflection coefficient magnitude covers from 500 to 800 MHz is at length
of 25mm to 60.5 mm. At 96 mm, the bandwidth becomes smaller and there is no radiation at
131.5mm length. Table 3 has shown the bandwidth of the left side length changes. It can be
concluded that the longer the left side length, the lower the bandwidth.
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Figure 2: The variation of reflection coefficient magnitude at different left side length.

Figure 3 shows the simulated result that completely covered frequency range of 500 MHz to
800MHz at the left side length, l1 of 35mm. The frequency range is 502 MHz to 950MHz. It
completely covers the frequency at GunungPulai transmitter base station. The bandwidth obtained
is 448 MHz or 61.71% of the fractional BW. The minimum value of reflection coefficient magnitude
obtained is −32.68 dB.

Figure 4 shows the simulated radiation pattern at 514MHz, 629 MHz, 642 MHz, 658MHz,
674MHz and 743.25MHz, respectively. All the radiation patterns are omnidirectional. The omni-
directional radiation is acceptable for indoor TV reception. Due to such pattern form, low gain are

Table 3: The bandwidth of left side length.

Left side length, l1 (mm) Frequency range (MHz) Bandwidth (MHz)
25 502–934 432

60.5 516–968 452
96 572–910 338

131.5 No, higher than −10 dB -
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Figure 3: The simulated return loss at 35 mm left side length, l1.
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Figure 4: The simulated radiation pattern at frequency of 514 MHz, 629 MHz, 542MHz, 658 MHz, 674 MHz
and 743.25 MHz.

achieved as it varies from 2.0 dBi to 3.1 dBi at the specific channel frequency shown in Figure 4.

4. CONCLUSION

The proposed indoor transparent antenna has been presented. The transparent conductive film
implemented by the antenna shows that the coverage frequency fulfilled the requirement of television
signal reception. The simulated frequency range successfully covers the frequency from 502MHz to
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950MHz which including the necessary frequency band for TV broadcasting; 510MHz to 750 MHz.
Therefore, the bandwidth achieved was 448 MHz (or 61.71 %) with gain is at least 2.0 dBi. By
having an omnidirectional pattern in all frequency channels, such antenna could become a good
candidate for indoor TV reception.
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Abstract— GaN based blue light emitting diodes were characterized, using deep level transient
spectroscopy technique. Nine defects having ionization energies: 0.06, 0.08, 0.09, 0.14, 0.10 , 0.14,
0.14, 0.16 and 0.65 eV and corresponding capture cross-sections (σ∞)4.0 × 10−14, 1.3 × 10−13,
7.6× 10−14, 6.95× 10−13, 3.53× 10−14, 1.6× 10−13, 8.0× 10−14, 7.34× 10−14 and 1.8× 10−5 cm2

were identified. Respective concentrations were found to be 8.81× 1013, 8.56× 1013, 8.90× 1013,
8.68 × 1013, 8.62 × 1013, 8.56 × 1013, 8.66 × 1013, 8.57 × 1013, 8.54 × 1013, 8.68 × 1014, and
8.46× 1014 cm−3.

1. INTRODUCTION

GaN and associated alloys (III-N compounds) have been focus of research for more than three
decades [1–4] due to their wide verity of applications in opto-electronic devices. Tunable band
gap of these materials (0.7 to 6.1 eV) makes their use versatile in the fields of ultra-high frequency
(RF) components [1, 5, 6]. The realization of hetero-structures out of these materials opened a
new era in the field of telecommunication. High electronic mobility transistors (HEMT’s) based
on these materials, can support power densities ten times higher than those accessible with silicon
and gallium arsenide [1, 7]. These materials are famous for their excellent optical properties such
as laser diodes (LDs), high performance light emitting diodes (LEDs), and solar cells [8–12]. Laser
diodes are used in high density optical processing systems like digital versatile disk random access
memory (DVD-Ram, and DVDR) [13–16]. Deep level defects in these materials may act as non
radiative recombination or trapping centers, which significantly decrease the radiative efficiency and
increase the thresh hold current density, thus deteriorate device performance [13, 17, 18]. To improve
the performance of such devices and, particularly, to increase the light intensity, it is, therefore,
important to optimize growth conditions of each layer of the diodes by defect engineering [13, 19].
The knowledge of deep level defects is of primary importance for the improvement of performance of
devices based on III-N compounds. The deep levels can be easily identified by deep level transient
spectroscopy (DLTS), a powerful and well established technique for the investigation of electronic
properties of deep level defects in semiconductors [20]. In this report we present a study of defects
in GaN material by DLTS technique.

2. EXPERIMENTAL

High bright blue GaN based light emitting diodes imported from Hebei I.T, China [21] were used
as our samples. The samples are single blue color emitting devices which have high bright output,
low power consumption, high reliability and long life.

Capacitance-voltage characteristics of GaN based LEDs were measured to determine the quality
of diodes using capacitance meter Boonton 7200. Typical capacitance-voltage characteristics have
been shown in Fig. 1. The data points in plot, 1/C2 Vs applied voltage v, are found approximately
fit on a straight line, indicating junction as a step junction [22]. However, a careful examination
shows that two different straight lines can be fit in the voltage range 0–4 and 6–10 volts. The least
square fitting show that shallow level concentration on p- and n-sides of the junction are nearly
equal [23].

For DLTS [20] measurements, a deep level transient spectrometer DLS-83D, manufactured by
Semi trap, Hungary was used. The spectrometer provides a quiescent reverse bias and filling pulse
with a repetition rate from 0.1 Hz to 1 kHz and temperature accuracy of better than 1 K. Output
of the sensor and spectrometer is fed to CPU through a data bus. Shielded cables were used to
provide connections from the samples to the spectrometer. Sample is mounted in a sample holder
of the cryostat with the help of two spring-loaded pins for this purpose.

Temperature of the sample is lowered to 77 K by slowly lowering the sample holder into liquid
nitrogen container and raised to room temperature or above, by gradually lifting the sample holder
or by increasing the current through a heater embedded inside the sample holder. The rate of
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Figure 1: Typical 1/C2 verses reverse bias plot of GaN diodes, inset shows capacitance verses voltage graph.

emission of the charge carriers from deep levels is monitored by measuring change in capacitance of
the diode under quiescent reverse bias using the above setup. Output of the spectrometer gives a
scan. For maximum emission rate of a defect, scan shows a peak at a fixed temperature. DLTS scan
exhibits different peaks for different defects. The DLTS scans were repeated at different emission-
rate windows to obtain a data for estimating the energy-position of the traps in the band gap.
Emission rates were plotted against the temperature (K) on the semi-logarithmic scale using the
equation,

ln
( en

T 2

)
= lnA + [−∆E/kBT ]

The slope of the best fit line of the Arrhenius plot, ln[en/T 2] Vs 1000/T gives activation energy of
the deep levels [20]. The activation energies of different defects were obtained from such best-fit
lines. Capture cross sections (σ∞) for the corresponding levels were calculated from the y-intercept
of ln[en/T 2] Vs 1000/T at T = ∞.

3. RESULTS AND DISCUSSION

A typical DLTS scan is shown in Fig. 2. At least fourteen peaks, P1–P14, have been noticed in
the scans. Emission rate data for peaks P1, P2, and P12–P14 were not sufficient to get a reliable
energy, therefore, not reported. Measured activation energies of the defects assigned to peaks
P3–P11 are 0.06, 0.08, 0.09, 0.14, 0.10, 0.14, 0.14, 0.16 and 0.65 eV and corresponding capture
cross-sections (σ∞) are 4.0×10−14, 1.3×10−13, 7.6×10−14, 6.95×10−13, 3.53×10−14, 1.6×10−13,
8.0×10−14, 7.34×10−14 and 1.8×10−5 cm2. Respective concentrations are found to be 8.81×1013,
8.56× 1013, 8.90× 1013, 8.68× 1013, 8.62× 1013, 8.56× 1013, 8.66× 1013, 8.57× 1013, 8.54× 1013,
8.68× 1014, and 8.46× 1014 cm−3. The data is also listed in Table 1.

Although, in literature [24–26], deep levels in this material have been studied, however, most of
the investigations limited to electron trapping centers related to doping impurities such as Si and
Se. Both electron and hole emitting deep levels need to be examined quantitatively to study the
defects responsible for reduction of radiative efficiency. We performed DLTS measurements to study
electron and hole emitting centers. It is reported in literature that inherent threading dislocation
density in this material is of the order of 109–1010 cm−2 [27, 28]. Such a high dislocation density
could be attributed to the large difference in lattice constants and thermal expansion coefficient
between the substrate and epitaxial GaN films. Characteristics of the devices could be strongly
influenced by the high dislocation density and limit the performance by affecting life time, mobility
and the quantum efficiency of radiative recombination.

Recent theoretical studies on native point defects in III–V nitrides [29, 30] show that nitrogen
vacancies have the lowest formation energy in p-type GaN and can be produced in a significant
concentration during the growth. We can, thus, speculate that defects reported in this work are
nitrogen-vacancy related defects. Ionization energy, 0.65 eV, of a trap observed in this study is
comparable to that reported by Dyba et al. [18] for trap E (0.63). This trap was identified with
single vacancy or VGa-O complex [18, 31}. As DLTS signal from both sides is possible as a
majority signal we are, therefore, of the opinion that energy state (0.65 eV) is due to vacancy or
VGa-O complex [18, 31].
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Figure 2: A typical DLTS scan of GaN-LEDs. Figure 3: Emission rate data of defects correspond-
ing to peaks P3 to P11.

Table 1: Characteristics of defects related to different peaks.

Peaks Activation Energy (eV) Capture Cross-section (σ∞) (cm2)
P3 0.059 4.0× 10−14

P4 0.083 1.3× 10−13

P5 0.087 7.6× 10−14

P6 0.107 6.94× 10−13

P7 0.124 3.53× 10−14

P8 0.142 1.6× 10−13

P9 0.141 8.04× 10−14

P10 0.155 7.34× 10−14

P11 0.648 1.8× 10−5
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Abstract— Porous silicon fabricated by electrochemical etching was studied using Scanning
Electron Microscope and Elemental Differential X ray Analyzer. The etched samples were found
to emit red luminescence when exposed to ultraviolet light of wavelength 254 nm. Micrographs
of the samples obtained by Scanning Electron Microscope showed a porous layer at the surface.
Elemental Differential X ray Analysis provided the evidence of oxidation of a porous layer. Red
luminescence emitted from the surface may be attributed to confinement of holes in the oxidized
layer.

1. INTRODUCTION

Porous silicon (PS) has received considerable attention due to its photo- and electro-luminescence
emission in the visible range. Surface-pore morphology of etched silicon plays an important role
in emission process [1], which is controlled by parameters governing the etching reaction [2, 3]. A
shift in the photoluminescence spectra to longer or shorter wavelength also depends upon etching
conditions [4–6]. Though a lot of work has been done on porous silicon yet a comprehensive picture
to understand the mechanism that produces luminescence in the visible range is still not clear [3].
Surface reaction follows different paths under different etching conditions. In an earlier study [1],
Fluorine concentration (Si-F) was found on the etched surface after a reaction with concentrated HF.
In another report by R. L. Smith et al. [2], HF treated silicon surface showed a high concentration
of hydride species with a predominance of monohydride on the etched surface. Such discrepancies
suggest that more work is required to understand the role of porous silicon in photo- and electro-
luminescence emission [1]. We report here a study on oxidized surface of HF-pretreated silicon
using Scanning Electron Microscope (SEM) and Elemental Differential X ray Analyzer (EDX).

2. EXPERIMENTAL

One side polished p-type silicon wafers have been used in electrochemical etching. 1–20Ω cm
resistive wafers were grown along (100)-direction by Czochralski (CZ) technique. 40% HF and 95%
ethanol solution (1 : 1 by volume) was used as an electrolyte. Sample and platinum wire, 0.5 cm
apart, were used as an anode and cathode, respectively. Approximately, 80% area of the samples
(50×30mm2) was immersed into the electrolyte. A constant current of 32 mA/cm2 was maintained
for two hours across the electrodes. Etching setup is shown in Fig. 1.

Figure 1: Anodic etching setup.
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3. MEASUREMENTS

Immediately after anodic etching, the samples were taken out from the solution and rinsed with
de-ionized water and then dried in laboratory air. Samples were exposed to 254 nm ultraviolet (UV)
light, red luminescence was found to emit from selective parts of the samples, but within ∼ 24 hours
the luminescence intensity increased to maximum and whole etched part of the wafer started to
emit red luminescence. Further characterization of the as-grown (named A) and etched (named B)
samples was carried out using Scanning Electron Microscope (SEM), model JSM-5910 JEOL and
Elemental Differential X ray Analyzer (EDX), model INCA 200. SEM micrographs, taken at 500
and 1000 magnification with 20 kV accelerating voltage, are shown in Fig. 2, respectively.

SEM micrographs (a) and (b) of as-grown samples taken at 500 and 1000 magnification, re-
spectively, depict a regular arrangement of rectangle-like grains (high lighted in the figure) with
sharp boundaries. Dimensions of grains are roughly less than 10µm. After etching, micrographs
(c) and (d) recorded at 500 and 1000 magnifications are shown in Fig. 2. Porous layer, formed
on the surface can be seen in the images. Etching appears to proceed in all direction around the

(a) (b)

(c) (d)

Figure 2: Micrographs of reference and etched samples.

(a)

(b)

Figure 3: EDX spectra for (a) as-grown (b) etched, samples.
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first attacking point, following channel like paths in different directions, as shown by circles in the
Fig. (d). Etching on some places proceeds to follow screw like paths as highlighted with a rectangle.
After etching grain boundaries disappeared and a new morphology, full of pores, appeared on the
surface. Samples were stored in laboratory air. It is noted that luminescence increases with the
passage of time, may be due to oxidation. Elemental analyses of the samples have been performed
with Elemental Differential X ray Analyzer to check the formation of porous layer on the surface
of etched surface. EDX measurements of the samples A and B are shown in Figs. 3(a) and (b),
respectively.

Only a single peak corresponding to pure silicon is seen in the spectrum (a). The scan clearly
indicates that sample A is 100% pure silicon because no trace of any other element has been found.
On the other hand EDX spectrum of etched sample B, shown in Fig. 3(b), reveals an additional
small peak along with large peak of silicon. Presence of small peak clearly indicates the formation
of oxidized layer.

Weight and atomic percentages of elements measured by EDX are given in Table 1.

Table 1: Weight and atomic percentage of oxygen and silicon in etched samples.

Elements weight % Atomic %
Oxygen 27 40
Silicon 73 60

4. RESULTS AND DISCUSSION

The scanning electron micrograph (a) of Fig. 1, recorded at 500 magnification for as grown sample
(A) shows a uniformly distributed regular pattern of rectangular shaped grains of (100) silicon. In
the Fig. (a), grain boundaries clearly reflect the orientation of the crystal. The same observation
is demonstrated in Fig. (b) taken at 1000 magnification. The scanning electron micrograph of
etched sample, B, obtained at 500 magnification is shown in Fig. 2 (c). This micrograph shows
that regular pattern of rectangular shaped grains has vanished away and instead a porous growth
appeared on the surface. The same surface has also been examined using 1000 magnifications, as
shown in Fig. 2(d). In both, (c) and (d), figures micro pours are found to distribute uniformly all
over the surface.

Weight and Atomic percentage of oxygen and silicon, measured by Elemental Differential X-
ray Analyzer (EDX), given in Table 1, indicate the oxidation of the surface in air after etching.
Several studies [6–9] have been performed to understand the reaction of silicon surface pretreated
in a concentrated HF solution. It was found that fluorine is rapidly replaced by oxygen containing
species, when such surface after rinsing with water is placed in air. The exchange reaction is shown
by the following equation [1],

Si-F + H2O → Si-OH + HF

It is thought that OH-group on the surface become polarized and destabilized the Si-Si bonding.
The weakened bond is attached with polar H2O molecule making possible for oxygen atom to form
Si-O-Si bonding. Since the Si-O bond in silica has some ionic character [1], oxygen insertion gives
rise to a positive charge on an adjacent Si surface atom there by facilitating OH− to attack on that
Si atom followed by oxidation of the Si-H bond. The remaining Si-O-Si bonds can be oxidized in
a similar fashion. It is clear that Si-O-Si group dominates on the etched surface and Si-H group
eliminates with time. It can be assumed that in the beginning, immediately after taking out the
sample from the cell, other species like hydrides, fluorides and hydroxides are present on the surface,
disappear with time and oxidation of the surface increases.

Our results obtained from scanning electron microscope and Elemental Differential X-ray An-
alyzer (EDX) gives the direct evidence of growth of oxide at the surface of silicon. The porous
oxidized surface appears to be responsible for the emission of red color when illuminated by Ultra
Violet light. Kebbi et al. [8] and Aria et al. [9] pointed out that passivated surface and quantum
confinement of charge carriers are responsible for red luminescence. We propose that oxidized layer
of the pores or quantum dots formed on the surface due to etching is of the order of nm or com-
parable to Bohr radius. This very thin layer of atomic dimension is assumed to be responsible for
quantum confinement.
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5. CONCLUSIONS

Investigation of the etched silicon has been carried out by SEM and EDX. Oxidized porous layer was
found on the surface of etched silicon. Hole confinement of oxidized surface of pores was assumed
to be responsible for red luminescence.
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Abstract— A robust antenna which designed on fully textile material is presented. A denim
jean textile is used as the dielectric substrate while the radiating elements are using conductive
shieldit super textile. The simulated operating bandwidth of the antenna is 4540 MHz with
maximum −10 dB reflection coefficient magnitudes of 1.46–6GHz. The antenna has bi-directional
radiation pattern and provides simulated gain values that fluctuate between 1.5 to 7 dBi at the
entire frequency range. This antenna which operates in the mentioned wideband frequency is
highly acceptable for microwave imaging application. In addition, the capability of the textile
material to be formed into flexible shape such as bending will be an advantage of its use in flexible
microwave imaging purpose.

1. INTRODUCTION

Microwave imaging is a sensing technique that recently proven its use in providing diagnostic
capabilities in several areas including body imaging [1]. Several antennas have been reported
for microwave imaging application. Antennas in [2–4] are purposely designed for breast microwave
imaging. The antennas are made of FR4 based material. Moreover, antennas in [5–8] are introduced
for brain microwave imaging and also for body communication. The respective antennas are made
of either FR4 or Rogers microstrip. However, all kinds of the mentioned antennas have limitation
on flexible feature such as to be bent on various shape of human body. Therefore, fully textile
antenna is seen to be the best option that has flexible feature. The flexibility allows the antenna to
be used for various part of human body, not only breast and head. Therefore, a wideband textile
antenna is proposed in this study.

2. ANTENNA GEOMETRY

A denim jean textile is used as the dielectric substrate while the radiating elements are using
conductive shieldit super textile. The thickness of the substrate is 0.7 mm while the conductive
textile is 0.17 mm. The conductive textile has surface resistivity value less than 0.5 Ohm/sq. The
antenna that fed by coplanar waveguide (CPW) technique consists of radiating patch and ground
that attached on the substrate with the dimension of 80 mm × 77.5 mm as presented in Figure 1.
The grounding element that comprises of slots and blending edges produce a wideband impedance

Figure 1: Wideband antenna dimension.
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bandwidth. Figure 2 shows the effects of the slots and blending edge on the ground plane towards
the reflection coefficients.

According to Figure 2, the initial coplanar waveguide (CPW) ground plane without any slot
gives some band rejections. However, while the two symmetrical slots at the side of the ground
plane are added, there is improvement of reflection coefficients for the frequency lower than 4 GHz.
Furthermore, with the addition of slots at the top side of the ground plane, this enhances the band-
width for the entire frequency from 1.57 GHz up to 6 GHz. Even though there is slight improvement
by having the blending ground plane, it is however improve the reflection coefficient to the lower
values and helps the antenna to operate from 1.46GHz to 6 GHz.

3. RESULT AND DISCUSSION

The antenna is observed on its reflection coefficient and gain. Based on the previous section, it has
been determined that the antenna may operates from 1.46GHz to 6GHz which covers 4540 MHz
bandwidth. The gain of the antenna increases with the frequency from 1.5 to 7 dBi, except at 4 GHz
as presented in Figure 3. However, the gain of the antenna is acceptable for microwave imaging
purpose.

In addition, radiation patterns of the wideband textile antenna have been simulated and the
results are shown in Figure 4. The simulated radiation patterns at phi = 90 (E-plane) and phi = 0
(H-plane) for 2, 4, and 6GHz are presented. All the results show bi-directional radiation patterns
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Figure 2: The implementation effects of slots
and blending edges on the ground plane.
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Figure 4: Simulated radiation patterns of the wideband antenna.
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at Phi = 90, while it shows nearly omni-directional at phi = 0 at 2 GHz. At the frequency of 4 GHz
and 6GHz, the radiation patterns are different as shown in Figure 4. Moreover, the efficiencies of
the antenna changes between 73% and 90% throughout the frequencies.

4. CONCLUSION

Antenna which based on textile material is proposed for microwave imaging. The antenna may
operate from as low as 1.46 GHz to 6 GHz, provided with the acceptable gain values. The antenna
which is textile based material provides flexibility features of microwave imaging. This will benefit
to various shapes and parts of human body microwave imaging application.
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Abstract— We investigate scalar problem of diffraction of a plane wave on a system of obstacles
consisting of disjoint smooth screens Ωi and volume inhomogeneous bodies Qj . The original
boundary value problem leads to a system of weakly singular integral equations on two- and
three-dimensional manifolds. We obtain important results on smoothness of the solution to the
system of the integral equations in the interior points of the screens, on the equivalence of the
integral equations to the original boundary value problem. Finally we prove the invertibility of the
integral operator. We propose Galerkin method for numerical solving of the integral equations.
We prove the approximation property for the piecewise constant basis functions as well as the
statement of Galerkin method convergence.

1. INTRODUCTION

The scalar problems of diffraction by two- or three-dimensional obstacles only are well known.
For example, in monograph [1] and papers [2–4] one can find detailed description and investi-

gation of acoustic diffraction by volume obstacles. In [5], integral equation of Lippmann-Schwinger
type is investigated. The problem of diffraction by acoustically soft (or hard) screens is investi-
gated in [6] — Here the boundary value problem is reduced do integral equation which is treated
as pseudodifferential equation in Sobolev spaces.

In this paper, we investigate new problem of diffraction by a compound scatterer consisting of
both two- and three-dimensional obstacles. Following [6] we reduce boundary value problem for
Helmholtz equation to weakly singular integral equations and prove the invertibility of the integral
operator. For numerical solving of the problem we propose Galerkin method.

2. STATEMENT OF THE PROBLEM

Let Ω =
⋃
j

Ωj , (Ω̄j1

⋂
Ω̄j2 = ∅, j1 6= j2) be a union of oriented screens (two-dimensional C∞-

manifolds) with C∞-smooth boundary ∂Ω = Ω̄ \ Ω. We define δ-neighbourhood of ∂Ωδ as follows:
∂Ωδ = {x ∈ R3 : dist(x, ∂Ω) < δ}.

Let Q =
⋃
i

Qi, (Q̄i1

⋂
Q̄i2 = ∅, i1 6= i2) be a union of bounded volume bodies with piecewise

smooth boundary ∂Q. Assume also that Q̄ ∩ Ω̄ = ∅. The body Q is inhomogeneous

k(x) =
{

ke, x ∈ (
Q̄ ∪ Ω̄

)c

ki(x), x ∈ Q̄i,

where ki(x) ∈ C∞(Q̄i) and M c = R3 \ M. The media outside obstacles is homogeneous – ke =
const. The conditions <k(x) > 0 and =k(x) > 0 hold everywhere in Ω̄c. The incident field is
u0(x) = eike(αx1+βx2+γx3), x ∈ R3.

We find the solution

u ∈ C2
(
(∂Q ∪ Ω̄)c

) ⋂
C1

(
Q̄c \ Ω̄

)⋂
C1(Q̄)

⋂

δ>0

C((∂Ωδ)c), (1)

to the Helmholtz equation

∆u(x) + k2(x)u = 0, x ∈ (
∂Q ∪ Ω̄

)c
, (2)

which satisfies transmission conditions, Dirichlet condition on the screen

[u]|∂Q = 0,

[
∂u

∂n

]∣∣∣∣
∂Q

= 0, u |Ω = 0, (3)



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1987

as well as the condition of finite energy [6]

u ∈ H1
loc

(
R3

)
. (4)

The scattered field us = u− u0 should satisfy Sommerfeld conditions at the infinity:

∂us

∂r
= ikeus + o

(
r−1

)
, (=ke = 0); us(r) = O

(
r−2

)
, (=ke > 0); r := |x| → ∞. (5)

Definition. Solution u(x) to (2)–(5) is called quasiclassical if it satisfies (1) (compare with [7]).
Statement 1. [9] For =k(x) ≥ 0 there is at most one solution to (2)–(5).

3. THE SYSTEM OF INTEGRAL EQUATIONS

We represent the solution to the problem via composition

u = u0 + u1 + u2, (6)

where u0 is the incident field; u1 is the field scattered by the screens only:

u1(x) =
∫

Ω

G(x, y)ϕ(y)dsy,

here G(x, y) = 1
4π · eike|x−y|

|x−y| , and ϕ is unknown.
Using methods of potential theory, taking (6) and Dirichlet conditions into account we obtain

the following system of integral equations:
{

(I −A)u + K1ϕ = u0|Q
K2u + Sϕ = u0|Ω . (7)

Here

Au =
∫

Q

(
k2(y)− k2

e

)
G(x, y)u(y)dy, K1ϕ = −

∫

Ω

G(x, y)ϕ(y)dsy, x ∈ Q;

K2u = −
∫

Q

(
k2(y)− k2

e

)
G(x, y)u(y)dy, Sϕ = −

∫

Ω

G(x, y)ϕ(y)dsy, x ∈ Ω.

Let us define matrix operator of the system (7):

L̂ = L̂1 + L̂2 =
(

I 0
0 S

)
+

( −A K1

K2 0

)
(8)

and treat it as a pseudodifferential operator in Sobolev spaces (see [8]):

L̂ : L2(Q)× H̃−1/2
(
Ω̄

) → L2(Q)×H1/2 (Ω) . (9)

As the operator S is a Fredholm with zero index [6] we can prove
Statement 2. [9] L̂ is a Fredholm operator with zero index.
For the solution of (7) the following statements hold (see [9]):
Statement 3. If u0 ∈ C∞(R3) and pair (u, ϕ) ∈ L2(Q)× H̃−1/2(Ω̄) is a solution to the system

(7) then ϕ ∈ C∞(Ω), and u satisfies (1).
Statement 4. Let u0 ∈ C∞(R3). Then the BVP (2)–(5) is equivalent to (7).
Taking into account the aforementioned statements we obtain the main result on the solvability

of the problem under consideration:
Statement 5. The matrix operator L̂ is continuously invertible.
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4. GALERKIN METHOD

We consider Galerkin method for equation Af = g, where A is invertible operator that maps Hilbert

space H1 onto its anti-dual H2. The approximate solution is sought as follows: fN =
N∑

i=1
ciwi; basis

functions wi satisfy the approximation condition:

∀f ∈ H1 lim
N→∞

inf
fN∈H1,N

‖f − fN‖ = 0, (10)

the coefficients ci satisfy the system of linear equations

N∑

j=1

cj(Awj , wi) = (g, wi), i = 1, . . . , N ; (11)

here (·, ·) denotes natural antiduality between H1 and H2.
Let us define the approximate solution fN = (un, ϕm) to the system (7) as follows:

un(x) =
n∑

i=1

ci
uvi(x), x ∈ Q; ϕm(x) =

m∑

i=1

ci
ϕψi(x), x ∈ Ω.

Here vi(x), ψi(x) are basis functions. First, we define functions vi in Q.
Let Π = {x : a1 < x1 < a2, b1 < x2 < b2, c1 < x3 < c2} be a parallelepiped: Q ⊂ Π. Then

vi(x) = vi1i2i3(x) :=
{

1, x ∈ Q ∩ Π̄i1i2i3

0, x /∈ Q ∩ Π̄i1i2i3

(12)

where Πi1i2i3 = {x : x1,i1 < x1 < x1,i1+1, x2,i2 < x2 < x2,i2+1, x3,i3 < x3 < x3,−i3} , x1,i1 = a1 +
a2−a1

n1
i1, x2,i2 = b1 + b2−b1

n2
i2, x3,i3 = c1 + c2−c1

n3
i3; ik = 0, . . . , nk − 1, n = n1n2n3.

Let Ω be a plane screen; then basis functions ψi = ψi1,i2 (ik = 0, . . . , mk − 1) can be defined in
the same way.

Let Ω be a not plane screen with parametrization x = x(t1, t2), (t1, t2) ∈ D ⊂ R2, where D
– is a compact (e.g., a rectangle). Then ψi = ψi1i2 are finite functions with support supp(ψi) =
x(Πi1,i2) ⊂ Ω. If lim

m→∞max
i1,i2

µD(Πi1,i2) = 0; then owing to smoothness of the screen we obtain

lim
m→∞max

i
µΩ(supp(ψi)) = 0.

Statement 6. [9] The approximation condition holds for basis functions (vi, ψj) in H1 =
L2(Q)× H̃−1/2(Ω̄).

As S is a coercive operator (see. [6], p.245) the following statement holds
Statement 7. Galerkin method (11) is convergent for L̂.

Galerkin method leads to a system of linear equations [L̂][u] = [u0]; the augmented matrix can
be represented in block form as follows:

[
L̂

]
=

[
[A] [K1] [u0,1]
[K2] [S] [u0,2]

]
(13)

where

[A]ij = vol(Πi)δij −
∫

Πi

∫

Πj

(k2(y)− k2
e)G(x, y)dydx

[K1]ij = −
∫

Πi

∫

ωj

G(x, y)dsydx, [K1]ij = −
∫

ωi

∫

Πj

(
k2(y)− k2

e

)
G(x, y)dydsx,

[S]ij = −
∫

ωi

∫

ωj

G(x, y)dsydsx, [u0,1]i =
∫

Πi

u0(x)dx, [u0,2]i =
∫

ωi

u0(x)dsx.
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To obtain good precision of the approximate solution we must use a sufficient number of basis
functions — at least 10 per wavelength for each dimension of the scatterers. For this reason we
get dense matrices [A] of order N ∼ 103 and more. As the kernels of integral operators depend on
|x− y|, the matrices [A] under consideration are block-Toeplitz. This allows to accelerate Galerkin
procedure and perform calculations in reasonable time.

We represent below some results of numerical tests.
Consider a cube Q = {x ∈ R3 : xi ∈ [0; 0.5]} and a rectangle screen Ω = {x ∈ R3 : x1, x2 ∈

[0; 0.5], x3 = 1}; let ke = 2π, and u0 = eikex3 ; ni = mk = 12.
Figure 1 represents the absolute values |ϕ(x)| of the solution ϕ(x) in Ω and |u(x)| in three

cross-sections of the cube (given x3 = 0.5, x3 = 0.25, x3 = 0.)

Figure 1.

Excluding blocks Ki (and [A]) allows to solve simultaneously the problems of diffraction on a
volume body and a screen (on the screen only).

5. CONCLUSION

The scalar problem of diffraction of a plane wave on a system of bodies and screens is investigated.
The system of integral equations is obtained and is proved to be uniquely solvable. The convergence
of Galerkin method is proved, several numerical results are presented.
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Propagation of Electromagnetic Waves along a Nonlinear
Inhomogeneous Cylindrical Waveguide

Yu. G. Smirnov and D. V. Valovik
Department of Mathematics and Supercomputing, Penza State University, Russian Federation

Abstract— Electromagnetic TE waves propagating in an inhomogeneous nonlinear cylindrical
waveguide are considered. The permittivity inside the waveguide is described by the Kerr law.
Inhomogeneity of the waveguide is modeled by a nonconstant term in the Kerr law. Physical
problem is reduced to a nonlinear eigenvalue problem for an ordinary differential equation. The-
orem of existence of propagation constants and their localization is formulated. Conditions of k
waves existence are found.

1. INTRODUCTION

We investigate guided waves in a nonlinear dielectric inhomogeneous cylindrical waveguide filled
with Kerr medium. The waveguide is placed in cylindrical coordinate system Oρϕz, where axis z
coincides with axis of the waveguide. The permittivity inside the waveguide is ε = ε2(ρ) + α|E|2,
where ε2(ρ) is the inhomogeneity, α > 0 is a real constant, and E is the complex amplitude of an
electromagnetic field.

This problem and similar ones lead to nonlinear transmission eigenvalue problems for ordinary
differential equations (a short review of the problems and results see in [1]). Eigenvalues in these
problems correspond to propagation constants of the waveguides. In these problems differential
equations depend nonlinearly either on sought-for functions and the spectral parameter. The
transmission conditions depend nonlinearly on the spectral parameter. The main goal is to prove
existence of eigenvalues and determine their localization. Existence and localization can be derived
from the dispersion equation (DE). The DE is an equation with respect to the spectral parameter.
There are two ways to obtain the DE. The first one is to integrate the differential equations and
obtain, using the transmission conditions, the DE. This way is of very limited applicability, as it
is very rarely possible to find explicit solutions of nonlinear differential equations. The second one
is a very general approach based on a reduction of the differential equations to integral equations
using the Green function. Here we consider this very method. In spite of the fact that by this
method the DE is found in an implicit form, it is possible to prove existence of eigenvalues and find
their localization.

Two circumstances are important for the following analysis. First, in the case of a homogeneous
waveguide (ε2(ρ) ≡ const) this Green function can be found explicitly. Second, the DE of the
nonlinear homogeneous case can be written as DElin + Tnonlin = 0, where DElin is a linear problem
term and Tnonlin is an extra nonlinear term. Here the linear problem term is written in an explicit
form. Moreover, the equation DElin = 0 is well known and examined. Its roots are also known.
All this allows proving the existence of the nonlinear problem solutions at least near to the linear
problem solutions. The nonconstant term ε2(ρ) dramatically changes the situation. In this case
we cannot find the necessary Green function explicitly, so we investigate it in an implicit form.
The DE of the nonlinear inhomogeneous case can also be written as DElin + Tnonlin = 0. However,
in this case the term DElin is found in an implicit form and roots of the equation DElin = 0 are
unknown. In spite of the fact that the method here looks similar to the method in [2, 3] we solve a
radically different problem.

2. STATEMENT OF THE PROBLEM

Let us consider three-dimensional space R3 with cylindrical coordinate system Oρϕz. The space is
filled by isotropic medium with constant permittivity ε1 > ε0 > 0, where ε0 is the permittivity of
free space. In this medium a cylindrical waveguide is placed. The waveguide is filled by isotropic
nonmagnetic medium and has cross section W := {(ρ, ϕ) : ρ 6 R, 0 6 ϕ < 2π} and its generating
line (the waveguide axis) is parallel to the axis Oz. We shall consider electromagnetic waves
propagating along the waveguide axis. Everywhere below µ = µ0 is the permeability of free space.

We use Maxwell’s equations in the following form [4]

rot H̃ = ∂tD̃, rot Ẽ = −∂tB̃, (1)
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where D̃ = εẼ, B̃ = µH̃ and ∂t = ∂/∂t. Field (Ẽ, H̃) is the total field.
Real monochromatic field (Ẽ, H̃) in the medium can be written in the following form

Ẽ(ρ, ϕ, z, t) = E+(ρ, ϕ, z) cos ωt + E−(ρ, ϕ, z) sin ωt;

H̃(ρ, ϕ, z, t) = H+(ρ, ϕ, z) cos ωt + H−(ρ, ϕ, z) sin ωt,
(2)

where ω is the circular frequency; E+, E−, H+, H− are real required vectors.
Let us form complex amplitudes E, H:

E = E+ + iE−, H = H+ + iH−. (3)

It is clear that Ẽ = Re{Ee−iωt} and H̃ = Re{He−iωt}, where E = (Eρ, Eϕ, Ez)T and H =
(Hρ,Hϕ,Hz)T , and the components depend on three spatial variables.

It is known (see, e.g., [5–7]) that the Kerr law in isotropic medium for a monochromatic wave
Ee−iωt has the form ε = ε2 + a|E|2, where E is complex amplitude, a is the coefficient of the non-
linearity. Thus, for a monochromatic wave (E,H)e−iωt the complex amplitudes satisfy stationary
Maxwell’s equations

rotE = iωµH, rotH = −iωεE, (4)
the continuity condition for the tangential components on the media interfaces (on the boundary of
the waveguide) and the radiation condition at infinity: the electromagnetic field decays as O(ρ−1)
when ρ →∞.

Inside the waveguide the permittivity has the form ε = ε2(ρ) + a |E|2, where where a is a real
positive value, ε2(ρ) is a real continuous function. Here ε2(ρ) is a linear part of the permittivity.

Thereby, passing from time dependent Equation (1) to time independent Equation (4) is grounded
on the previous consideration.

The solutions to Maxwell’s equations are sought in the entire space.
Geometry of the problem is shown in Fig. 1. The waveguide is infinite along axis Oz.

0

z

ρ

ϕ

R

ε

µ0

µ0

ε1

Figure 1: Geometry of the problem.

Consider the TE waves with harmonical dependence on time

Ee−iωt = e−iωt(0, Eϕ, 0)T , He−iωt = e−iωt(Hρ, 0, Hz)T ,

where E, H are the complex amplitudes.
Substituting the complex amplitudes into Maxwell’s Equation (4), we obtain that they do not

depend on ϕ.
Waves propagating along waveguide axis Oz depend harmonically on z. This means that the

fields components have the form

Eϕ = Eϕ(ρ)eiγz, Hρ = Hρ(ρ)eiγz, Hz = Hz(ρ)eiγz,

where γ is the unknown real spectral parameter of the problem (propagation constant). Substituting
these components into Maxwell’s Equation (4) and introducing notation u(ρ) := Eϕ(ρ), k2

0 = ω2µε0

we obtain
ρu′′ + u′ − ρ−1u + ρ

(
k2

0 ε̃− γ2
)
u = 0, (5)
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where ε̃ =
{

ε1, ρ > R,
ε2(ρ) + au2, ρ 6 R.

Also we assume that function u is sufficiently smooth

u(ρ) ∈ C[0,+∞) ∩ C1[0, +∞) ∩ C2(0, R) ∩ C2(R, +∞).

We will seek γ under conditions k2
0ε1 < γ2.

In the domain ρ > R we have ε̃ = ε1. From (5) we obtain the equation

u′′ + ρ−1u′ − ρ−2u + k2
1u = 0, (6)

where k2
1 = k2

0ε1 − γ2. It is the Bessel equation. In accordance with the radiation condition its
solution is

u(ρ) = b̃K1(|k1|ρ), ρ > R, (7)

where K1(z) is the Macdonald function, b̃ is a constant of integration. The radiation condition is
fulfilled since K1(|k1|ρ) → 0 as ρ →∞.

In the domain ρ < R we have ε̃ = ε2(ρ) + au2. From (5), we obtain the equation

(ρu′)′ +
(
k2(ρ)ρ− ρ−1

)
u + αρu3 = 0, (8)

where k2(ρ) = k2
2(ρ)− γ2, k2

2(ρ) = k2
0ε2(ρ), and α = ak2

0.
Tangential components of electromagnetic field are known to be continuous at media interfaces.

Hence, we obtain Eϕ(R + 0) = Eϕ(R − 0), Hz(R + 0) = Hz(R − 0). These conditions imply the
transmission conditions for the functions u(ρ) and u′(ρ)

[u]|ρ=R = 0, [u′]
∣∣
ρ=R

= 0, (9)

where [f ]|x=x0
= lim

x→x0−0
f(x)− lim

x→x0+0
f(x).

The problem P is to prove existence of eigenvalues γ for which a nontrivial solution u(ρ; γ) to (6),
(8), which is called an eigenfunctions, exists; this solution must satisfy transmission conditions (9)
and the radiation condition at infinity: each eigenfunction decay as O(ρ−1) when ρ →∞.

3. NONLINEAR INTEGRAL EQUATION AND DISPERSION EQUATION

Suppose that the Green function Gk(ρ, ρ0; λ) exists for the following boundary value problem

LkGk = −δ(ρ− ρ0), G |ρ=0 = G′ |ρ=R = 0 (0 < ρ0 < R) ,

where Lk := d
dρ(ρ d

dρ) + (k2(ρ)ρ− 1
ρ); here we place index k in order to stress that the operator and

the Green function depend on k(ρ).
In this case the Green function has the representation (see, for example, [8])

Gk(ρ, ρ0; λ) = −vi(ρ)vi(ρ0)
λ− λi

+ G1(ρ, ρ0;λ) (10)

in the vicinity of eigenvalue λi. Here λ := γ2 and G1(ρ, ρ0;λ) is regular w.r.t. λ in the vicinity of λi;
λn, vn(ρ) are complete (real) eigenvalues and orthonormal eigenfunctions systems of the boundary
eigenvalue problem

(ρv′n)′ +
(
k2

2(ρ)ρ− ρ−1
)
vn = λnρvn; vn |ρ=0 = v′n |ρ=R = 0 . (11)

The Green function exists if λ 6= λi.
For ε2 ≡ const explicit form of the Green function is given in [2].
Let us write Equation (8) in the operator form

Lku + αB(u) = 0, B(u) = ρu3(ρ). (12)

Using the second Green formula [9] and Equation (12) we obtain the nonlinear integral repre-
sentation of solution u(ρ0) of Equation (8) on the segment [0, R]

u(ρ0) = α

R∫

0

Gk(ρ, ρ0)ρu3(ρ)dρ + Ru′(R− 0)Gk(R, ρ0), 0 6 ρ0 6 R. (13)
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Using the transmission condition u′(R− 0) = u′(R + 0) we can rewrite Equation (13)

u(ρ0) = α

R∫

0

Gk(ρ, ρ0)ρu3(ρ)dρ + Ru′(R + 0)Gk(R, ρ0), 0 6 ρ0 6 R. (14)

Using Equation (14) and the transmission condition u(R − 0) = u(R + 0) we obtain the DE
w.r.t. the propagation constant

u(R + 0) = α

R∫

0

Gk(ρ,R)ρu3(ρ)dρ + Ru′(R + 0)G(R,R). (15)

4. EXISTENCE AND LOCALIZATION OF EIGENVALUES

Taking into account formula (7), DE (15) can be represented in the form

K1 (|k1|R)− |k1|RK ′
1 (|k1|R) Gk(R,R; λ) =

α

b̃

R∫

0

Gk(ρ,R;λ)ρu3(ρ)dρ. (16)

It is clear that DE (16) depends on b̃. Here b̃ is an initial condition. This is a peculiarity of
nonlinear eigenvalue problems. For the linear problem (if α = 0) we obtain, as it is expected, the
DE, which does not depend on the initial condition.

DE (16) can be rewritten in the following form

g(λ) = αF (λ),

where
g(λ) = K1 (|k1|R) + (|k1|RK0 (|k1|R) + K1 (|k1|R))Gk(R, R;λ),

and

F (λ) =

R∫

0

Gk(ρ,R; λ)ρu3(ρ)dρ.

The zeros of the function Φ(λ) ≡ g(λ)− αF (λ) are eigenvalues of the problem P.
At first, consider the linear problem g(λ) = 0. This equation can be rewritten in the form

Gk(R, R;λ) = − K1 (|k1|R)
|k1|RK0 (|k1|R) + K1 (|k1|R)

.

From the expression Gk(R,R; λ) = −v2
i (R)

λ−λi
+G1(R, R;λ), it follows that Gk(R,R; λ) continuously

varies from −∞ to +∞ when λ varies from λi to λi+1.
As value K1(|k1|R)

(|k1|RK0(|k1|R)+K1(|k1|R)) is bounded, then there is at least one root of the equation
g(λ) = 0 and this root lies between λi and λi+1.

Finally, it is necessary to prove that the term vi(R) does not vanish in expression Gk(R,R; λ).
Prove this from the contrary. Let vi(R) = 0. Consider the Cauchy problem for the equation
ρv′′i + v′i +

(
k2

2(ρ)ρ− ρ−1
)
vi = λiρvi, ρ ∈ [δ,R], where δ > 0, with initial conditions vi |ρ=R =

v′i |ρ=R = 0. From the general theory of ordinary differential equations (see, for example, [10]) it
is known that solution vi (ρ) of considered Cauchy problem exists and is unique for all ρ ∈ [δ,R].
In this case, this solution coincides with function vi (R) for all ρ ∈ [δ,R]. Function vi (R) is the
function, which is contained in Green’s function representation (10). On the other hand, the solution
of the Cauchy problem for a linear equation with zero initial condition is the trivial solution. This
contradicts to representation (10) of Green’s function Gk (ρ, ρ0;λ) in the vicinity of λ = λi.

The following statement is the main result of this paper.

Statement 1. Let ε1 > ε0 > 0, α > 0 be real constants, and problem (11) have k eigenvalues
λi such that the following inequalities k2

0ε1 < λk < λk−1 < . . . < λ2 < λ1 hold, where k > 2 be an
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integer. Then there is a value α0 > 0 such that for any α 6 α0 the problem P has at least k − 1
solutions γi ∈ (

√
λi+1 + δi+1,

√
λi − δi), i = 1, k − 1, where δi are positive constants.

Sketch of the proof. Let inequalities

k2
0ε1 < λk < λk−1 < . . . < λ2 < λ1

hold, where k > 2, λi are solutions to (11).
We can choose sufficiently small δi > 0 such that the Green function Gk(ρ, ρ0; λ) exists and is

continuous on Γ :=
k−1⋃
i=1

Γi, where Γi := [
√

λi+1 + δi+1,
√

λi − δi], i = 1, k − 1 and the following

inequality g(
√

λi+1 + δi+1) · g(
√

λi − δi) < 0 takes place.
It follows from the choice of δi that F (λ) is bounded. Moreover, product αF (λ) can be made

sufficiently small by choosing appropriate α. Consider the DE Φ (λ) = 0. As it is shown before the
function g (λ) is continuous and reverses its sign when λ varies from λi+1 + δi+1 to λi − δi. As the
function F (λ) is bounded then it is clear that the equation Φ (λ) = 0 has at least k − 1 roots λ̃i,
i = 1, k − 1, if we choose appropriate α. Here λ̃i ∈ (λi+1 + δi+1, λi − δi), i = 1, k − 1.

From Statement 1 it follows that, under the above assumptions, there exist axially symmetrical
propagating TE waves in cylindrical dielectric waveguides of circular cross-section filled with a
nonmagnetic isotropic inhomogeneous medium with Kerr nonlinearity. This result generalizes the
well-known similar statement for dielectric waveguides of circular cross-section filled with a linear
medium (α = 0).

It should be noticed that the value α0 can be effectively estimated [1].
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Abstract— A non-destructive technique (NDT) based on microwave reflectometry has been
applied to perform subsurface tomography images. The localization in depth of anomalies in
architectural structures such as, for example, inhomogeneity in the masonry texture (cavity of
air, metals, and humidity) or on timber structure by means of NDT approach is crucial not only
in the diagnostics of the Cultural Heritage, but in general for all civil industry. The target of
our research is the development of a robust and user-friendly system to investigate the materials
used in architecture until 20 cm in depth, with a resolution less than 1 cm. The system consists
by a vector network analyzer and an wide band antenna (ridged antenna) operating in the range
1.5–6GHz. The measurement of the reflection coefficient variation (amplitude and phase) due to
the dielectric dis-homogeneity into the materials under investigation is acquired. The equivalent
time-domain response is reconstructed using an Inverse Fourier Transform of the baseband signal
and by a simple model based on TEM approach is determined the constrains on the size of
the anomaly (maximum resolution) and on its position into the host medium (maximum non
unambiguous range).

The material can be investigated by scanning — step by step — the surface by the probe antenna.
For each step is obtained the reflection coefficient in the frequency range, and subsequently
transformed in the time-domain by out-line processing.

Thanks to the penetration of the used microwave radiation, it is possible to sectioning the material
under test in slices transversal to the surface up to 20 cm in depth. The interdistance between
two consecutive slices is related to the distance between the two corresponding scanning lines.

The performance of the proposed technique together with its resolution limits are discussed as
regards with other approach proposed in literature. The results on architectural structure are
presented. The potentiality of the system as diagnostic tool based on NDT approach for the
framework of Cultural Heritage will be discussed together with its limits.

1. INTRODUCTION

Non-destructive testing (NDT) and evaluation techniques for to extract information about the
internal structures of the material are of crucial importance in the Cultural Heritage framework [1–
3]. The reason for this interest is the possibility to determine and to locate anomalies in architectural
structures such as, for example, inhomogeneity in timber structures or in mural structure such as
cavity of air, metals and humidity. Thanks to these facilities can be improved the strategies of the
restoration and maintenance procedures.

In the past, several approaches to solve these tasks have been suggested for example ultrasound
techniques and also microwave techniques ([4–7]). The object of our research is to develop a robust
and user friendly system to diagnose the architectural structures until 20 cm in depth, with a
resolution less than 1 cm such as a possible alternative to the aforementioned methods. The aim is
achieved by a microwave reflectometer system operating in the time domain.

The choice of the probe is important for two reasons: (1) must be able to ensure a good matching
with the material to be investigated; (2) the frequency band must be sufficiently larger to allow the
detection of interfaces slab embedded in the host medium until 2 cm from z = 0.

The paper is organized in sections. The theoretical background is described in Section 2, where
by a simple model, an air slab hosted in a medium with low dielectric constant — it is the case of air
cavity in a wood on wall in quite-dry condition — will be evaluated the constrains of the technique.
In Section 3 is presented the microwave reflectometer measurement system and the approach used
to interpret the data collected in the frequency domain. The Section 4 is devoted to present the
results obtained on case study: a large vaulted with frescoed ceiling.
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2. THEORETICAL BACKGROUND

The issue of detection of anomalies within an architectural structure, in particular an air slab
hosted into a homogenous medium, can be mathematically approximated such as the problem
concerning the localization of the interface of the air slab embedded in a half-space of dielectric
with loss simulating masonry support with approximation of plane wave. We consider a plan wave
of unitary amplitude Einc(z, ω) = exp(−jβ0z), being β0 the free space wavenumber that impinge
from the first interface stratified medium at the different frequency f ∈ [fmin, fmax] = B.

In Fig. 1 is sketch a possible measurement configuration with the probe no-contacting the surface
of the masonry support. In historical building the walls are often frescoed and it is not possible
put in contact the probe with the painted surface, so a small gap (0.5 cm) is left from the surface.
Known the size and the dielectric characteristics of the first layer the positioning of the interface of
the slab 2 and 3 (z2 and z3), and the respective size (d2 and d3) can be determined. The permittivity
of the first layer of the masonry can be determined by truncated coaxial method implemented from
the author in [8] when there are no artistic and architectural constraints.

Being βg the gap free space wavenumber, βw the host medium wavenumber and βd the dielectric
slab wavenumber, the expression of the reflection coefficient for the considered problem, at the
section z = 0, is given by the following relation [9]:

Γ(0, ω) =

Γ0 + Γ1e
−2j βgd1 + Γ0Γ1Γ2e

−2j βwd2 + Γ2e
−2jβgd1e−2j βwd2

+Γ3e
−2j βgd1e−2j βwd2e−2j βdd3 + Γ0Γ1Γ2Γ3e

−2j βdd3

1 + Γ0Γ1e
−2jβgd1 +Γ1Γ2e

−2jβwd2 +Γ0Γ2e
−2jβgd1e−2jβwd2

+Γ0Γ2e
−2j βgd1e−2j βwd2e−2j βdd3 + Γ1Γ3e

−2j βdd3e−2j βwd2 + Γ2Γ3e
−2j βdd3

(1)

where:

Γi =
ζi − ζi−1

ζi + ζi−1
i = 1, . . . , n (2)

is the reflection coefficient at the interfaces located in z = zi, ζi is the characteristic impedance
of medium, and ζ0 is the characteristic impedance of the free space. This very simplified model is
useful to understand the limits of the approach in terms of maximum resolution and maximum non
unambiguous range.

In the proposed method the reflection coefficient is represented by N complex values correspond-
ing to N discrete frequencies separated by ∆f . As well know the Fourier Transform of a periodic
signal give one discrete spectrum in the frequency domain, equivalently, a periodic signal can be
expressed in time domain by the Fourier series where the coefficient of the series are the spectral
line (amplitude and phase) in the frequency domain, so the reflection coefficient in the time domain

Figure 1: Geometry of the problem. The air gap (d1,
εg) and slab (d3, εd) embedded in a homogeneous
half-space medium (εm).

Figure 2: Normalized reflected signal from a host
medium (εm = 2.5 + j0.02) with embedded a free-
space slab at z2 = 4.5 cm and with a thickness of
d3 = 5 cm.
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can be determined by the following relation:

Γ(0, ω) = ΣN
n=12 |Γ(0, ωn)| cos (ωnt + arg (Γ(0, ωn))) sinc

[
πB

(t− arg (Γ(0, B/2)))
2πB/2

]
(3)

Let us to define, by the Nyquist sampling criterion, the maximum unambiguous distance:

Rmax =
c0

4∆f
√

ε
(4)

moreover we define, by the Rayleigh’s criterion, the maximum resolution distance, i.e., the minimum
distance between two interface for their unique positioning:

Rmin =
c0

2B
√

ε
(5)

Let us consider the dielectric permittivity of the dielectric slab more large then the host medium.
In this case the propagation velocity of the electromagnetic wave in the host medium is more great
then the velocity inside the slab, consequently we have an in-depth delocalization of the second
interface of the dielectric slab and this make more easy the discrimination the interfaces. Otherwise,
when the dielectric permittivity of the host medium is more large then the slab is more difficult
discriminate the presence of the second interface in fact, we have a reconstructed peak located
backwards respect at actual location of the second interface and this make difficult to discriminate
the second interface.

For evaluation of the ability of the model let us consider, in addition to the free-space gap
ε0 = 1, an anomaly in the masonry support consisting on a free-space slab with εd = 1 embedded
in host media with εm = 2.5 + j0.02 (this can be the case of masonry quite near dry condition [4]),
and the frequency ranging from fmin = 1.5GHz to fmax = 6 GHz. The anomaly have the first
interface located at z2 = 4.5 cm and thickness 5 cm (d3 = 5 cm). The Fig. 2 shows the normalized
reflected signal resulting from the proposed model. The x-axis labelled with “depth” explains the
penetration profile of the electromagnetic wave this distance is normalized to the permittivity of
the host medium (εm). The first peak in Fig. 2 refers to the interface air/medium (air gap), the
second and the third refer to the interface slab/host medium.

3. EXPERIMENTAL RESULTS

The microwave reflectometer system consist of a portable vector network analyser (VNA Anritsu
S331E Site Master), a double ridged antenna with unimodal waveguide propagation in the 1.5–
6GHz band, and a notebook with dedicated software to remote control of the instrument and data
acquisition. The data are elaborated offline by a Matlab code implementing the IFFT algorithm
and the graphical elaboration of data.

The double ridged antenna (DRG) is the best commercial solution as antenna probe, because it
has a width band for unimodal propagation more large than other commercial rectangular waveg-
uide such as, for example, the type WR430 or WR229. Furthermore, the double ridge antenna
shows a better matching with the impedance of the material constituting the masonry. In Fig. 3
are plotted the waveguide impedance, for double ridged waveguide and for rectangular waveguide
(WR229), respect to the typical impedance of a plaster.

The investigation of the material is performed by a step frequency continuous-wave in the 2–
6GHz band with step ∆f = 50 MHz. The sub-surface investigation is possible thanks to ability
of the electromagnetic wave to penetrating dielectric materials. The penetration depth depends
on the electromagnetic characteristics of the material under test, mainly it affected from moisture
content and in second order from the field polarization if the medium is anisotropic (this issue must
be well considered on timber structures because wood is an anisotropic dielectric [10]).

The investigation of the surface is performed with scans step by step in order to obtain a vector
with N elements (complex value of the reflection coefficient) corresponding to N frequencies for
each step (M total number of steps). The overall data are collected in N × M matrix for each
scanning line. Each vector of reflection coefficient is replaced in the time-domain by Equation (3).

In Fig. 5 are presented the results obtained from scans along the principle axes on a vaulted
ceiling frescoed in a historic building (Fig. 4). In both tomograms the deep red color indicates an
hard discontinuity in the masonry structure due to the detachment of the first layer of the plaster.
The deeper anomalies (at about 4–5 cm) are due to the interface brick/air on the top of the vault.
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Figure 3: Impedance comparison between charac-
teristics impedance of plaster at different moisture
content (5% and 30%), and waveguide impedance
for WR229 and DRG.

Figure 4: Photo of the mural painting with the scans
along the longitudinal axis (A) and transversal axis
(B).

(a) (b)

Figure 5: (a) Tomogram of the longitudinal scan; (b) tomogram of the transversal scan.

It is correct to underline that where are located the detachment the discontinuity due the interface
brick/air is masked.

4. CONCLUSION

The proposed system based on microwave reflectometric method allows to perform tomography
by non-contacting way until to 20 cm in depth with a resolution no more than 1 cm. The system
is fully portable and robust and it has been tested on a vaulted ceiling to highlight anomalies in
the masonry structure (detachment and air cavity). These preliminary results can be considered
promising; the future research activities will be focused on the identification of operative limits in
terms of maximum resolution and maximum unambiguous distance respect to the characteristic of
the material under test.
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Optimization of Nonlinear Coefficient Map in Back-propagation
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Abstract— In this paper, an optimized back-propagation algorithm for nonlinear compensation
is proposed. Two parameters are proposed to control the nonlinear phase shift in BP algorithm.
The parameters alter the nonlinear phase shift linearly with respect to the span number and are
optimized in different dispersion maps.

1. INTRODUCTION

In optical communication systems, chromatic dispersion (CD) and fiber nonlinearities are the main
effects that limit the system performance. Compensation of these effects is essential to realize high
speed and ultra-long distance fiber transmission.

Back-propagation (BP) algorithm is one of the most extensively used methods which can jointly
compensate the chromatic dispersion and the fiber nonlinearities. The algorithm can virtually
inverse the fiber transmission by adopting the digital signal processing (DSP) technique. During
the application of the algorithm, the dispersion and nonlinearity interplay with each other. The
amount of the dispersion should be exactly compensated, while the nonlinearity should be partially
compensated [1]. The nonlinear coefficient used in the BP algorithm should be between 0 and the
actual fiber nonlinear coefficient. It was further proposed in [2] that the nonlinear parameter used
in the simulation can be optimized with respect to the fiber locations in the span, and this optimal
nonlinear compensation map should change with respect to dispersion. However, no systematic
approaches have been proposed to optimize the nonlinear compensation map in the BP algorithm.

In this paper, we propose to use two parameters to control the value of the nonlinear coefficient
map. The nonlinear coefficient in the BP algorithm changes linearly with respect to the span
number and is evaluated as an + b, where a and b are two constants to be optimized, n the span
number. Numerical simulation shows that by adopting this optimized BP algorithm, the BER
performance can be greatly improved.

2. BACK-PROPAGATION THEORY

The evolution of the signal envelope in the optic fiber link is described by the well-known nonlinear
Schrodinger equation (NLSE) [3]:

∂A

∂z
=

(
D̂ + N̂

)
A (1)

D̂ = − iβ2

2
∂2

∂T 2
+

β3

6
∂3

∂T 3
− α

2
, N̂ = iγ |A|2 (2)

where D̂ is the linear operator which accounts for the fiber dispersion and attenuation, N̂ is the
nonlinear operator which represents the effect of fiber nonlinearities. α,β2, β3 and γ are the fiber
attenuation coefficient, group velocity dispersion coefficient, dispersion slope, and nonlinear coeffi-
cient, respectively.

Based on the theory of BP, the inverse process of fiber transmission is realized by solving the
inversed-NLSE [1]

∂A

∂z
=

(
−D̂ − N̂

)
A (3)

This equation can be numerically solved by using the split step Fourier method (SSFM) which
divides the whole fiber length into a large number of segments and calculates the signal envelope
step by step [3, 4]

ABP (z, t) ≈ exp
(
−hD̂

)
exp(−hN(z + h))ABP (z + h, t) (4)

where h is the step size. While in the presence of noise, the optical signal can’t be exactly recov-
ered. It has been demonstrated that by partially compensate the nonlinear section, the system
performance can be improved [1]. The equation above thus can be modified as

ABP (z, t) ≈ exp(−hD̂) exp(−hξN(z + h))ABP (z + h, t) (5)
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where 0 ≤ ξ ≤ 1 is the nonlinear compensation coefficient which represents the fraction of the
nonlinearity compensated.

The length of the step size can be altered according to the computational capacity. In the case
of the real time applications, the step size h is usually set to be the span length of the transmission
system.

3. OPTIMIZED BACK-PROPAGATION ALGORITHM

During the fiber transmission, chromatic dispersion and fiber nonlinearities interact with each other.
As the dispersion accumulates along the optic fiber link, the influence of the dispersion on fiber
nonlinearity will vary along the fiber link accordingly. So the nonlinear coefficient map should be
optimized with respect to the dispersion map and the fiber location. For the receiver side BP,
the accuracy of the signal reduces as it traces back to the transmitter, so ξ should be larger for
the spans nearer to the receiver and be smaller for the spans further away [2]. Without loss of
generality, we consider the case that ξ changes linearly with the back-propagation span number n
(1 ≤ n ≤ N)

ξ = an + b (6)
where a and b are two constants to be optimized. Since ξ is preferred to be located between 0 and
1, in order to control the range of ξ during the simulation, we use the value of ξ at the starting
point ξ1 and the ending point ξN of the transmission link to control the variation of ξ

ξ − ξ1

ξN − ξ1
=

n− 1
N − 1

(7)

a =
ξN − ξ1

N − 1
, b = ξ1 − ξN − ξ1

N − 1
(8)

where ξ1 and ξN are the values of ξ at span 1 and span N respectively, and satisfy the condition
min(ξ1, ξN ) ≤ ξ ≤ max(ξ1, ξN ).

4. NUMERICAL SIMULATION

In this section we compare the performance of the BP algorithm with constant nonlinear coefficient
and the proposed optimized BP algorithm with linearly changed nonlinear coefficient for the optical
transmission system shown in Fig. 1.

Figure 1: Block diagram of optical transmission system with BP.

(a) (b)

Figure 2: (a) BER vs. ξ obtained in BP algorithm with constant phase shift parameters and (b) BER vs.
ξ1 and ξN obtained in BP algorithm with linearly varying phase shift parameters.
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In the simulation, 20Gb/s QPSK signals are transmitted through 20 fiber spans. The fiber
is the standard single mode fiber (SMF) whose α, β2 and γ are 0.2 dB/km, −20 ps2/km and 2 ×
10−3 km−1 ·W−1 respectively. The span length is 100 km. In each fiber span, attenuation is fully
compensated by an erbium doped fiber amplifier (EDFA), CD is 90% undercompensated by the
dispersion compensation fiber (DCF) and the residual dispersion is 10%. At the receiver side
BP algorithm is applied to compensate the nonlinearity and the residual CD. The signals after
compensation are demodulated by the coherent QPSK detector. The bit error rate (BER) is
calculated depending on the eye pattern of the received signal. The BER performance of the BP
algorithm versus the nonlinear phase shift parameters is shown in Fig. 2.

In the BP with constant phase shift parameters, the optimal ξ is 0.9 and the minimum BER
is 1.18× 10−9. While in BP algorithm with linearly varying phase shift parameters, the minimum
BER obtained is 1.70 × 10−11 with the optimal ξ1 and ξN to be 1.1 and 0.4. The BER has been
reduced about 18 dB as compared to the BP algorithm with constant phase shift parameter. The
constellation diagrams of the received signals without and with the nonlinear compensation are
shown in Fig. 3. The comparison of the constellations demonstrates that by using the optimized
BP algorithm, the system performance is greatly improved.

(a) (b)

Figure 3: (a) Constellation obtained without nonlinear compensation and (b) constellation obtained with
optimized BP algorithm when ξ1 = 1.1, ξN = 0.4.

The performance of the systems with different values of dispersion compensation map is shown
in Table 1 and Table 2.

The results show that the optimal nonlinear coefficient map strongly depends on the dispersion

Table 1: The performance of the system using BP algorithm with constant phase shift parameters.

Residual CD per span Optimal ξ BER
100% 0.5 3.02× 10−6

80% 0.5 1.65× 10−6

60% 0.5 1.49× 10−6

40% 0.6 5.98× 10−7

20% 0.8 7.13× 10−9

Table 2: The performance of the system using BP algorithm with linearly varying phase shift parameters.

Residual CD per span Optimal ξ1 Optimal ξN BER
100% 0.7 0.3 1.74× 10−6

80% 0.7 0.3 9.69× 10−7

60% 0.7 0.3 6.83× 10−7

40% 0.8 0.3 2.46× 10−7

20% 1 0.4 1.13× 10−9
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map. The comparison of Table 1 and Table 2 demonstrates that for all different dispersion maps,
the proposed BP algorithm with linearly varying phase shift parameters is superior to the BP
algorithm with constant phase shift parameters.

5. CONCLUSION

This paper propose to optimize the nonlinear coefficient map in BP by using two parameters to
control the value of the nonlinear coefficient and make it change linearly with respect to the span
number. The simulation results show that the BER performances of the systems with different
dispersion maps have all been improved by using the BP algorithm with linearly varying phase
shift parameters, and when the residual CD is 10%, the BER of the system can reduce about 18dB
as compared to the system using BP algorithm with constant phase shift parameters.
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Abstract— This paper reviews the basic ideas behind generic photonic integration and outlines
how high-capacity integrated optical transmitters can benefit from this approach. Measurements
of electrical coupling effects in a packaged transmitter chip are given, showing 2 dB power penalty
due to RF crosstalk. A suitable simulation method for analyzing coupling effects on the integrated
chip is presented and used to investigate the crosstalk originating from on-chip electrical routing
lines and electro-optical phase shifters.

1. INTRODUCTION

Photonics is regarded by many as an enabling technology of the 21st century and it is been applied in
many application areas such as in telecommunications, sensing and in the healthcare field. Similar to
electronic integrated circuits, optical components and functionalities can also be combined together
on one single, small form-factor chip, leading to a photonic integrated circuit (PIC). In the photonics
industry, PIC based solutions are gaining popularity due to their small size, low cost and added
functionality and value. However, development of the necessary integration technology is costly
and time-consuming, as it is usually specifically tailored to the desired application and not easily
transferable to others. This also restricts the access to photonic integration technology to a small
group of preferential users. The recent emergence of generic photonic integration based on a
foundry model approach aims at solving this issue by providing a few integration technologies that
can realize a broad range of functionalities and by offering its access to a wide user range at low
cost [1]. One of the traditional drivers of PIC development lies in the field of optical communications,
where high-capacity wavelength-division multiplex (WDM) transmitters and receivers are needed
to keep up with the increasing bandwidth demand. High-performance and large-scale photonic
integrated circuits (LSPIC) coming from optimized integration processes has been the state-of-the-
art solutions up until now [2], but could be replaced by lower-cost PICs in future created using
generic integration technology. To maintain a high performance and its competitiveness and at
the same time keep costs low, generic integration technology has to address certain challenges
in transmitter and receiver PIC design. Owing to the high integration density of those PICs,
interactions between components on the same chip in form of crosstalk, especially radio-frequency
(RF) coupling, pose serious limitations and is the focus of this paper. At first, the generic foundry
model is introduced in more detail and example designs of WDM transmitter chips are given.
Afterwards, RF crosstalk issues are introduced and studied in experiment and simulation.

2. GENERIC PHOTONIC INTEGRATION

2.1. Generic Foundry Model
Although photonic integration density and complexity increased greatly through the years after
its first emergence in the 1970s, its development did not experience such a fast pace as in case of
microelectronics. The main reasons lies in the different methodologies followed in photonic and
electronic integration. In photonics, most integration technologies are developed and optimized for
one specific application, so that with time, the number of different technologies increased. Many of
them are very similar to each other but still differ so much, that they cannot be easily transferred
from one fab to the other. This lead to a fragmentation of integration processes, where no standard
was available and each user had to spend effort and resources into application specific technology
development first before having access to PICs. This is not the case in electronics, where a few
standard processes are available (i.e., CMOS) that can serve a wide application and user group.
Standard building-blocks (BBs) such as RLC-components, interconnects, diodes and transistors
are defined with known performances from which complex circuits can be built up that suit the
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desired application. This approach can be also adopted for photonic integration because usually
most of the PICs are made from a composition of basic BBs such as optical amplifiers, phase
shifters, waveguides and couplers. From the basic BBs more complex composite BBs can be built
to realized the different required functionalities in a PIC, leading to the definition of a generic
photonic integration process.

The practical implementation of the generic integration processes is performed by fabs acting
as foundries that offer multi-project wafer runs. Because the process is the same for all users and
their applications, different designs can be collected on the same wafer and fabricated in the same
run, allowing cost sharing by the users and a further reduction of chip cost. A process design kit
(PDK) is provided by the foundries that facilitate the PIC design procedure through appropriate
mask layout and simulation software. Essentially, the users of the foundry do not need to know
about the process details but interact only with the PDK. This way, the generic foundry model
to photonic integration can make low-cost PICs available to a broad range of users and has been
adopted already by several industrial partners [3]. Readers are referred here to the literature for a
more detailed treatment of this topic [4, 5].

2.2. WDM Transceiver PICs

Historically, PIC development has been driven by the demand for high-speed optical transmitter
and receiver chips for telecommunications. Long-haul optical transport systems require high-quality
lasers and high-speed modulators and detectors. By using integrated solutions instead of discrete
components the transmission capacity and channel count could be easily scaled up, keeping a small
footprint at the same time. The underlying costs of PIC development and fabrication were covered
because they were destined for a high-performance market which tolerates expensive components.
However, as optical technologies gain more attention in short-reach applications such as in access
networks or for interconnects in data centers, low-cost devices are desired that can be produced
in very large quantities and are widely accessible. Generic photonic integration plays a key role
here, because it meets those requirements and can lead to circuits with very high performance.
Some examples of WDM transmitter PICs are shown in Figure 1, all of which were fabricated
from generic photonic integration processes. Figure 1(a) depicts a DBR-laser based PIC with an
array of 8 lasers and 4 Mach-Zehnder modulators (MZM) operating above 10 Gbps from the Oclaro
foundry [6]. Figure 1(b) shows an 8-channel reflective modulator chip from the same foundry based
on Michelson interferometers for short-reach applications [7]. A 10-channel transmitter chip based
on an AWG-laser and designed for aggregated 100Gbps is shown in Figure 1(c) from the COBRA
generic integration process.

As integration density and PIC complexity increases, many challenges emerge during the design
of WDM transmitters. Due to the close spacing of components on the chip, undesired coupling
effects in form of thermal, RF and optical crosstalk can occur in laser or modulator arrays. In par-
ticular, electric and magnetic field coupling between high-speed modulator electrodes is undesired
and can lead to signal integrity issues. Furthermore, high-capacity transmitters have many elec-
trical inputs and outputs that need to be addressed with a suitable packaging solution. All those
issues and their impact on the chip performance need to be properly understood when scaling-out
transmitter PIC complexity. Here, we focus on RF crosstalk effects in transmitter PICs.

(c)(a) (b)

Figure 1: (a) DBR based 4-channel WDM transmitter chip with Mach-Zehnder modulators [6]. (b) 8-channel
WDM reflective transmitter chip based on Michelson modulators [7]. (c) AWG-laser based 10-channel
transmitter.
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Figure 2: (a) Effect of RF crosstalk on BER curves measured on an assembly of modulator chip and high-
speed PCB. (b) Several crosstalk sources contribute to the overall RF coupling in the assembly.

3. RF CROSSTALK IN PICS

3.1. Impact on System Performance

An example analysis of the impact of RF crosstalk on transmit system performance is presented
to illustrate its importance. We have fabricated a test chip with closely spaced MZMs and on-chip
electrical routing lines in the COBRA generic process as shown in Figure 2(b). The routing lines
connect the travelling-wave phase shifters of the MZMs to bond-pads at the edge of the chip. A high-
speed PCB is then connected to the chip through short wire-bonds for system-level measurements.
To investigate any degrading effect of RF crosstalk, one channel is operated in single-drive mode
with 50 Ω termination whereas a neighbour channel acts as an aggressor line. Overall crosstalk is
then a combination of PCB, wire-bond, on-chip routing line and phase shifter crosstalk. Measured
bit-error-rate curves with and without aggressor line are presented in Figure 2(a). It is evident
that a 2 dB power penalty is introduced here due to the effects of RF crosstalk. Noise caused by
the aggressor degrades the optical eye diagram at 6Gbps visibly which leads to the observed power
penalty.

The results indicate that RF crosstalk can have a significant effect on PIC system performance.
However, it is very difficult to relate the effect of crosstalk specifically to one of its many possible
sources. Usually, crosstalk in electronic packages such as in PCBs can be controlled properly with
given effort and techniques in PCB design. This is more difficult for wire-bond interfaces to the PIC
but crosstalk could be essentially reduced using alternative technologies such as flip-chip bonding.
However, RF coupling on the PIC itself has not been investigated much so far as it only recently
became important with high channel-count PICs with close channel spacing and high integration
density emerged. One possibe way to analyze RF crosstalk within the PIC is presented in the
following.

3.2. Crosstalk Simulations

To continue the example above, crosstalk between on-chip routing lines and electro-optical phase
shifters from the COBRA generic integration process is analyzed using the commercial 3D field
solver CST MWS. It has been shown in the literature that FEM and FDTD based field solvers
are able to accurately simulate the microwave behaviour of electro-optical phase shifters [9, 10].
The method has been used before to model electrical properties of single phase shifters from the
COBRA integration process [11] and is extended here to account for crosstalk effects of two coupled
phase shifters and routing lines.

Figures 3(a) and 3(b) show the layer build-up of the phase shifter and routing line respectively
which are both metal-insulator-semiconductor transmission lines. When two transmission lines
are coupled together, we distinguish between near-end (NEXT) and far-end crosstalk (FEXT) as
illustrated in Figure 3(c). In the first approximation, FEXT is more important for the modulation
process, as it co-propagates with the optical signal, and accordingly we can restrict ourselves to
FEXT in the following. To have a better understanding of the coupling process, electric field plots
of two closely spaced phase shifters and routing lines are given in Figures 4(a) and 4(c). We can
make out distinct differences between the two with respect to field concentration and coupling. In
the former, the field is concentrated close to the depletion area of the optical waveguide, because
the top metal is electrically connected to the doped semiconductor underneath through a highly
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doped contact layer. In the latter case, the field takes the form of a typical microstrip line, localized
within the passivation layer directly below the top metal. This leads to different coupling of the
electric field. For the phase shifters, most of the evanescent field is kept within the trench region,
because the semiconductor stack in the middle between the two phase shifters acts as a shield, so
that only a small amount couples from the aggressor to the victim line through air. For the routing
lines however, no such trench exists and coupling occurs through the passivation layer and air, not
shielded by the semiconductor stack below, and more field arrives at the victim line. Magnetic field
coupling (not shown here) is not affected by the trench and also contributes to the overall FEXT.
Figures 4(b) and 4(d) show the overall FEXT for varying coupling distances and lengths at 10 GHz
in case of phase shifters and feeding lines respectively. In general, reducing the separation distance
or increasing the coupling length will increase FEXT. The dependence on the coupling length starts

Coupling  

Separation

distance 

Electrode 

NEXT FEXT

d  length  L

width w

(a) (c)(b)

Figure 3: (a) Cross-section of high-speed electro-optical phase shifter and (b) cross-section of on-chip RF
routing line from the COBRA generic integration process. (c) Illustration of two coupled lines.
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Figure 4: (a) Electric field coupling between MZM phase shifters (w = 10 µm, f = 14GHz) and their FEXT
variation (b) depending on coupling distance d and length L. (c) Electric field coupling between on-chip
routing lines (w = 10 µm, f = 14GHz) and their FEXT dependence on coupling geometry.
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to saturate after a certain value because the coupling mechanism resembles that of a directional
coupler and shows periodicity in frequency and coupling length. When comparing Figures 4(b)
with 4(d), coupled routing lines experience more than 10 dB higher FEXT than coupled phase
shifters for the same geometry, which can be attributed to the effect of the trenches mentioned
earlier. Crosstalk can be kept below −30 dB for usual modulator length of 1.5mm when placing
phase shifters more than 20µm away from each other, whereas 1 mm long routing lines need at
least 40µm spacing to achieve comparable low crosstalk levels.

It has been shown through simulations that routing lines contribute more to crosstalk effects on
the PIC than modulator phase shifters, which is a useful insight for PIC design. Furthermore, using
this methodology, design rules can be defined for determining minimum distances between com-
ponents to avoid excessive crosstalk. Additionally, 4-port matrix representations can be extracted
and used in circuit level analysis and simulation.

4. CONCLUSION

This paper has reviewed the basic ideas of generic photonic integration and outlined how it can
speed up PIC complexity development and reduce its costs. Examples of WDM transmitter PICs
based on this approach were given and in a test chip from the COBRA process, RF crosstalk,
leading to 2 dB power penalty, has been identified as a major impairment for such systems. A
3D-solver based simulation model has shown that on-chip routing lines generate higher crosstalk
than modulator phase shifters. The presented simulation methodology can be used to introduce
design rules for crosstalk minimization and used together with circuit-level based simulations for
RF design in transmitter PICs. Further experimental verification and estimation of the amount of
tolerable crosstalk level need to be performed in future.
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Abstract— Ultrashort pulses (USPs) at wavelengths down to the communication window with
a high repetition frequency range (GHz-THz) have found wide applications, especially, in bio-
photonic sensors, optical coherence tomography, materials processing, etc.. There are some de-
sirable features that USPs need to satisfy such as being pedestal-free and transform-limited for
their suitability in communication as well as non-communication based applications. However, it
is very difficult to meet out these desirable characteristicseven with carefully configured laser sys-
tem. Hence, pulse-compression techniques have been the ultimate solution for generating USPs,
in recent times.

Having realized the importance of generating USPs through pulse compression, we aim at design-
ing a novel practicable pulse compressor using a tapered photonic crystal fiber (PCF) operating
down to ultraviolet regime. The pulse propagation in a tapered PCF is governed by the nonlinear
Schrdinger (NLS) type equation. We adopt the self-similar scaling analysis for generating USPs.
Based on the analytical results, we model a tapered PCF such that the dispersion decreases ex-
ponentially while the nonlinearity increases exponentially along the propagation direction. Here,
the required tapering is achieved by exponentially decreasing the diameter of the air hole as well
as its pitch. We envisage that the proposed pulse compressor would turn out to be an excellent
tool for generating high quality USPs down to ultraviolet regime, which, in turn, might be very
much useful in bio-photonic related applications.

1. INTRODUCTION

There has been remarkable progress over the past two decades in the generation of USPs using
photonic crystal fibers because of their wide applications in the fields of medicine, science, en-
gineering and technology. Although there are several techniques in vogue for generating USPs,
pulse compression technique stands unique for several reasons [1]. Pulse compression in fiber was
first investigated by Mollenauer et al. [2]. Generally, optical pulse compression is categorized into
two types, namely, linear compression and nonlinear compression. Using a dispersive fiber delay
line or grating pairs, linear compression of chirped pulses has been demonstrated [1, 3]. Recently,
several nonlinear pulse compression techniques, namely, adiabatic pulse compression, soliton pulse
compression and self-similar techniques have evolved and these techniques generally rely on the
interplay between the self-phase modulation (SPM) and group velocity dispersion (GVD) [1].

Photonic crystal fibers are ideal media for generation of USPs owing to the design flexibility in
controlling the mode propagation properties [4]. PCF consists of a central defect region surrounded
by periodic air holes. Controlling the dispersion becomes an important issue in the case of practical
optical communication systems [5]. It is obvious that, in PCFs, one can easily control the disper-
sion by appropriately choosing the designing parameters such as the air hole spacing Λ and the
air hole diameter d [6]. By varying the arrangement and size of the air holes, the fiber dispersion
can be tailored in broad ranges. Recently, Travers et al. have demonstrated the adiabatic pulse
compression at 1.06µm in a dispersion and nonlinearity varying PCF [10]. It has been demon-
strated that the dispersion and nonlinear profiles could be engineered through the tapering process
which has been achieved by simultaneously stretching and heating to post-process the fiber [8, 9].
In general, the tapering is done by reducing the pitch and diameter. Fiber tapering provides a
convenient way to reduce the mode-field diameter (MFD) of fibers, thereby allowing for a better
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pulse compression [10–12]. We, thus, emphasize that the tapered PCFs are very much suitable for
effective pulse compression studies when compared to conventional PCFs.

In this paper, we investigate the variations in optical properties, namely, the group velocity dis-
persion (GVD) and non-linearity along the propagation direction. Recently, the efficient pedestal-
free pulse compression has been demonstrated using a PCF with an exponentially decreasing dis-
persion and increasing non-linearity profiles [10, 11].

2. DESIGNING TAPERED PCF

In the proposed geometric tapered structure,there are 4 sections containing 5 rings of air holes.
Tapered PCF can be designed by simultaneous reduction of its geometrical parameters, namely,
diameter d, and pitch (Λ). In this work, the physical parameter d/(Λ) (air filling fraction) is varied
exponentially from 0.2796 to 0.2910 and pitch is varied from 4 to 3.5µm. While tapering the PCF,
we decrease the diameter of air hole as well as the pitch. Fig. 1 illustrates the schematic view
of the tapered PCF that is designed using finite element method (FEM) [12]. Fig. 2 shows the
exponentially decreasing d/(Λ) and (Λ) along the fiber length.

(a) (b)

Figure 1: (a) Geometrical structure and (b) mode field distribution of the proposed tapered PCF with
d/(Λ)0.2796 and (Λ)4µm.

(a) (b)

Figure 2: (a) The variation of PCF parameter d/Λ along the propagation distance and (b) the physical
parameter profile for tapered PCF with Λ along the propagation distance.

3. STUDY OF OPTICAL PROPERTIES

3.1. Dispersion
In this section, we delineate the important linear effect called group velocity dispersion. It is known
that the dispersion does depend on both operating wavelength and the physical parameters such
as core diameter and pitch. The dispersion parameter, D is determined from the second derivative
of the computed neff value using finite element method. Fig. 3 depicts the variation of calculated
dispersion with respect to distance. From Fig. 3, it is clear that the proposed tapered PCF exhibits
anomalous dispersion which decreases exponentially from 75.3 to 5.9 ps/nmkm. The values of core
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diameter and pitch affect the GVD [13]. The dispersion value of the tapered fiber is calculated
by using equation D = λ

c
d2n
dλ2 . Fig. 3 depicts the variation of calculated dispersion with respect to

distance.

Figure 3: Variation of dispersion with respect to
propagation distance.

Figure 4: Variation of effective nonlinearity of the
tapered PCF.

3.2. Nonlinear Property
By utilizing the Aeff value through FEM for different four PCF structures, the nonlinearity coef-
ficient of the tapered fiber is computed using eqn γ = 2πn2

λAeff
where n2 value is 2.3 × 10−20 m2/W,

which can be calculated using various nonlinear method [1]. The effective mode area of the fun-
damental mode is calculated using finite element method and the initial value of Aeff is found to
be 0.3602µm2 and its final value is 0.3169µm2. The decrease in effective area leads to significant
enhancement in the nonlinear effect and consequently the intensity of the compressed pulses goes
high. In Fig. 4, it is very clear that the non-linearity increases exponentially along the propagation
distance. Increasing nonlinearity does result in high intensity of pulses. Nonlinearity is increased
exponentially from 2.587 to 2.940 W−1m−1).

4. DESIGNING TAPERED PCF THROUGH SELF SIMILAR ANALYSIS

The nonlinear pulse propagation in a tapered PCF is described by the following modified NLS
equation with the varying dispersion and the nonlinearity [14, 15].

∂U

∂z
+ i

β2(z)
2

∂2U

∂t2
− iγ(z)|U |2U = 0, (1)

where U is the slowly varying envelope of the wave, z is the longitudinal coordinate, and t is the
time in the moving reference frame. The parameters β2 and γ are the second order dispersion
coefficient and Kerr nonlinearity, respectively. We assume that the self-similar solution of above
equation is given by

U(z, t) =
1√

1− α20D(z)
R

[
t− Tc

1− α20D(z)

]
exp

[
iα1(z) + i

α2(z)
2

(t− Tc)2
]

(2)

The self-similar solution is possible if and only if the following conditions are satisfied [16]:

β2(z) = β20 exp(−σz) (3)
σ = α20β20 (4)

γ(z) = γ0 exp(ρz) (5)

where β20, γ0, σ and ρ are the initial dispersion, nonlinearity, decay rate and growth rate, respec-
tively. Based on the analytical results, we model a tapered PCF such that the dispersion decreases
exponentially while the nonlinearity increases exponentially along the propagation direction. Here,
the required tapering is achieved by exponentially decreasing the diameter of the air hole as well
as its pitch. We point out that the results pertaining to the generation of USPs will be published
elsewhere.
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5. CONCLUSION

In conclusion, we have successfully designed a tapered PCF at 1550 nm by increasing the air filling
fraction d/(Λ) and decreasing pitch (Λ) along propagation direction. In this tapering, dispersion
is exponentially decreased and nonlinearity is exponentially increased along the fiber length. The
generation of ultrashort pulses at 1550 nm can be used in telecommunications applications, ultrahigh
optical data rate systems and used in bio-photonic related applications.
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Abstract— As phosphorescent (P) emitters allows for a conversion of up to 100% of injected
charges into emitted photons, resulting in a theoretical internal quantum efficiency of unity, P
materials are usually imperative to boost the efficiency of white organic light-emitting diodes
(WOLEDs). Unfortunately, there is still no proper blue P material in terms of operational
lifetime and color-stability until now, limiting the development of all-phosphor devices. To solve
the above conflicts, the hybrid WOLEDs, combining blue flourescent (F) emitters with P green-
red/orange emitters, are considered to be an effective way due to their merits, such as high
efficiency, stable color and long lifetime. A key feature of designing HWOLEDs is utilizing
an appropriate interlayer, which locates between the F emitter and the P emitter. Herein,
by mixing 4,4-N,N-dicarbazolebiphenyl (CBP) with bis[2-(2-hydroxyphenyl)-pyridine] beryllium
(Bepp2) as the interlayer, a simple hybrid with dual-emitting-layer a realized. The device with
the bipolar interlayer shows higher performance than the device with CBP, Bepp2interlayer and
the device without interlayer. The reasons can be attributed to the bipolar interlayer which not
only regulating the carriers in the device, but also eliminate the both the non-radiative Dexter
energy Förster energy transfer between the two layers. The resulting device exhibits a total
current efficiency of 23.6 cd/A and power efficiency of 16.2 lm/W at the illumination-relevant
luminance of 1000 cd/m2, respectively. Besides, a Commission Internationale de L’Eclairage
(CIExy) variation of (0.31, 0.41) and a high color rendering index of 85 at 1000 cd/m2 can be
obtained. Moreover, the lifetime of the device is also discussed.

1. INTRODUCTION

White organic light-emitting diodes (WOLEDs) are now entering mainstream display markets and
also being explored for next-generation lighting applications owing to their high efficiency, light
weight and low cost [1]. Generally, WOLEDs are classified into three kinds according to the used
emissive materials, including all-phosphorescent WOLEDs, all-flourescent WOLEDs and hybrid
WOLEDs (HWOLEDs) which are based on hybrid (flourescent (F) and phosphorescent (P)) emis-
sive materials [2–4] Among them, the utilizition of P emitters is desirable because P emitters are
able to harvest both singlet and triplet excitons. Therefore, devices with internal quantum efficien-
cies up to 100% have been demonstrated. However, there is no perfect blue P material in terms
of lifetime and color-stability untill now, limiting the development of P devices. In recent years,
several publications have been devoted to address the conflict by creating HWOLEDs [2–4], which
combine stable F blue emitters with P green-red/orange emitters. Sun et al. took the first step
to realize HWOLEDs with high efficiency by using the combination of stacked F-interlayer (IL)-
P-P-IL-F emitters, achieving a maximum total power efficiency (PE) of 37.6 lm/W and 23.8 lm/W
at 500 cd/m2 [2]. Since then, a large number of attentions have been paid to HWOLEDs. A key
feature of designing HWOLEDa is utilizing an appropriate IL, which locates between the F emitter
and the P emitter. Playing the crucial role in HWOLEDs, ILs can not only prevent Förster energy
transfer (ET) from the F blue emitters to the red-green/orange P emitters, but also eliminate the
non-radiative Dexter ET between the two layers [2]. Furthermore, emission color can also be tuned
by changing the IL thickness. Therefore, by using a thin IL, both singlet and triplet excitons can be
effectively managed. So far, 4,4-N,N-dicarbazolebiphenyl (CBP) is the most popular and efficient
spacer owing to its high triplet energy (2.6 eV) and bipolar conducting properties [5]. However,
it is found that its hole mobility of CBP is 10−3 cm2/V s, much higher than its electron mobility
(10−4 cm2/V s) [5], leading to unbalanced carriers in this spacer. Hence, CBP can not be considered
as an ideal spacer. In order to solve the issue, it is wise to mix an appropriate n-type material with
CBP as the spacer, however, reports about it are scarce. On the other hand, it is easily noted that
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the HWOLED created by Sun et al. shows complicated structure and the efficiency roll-off is serious
To simplify structures, an alternative way is the utilization of stacked P-IL-F emitters to realize
HWOLEDs. In fact, tremendous efforts have been devoted to the pursuit of this simple approach.
For example, Ho et al. constructed a two-element HWOLED with the P-IL-F structure by utilizing
a heteroleptic orange Ir-complex, obtaining a maximum total PE of 23 lm/W and 13.2 lm/W at
1000 cd/m2 [3]. Yang et al. fabricated the P-IL-F device by applying a naphthalenebenzofuran
compound as the deep-blue F emitter, achieving a maximum efficiency of 25 lm/W and 7.0 lm/W
at 500 cd/m2 [4]. From these facts, it is noted that the P-IL-F structure is simplified and the
efficiency of these devices has experienced step-bystep increase in the last few years. However, the
efficiency roll-off is still being a big obstacle. Moreover, the color rendering index (CRI) of this
kind devices, which is important for the lighting applications [6], is paid negligible attention. As
a result, the CRI of these simple devices is usually below 75. Therefore, there is an urgent need
to simultaneously realize high efficiency, low efficiency roll-off and high CRI WOLEDs with the
simplified P-IL-F structures.

In this paper, the device performance is greatly improved via an effective IL. The optimized
device exhibits a maximum total current efficiency (CE) and PE of 24.7 cd/A and 16.2 lm/W during
a large range of luminance, respectively. And the device exhibits a total CE of 23.6 cd/A and PE of
16.2 lm/W at 1000 cd/m2, respectively. Besides, a high CRI of 85 is obtained, which is the highest
value in the WOLEDs with P-IL-F structures, to the best of our knowledge. Moreover, the device
shows rather low efficiency roll-off. Such presented results demonstrate that high efficiency, low
efficiency roll-off and high CRI can be simultaneously realized in simple WOLEDs.

2. EXPERIMENTAL

As depicted in Figure 1, the configuration of the resultant device (W4) is ITO/MeO-TPD: F4-
TCNQ (100 nm, 4%)/NPB (15 nm)/TCTA (5 nm)/MADN: DSA-ph(9 nm, 1%)/CBP: Bepp2 (8.5:1.5,
5 nm)
/Bepp2: Ir(ppy)3: Ir(piq)3 (1: 0.06: 0.01, 25 nm, 5%)/Bepp2 (25 nm)/LiF (1 nm)/Al (200 nm),
where ITO is indium tin oxide, MeO-TPD is N, N, N′,N′- tetrakis(4-methoxyphenyl)-benzidine F4-
TCNQ is tetrafluoro-tetracyanoqino dimethane, NPB is N,N’-di(naphthalene-1-yl)-N,N’-diphenyl-
benzidine, TCTA is 4,4’,4”-tri(9-carbazoyl) triphenylamine, Ir(ppy)3 is tris(2-phenylpyridinne)iridi-
um(III), Ir(piq)3 is tris(1-phenylisoquinolinolato-C2, N) iridium(III), DSA-ph is p-bis(p-N,N-di-
phenyl-aminostyryl) benzene, MADN is 2-methyl-9,10-di(2-naphthyl)anthracene, Bepp2 is bis[2-(2-
hydroxyphenyl)-pyridine] beryllium. The detailed fabrication and measurement of devices followed
well-established processes and as reported elsewhere [7].

Figure 1: Top: Schematic layer structure of the WOLED and the chemical structure of emissive dopants.
Bottom: Proposed energy-level diagram.
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3. DISCUSSION AND RESULTS

Since improvement of both efficiency and stability in WOLEDs can be expected by rational design
of the structure several strategies are employed to achieve high efficiency, low efficiency roll-off
together with high CRI for our HWOLED with P-IL-F structure

First, to lower manufacturing cost, device architectures should be simple. Thus, we utilized
double emitting layer to furnish white emission, surprisingly, performances of the simple device are
very impressive. Second, to maximize exciton formation and emission in WOLEDs, it is necessary
to optimize the concentration in the host-guest doped system. Therefore, monochromatic devices
with various concentrations of dopant were tested to determine the best concentrations, as shown
in Section 2. Third, emission peaks at 512 nm and 615 nm originating from Ir(ppy)3 and Ir(piq)3
ensure that P-EML exhibits broad emission spectra covering about three fourth of the visible
spectrum. The F-EML is formed by doping DSA-ph into MADN (emission peak at 463 nm),
greatly overcoming the color-stability limitations found for P WOLEDs. Consequently, high CRI
and stable color are expected. Next, the p-doped hole injection layer improves holes injection
from ITO anode into NPB hole transporting layer and prevents pinhole defects [7]. Moreover,
the Bepp2 electron transport layer exhibits high electron mobility [10−4 cm2/(Vs)], giving effective
electrons injection and thus an improved carrier balance [8]. Additionally Bepp2 blocks holes and
confines excitons in the EML because of its deep HOMO (5.7 eV) and high triplet energy (2.6 eV)
[8]. Therefore, a carrier- and exciton-confining structure is formed via the combination of TCTA
and Bepp2, boosting efficiencies [7]. Finally, since the Dexter energy transfer can only occur within
1–2 nm and the Förster radius is around 3 nm, by introducing the 5 nm IL between P and F regions,
both singlet and triplet excitons are confined efficiently, whereas the charge carriers still flexibly
transport across this thin spacer bridge [2]. Based on these considerations, we put forward a simple
HWOLED, simultaneously achieving high efficiency, low efficiency and high CRI

As shown in Figure 2, by using different ILs, the electroluminescent (EL) spectra of devices are
significantly affected. At the illumination-relevant luminance of 1000 cd/m2 the CIE coordinates
of device W1 (without IL), W2 (with Bepp2 IL), W3 (with CBP IL), and W4 (with CBP: Bepp2

IL) are (0.18, 0.29), (0.19, 0.29), (0.31, 0.45) and (0.31, 0.41), respectively. In fact, we can not
classify W1 and W2 into WOLEDs because they are far away from the white equivalent-energy
point of (0.33, 0.33). Although the color of W3 is located in the white region, the CRI is only
71, which is not satisfied the demand of lighting applications. By using the more balanced IL, W4
shows a high CRI of 85. Moreover, the combination of high CRI, correlated color temperature
(CCT), which is better located between 2500 and 6500 K, and the special CRI R9, which quantifies
the color reproduction of saturated red and should be positive, is very interesting for commercial
applications. W4 shows a CCT of 6245 K and a R9 of 63 at 1000 cd/m2.

The reasons for this phenomenon are explained as follows. Since the triplet energy of Bepp2

and Ir(ppy)3 are much higher than that of DSA-ph and MADN, W1 without IL can not effectively
eliminate the influence of Dexter ET between the F emitter and the P emitter, leading to no green
and red intensity and hence we can not obtain a balanced white color For W2, holes are difficult to
pass through the 5 nm Bepp2 IL since Bepp2 is an n-type material, leading to no white color. In the
case of W3, although CBP is a bipolar material, its hole mobility is greater than electron mobility.
Namely, elecrons will be more difficult than holes passing through the CBP bridge, implying few
electrons can reach the blue emissive layer to recombine with the holes injected from the anode,
which leads to weak blue intensity and hence we can not get a reasonable white light. On the other
hand, by slightly codoped Bepp2 with CBP as the IL, a more balanced carrier is achieved, leading
to more balanced color.

The CE and PE of W4 in dependence of the luminance are shown in Figure 3. At the typical
luminance of 1000 cd/m2, the forward-viewing CE and PE are 13.9 cd/A and 9.5 lm/W, respectively.
Since illumination sources are typically characterized by their total emitted power [2], W4 exhibits a
total CE of 23.6 cd/A and PE of 16.2 lm/W at 1000 cd/m2, respectively. Obviously, it is noted that
the efficiency of this simplified device is higher than that of previous HWOLEDs at the practical
luminance of 1000 cd/m2 [2–4]. And much higher efficiency can be expected if we replaced the ETL
with an n-doped layer to form a pin structure or utilized out-coupling techniques to increase the
light extraction

More remarkably, W4 shows rather low efficiency roll-off. For example, a maximum forward-
viewing CE of 14.5 cd/A is obtained at 2200 cd/m2, which remains unchanged to a rather high
brightness of 4700 cd/m2, and even at an ultra high brightness of 10000 cd/m2, the CE rolls
off slightly to 13.6 cd/A. A maximum forward-viewing PE of 9.5 lm/W is obtained at 600 cd/m2,
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Figure 3: Power and current efficiencies as a func-
tion of luminance.

which remains unchanged to a high brightness of 1100 cd/m2, and even at an high brightness of
5000 cd/m2, the PE rolls off slightly to 8.1 lm/W. Apparently, the efficiency roll-off is much lower
than previous HWOLEDs [2–4]. In fact, this is one of the lowest efficiency roll-off in WOLEDs in
the literature so far, to our knowledge.

Finally, it is deserved to discuss the lifetime of W4, although there is no report has been
documented on the lifetime of HWOLEDs in the revealed literature so far, which may be attributed
to the lifetime of HWOLEDs is still poor nowadays. The lifetime of W4 at an initial illumination
of 1000 cd/m2 is only ∼ 1 hour. The poor lifetime can be attributed to the poor lifetime of CBP
and TCTA. More stable charge transport materials and state-of-the-art emitters are expected to
prolong lifetime.

4. CONCLUSIONS

In conclusion, we have successfully demonstrated a three-color hybrid WOLED with the P-IL-F
structure. By using an effective IL, the device performance is dramatically boosted. The optimized
device exhibits a maximum total CE and PE of 24.7 cd/A and 16.2 lm/W during a large range of
luminance, respectively. Besides, a high CRI of 85 and rather low efficiency roll-off are achieved.
We believe such presented results would provide an instructive guide for the rational design of
ultra high-performance HWOLEDs, which will be very advantageous for the realization of next-
generation solid-state indoor lighting sources in the future.
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Abstract— Micro-lens-like structures fabricated on indium tin oxide were employed to promote
light extraction efficiency of an organic light-emitting diode (OLED). Four array patterns with
coverage ratios of 7.9%, 14.1%, 20.9% and 27.7% were examined. The current efficiency of OLED
was enhanced by 26.5% for the 14.1% recessed device (4.8 cd/A) compared with the planar device
(3.8 cd/A). The improved current efficiency was attributed to the additional light-emitting area
generated on the recess wall as well as the light scattering/deflection effects on the recessed
surfaces. The current efficiency was found coverage-ratio independent suggesting that the light
extraction is limited by the arrangement of the recesses.

1. INTRODUCTION

It is well known that the emitted light from the active layers of an organic light-emitting diode
(OLED) is largely constrained in the refractive-index-mismatched structure, leading to low external
quantum efficiency [1–3]. Two optical total reflections are responsible for light confinement in the
refractive-index-mismatched structure. The total reflection at glass/air interface is called glass
mode total reflection and that at indium tin oxide (ITO)/glass interface is called waveguide mode
total reflection. Reduction of these two total reflections and thus to enhance light extraction
efficiency of OLEDs has become a major research topic in recent years, particularly for lighting
applications.

Reduction of glass mode total reflection by an external micro-lens film on glass has been demon-
strated, and with which light extraction efficiency improved up to 70% has been reported [4, 5].
Attaching a porous film outside the glass can provide centers for light scattering and is also able
to reduce glass mode total reflection [6]. On the other hand, surface-patterned structures such
as photonic crystals and optical gratings have been introduced at glass/ITO or ITO/organic in-
terfaces to minimize waveguide mode total reflection [7, 8]. The same effect can be achieved by
internally embedding a scattering layer in a stacked OLED structure [9]. These approaches indeed
have brought OLED lighting to become a practical stage.

This study reports the fabrication of micro-lens-like structure on ITO films and their application
for OLED devices to enhance the external light extraction efficiency. Four arrays of recesses with
various coverage ratios are created on an ITO film to form micro-lens-like internal structures in
the OLED. The light extraction efficiency is expected to be enhanced by side wall effects of the
recesses. These effects are discussed in detail.

2. EXPERIMENTAL DETAILS

To fabricate circular micro-lens-like internal structures, commercially available ITO films with a
thickness of 250 nm deposited on glass were cleaned, patterned and etched to a depth of 200 nm.
The circular patterns were designed to have two diameters of 4µm and 6µm with various pitches,
yielding the recessed area a coverage ratio of 7.9%, 14.1%, 20.9% and 27.7%, as shown in Fig. 1(a).
Morphology, optical, and electrical characteristics of the recessed ITO films were examined using
atomic force microscope, ultraviolet-visible spectrophotometry, and 4-point prober, respectively.

Fabrication of OLED devices on the recessed ITO started with sequentially coating an organic
hole transportation layer (PT-04, Lumitech Corp.), a light-emitting layer (PT-01/PT-86) and an
electron transportation layer (PT-74) using thermal evaporation. Lithium fluoride (LiF) and alu-
minum (Al) cathode layers were then thermally evaporated. The complete OLED device comprised
a glass/ITO(250 nm)/PT-04(30 nm)/PT-05+0.7%PT-01+2%PT-86(15 nm)/PT-74(20 nm)/LiF(0.5
nm)/Al(100 nm) structure, as shown in Fig. 1(b). The luminance-voltage (L-V) and current-voltage
(I-V) characteristics of the OLED devices were measured using an I-V meter (model 237, Keithly
Instruments Inc.) and an optical spectrometer (PR-650, PhotoResearch). The effects of recesses
on light extraction are discussed.
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(a) (b)

Figure 1: (a) The four array patterns designed to generate various coverage ratios of the recesses. (b) The
complete OLED structure with recessed ITO anodes.

3. RESULTS AND DISCUSSIONS

Figures 2(a) and (b) show the AFM surface profiles of the planar and recessed ITO films, respec-
tively. The recess surface roughness (Ra) at depth of 200 nm was measured to be 53 nm, much
rougher than that of the initial ITO film (Ra = 0.6 nm). A rough surface can cause a higher
degree of light scattering and thus minimize the amount of light conducting total reflections at a
refractive-index-mismatched interface. Fig. 3 shows the optical and electrical properties of 200-nm
recessed ITO at various coverage ratios. The optical transmittance (averaged from 380–800 nm)
dropped from 90.7% for the initial ITO to slightly below 90% for recessed ITO films. The haze
ratio dramatically increases from 0.6% for the initial ITO to 6.7% and 21.4% for 7.9% and 14.1%
recess ITO films, respectively. Haze ratio does not increase further for ITO with recess coverage
ratio higher than 14.1%. This suggests that the scattering or deflection was more serious with
increasing coverage ratio but limited by the recess wall density. The scattering and deflection at
recesses causes the emitted light propagating differently from that in a planar OLED device, and
this explains why the optical transmittance is low for recessed ITO films. The electrical sheet
resistivity of ITO films linearly increases with recess coverage ratio. The ITO sheet resistivity is
1.4× 10−4 Ωcm/¤ with no recess and increases slightly to 39× 10−4 Ωcm/¤ for the 27.7% recessed
ITO film. This is reasonable because interfacial carrier scattering is more serious and carrier con-
centration is less for ITO films with denser recesses. The increase in resistivity of an ITO anode
would generally lead to a degraded I-V characteristics of an OLED. However, this was not observed
in this study.

(a) (b)

Figure 2: (a) AFM images of planar and (b) recessed ITO surfaces.

Figure 4(a) shows the I-V characteristics of OLEDs. It can be seen that the current density of
the planar device was higher than that of the recessed devices. The threshold voltage defined at
10mA/cm2 was however almost the same at ∼ 3.4V for all the devices. The higher current density
for the planar device reflects that the electrical resistance of the planar ITO film is lower than
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Figure 3: Optical transmittance, haze ratio and sheet resistivity of ITO films as a function of recess coverage
ratio.
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Figure 4: (a) I-V, (b) L-V, (c) η-V of OLEDs with various recess coverage ratios.

that of the recessed ITO film. Fig. 4(b) reveals the L-V characteristics of OLED devices. OLED
with 14.1% recessed ITO anode apparently has better L-V characteristic than the planar device.
Further examining the voltage dependent current efficiency (η) as shown in Fig. 4(c), one can see all
recessed OLEDs performed improved current efficiency over the planar device. The 14.1% recessed
device had the highest current efficiency of 4.8 cd/A at 6 V, which was 26.5% higher than that of
the planar device (3.8 cd/A). The possible reasons are (1) the emitted light that generally trapped
in a planar device now has a chance to reflect at the recess wall. The reflected light has a high
possibility of escaping from the glass when moving in a direction almost normal to the glass; (2)
the emitted light at recess bottom travels to a rougher ITO/organic interface and scatters more
seriously. Part of the scattered light may be redirected in the normal direction of the glass and
contribute to the total output optical density; (3) the emitted light in the recess wall area is an
extra light source and has a large chance of escaping from the glass when moving upwards and
downwards.

The degree of improvement in current efficiency is found not coverage-ratio dependent. The
14.1% recessed device has the highest, followed by the 7.9%, 20.9% and 27.7% recessed devices
with current efficiency of 4.37, 4.24, and 4.11 cd/A at 6V, respectively. The reasons for that are
complicated since the light out-coupling involves the possible routes mentioned above. The recess
covered area, the recess wall area and the pitches all can change the way the emitted light propagates
in the recessed and stacked structure. In addition, the deteriorated electrical and optical properties
of the recessed ITO anode are among other factors for this observation.

4. CONCLUSIONS

OLED devices with ITO anodes having circular micro-lens-like structures have been demonstrated
to perform improved external current efficiency by up to 26.5%. The deflection effect at the recess
wall and the scattering effect at the recess bottom enhanced out-coupling efficiency and led to the
improved external current efficiency. The current efficiency is found coverage-ratio independent
due to mixed optical and electrical effects at various recess patterns.
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Abstract— We report measurements of the real and imaginary part of the optical properties
of graphene (refractive index, permittivity, conductivity, penetration depth) in the far-infrared
region from 0.1 to 1.2 THz at the temperature of 300 K.

1. INTRODUCTION

Last years graphene increasingly attracts attention of scientists by unusual properties such as high
electric and thermal conductivity etc. [1]. Also terahertz (THz) radiation has tremendous potential
for applications in imaging, medical diagnosis, health monitoring, environmental control, chemical
& biological identification, security infrastructure, military industry. So to use graphene in terahertz
optics it would be useful to know dispersion of graphene optical properties, such as refractive index
n(ω), optical conductivity σ(ω) etc.. The purpose of this paper is to experimentally obtain optical
properties of graphene in the frequency range of 0.1–1.2 THz.

2. SUBJECT OF RESEARCH

In this research we used dielectric substrates (polyethylene terephthalate (PET), quartz) that
are transparent for terahertz radiation, have low absorption coefficient in terahertz frequency
range [2, 3]. Also it is possible to transfer the graphene layer on these substrates surface. PET
substrate thickness is dp = 175µm; the quartz substrate thickness is dq = 500µm. The theoretical
thickness of graphene is dg = 0.345 nm, the grain size is up to 10µm (Graphenea company). The
bare substrates and graphene layer on these substrates are used in the experiment. The sample
holder is demonstrated in Figure 1.

Figure 1: Sample holder.

3. EXPERIMENTAL SETUP

FL-1 — laser of femtosecond pulses, M — mirrors, BS — beam splitter, DL – optical delay line, G
— generator of THz radiation based on the crystal InAs, PM — parabolic mirrors, TL — lenses for
THz radiation, f — filter of infrared (IR) radiation, TP — translucent silicon plate, Ch — chopper,
EOC — electro optical crystal of CdTe, W — Wollaston prism, BP — balanced photodiodes, LA
— lock-in amplifier, ADC — analog-to-digital converter, PC — personal computer.

The scheme of THz spectrometer is shown in Figure 2. The laser beam is splitted by two ones
in the ratio of 10% to 90%. 10% energy is probe beam, 90% one is pump beam. The pump beam
optical path is controlled by optical delay line. The pump beam is modulated by chopper at the
frequency of 667Hz. The generator of THz radiation is based on the crystal InAs in the magnetic
system. After passing through IR radiation filter THz beam incidents on the sample. Then,
THz radiation induces birefringence in electro-optical crystal. Wollaston prism splits the probe
IR beam on two ones with orthogonal polarization, which are detected by balanced photodiodes.
Parameters of THz spectrometer: the pump pulse power of 1W, the pump pulse duration of 200 fs,
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Figure 2: Scheme of the time-domain THz spectrometer in transmission mode.

the frequency range of 0.1–1.2THz, the average THz radiation power of 30µW. Photo of the setup
and the typical time-domain waveforms are shown in Figure 3.

(a) (b)

Figure 3: (a) Photo of time-domain THz spectrometer in transmission mode and (b) typical waveforms of
THz pulses.

4. EXPERIMENT RESULTS

The dispersion of substrates complex refractive indices were extracted by comparing the signal
spectrum with the reference spectrum using the transmission method described in [4]. The complex
refractive indices of PET and quartz for the frequency range of 0.1–1.2 THz were shown in Figure 4.

Figure 4: Complex refractive index n̂sub(ω) of substrates.

The graphene monolayer complex conductivity σ̂(ω) was calculated from the equation [5]:

σ̂(ω) =

[
(n̂sub(ω)+1)Ê0(ω)

Ê(ω)
− n̂sub(ω)− 1

]

Z0
, (1)
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Figure 5: Graphene monolayer complex conductivity σ̂g(ω).

Figure 6: Graphene complex permittivity ε̂g(ω).

Figure 7: Graphene complex refractive index n̂g(ω).

(a) (b)

Figure 8: Graphene (a) absorption coefficient µag(ω) and (b) penetration depth δg(ω).
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where Ê0(ω) = E0(ω) ∗ eiϕ(ω) is the complex electric field amplitude of THz wave transmitted
through the bare substrate; E(ω) is the complex electric field amplitude of THz wave transmitted
through the substrate with the graphene monolayer; n̂sub is the complex substrate refractive index;
Z0 = 377 Ω is the impedance of free space. E0(ω) and E(ω) were obtained by Fourier transformation
of the time-domain waveforms of THz pulses.

Using the Equation (1) and the substrates complex refractive indices data we can obtain the
complex conductivity σ̂g(ω) of the graphene monolayer for the frequency range of 0.1–1.2 THz
(Figure 5).

Then, the graphene complex permittivity ε̂g(ω) can be obtained from the following equation [6]:

ε̂g(ω) = 1− i
σ̂g(ω)
ωε0tg

, (2)

where ε0 is dielectric constant; tg ≈ 0.345 nm is the graphene monolayer thickness. The calculation
results are shown in Figure 6.

The Equation (2) and the measured complex conductivity σ̂g(ω) allows to obtain several optical
graphene properties, such as the complex refractive index n̂g(ω), the absorption coefficient µag(ω)
and the penetration depth δg(ω). The complex refractive index n̂g(ω) is shown in Figure 7 for
various substrates.

The imaginary part of n̂g(ω) allows to calculate the graphene monolayer absorption coefficient
µag(ω) by the next formula:

µag(ω) =
4πn′′g(ω)

λ
, (3)

where n′′g(ω) is the imaginary part of n̂g(ω), λ is the wavelength of THz radiation.
The penetration depth δg(ω) was calculated as 1/µag(ω).

5. CONCLUSION

In this paper, experimentally graphene monolayer general optical parameters for the frequency
range 0.1–1.2 THz (the complex conductivity σg(ω), the complex permittivity εg(ω), the complex
refractive index ng(ω), the absorption coefficient µag(ω) and the penetration depth δg(ω)) were
obtained. This experimental data may be used in practical purposes, that are respective to graphene
application.
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Abstract— Graphene has shown promising perspectives in optical active components due to
the large active-control of its permittivity-function. This paper systematically reviews the recent
developments of graphene-based optical modulators, including material property, single-layer,
multi-layer, few-layer graphene-based modulator and corresponding figure-of-merits. The results
showed graphene is an excellent material for enhancing silicon’s weak modulation capability after
it is integrated into the silicon platform, showing significant influence on optical interconnects in
future integrated optoelectronic circuits.

1. INTRODUCTION

Optical modulator is a device which is used to modulate (alter) the properties of a light such as
amplitude, phase or polarization by electro-refraction (ER) or electro-absorption (EA) modulation.
The electric effects that traditionally cause either ER or EA are Pockels effect, Kerr effect, Franz-
Keldysh effect and plasma dispersion effect [1]. However, these effects are too weak in pure silicon
material at the communication wavelengths so that it usually needs an extremely large arm length
which results in large footprint as well as high drive voltage to reach the required modulation [9]. In
addition, the side-effect introduced to the pass-band and stability after applying some enhancement
methods is still challenging. Even with the doping of silicon, the modulation speed is limited due to
the low carrier mobility in silicon, e.g., the best reported modulation speed is up to 50 Gbit/s and
difficult to be further improved [2]. To overcome these fundamental bottlenecks, novel materials
need to be explored so that they can provide better modulation capability and CMOS compatibility
simultaneously. Graphene has attracted lots of interest due to its remarkable mechanical, electric,
magnetic thermal and optical properties [6]. The unique properties of graphene such as strong
coupling with light, high-speed operation, and gate-variable optical conductivity make it a very
promising material for optical modulators [1]. When the imaginary part of graphene conductivity
is negative, graphene supports the transverse magnetic mode noted as surface plasmon polaritons
(SPP) [4], displaying potential applications for highly tunable SPP modulator applications [5].
This is why a large amount of research attention has been focused on the graphene-based optical
modulator [11].

In this paper, we systematically reviewed the mechanism and recent developments for various
graphene-based electro-refraction (ER) modulators.

2. OPTICAL MATERIAL PROPERTIES OF SINGLE-LAYER GRAPHENE

Figure 1 shows the 3D graphene permittivity introduced by Vakil and Engheta, and the conductivity
of an infinite graphene sheet with a thickness of 0.7 nm at the wavelength λ = 1550 nm which
is computed from the Kubo formula [4, 7]. It can be seen that there is a dip in the curve of
permittivity magnitude, and the epsilon-near-zero (ENZ) point is obtained at the chemical potential
µc0 = 0.513 eV where the absolute value of epsilon is approaching zero. When the chemical potential
µc < µc0, both the real and imaginary part of the permittivity (Re(ε//) and Im(ε//)) have the
positive sign so that the graphene layer behaves like a dielectric material. When the chemical
potential is gradually increased, the “dielectric graphene” is gradually transforming into “metallic
graphene” at the transition chemical potential µc0 = 0.513 eV. There exists a range where in
which both Re(ε//) and Im(ε//) are very close to zero called ENZ point. When µc > 0.52 eV,
Re(ε//) becomes negative and Im(ε//) is approaching zero which means the graphene layer acts
like a metallic layer, and the graphene layer is then fabulous to transfer surface plasmon polaritons
(SPP) [10], displaying much more potential for future optoelectronic devices.

3. SINGLE-LAYER GRAPHENE-BASED MODULATOR

The effective modal refractive index (neff) of the graphene-embedded silicon waveguide (GESW, as
depicted in Fig. 2(a)) is the critical parameter that determines the overall GESW properties. The
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Figure 1: Conductivity and permittivity of an infinite graphene sheet (the wavelength is fixed at 1550 nm)
(reprinted from Ref. [5]).

real part of the index (Re(neff)) is linear to mode’s phase information via: ϕ = k0Re(neff)L, where
k0 is the wave number in vacuum and L is the propagation distance. The imaginary part of the
index (Im(neff)) is related to the propagation loss α through α = 8.68k0Im(neff) [5]. Therefore, the
configuration of an optical modulator can be implement by changing either the Re(neff) or Im(neff):
the former one is typically the phase modulator, while the later one is amplitude modulator. The
calculated Re(neff) and the Im(neff) for the proposed GESW under the chemical potential from 0
to 1 eV is shown as Fig. 2(b). According to the modal theory, the neff is then calculated from

neff =
ζ

k0
=

β

k0
+ i

δz

k0
, (1)

where ζ is the eigenvalue of the system, β is the propagation constant, and δz is the attenuation
constant. In Fig. 2(b), the neff of the proposed waveguide is lower than silicon’s refractive index
(3.45) at all chemical potentials. An inflection point is observed in the Re(neff) curve at µc = 0.4 eV,
where neff changes intensively near the inflection point. If comparing Fig. 2(b) with Fig. 1, a
similarity between the neff curve and graphene’s ε// curve can be found. It is thus inferred that neff

is proportional with ε//, and one could control neff to the desired value in terms of simply changing
neff .

(a) (b)

Figure 2: (a) 3D view of GESW; (b) real and imaginary parts of effective modal index variation under
different chemical potentials for GESW (reprinted from Ref. [5]).

The impressive large value of ∆neff is great appreciated for the modulator designs based on ER
effect, such as MZ modulator, as shown in the schematic picture of Fig. 3(a). Let us first fix one
chemical potential at µc1 = 1 eV. With µc2 changing, the corresponding ∆neff will be modified,
thus the required arm length Lπ to reach the π phase shift is modified. The propagation loss can
be evaluated in terms of the maximum allowed length Lmax as shown in the red curve in Fig. 3(b),
indicating the length where the energy at the output decays to 1/e of its original value. We would
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(a)

(b)

(c)

Figure 3: (a) Schematic pictures for top view of the MZ modulator configuration; (b) relationship between
Lπ/Lmax and µc; (c) relationship between the applied votages/extinction ratio and µc.

focus our attention on the condition that Lπ < Lmax in which case the waveguide has enough power
at the output [5]. When ∆µc = 0.3 eV, Lπ is 120 µm, which is one order of magnitude smaller than
the present reported value [3]. If the width of the modulation arm is 450 nm and the distance
between the two arms is 1.7µm. Taking into account of the electrode width of 1µm on each arm
side, the overall width of the device is 5µm. thus the footprint of our proposed modulator is only
120µm×5µm [5]. This small size as well as the CMOS compactable structure indicates its valuable
capability to be integrated into photonic circuits in a single chip.

Another important parameter for the MZ modulator is the applied voltage Vg. The blue curves
in Fig. 3(c) have shown the difference between Vg1 (for signal “1” of the reference arm) and Vg2 (for
signal “0” of the modulated arm) is called π shift voltage Vπ. As expected. Since Lπ decreases much
faster than the increase speed of Vπ, the minimum modulation efficiency VπLπ would be achieved
at 55 V · µm where Lπ is smallest at 120µm. One significant advantage for MZ modulator is that
the extinction ratio is high if compared with EA modulators. Fig. 3(c) shows the extinction ratio
and applied voltage Vg variations with µc, where a maximum extinction ratio of 34 dB has been
observed at ∆µc = 0.42 eV.

4. MULTI-LAYER GRAPHENE-BASED MODULATOR

4.1. Multi-layer Graphene-based Modulator
Multi-layer graphene based devices have also been studied for the modulator application. Based on
the above monolayer graphene-embedded modulator, it is straightforward to embed the multi-layer
graphene sheets inside silicon waveguide. An eight-layer graphene embedded MZ modulator [5] is
shown in Fig. 4(a). The corresponding electric field distribution in one of the arm of modulator is
shown in Fig. 4(b). As demonstrated previously, the field profile displays a Gaussian-like distribu-
tion. It has been theoretically demonstrated that by embedding multi-layer graphene in the silicon
waveguide, the ∆neff has been increased significantly under the same chemical potential change
compared with the monolayer graphene. Therefore, the Lπ has been reduced to 27.57µm which
means a much smaller arm length is needed to acquire the π phase shift, as shown in Fig. 4(c). The
overall footprint is then estimated as 5µm × 30µm. Moreover, the proposed graphene embedded
modulator is highly tunable whose overall modal index is in linear relationship with the in-plane
permittivity of graphene. The high modulation efficiency is further optimized to 20V · µm, which
is 6 times better than the monolayer case. In Fig. 4(d), The extinction ratio is 35 dB at smaller
arm length compared with Fig. 3.

4.2. Few-layer Graphene-based Modulator
Previous discussion on multi-layer graphene relies on the fact that graphene sheets are inserted into
the silicon waveguide individually, separated with a distance between the adjacent sheets. However,
this scheme adds the difficulties in fabrication and the modulation efficiency. There is an alternative
way to embed an N -layer thick graphene sheet in the silicon waveguide. Particularly, when the
number of layer N < 5, it is called few-layer graphene that exhibits even better performance than
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(a) (b)

(c) (d)

Figure 4: (a) Schematic pictures for eight-layer graphene embedded MZ modulator configuration; (b) cor-
responding electric field distribution in one of the arm; (c) relationship between LπLmax and ∆µc; (d)
relationship between the applied votages/extinction ratio and ∆µc (reprinted from Ref. [5]).

(a)

(e)(d)(c)

(b)

Figure 5: (a) Re(neff) with chemical potential variation for monolayer, two separated monolayer, and bi-layer
GESW; (b) Im(neff) with chemical potential variation for monolayer, two separated monolayer, and bi-layer
GESW; (c) (d) and (e) represent the electric field distribution for TE polarization mode of monolayer, two
separated monolayer, and bi-layer GESW under chemical potential of 0 eV, respectively.

the monolayer graphene.
The effective mode index curves for monolayer GESW, two separated monolayer GESW, and bi-

layer GESW are plotted in Figs. 5(a) and 5(b). First, the variation of Re(neff) for the bi-layer GESW
is roughly two times of the monolayer GESW as expected. However, the variation of Re(neff) for the
bi-layer GESW is much larger than that of the two separated monolayer GESW, which implies the
light-matter interaction between light and bi-layer graphene is much more pronounced compared
to that of the two separated monolayer graphene. Secondly, these three curves have basically the
same variation trend, namely, it first increases to a maximum value (around the chemical potential
of 0.4 eV) and then decreases to the minimum value (at the chemical potential of 1 eV). Therefore, a
large ∆neff can be obtained when chemical potential is between 0.4 and 1 eV. To show the difference,
the typical electric field modal profiles for monolayer, two separated monolayer, and bi-layer GESW
under chemical potential of 0 eV are plotted in Figs. 5(c)–5(e), respectively.
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5. CONCLUSION

In conclusion, we reviewed recent progress in graphene-based electro-refraction (ER) modulators.
By embedding the graphene sheet into the silicon waveguide, the light-matter interaction has been
significantly enhanced: the overall mode index, Re(neff) and Im(neff), are linked to the in-plane
permittivity of the embedded graphene and the neffvariation of GESW can be orders of magnitude
larger than silicon waveguide. The modulators based on single-layer graphene, bi-layer graphene,
eight-layer graphene, and few-layer graphene were investigated and categorized. It can be concluded
that graphene is a very promising material for enhancing the modulation effect in silicon, and has
great potentials for future CMOS compatible high efficiency optical modulator, showing significant
influence for optical interconnects in future integrated optoelectronic systems.
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Abstract— Boundary conditions play an important role in electromagnetics, and not the least
in connection with metamaterials and metasurfaces. In this paper we present a generalization
of the PEMC (perfect electromagnetic conductor) boundary. The generalization extends the
isotropic and non-reciprocal character of the PEMC boundary into anisotropic and reciprocal
dimensions. The effect of the generalized boundary on the polarization of incident waves is
analyzed.

1. INTRODUCTION

The perfect electromagnetic conductor (PEMC) boundary [1] is a lossless boundary defined with
the following conditions for the tangential components of the electric and magnetic fields:

(
Ex

Ey

)
= −

(
1/M 0

0 1/M

)(
Hx

Hy

)
(1)

where it is assumed that the boundary is locally perpendicular to the z-axis (uz pointing into the
domain), and M is the admittance-type PEMC parameter. These boundary conditions are non-
reciprocal, and appear on the surface of a so-called axion medium [2]. As is known, the PEMC
(axion) medium, defined by the conditions D = MB, H = −ME, contains both the perfect electric
conductor (PEC) and perfect magnetic conductor (PMC) as special cases (1/M = 0 and M = 0,
respectively).

The particular character of the condition (1) becomes clear when it is paralleled with the
(isotropic) impedance boundary condition (IBC) [3]

n×E = Zsn× (n×H) (2)

where n is the unit normal, in the present case n = uz. Writing this in matrix form, the non-
diagonality and antisymmetry of (2) contrasts strongly with (1):

(
Ex

Ey

)
=

(
0 Zs

−Zs 0

)(
Hx

Hy

)
(3)

Let us set the PEMC condition in a broader setting of boundary conditions. In terms of the
classification of boundary conditions with the four elementary dyadics I, J, K, L [4], the general
surface impedance dyadic Zs in

n×E = Zs · n× (n×H) (4)

reads

Zs = ZI

(
+1 0
0 +1

)
+ ZJ

(
0 −1

+1 0

)
+ ZK

(
+1 0
0 −1

)
+ ZL

(
0 +1

+1 0

)
(5)

where ZI equals Zs in (3) and ZJ = 1/M in (1). For the boundary to be lossless, the following

needs to apply [4]: Z
T

s = −Z
∗
, the star denoting the complex conjugate. This means that for

lossless boundary conditions the following is required:

Re{ZI} = 0, Re{ZK} = 0, Re{ZL} = 0, Im{ZJ} = 0 (6)

Furthermore, the reciprocity condition means symmetry: Z
T

s = −Zs, in other words ZJ = 0 with
no restriction on ZI , ZK , ZL.
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2. GENERALIZED PEMC BOUNDARY

One possibility to generalize the PEMC boundary condition (1) is to allow the two diagonal “ad-
mittances” to be different, while still keeping it complementary to the IBC. This means allowing
the parameter ZL to be nonzero. For a lossless boundary, (6) requires that ZL has to be purely
imaginary.

This leads to the following boundary condition:
(

Ex

Ey

)
= −

(
P 0
0 P ∗

)(
ηHx

ηHy

)
(7)

where the characteristic impedance η has been included to reduce dimensions from the complex
boundary parameter P . Note that if P is real, the boundary distills down to the classical PEMC (1)
with ηMP = 1.

Of course other generalizations of (1) can be envisioned. However, (7) is the only one which
retains the diagonal character of the relation between the tangential fields. This choice extends
the PEMC condition into anisotropic domain [5] and also adds a reciprocal part into the purely
non-reciprocal condition (1).

3. REFLECTION WITH NORMAL INCIDENCE

Assume that an incident plane wave Ei with polarization E = uxEx + uyEy hits the generalized
PEMC boundary (7) with normal incidence. Then the reflected field Er = R ·Ei can be calculated
from the reflection matrix

R =
1

|P |2 + 1

( |P |2 − 1 −2P
2P ∗ |P |2 − 1

)
(8)

The eigenvectors in reflection (those polarizations that keep their polarization in the reflection)
are

P ux ± j|P |uy (9)

with eigenvalues
|P |2 − 1∓ 2j|P |

|P |2 + 1
=

(|P | ∓ j)2

|P |2 + 1
(10)

From this it can be seen that the reflection is always 100% in amplitude (both eigenvalues
have unity absolute value). Also, the eigenpolarizations are circular if P is real (classical PEMC),
and otherwise elliptical. The other limiting case is purely imaginary P , which leads to linear
eigenpolarizations.

4. RENORMALIZATION OF PARAMETERS

Let us express the generalized PEMC surface impedance P with two angular parameters in the
following way

P = tanβ exp(jϕ) (11)

with ϕ = 0 for PEMC, β = 0 for PEC, and β = π/2 for PMC.
Then the reflection matrix looks like

R =
( − cos(2β) − sin(2β) exp(jϕ)

sin(2β) exp(−jϕ) − cos(2β)

)
(12)

with eigenvectors as
exp(jϕ)ux ± juy (13)

and the eigenvalues are
− exp(±j2β) (14)
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5. BEHAVIOR OF THE POLARIZATION

The polarization vector p describes the polarization state (character of a complex vector) of a
complex vector a. It is defined as [4]

p(a) =
a× a∗

ja · a∗ (15)

The handedness of the vector is positive when looked into the direction of the vector. The magnitude
|p| = 2b/(1+b2) gives information about the ellipticity of the vector (b is the axis ratio of the ellipse).

The polarization vector for the eigenpolarizations can be seen to be simple:

p = ∓<{P}|P | uz = ∓ cosϕuz (16)

In other words, the polarizations are of opposite handedness but have the same elliptical shape. In
addition, the polarization does not depend at all on the parameter β. Figure 1 shows the axis ratio
of the eigenpolarization depending on ϕ. We can see the monotonous change from the circularly
polarized PEMC case to the linear polarization for the fully anisotropic surface.
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Figure 1: The axis ratio of the eigenpolarizations in normal-incidence reflection from the generalized PEMC
boundary, as function of the ϕ parameter. The case ϕ = 0 corresponds to the pure PEMC surface.

6. CONCLUSION

A generalization of the fully non-reciprocal PEMC boundary condition in the form (7) retains the
non-diagonal character of the PEMC impedance dyadic (5) but extends the isotropy of a pure PEMC
case into anisotropic boundaries. In addition, the modification introduces a reciprocal component
into the boundary. The boundary is lossless, in other words all incident fields are reflected with
reflection coefficient |R| = 1. As is known, a PEMC boundary rotates the polarization plane of
a linearly polarized incident field in reflection, and hence the additional parameteric dimension
that the generalized PEMC boundary offers gives interesting potential for polarization control of
electromagnetic waves.

Promising progress toward practical realizations of PEMC-metasurfaces has been documented [6].
The materialization of generalized PEMC surfaces of the type that was outlined above is certainly
conceivable due to the fact that the additional parameters correspond to anisotropic but reciprocal
effects.
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Abstract— In this paper, we prepared the 3-inch magneto-optical (MO) single crystal garnet
film with the composition of (TmBi)3(FeGa)5O12 by Liquid phase epitaxy (LPE) from lead-
free flux. The MOgarnet films are grown on Gd3Ga5O12 (GGG (111)) substrate because of
the good lattice match between the film and the substrate. In our experiment, we choose the
Bi2O3 as the fluxing agent not frequently-used PbO because the latter is poisonous and brings
negative impact to the growth film. The good films with low defects, mirror surface, high Faraday
Rotation angle(FR) and big thickness have been obtained by optimizing the flux ratio and LPE
technological parameters. The thickness of the film can reach about 50–60 micrometers in 3-
inch GGG substrate. The optimal growth rate is 0.85 . . . 0.95 µm/min, and mismatch between
TmBiIG film and GGG substrate gets its smallest and good magnetic and MO properties have
been obtained with this growth rated. The biggest FR is 0.54 degree/ µm as the external magnetic
field is as small as 25 Oe. The Ms and Hc of TmBiIG film reaches its biggest and smallest value
as the growth rate is 0.92 µm/min, respectively, and the value is 50 emu/cm3 and 5 Oe.

1. INTRODUCTION

Garnet films have been shown to be good material for MO application in high performance optical
communication devices due to their high FR and low propagation loss [1–4]. A wide range of
techniques have been applied to fabricate MO garnet films including liquid phase epitaxy (LPE),
pulsed laser deposition (PLD) and radio frequency (RF) magnetron sputtering. In order to obtain
the 45◦FR in optical communication device, the thickness of single-crystal garnet film should be
more than dozens of micrometers. However, it is very difficult to grow so thick film with PLD
or RF sputtering because of the non-equilibrium growth mode, so the LPE is the only feasible
method to grow the thick film. Generally, the pure Y3Fe5O12 (YIG) film is not desirable for MO
devices because of its small FR and the bismuth (Bi3+) substitute garnet film (Bi: YIG) is the
best choice. In Bi: YIG film, Bi3+ ions substituted the part of Y3+ ions on dodecahedron sites,
and FR increases with the increase of bismuth content, since Bi3+ can increase the multiple split
of energy level that excited by Fe3+ sub-lattice. However, the diameter of Bi3+ is bigger than Y3+

and leading to the lattice expound of the film and mismatch between the film and GGG substrate,
and results in the failure epitaxy. There are two ways to solve this problem, one is growing the film
on substitute GGG substrate which with the bigger lattice constant; This has been investigated by
some groups, G. Y. Kima [5] and the researchers of Korean [6] Ceramic Society have reduced the
mismatch of the film and the substrate by changing the characteristics of the substrate and grown
MO garnet film on SGGG substrate; Another way is introducing the ions with small diameter
to compensate the lattice expound because of Bi3+ ions, Lu3+, Ga3+, Yb3+, Ho3+ et al., are the
normal choice. LuBiIG [7–11], Bi: YIG [12], Bi: YbIG [13] and (HoYb)3−x−yCexBiyFe5O12 [14]
have been prepared by LPE on GGG substrate. But both of them can’t epitaxial thick film more
than tens of micrometers, and the maximum FR is corresponding to a huge magnetic field.

The main work of this paper is finding the best technology of preparing the (TmBi)3(FeGa)5O12

more than 50µm with big FR with the external magnetic field less than 75Oe. Non-magnetic Bi3+,
Tm3+, Ga3+ and Fe3+ ions were incorporated into the garnet matrix for the purposes of improving
the lattice match between the film and the GGG substrate to guarantee the single crystal garnet
film can be prepared by liquid phase epitaxy (LPE) method, and lead-free flux has been applied
in order to decrease the absorption and increase the FR. Finally, high quality garnet films were
successfully fabricated on GGG (111) substrate by LPE method with Bi2O3 as the melting agent
by optimizing the growth conditions. The crystal structure, microstructure, magnetic and MO
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properties were investigated in detail. Our results indicate that the thick garnet film has a perfect
micro-structure,mirror surface and good MO and magnetic properties.

2. EXPERIMENT

In our experiment, the non-magnetic GGG (111) single crystal substrate was applied due to its
good match to the garnet film in both lattice constant (12.383 Å) and thermal expansion coefficient
(9.2 × 10−6/◦C). The oxides of Bi2O3, Ga2O3, Tm2O3 and Fe2O3 with high purity (99.999%)
were mixed completely and then melted in a platinum crucible at 1000 . . . 1050◦C for 24 h. The
solution was homogenized by stirring with a platinum paddle for another 12 h at 1000◦C, and then
cooled to the growth temperature. The substrate was mounted on a platinum holder with a small
slant angle to the liquid surface. During the growth, the substrate was rotated at a rate of 60 . . .
100 rpm/min, and the rotation direction was reversed with a fixed period. The growth rate of the
film can be controlled by the growth temperature and the rotation speed. When the film growth
was finished, the substrate was lifted from the flux, and hovered above the flux surface for 10 . . .
60min to drop out the appendiculate flux. Finally, the film/substrate was withdrawn from the
furnace slowly to avoid the formation of micro-cracks due to surface shrinking (thermal expansion),
and then cleaned in a hot nitric acid to eliminate the residual flux. By this method, three-inch
Tm2.28Bi0.72Fe4.3Ga0.7O12(TmBiIG) films were successfully fabricated on GGG substrates.

Table 1: Parameters for growing TmBiIG film by LPE method from lead-free flux (Ts is saturation temper-
ature, Tg is growth temperature, VR is rotation speed in growth process.

Flux Composition Ts Tg VR Interval of rotation reversion
Tm2.28Bi0.72Fe4.3Ga0.7O12 928◦C 880 . . . 920◦C 60 rpm/min 5 s

A typical growth condition applied in our experiments is listed in Table 1. It is noted that the
furnace temperature profile in the grown zone is strictly controlled with a variation less than 0.1◦C,
and a rotation that changes direction every 5 s during the growth is used to obtain a uniform film.
The growth rate of the film is calculated from growth temperature and rotation speed to be 0.45
. . . 1.45µm/min. The growth time is about 40 . . . 130min, thus a thickness of about 50 . . . 60µm
on each side of GGG substrate is expected for our epitaxial TmBiIG thick film.

The crystal graphic and surface morphology of the film were examined by a Bede D1 x-ray
diffractometer (XRD) with Cu Kα radiation, a SEIKO SPA-300HV atomic force microscope (AFM)
respectively. The magnetic characteristics were measured using VSMVT-800 vibrating sample
magnetometer (VSM), and the MO characteristic was determined with Faraday loop tracer.

3. RESULTS AND DISCUSSION

The growth temperature of (TmBi)3(FeGa)5O12 film is broad which is about 880 . . . 920◦C. Growth
rate of the film decreases with the increasing growth temperature and can be changed from 1.45
. . . 0.45µm/min. As shown in Fig. 1, the growth rate decrease of 0.035µm/min when the growth
temperature increase of 1◦C from point A to point B, and that value increases as the increasing
temperature, it is 0.0468µm/min from point B to C. In our experiment, the very thick film were
grown and the garnet content in flux is decreasing distinctly during the growing process and leading

Figure 1: The growth rate depends on growth temperature.
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to decreasing growth rate, so we should decreasing the growth temperature to compensate that.
For example, it is about 3.2 g garnet is extracted from the flux for growing 3-inch 50µm thick film,
the growth temperature is decreased from 926 . . . 922◦C during the growth process.

In our experiment, the Bi2O3 replaced the PbO as the flux agent, and it acts as both the flux
agent and composition of the film and does not bring other impurities to the film. But the flux is
with high viscosity and can’t be removed from the substrate after growth. The traditional method
of removing the flux is rotating the film with high speed, but it not suitable for (TmBi)3(FeGa)5O12,
because its growth mechanism is different with the pure YIG. So we have to find another way to
solve this problem. The “buffer method” is applied in our experiment which hovering the film just
above the melt at the growth temperature for a long time to wait the flux flow along the declining
substrate, and the time is decided by the thickness and the size of the film, it is usually from 10
. . . 60 min.

Figure 2(a) shows 3-inch thick TmBiIG film sample, the thickness of film is 60.04µm, and it
is obvious that the sample surface is mirror, the film is clean and flat, and no micro-cracks and
residual flux droplets are observed. The RMS surface roughness, estimated from the AFM image
shown in Fig. 2(b), is as small as about 2 nm.

(a) (b)

Figure 2: (a) The 3-inch thick TmBiIG film sample, (b) AFM picture of the TmBiIG film. Thickness of
sample is 60.04 µm. Growth rate is 0.71 µm/min. Growth temperature is 905 . . . 900◦C.

The lattice constant match between the film and substrate is very important to grow the large
size thick film, because the stress will increase obviously with increasing of film thickness and size
and leading to the crack of the film. The composition of garnet film is Tm2.28Bi0.72Fe4.3Ga0.7O12,
only the lattice constant of garnet film with this composition will matched the lattice constant of
GGG substrate and the film can be grown by LPE method. Fig. 3 shows the XRD patterns of
(TmBi)3(FeGa)5O12 film on GGG (111) substrate. It can be seen that the TmBiIG film exhibits a
perfect crystalline structure with (444) diffraction peak, indicating that the film is a single garnet
phase. The lattice constant of the film is 12.445 Å, and the lattice mismatch between the film and
the substrate is as small as 0.05%. Such a small mismatch is due to the ionic radius compensation
of Bi3+ and Tm3+ ions in the film. As we know, Bi3+ has a larger ionic diameter than Y3+ and

Figure 3: Figure 3 shows the XRD patterns of (TmBi)3(FeGa)5O12 film on GGG (111) substrate. Thickness
of sample A is 14.53 µm. Growth rate is 1.45 µm/min. Growth temperature is 895◦C. Thickness of sample B
is 9.18 µm. Growth rate is 0.92 µm/min. Growth temperature is 910◦C. Thickness of sample C is 9.02 µm.
Growth rate is 0.45 µm/min. Growth temperature is 920◦C.
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Fe3+ ions. Therefore, for the Bi3+-doped garnet film the lattice constant solely increases with the
Bi3+ concentration. Tm3+ ions, with smaller ion diameter, can balance out the lattice mismatch
that occurs with Bi3+-doped garnet film.

The Mismatch between the film and substrate can be expressed by,

σ =
de − ds

ds

de is the spacing (444) of epitaxial films, ds for substrate, σ is the mismatch. The lattice constant
of epitaxial film can be modified by growth temperature and growth rate, so the mismatch σ can
be adjusted to near zero to grow thick film. It is impossible to grow thick film when the lattice
mismatch is bigger than 0.05%, just like point A and point C in the top right corner of Fig. 3, the
films cracked when the thickness were more than 10µm.

Figure 4(a) shows the magnetic hysteresis loop of (TmBi)3(FeGa)5O12 film were measured un-
der the condition of room temperature along in-plane and perpendicular-plane. The saturation
magnetization (Ms) and coercive force (Hc) depends on growth rate is shown in Fig. 4(b) it can be
seen that the easy axis of TmBiIG film is along the perpendicular because of the growth anisotropy
by Bi3+ [15].

(a) (b)

Figure 4: (a) The magnetic hysteresis loop of (TmBi)3(FeGa)5O12 film were measured under the condition of
room temperature along in-plane and perpendicular-plane directions. (b) The Ms and Hc depend on growth
rate.

Figure 4(b) shows the Ms and Hc of the TmBiIG films depends on the growth rate. In general,
Ms is determined bythe Fe3+ magnetic ion content in the tetrahedral and octahedral sites. Ga3+

is non-magnetic ions, when it is incorporated into the garnet crystal lattice, it will substitute the
Fe3+ ion in tetrahedron and octahedral sites, and result the decreasing of Ms of the film. The
content of Ga3+ ions which incorporate into the garnet film is various slightly as the growth rate
is different, so the Ms of the film changes with the growth rate slightly. In YIG crystal, a unit of
each formula have 2Fe3+ (a) and 3Fe3+(d), their magnetic moment against each other in parallel,
the total magnetic moment is equal to the net magnetic moment of 1Fe3+. The total magnetic
moment of the lattice for Fe3+ will be reduced due to the non-magnetic Ga3+ ions occupy the
position of Fe3+ (d). So Ms is much lower than YIG garnet material. The Ms and Hc of TmBiIG
film reaches its biggest and smallest value as the growth rate is 0.92µm/min, respectively, and the
value is 50 emu/cm3 and 5 Oe.

The FR of (TmBi)3(FeGa)5O12 film were measured at the wavelength of 633 nm along the
perpendicular-plane. The Fig. 5 shows the relationship between FR of TmBiIG film at different
growth rate and external magnetic field. We can see that the FR all reach their maximum value
as the external magnetic field is smaller than 75Oe, it is a desirable value for the MO film applied
in devices, means that the MO component can be driven by flat magnetic field, it is beneficial to
reduce the volume and weight of the devices. Additionally, the Faraday loop traces are different as
the growth rate because the composition of the film changed slightly with the growth rate. We can
see that the FR reaches 0.54 degree/µm when the growth rate is 0.87µm/min. It is because that
the film has more Bi3+ in the composition of the film.
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Figure 5: The relationship between FR and external magnetic field.

4. CONCLUSION

In this paper, 3-inch MOTmBiIGthick film was synthesized by LPE method. The Bi2O3 was
applied as flux agent replaces the normal PbO flux. The effects of the growth rate on the structure,
magnetic and MO properties were studied experimentally. Results show that the MO and magnetic
properties of the TmBiIG film can be modified by growth rate. We can grow the TmBiIG film with
thickness of 50–60µm as the growth rate between 0.8 to 0.9µm/min, the mismatch between the
film and substrate can be near zero. The FR reach its biggest value 0.54µm/min, this is due to
the slightly increase of Bi3+ in the film composition and leading to the splitting of excited energy
lever caused by bismuth ion substitution.
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Abstract— Polymer-stabilized blue phase liquid crystal was used to generate polarization-
independent finite energy Airy beam. The intensity of output Airy beam was unchanged while
rotating the linear polarization direction of illumination laser. This device also exhibited advan-
tages of simplified fabrication process, and fast opto-electro response time.

1. TECHNICAL SUMMARY

1.1. Objective and Background
Blue phases (BPs) are special phase between the isotropic and chiral nematic phase of liquid crystal.
The applications of BPs are limited due to its narrow temperature of around 2 K, which can be
improved by adding a small concentration of polymer to form polymer-stabilized blue phase liquid
crystal (PS-BPLC) [1]. Because of its intrinsic features, e.g., sub-micro second response time, PS-
BPLC is thought to be a good choice for next generation display [2–5]. The blue phase liquid
crystal is useful for fabricating tunable polarization-independent photonic devices, due to the Kerr
effect-induced birefringence under external electric field [6, 7].

Airy beam is a kind of beam with acceleration and non-diffraction during propagation [8, 9].
It has been widely used in optical manipulation, plasma channel generation and optical vortex
generation [10–12]. Different kinds of ways have been used to generate finite Airy beam, such
as spatial light modulator, phase mask [11], or liquid crystal/polymer [13, 14]. However, in all of
mentioned ways, polarized light source is required for phase difference generation, thus a great
part of energy is wasted before it meets the Airy beam generator. Therefore, photonic device with
non-polarization incident light is highly desirable. In this letter, a PS-BPLC Airy beam cell with
binary-phase is demonstrated in vertical filed driven (VFD) mode. It has advantages of polarization
independence, electrically tunable property, wide working temperature range, fast response time,
and easy fabrication.

The finite energy Airy beams is generated through multiplying an exponential aperture function
by the Airy function, and in initial condition we have [8]:

φ(s, ξ = 0) = Ai(s) exp(as) (1)

where ϕ represents the electric field envelope, s = x/x0 is a dimensionless transverse coordinate,
where x0 is an arbitrary transverse scale, ξ = z/kx2

0 is the normalized propagation distance, where
k is the wavenumber of the optical wave, and a is a positive parameter.

When a ¿ 1, the finite energy Airy beams will closely resemble the Airy functions and could
be expressed by [9]:

φ(ξ, s) = Ai[s− (ξ/2)2 + iaξ] exp[as− (aξ2/2)− i(ξ3/12) + i(a2ξ/2) + i(sξ/2)] (2)

The Fourier transform of finite energy Airy beam, Φ0(k) ∝ exp(−ak2) exp(ik3/3), which can be
treated as a Gaussian function modulated by a cubic phase. For two-dimensional (2D) case, we have
Φ0(kx, ky) ∝ exp[−a(k2

x +k2
y)] exp[i(k3

x +k3
y)/3], where kx and ky are Fourier spectrum coordinates.

2. RESULTS

A two-dimensional (2D) binary-phase pattern of Airy wave packet with cubic phase modulation was
generated from a continuous phase pattern, varying from −11.5π ∼ 11.5π in 0.43 cm, by choosing
the phase value delay between 0 ∼ π as 0 and π ∼ 2π as π, respectively. An indium-tin-oxide (ITO)-
coated glass substrate was recorded the phase pattern through a photomask by photolithographic
method. A cell was formed by assemble the patterned ITO glass with another blank ITO glass.
The cell gap was d = 8µm controlled by spacers. Here, no rubbing process was needed. The
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cross section of cell and enlarged electrode pattern are shown in Figure 1. The optical property of
PS-BPLC depends on external electric field. The PS-BPLC is optically isotropic without electric
field. The refractive index of PS-BPLC could be approximated to ni = (2ne +no)/3. When electric
field applies, the LC director tends to be parallel to the electric field. Due to Kerr effect, the
PS-BPLC is optically anisotropic. The index ellipsoid thus becomes ellipsoidal, with its optic axis
(nz) parallel to the electric field, as shown in Figure 1.

Figure 1: PS-BPLC in glass cell with patterned ITO and refractive index ellipsoid change of PS-BPLC under
applied electric field.

The induced ordinary refractive index of BPLC no(E) varies with the strength of electric field.
Therefore, the phase difference between regions with and without electrode is expressed by: Γ =
2π
λ [no(E)− ni]d, where λ is the wavelength.

The LC/monomer mixture consists of 59.55 wt% nematic LC host MLC-2142 (Merck), 30.18 wt%
chiral dopants (22.49 wt% CB15 and 7.69 wt% R-1011, Beijing Ba Yi Space), 9.27wt% monomers
(5.72wt% RM257, Merck, and 3.55wt% TMPTA, Sigma-Aldrich), and 1 wt% photoinitiator Darocur
1173 (Sigma-Aldrich). The mixture was heated up to an isotropic phase of liquid crystal and filled
into the cell. Then, the sample was cooled down at a rate of 0.1◦C/min. The blue phase showed
within range of 39.4◦C to 32.0◦C. To generate the finite Airy beam, an expanded and collimated
He-Ne laser beam (633 nm) was used to illuminate the PS-BPLC cell. A neutral density (ND) filter
was used to adjust intensity of laser. Two polarizer and one quarter wave plate were used to control
and monitor the polarization status of light. The polarization of light from the first polarizer was
set to have angle 45◦ to the fast and slow axis of quarter-wave plate to generate circular polarized
light, the second polarizer was used to control the polarization of output light. A spherical lens,
with focal length of f = 20 cm, was located after the sample at distance of focal length for Fourier
transform. The Fourier transform or Airy beam was obtained behind the lens and collected by a
screen behind. Without external voltage, the phase difference Γ was zero. When external voltage
applied, the electric field induced Kerr effect started to change the refractive index of PS-BPLC
in the region with electrode, thus changed the phase difference between those two regions. Fig-
ures 2(a)–2(c) show the PS-BPLC image obtained by optical microscopy at different voltages of 10,
35, and 45 V, respectively.

 

Figure 2: Image of PS-BPLC cell at different voltages, (a) 10V, (b) 36 V, (c) 45 V, the frequency is 10Hz.

The images of simulated and actually generated finite Airy beam are shown in Figures 3(a)–3(b)
respectively. The generated finite Airy beam was consisted with the simulated one. It is noticed
that, the changing input polarization of light didn’t influence the output finite Airy beam profile,
which meant that this kind of photonic devices, based on PS-PBLC, had no specially requirement
on the polarization of input light, thus polarization independent. The PS-BPLC cell had a fast
opto-electro response time. The PS-BPLC sample was measured to have rise time of τ rise = 526µs
and decay time of τdecay = 678µs, respectively, where the rise and decay times were defined as
10%–90% transmittance change of main lope of generated Airy beam.
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Figure 3: (a) Simulated and (b) experimentally generated finite Airy beam.

3. IMPACT

In summary, we demonstrated a PS-BPLC based finite Airy beam. The PS-BPLC Airy beam
cell has simplified fabrication process, wide working temperature range, polarization independence,
electrically tunable property, and fast opto-electro response time. The intrinsic features of PS-
BPLCs also make it useful for application in other tunable binary-phase diffractive optical elements
and photonic devices.
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Abstract— Resonant properties of subwavelength voids in strongly anisotropic (hyperbolic)
metamaterials were investigated by means of spherical harmonics expansion. These harmonics,
being eigen resonances in isotropic environment, are nontrivially coupled by strong anisotropy
and corresponding boundary conditions. Eigen resonances of the void are linked to the local field
corrections for spontaneous emission rates inside metamaterial environment.

1. INTRODUCTION

Spontaneous emission processes are efficiently manipulated by nano-structured environment, which
could almost on demand control both rates and coherence of quantum emitters [1]. Local density
of states, being the key characteristic of electromagnetic space, could be dramatically enhanced
by so-called hyperbolic metamaterials — strongly anisotropic artificial composites [2, 3]. However,
radiating sources, situated inside a material, strongly interact with their surrounding by inducing
additional local polarizations of the matter. One of the well-established approaches, enabling
to address this issue, is the Clausius-Mosotti theory, which introduces a virtual cavity around
an emitter [4]. This virtual void, being non-resonant for transparent dielectric environment, has
nontrivial eigen resonances in the case of hyperbolic metamaterial. Investigation of the nature of
these resonances and their impact on the local field correction for emission processes will be studied
here.

2. QUASISTATIC MODEL FOR SPHERICAL VOID INSIDE ANISOTROPIC UNIAXIAL
MEDIUM

We consider a subwavelength spherical void with radius R and dielectric constant εin situated inside
anisotropic uniaxial medium with the dielectric tensor εout = diag(ε‖, ε‖, ε⊥).

The problem of eigen modes of the system was solved in the quasistatic limit by adopting Laplace
equation for electric potential u:

{
∂2u
∂x2 + ∂2u

∂y2 + ∂2u
∂z2 = 0, r ≤ R

ε‖ ∂2u
∂x2 + ε‖ ∂2u

∂y2 + ε⊥ ∂2u
∂z2 = 0, r > R

(1)

The appropriate boundary conditions for normal field components are following:

Din
n

∣∣
R−0

= Dout
n

∣∣
R+0

. (2)

In the case of isotropic embedding medium the resonances (material must have negative permit-
tivity in order to support a one) have well-defined sequence — dipole, quadrupole, and higher-poles,
defined by spherical harmonic decomposition. However, in the case of anisotropic medium all spher-
ical harmonics are non-trivially coupled via boundary conditions.

The well-known solution of the first equation in (1) may be written in spherical coordinates [5]:

uin =
∞∑

n=1

AnmPm
n (cos θ) Rn+1(cosmφ + sinmφ) (3)

But the potential uout outside the sphere can be obtained by using scale transformation theory [5]
in a more complex form

uout =
∞∑

n=1

FnmPm
n

(
cos θ

q

)(√
ε⊥

Rq

)n+1

(cosmφ + sin mφ) (4)
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where denominator q =
√

k sin2 θ + cos2 θ, coefficient k = ε⊥
ε‖

, Pm
n — associated Legendre poly-

nomial, Anm, Fnm — indeterminate coefficients. In this work we consider the case of azimuthally
uniform oscillations to coordinate (m = 0).

We substituted solutions (3) and (4) in the boundary condition (2), and further we multiplied
the resulting expression by Pn(cos θ) and integrated over spatial angle we obtain the linear system
of equations for the indeterminate coefficients:

εinRk−1Ak = −ε‖
∞∑

n=1

Fn(n + 1)
Rn+2

∫ π

0
Pn

(
cos θ

q

)(√
ε⊥
q

)n+1

Pn(cos θ) sin θdθ

+
(
ε‖ − ε⊥

) ∞∑

n=1

Fn(n + 1)
Rn+2

∫ π

0
Pn

(
cos θ

q

)(√
ε⊥
q

)n+1

Pn(cos θ) cos2 θ sin θdθ

− (
ε‖ − ε⊥

) ∞∑

n=1

Fn(n + 1)
Rn+2

∫ π

0
Pn

(
cos θ

q

)(√
ε⊥
q

)n+1

Pn(cos θ) cos θ sin2 θdθ (5)

In this system Legendre polynomial with different arguments are not orthogonal as the result,
causes the coupling between harmonics.

3. RESULTS AND DISCUSSION

Uniaxial material, having well-defined crystallographic axis in its natural Cartesian coordinate
system, was transformed into full 3× 3 tensor in the spherical system, appropriated for solution of
the spherical cavity.

εout =




ε‖ −
(
ε‖ − ε⊥

)
cos2 θ

(
ε‖ − ε⊥

)
cos θ sin θ 0

0 ε‖ −
(
ε‖ − ε⊥

)
cos2 θ 0

0 0 ε‖


 (6)

The presence of off-diagonal terms, calculated with the help of scale transformation theory [5],
breaks the natural rotation a symmetry of the problem. Consequently, eigen resonances of the
void are described now by infinite series of spherical harmonics. The convergence of these series is
strongly dependent on the strength of anisotropy. In the case of extreme anisotropy — hyperbolic
metamaterial (ordinary and extraordinary permitivities have different sign) [2] the convergence is
enabled solely by introduction of Joule losses. In order to address the impact of anisotropy on
the radiation pattern, the boundary problem with the dipolar extrication was solved. While the
classical dipole pattern appears at the classic isotropic case (Fig. 2), the strongly anisotropic regime
manifests itself in multiple harmonic generations outside the void (Fig. 2–Fig. 4). The impact of
these harmonics on the radiation will be addressed.

Figure 1: Geometry of problem. Figure 2: Radial components of electric field, ex-
cited by point vertically polarized dipole, situated
in spherical void situated inside an isotropic medium
(εin = 1, εout = 3).
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Figure 3: Radial components of electric field, ex-
cited by point vertically polarized dipole, situated
in spherical void situated inside an anisotropic (el-
liptic) medium (εin = 1, εout = diag(2, 2, 3)).

Figure 4: Radial components of electric field, ex-
cited by point vertically polarized dipole, situated in
spherical void situated inside an anisotropic (hyper-
bolic) medium (εin = 1, εout = diag(2, 2,−3+0.1i)).

In this paper we have used the scale transformation theory to consider the electric fields inside
and outside subwavelength spherical void and have investigated the resonant properties of sub-
wavelength voids in anisotropic (elliptic, hyperbolic) metamaterials by means of spherical harmon-
ics expansion. These harmonics are nontrivially coupled by strong anisotropy and corresponding
boundary conditions. Also we have solved the boundary problem with the dipolar extrication.
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Abstract— In this contribution, we review our recent activities in the design, fabrication and
characterization of polymer THz waveguides. Besides the THz waveguides, we finally will also
briefly show some of our initial results on a novel hybrid polymer photonic crystal fiber with
integrated chalcogenide glass layers.

1. INTRODUCTION

Waveguides and functional devices in the Terahertz range have attracted considerable interest in
recent years because they can offer the opportunity to develop compact, reliable and flexible THz
systems

In this paper, we will first present a novel polymer (TOPAS) solid-core Photonic Crystal Fiber
(PCF) with ultra-wide bandwidth, which is bendable and has low loss and unique dispersion prop-
erties. Then we demonstrate both numerically and experimentally a novel band-gap THz fiber
design, which consists of a honeycomb cladding structure with a porous core. This structure uses
Photonic Bandgap (PBG) guidance, while keeping the loss at low levels due to its special porous-
core. Last but not least, we will also demonstrate a special design of a broadband THz directional
coupler, which uses mechanical down-doping of the two cores. We show how this provides a broad
bandwidth with relative low device loss and we performe a detailed optimization of the coupler
design to maximize bandwidth and minimize loss.

Besides THz waveguides and devices, we also demonstrate a novel way to develop hybrid poly-
mer photonic crystal fiber with integrated chalcogenide glass layers based on a solution-processed
method. The proposed integration method allows the deposition of nanofilms with a wide range of
nonlinear glasses and potentially offers the possibility for multi-layer deposition of different glasses
inside the holes of the polymer PCF.

2. SOLID-CORE PCFS

We fabricated THz fibers based on the structure of solid-core PCFs [1], which guides by total
internal reflection. The fibers were fabricated by using drill-and-draw technology and made of
the cyclic olefin co-polymer TOPAS. The reason for using TOPAS is because it has very low loss
and flat dispersion in the THz range. The images of the fabricated fibers with two different hole
diameter (d) to pitch (Λ) ratios are shown in Figs. 1(a) and 1(b).

The fiber loss, measured using the cutback method, is shown in Fig. 1(c). The results show
that the fiber can have propagation losses lower than the bulk material loss of TOPAS (gray line
in Fig. 1(c)).

The spectrograms in Figs. 1(d) and (e) show a short time FFT of the THz pulse after propagation
through a 26mm Small-Mode Area (SMA) fiber and through a 29mm Large-mode area (LMA)
fiber, respectively. Overlaid on the spectrograms are the time traces of the electric field of the THz
pulses. The results show the strong dispersion of the SMA fiber and small dispersion of the LMA
fiber, which agree well with the calculated dispersion profiles shown in Figs. 1(f) and 1(g). Due
to the strong confinement of the field in the solid core the fibers can be bent without significant
increase in loss [1], which indicates that the proposed fibers are tolerant towards sharp bends of
the fiber.

3. POROUS-CORE PBG TYPE FIBERS

Although some polymer materials such as TOPAS [1] and Zeonex [2], have relative low loss in the
THz region compared to other polymer materials such as PMMA, their loss levels are still high.
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(a)

(b)

(c)

(d) (e)

(f) (g)

Figure 1: (a) Image of the LMA and (b) SMA fibers, respectively. (c) Frequency dependant loss of the LMA
fiber. Spectrogram and temporal profile of the THz pulse after propagation through (d) 26 mm SMA fiber
and (e) 29 mm LMA fiber. Calculated dispersion for (f) SMA and (g) LMA fiber.

Dry air is transparent in the THz region and thus an effective approach to lower the propagation
loss of a THz waveguide is to maximize the fraction of the power propagating in air, while still
being confined to a waveguide. Towards this point, hollow-core PBG fibers are good candidates
due to the fact that they can confine most power in the air-core as well as have flexibility in the
design of critical parameters such as center frequency, bandwidth, and dispersion. However, good-
quality hollow-core PBG THz fibers have so far been difficult to draw, mainly due to the different
expansion ratios of holes with different diameter during the drawing process.

To overcome the fabrication problems of differently sized holes in the hollow core THz fiber, a
novel porous-core honeycomb bandgap design was numerically and experimentally investigated [3, 4].
Basically it consists of a hollow-core PBG THz fiber cladding structure (honeycomb) with a porous
core (the same size as cladding hole) inserted into the hollow core. This allows PBG guidance,
while still keeping the loss low due to the porous core. Due to the increased effective index of the
core, the cladding PBG structure is a honeycomb structure, which from optical fibers is known to
more easily allow broad bandgaps.

The fact that all air-holes are of the same size results in a fiber that can be drawn with much
higher precision and reproducibility than a corresponding air-core fiber. Figs. 2(a) and 2(b) show an
idealized structure and a microscope image of the end facet of the proposed porous-core honeycomb

(a) (b)

Figure 2: (a) Idealized structure used in the simulation (d = 165 µm, Λ = 360 µm). (b) Microscope image
of the actual fiber.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 2049

bandgap THz fiber, respectively. The high-precision hole structure provides very clear bandgap
guidance and the location of the two measured bandgaps agree well with simulations based on
finite-element modeling (not shown here). Moreover, it was shown in Figs. 3(a)–(d) that cladding
mode can be effectively stripped away by adding an absorptive water layer around the fiber. Fiber
loss measurement results shown in Figs. 3(e)–(g) reveal the frequency-dependent coupling loss and
propagation loss, and the fact that the fiber propagation loss can be significantly lower than the
bulk material loss (dash line in Fig. 3(g)) within the first band gap between 0.75 and 1.05 THz.

4. 3-dB THz FIBER DIRECTIONAL COUPLERS

Due to the progress in THz fibers and waveguides, it has now become possible to develop THz
devices. THz directional couplers are particularly interesting due to their controllable directional
power transfer between fiber cores. However, most of the reported THz couplers have in common
that they only have a constant coupling length over a narrow bandwidth. For removing the band-
width limitation, very recently, one kind of broadband THz directional fiber coupler working in
the THz region was proposed [5, 6]. Broad transmission was achieved by using down-doping in two
cores of a dual-core PCF. Instead of normal chemical down-doping a mechanical down-doping was
implemented by using a triangular array of air holes, which can be easily achieved by drill-and-draw
technology [1]. The cross section of the proposed coupler, together with an enlarged view of the
doped core is shown in Fig. 4(a). The downdoped cores experience mode-field diameter minima

(a) (b)

(c) (d)

(e) (f)

(g)

Figure 3: Measured THz pulse for (a) reference signal and (b) transmitted pulse through a 5 cm long hon-
eycomb fiber with water (red curve) and air (blue curve) around the surface. Short-time Fourier transforms
of the transmitted waveforms in (b) are shown in (c) and (d), respectively, with simulated group velocity
arrival times of the spectral components overlaid. (e) Relative transmission of the fiber with different lengths.
(f) Coupling loss (red symbols), (g) Frequency dependent propagation loss of the fiber (blue data markers)
and material loss of TOPAS (dashed line).

 
(a) (b) (c)

Figure 4: (a) Cross section of the air-doped dual-core coupler. (b) Electric field profiles at 0.9THz (y
polarization) of even and odd super-modes. (c) Optimum FOM (Λ = 682.5 µm and Λc = 102.375 µm at
m = 1) versus d/Λ and scaling factor m. Black dashed lines have fixed center frequency from 0.6 to 1.4THz
with a step of 0.1THz. White dashed lines have fixed 3-dB bandwidth from 0.15 to 0.4THz with a step of
0.05THz (right to left).
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(corresponding to maximum coupling length), at which the first derivative of the coupling length
vanished, which results in a bandwidth broadening.

Due to the existence of a huge parameter space (d, Λ, dc, Λc), further work was done by a
thorough numerical design optimization of the structure parameters. Optimizations were performed
by using a figure of merit (FOM), which takes both the 3-dB bandwidth and device loss into
account [5, 6]. Fig. 4(c) shows the optimum FOM of the coupler for different d/Λ as a function of
a scaling factor, which scales, or multiplies, all geometrical parameters of the coupler. Note here
that the optimum FOM without scaling is obtained by fixing Λ = 682.5µm. Simulation results
show that at a center frequency of 1 THz a structure with suitable parameters can have a large
bandwidth of 0.25 THz and relative low device loss of 9.2 dB [6]. In the work, single-mode guidance
within the desired working region was also verified for the optimum coupler (not shown here).

5. HYBRID POLYMER-CHALCOGENIDE PCFS

A novel hybrid polymer PCF with integrated chalcogenide glass layers was fabricated using a
solution-based method [7]. Fig. 5(a) shows a SEM image of the initial fabricated PMMA PCF and
Fig. 5(b) shows the SEM image after the deposition of the chalcogenide films inside the cladding
holes of the fiber (using a concentration of ∼400mg As2S3 in 1 mL of n-butylamine). After the
solvent evaporation, energy dispersive X-ray (EDX) analysis was used to verify the existence of
As (arsenic) and S (sulfide) lines as can be seen from Fig. 5(c). Fig. 5(d) shows the normalized
transmission (black line) of a 4-cm long hybrid fiber and how the transmission edge shifts after the
increase of the power (red line). This is because the ultra-high Kerr nonlinearity of the chalcogenide
glass makes the polymer PCF nonlinear and consequently red-shifts the long wavelength band edge
as the power increases. The proposed fabrication technique constitutes a new highway towards
all-fiber nonlinear tunable devices based on polymer PCFs.

(a) (b)

(c) (d)

Figure 5: SEM image of the (a) fabricated PMMA PCF and (b) the hybrid chalcogenide/PMMA PCF.
Inset is magnified single hole showing the thickness of the chalcogenide film to be ∼400 nm. (c) Energy
dispersive X-ray spectroscopy verifying the existence of the Arsenic and Sulfide elements on the inner wall
of the air-holes. (d) Normalized transmission spectrum of the hybrid fiber at two different power levels.
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Abstract— The purpose of this paper is to investigate the use of equivalent-layer models for
the analysis of finite-size carbon-fiber composite materials. A macroscopically equivalent model
based on the homogenization technique, which is a more efficient method for analyzing fiber
composite is investigated. Finite size composite slabs, consist of loose carbon fibers mixed with
resins, are used to validate the equivalent models. Different thicknesses and sizes of the slabs, as
well as relative volume of carbon fibers are considered. It is found that the breakdown frequencies
of equivalent models vary significantly with the various geometries. It is important to validate
the equivalent models of each finite-size composite block before simplifying them in the whole
large structure model.

1. INTRODUCTION

Carbon fiber reinforced composites (CFRC) are being used more widely in the aerospace and
automotive industries as replacement for metals due to the good strength and weight properties [1].
They are realized by a matrix of resin in which high strength carbon fibers are embedded and aligned
along a preferred direction of reinforcement. Despite the many mechanical advantages, composite
materials are not as electrically conductive as metals such as aluminum and titanium. It has an
electrical conductivity that is nearly 1000 times lower than that of most metals [2]. Therefore,
Carbon composite materials usually have poor performance of shielding effectiveness which may
leads to electromagnetic interference (EMI) problems under EM hazards [3].

Full numerical approaches are often used to analyze the influence of composite electrical proper-
ties on the electromagnetic performance. However, prohibitive computational time and computer
memory may be required when thin panels and fibers of composite materials are spatially resolved.
Thus, approximate formulas for the effective material properties are very useful. Previous work
shows that equivalent models with effective electromagnetic parameters are usually proposed for
the analysis of periodic carbon fiber composite materials when the period of the structure is small
compared to the wavelength [4]. Basically, finite-size CFRCs are often constructed as parts of the
large structure system such as aircraft in practical cases. The authors’ interest stems from an
analysis of aircraft structure model with many finite-size CFRC slabs. The applicable frequency
range of equivalent models for finite-size CFRC may vary with different geometries.

In this paper, we firstly review close-form expressions available in the literature for approximat-
ing the effective permittivity and permeability of composite materials. A macroscopically equivalent
model based on the homogenization technique, which is a more efficient method for analyzing fiber
composite is investigated. Several carbon fiber composite slabs are used to validate the equivalent
models. Different thicknesses and sizes of the slab, as well as relative volumes of carbon fiber are
considered. It is found that the breakdown frequencies of equivalent models vary significantly with
the geometries of the composite materials. It is of prime importance to validate the equivalent
models of each finite-size composite block before simplifying them in the whole large structure
model.

2. REVIEW OF KNOWN APPROXIMATIONS FOR EFFECTIVE PARAMETERS

In the earlier past, there has been a great deal of attention toward determining the effective prop-
erties of composite regions based on effective medium theory. Famous formulas from the historical
point of view include Maxwell-Garnett, Bruggeman, and QCA-CP equations in terms of the vol-
ume fractions and properties of the constituting phases [5]. However, these formulas are oftern used
to determine the effective permittivity and permeability of homogeneous and isotropic multiphase
materials, such as a dispersion of dielectric spheres in a homogeneous matrix and particle medium
mixtures.

The present paper consider exclusively with two-phase media. Figure 1(a) shows the geometrical
structure of periodic fiber composite slab and its coordinate system. The composite layer is realized
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by carbon fibers with circular cross-section, having conductivity σf and permittivity εf , embedded
in a matrix resin of conductivity σm and permittivity εm. The cross-section of xy-plane is shown
in Figure 1(b). P is the distance between the carbon fibers, D the fiber diameter and L the overall
thickness of the layer. In this paper, we only consider the two-phase dielectric materials (i.e., the
permeability is assumed to be µ0) with the appropriate invariance in the z direction.

(a) Composite structure (b) Cross section

Figure 1: Carbon fiber composite structure and coordinate system.

As to the inhomogeneous and anisotropic composite materials, an efficient method known as
homogenization has been used to solve problems of this periodic type in reasonable low frequency
ranges. Homogenization technique allows the separation of the average field from the microstruc-
ture. If the period of a periodic structure is small compared to a wavelength, the EM waves see the
composite as an effective anisotropic homogeneous region with tensor permittivity [εh] given by [4]

[
εh

]
=

[
εx 0 0
0 εy 0
0 0 εz

]
. (1)

Among many approximation techniques, the most widely known were the Hashin-Shtrikman (HS)
upper and lower bounds, which were derived in terms of the material parameters and the volume
fraction [6]. They limit εx and εy to a region between two bounds defined as

εL
HS = εm

(1 + g)εf + (1− g)εm

(1− g)εf + (1 + g)εm
, (2)

εU
HS = εf

(2− g)εm + gεf

gεm + (2− g)εf
, (3)

where g is the relative volume of space occupied by the material with carbon fibers,

g = πD2
/
(4PL) (4)

Another approximation technique is the Lichtenecker (Li) bounds depend on the specific geometry
of the unit cell and can be written as

εL
Li =

∫ P

0

dy∫ P
0

dx
ε(x,y)

, (5)

εU
Li =

1∫ P
0

dxR P

0 ε(x,y)dy

. (6)

Previous work has shown that, in general, the HS lower bound is a good approximation for the
effective properties when εf is larger than εm [4]. Similarly, HS upper bound is better when resin
is a denser medium. For more complicated composites, Li bounds are more accurate. However,
these bounds are recommended to be used for composite material with real permittivity. Besides
these bounds, [7] has proposed formulas for the components in (1).

ε−1
x = (1− g)ε−1

m + gε−1
f , (7)

εy = εz = (1− g)εm + gεf . (8)
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This approximation approach is a better estimate for single-panel carbon fiber composite materials.
In general, this homogenous model can be accurate for periods as large as half wavelength [8]. Once
either the frequency of operation or the material of the structures becomes too highly conductive
the homogenization technique begins to break down. Meanwhile, different from infinite periodic
structures, the size of composite materials would influence the applicable frequency range of the
equivalent model. Actually, finite-size composite models are often built for large structures on
analysis of the interaction of EM field in practical cases.

3. DISCUSSION OF EQUIVALENT MODEL FOR FINITE-SIZE COMPOSITE SLABS

In this section, an equivalent model based on approximated formulas (7) and (8) is investigated.
Four configurations with different geometrical parameters of carbon fiber composite slabs are used
for validating the equivalent model. The EM parameters are: εm = 5ε0, εf = 2ε0, σf = 70000 S/m,
σm = 0 S/m. The geometrical parameters of the slabs are given in Table 1. They are illuminated
by an incident plane wave (+y direction) with electric field parallel to z direction, as shown in
Figure 2(a). The magnitude of E-field of plane wave is 1V/m. An observation point (0 cm, 2 cm,
0 cm) is set to get the transmitted electric field strength on the other side of the slabs. By using the
formulas (7) and (8), effective permittivity [εh] can be calculated and an equivalent homogenous
anisotropic model is given in Figure 2(b).

(a) Actual slab (b) Equivalent slab

Figure 2: Setup of finite size slab models.

Table 1: Geometric structures of finite-size carbon fiber composites.

No. Geometry
1 Dimension: 10 cm× 10 cm×2 cm, P = 2 cm, D = 1 cm, L = 2 cm
2 Dimension: 20 cm× 20 cm×2 cm, P = 2 cm, D = 1 cm, L =2 cm
3 Dimension: 20 cm× 20 cm×3 cm, P = 2 cm, D = 1 cm, L = 3 cm
4 Dimension: 20 cm× 20 cm×2 cm, P = 1.25 cm, D = 1 cm, L = 2 cm

The evaluation of breakdown frequency of equivalent model is carried out by computing the
relative differences in the E-field strength at the observation point. The error is defined as the
ratio of E-field strength different over the E-field strength of actual carbon fiber composite model.
The equation for the error is indicated below:

Error =
|Eact − Eeff |

Eact
× 100%, (9)

where Eact is the E-field strength at the observation point for actual composite model. Eeff is for
equivalent anisotropic model. The equivalent model fails when the error is larger than 25%.

Numerical results are obtained with a full-wave tool (HFSS) for these four finite-size composite
slabs. The results are shown Figure 3 and Figure 4. It can be seen that the E-field results of
equivalent model agree well with that of actual composite model in the low frequency. When fre-
quency of operation becomes too high, the equivalent model begins to break down. The breakdown
frequency is 2.9 GHz in Geometry 1 (i.e., the error is larger than 25% after 2.9GHz). Similarly,
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(a) Geometry 1 (b) Geometry 2

Figure 3: E-field strength at observation point in Geometry 1 and Geometry 2.

(a) Geometry 3 (b) Geometry 4

Figure 4: E-field strength at observation point in Geometry 3 and Geometry 4.

the breakdown frequencies are 1.8 GHz in Geometry 2, 3.9 GHz in Geometry 3, 4.6 GHz in Geome-
try 4. Different configurations of finite-size composite slabs results in different frequency limits for
equivalent models.

4. CONCLUSION

Equivalent model based on homogenization technique can be used efficiently to analyze the inter-
action of EM field with carbon fiber composite structures. A macroscopically equivalent model
derived under the assumption of infinite periodic structures is investigated for analysis of finite-size
structure. Several carbon fiber composite slabs are used to validate the equivalent models. Differ-
ent thicknesses and sizes of the slab, as well as relative volume of carbon fiber are considered. The
breakdown frequencies of equivalent models vary significantly with the geometries of the composite
materials. It is of prime importance to validate the equivalent models of each finite-size composite
block before simplifying them in the whole large structure model.
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Abstract— A wavelength-tunable and strongly dispersion-compensating photonic crystal fiber
based on a hybrid structure of dual-concentric-core photonic crystal fiber (DCC-PCF) structure
and depressed-clad photonic crystal fiber (DeC-PCF) is proposed. To enhance the dispersion
compensation effect, we used a hybrid structure of DCC-PCF and DeC-PCF as a basic structure.
In the central core of the hybrid fiber, different kinds of liquid with various refractive indices are
filled into the air hole with appropriate diameter. The numeric results show that the operation
wavelength is determined by the refractive index of the liquid.

1. INTRODUCTION

Chromatic dispersion in transmission fibers induces temporal optical pulse broadening, resulting in
serious restrictions in transmission data rates in optical fiber communication systems. Currently,
dispersion-compensating fibers (DCFs) are extensively used to minimize the negative effects of chro-
matic dispersion. The absolute dispersion value of conventional MCVD DCFs was approximately
−250 ps/km-nm [1]. J. L. Auguste et al. reported another design of DCF based on a dual-concentric
core fiber (DCCF) structure with a high dispersion coefficient of −1800 ps/km-nm [2]. Additional
dispersion-compensation research involved altering the air hole size of a specific layer of photonic
crystal fiber (PCF) to design dual-concentric core PCFs (DCC-PCFs) [3–7]. We had proposed a
liquid-filled hybrid structure of DCC-PCF and depressed clad photonic crystal fiber (DeC-PCF)
with an ultra-large dispersion coefficient of−40400 ps/km-nm at a wavelength of around 1.55µm [7].
The design of this hybrid structure can avoid the restriction of “mutual involvement” between two
supermodes, significantly increasing the index slope difference between two supermodes and thereby
enlarging the dispersion coefficient.

In this study, we present a wavelength-tunable dispersion-compensating photonic crystal fiber
(WT-DCPCF) with large dispersion coefficient based on a hybrid structure of DCC-PCF and DeC-
PCF due to an ultra-large dispersion coefficient of this structure as mentioned above. Furthermore,
to achieve a wavelength-tunable capability, different kinds of liquid with various refractive indices
were selected to fill into the air hole with appropriate diameter in the central core of the hybrid
fiber. Ultimately, the numeric results indicated that the proposed WT-DCPCF with chromatic
dispersion coefficients of −32352 ps/km-nm to −41575 ps/km-nm at a wavelength range between
1472 nm to 1617 nm.

In general, a single-wavelength dispersion compensation photonic crystal fiber (DC-PCF) has
a value of dispersion coefficient considerably larger than that of a broadband DC-PCF [8–11];
however it is just suitable for using at a fixed wavelength. In addition to with a high dispersion
coefficient close to a single-wavelength DCC-PCF, the proposed WT-DCPCF is even more having
an advantage of flexible wavelength-variation fabrication.

Λ 

dco d1 d4 dcl

Figure 1: Cross-sectional view of the proposed WT-DCPCF.
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2. SIMULATION MODEL AND PRINCIPLES

The Cross-sectional view of the proposed WT-DCPCF structure is shown in Figure 1. The cladding
of the proposed WT-DCPCF consists of a triangular lattice of air holes with a diameter of dcl =
1.40µm and a pitch (center-to-center distance between the holes) of Λ = 2.50µm in a background
of undoped silica, whose refractive index can be estimated using the Sellmeier equation [12]:

n(λ) =
[
1 +

0.6961663λ2

λ2 − (0.0684043)2
+

0.4079426λ2

λ2 − (0.1162414)2
+

0.8974794λ2

λ2 − (9.896161)2

]1/2

. (1)

where λ represents the operating wavelength.
To enhance the dispersion compensation effect, a hybrid structure of DCC-PCF and DeC-PCF

was used [7], that is to say, we enlarged the size of holes at first layer (d1 = 2.00µm). The outer
ring core with smaller-diameter air holes (d4 = 0.68µm), which is designed to locate at fourth
layer of the WT-DCPCF, separates the cladding region into inner and outer cladding. The mode-
couple between inner and outer modes then results in a negative dispersion of the fiber at the
phase-matching wavelength. In the inner core, different kinds of the Cargiller optical liquid with
various refractive indices (nco), which is colored in orange in the figure, are filled into the central
air hole with appropriate diameter of dco = 1.00µm. The refractive index of nco(λ) is defined by
the Cauchy equation as

nco(λ) = A +
B

λ2
+

C

λ4
. (2)

Here, the Cauchy coefficients A, B and C, which are provided by Cargille Laboratories, are different
for various liquids. The numeric results show that the operation wavelength is determined by the
refractive index of the liquid.

The chromatic dispersion coefficient D is used to quantify the amount of chromatic dispersion.
D(λ) is defined as

D(λ) =
−λ

c

d2neff

dλ2
, (3)

where c is the speed of light in a vacuum, and neff is the effective indices of the fundamental guided
modes on a fiber at various wavelengths.

In this work, the effective refractive index (neff ) of the fundamental mode is first estimated
using the plane-wave expansion (PWE) method. The dispersion coefficient D(λ) is then evaluated
by substituting neff into Equation (3).

3. NUMERICAL RESULTS AND DISCUSSIONS

Figure 2 indicates the dependence of the chromatic dispersion coefficients on wavelength for various
indices of the liquids filled in the central hole. Here the denoted refractive index nD values of the

Figure 2: Dependence of the chromatic dispersion
on wavelength for various indices of the liquids.

Figure 3: Relationship between the nD of the filled
liquid and the minimum-dispersion wavelength for
the proposed WT-DCPCF.
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used Cargille optical liquid are measured at 25◦C, Sodium D Line (λ = 589.3 nm). As shown in the
figure, the refractive index of the liquid determines the operation wavelength. The numeric results
indicate that the proposed WT-DCPCF with chromatic dispersion coefficients of −32352 ps/km-nm
to −41575 ps/km-nm at a wavelength range between 1472 nm to 1617 nm.

To realize what the filled liquid is needed for a specific operating wavelength in an optical
communication system, Figure 3 indicates the relationship between the wavelengths of the minimum
dispersions shown in Figure 2 and the nD of the filled Cargille optical liquid. The precise values
of the minimum-dispersion wavelengths and the nD’s are denoted in the figure. As shown in the
figure, the relation curve of these two parameters is quite linear. Therefore, by using interpolation
or extrapolation in Figure 3, it is helpful for designing a WT-DCPCF with an operating wavelength
excluded from the numerical results of this work.

4. CONCLUSIONS

This study proposes a wavelength-tunable dispersion compensating photonic crystal fiber (WT-
DCPCF) with an ultra-large negative dispersion coefficient. The operating wavelength is deter-
mined by the refractive index of the Cargille optical liquid filled in the central hole of the core.
The numeric results show that the proposed WT-DCPCF with chromatic dispersion coefficients of
−32352 ps/km-nm to −41575 ps/km-nm at a wavelength range between 1472 nm to 1617 nm while
filled liquids with nD’s of 1.502 to 1.516. The wavelength range covers the whole C band and
great parts of L and S bands. Furthermore, the relationship between the nD of the filled liquid
and the operating wavelength is quite linear. Therefore, it can be predicted that the tunable range
of wavelengths can be more widely extended by filling liquid with an nD beyond the investigated
range of 1.502 to 1.516.
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Abstract— A multi-channel RZ-to-NRZ conversion scheme based on a single custom-designed
FBG is proposed. This customized FBG is a comb filter characterized by the multi-channel
reflectivity spectra. The spectral response of each channel is customized according to the optical
spectra algebraic difference between the NRZ signals and the RZ signals. Simulation results show
that four 200 GHz-spaced 40Gbits/s RZ channels can be converted into NRZ signals with high
Q-factor.

1. INTRODUCTION

All-optical RZ to NRZ format conversion schemes fall into two categories, namely time-domain
waveform processing and frequency-domain signal spectrum tailoring [1–5]. Generally, the spec-
trum tailoring based converter is all-passive and very attractive compared with active-operation
device [6, 7]. This is due to the advantages such as the simplicity of the structure and stable perfor-
mance. However, a drawback of these devices is that they need two filters making their structure
more complex [7–10].

In this work, we propose a multi-channel RZ-to-NRZ conversion scheme based on a single
custom-designed FBG. This customized FBG is a comb filter characterized by the multi-channel
reflectivity spectra. The only difference between the channels is their central wavelengths.

2. FBG DESIGN

The spectral response of each channel is customized according to the algebraic difference between
the NRZ signals and the RZ signals. This process is described below.

As is well known, the FBG based filtering is a linear process. Thus, it’s convenient to analyze
the FBG based RZ to NRZ format converter with the theory of linear time-invariant system.
Then, the complicated problem of converting random RZ stream to NRZ stream can be reduced
to constructing an appropriate transfer function for the FBG filter based on the input spectra of
RZ and the output spectra of NRZ.

In Fig. 1, we plot the spectra of RZ, the spectra of NRZ, and their algebraic difference. An
interesting feature of Fig. 1 is that, although the optical spectra of the NRZ signals and the RZ
signals are not smooth, their algebraic difference is quite smooth and independent of the data
carried. This indicates that one can construct a transfer function based on the optical spectra
algebraic difference. Since most of the NRZ signal powers are swarmed in the main lobe of the
spectra (bandwidth of |λ− λc| ≤ λ2

c/c·Tp) [6–11], it is reasonable to set a uniform attenuation (say,
25-dB) for out of main lobe components, and construct a band-pass filter as the spectral response of
each channel. Such a well-designed single-channel spectral response is then shifted and superposed
linearly to form the multi-channel reflectivity spectra. Assuming that the FBG is operated in
reflection mode, mathematically, the multi-channel reflectivity spectra are written as follows:

rFBG,dB(λ) =
m∑

i=1
ri,dB(λ− λc,i),

ri,dB(λ−λc,i)=





max(n·(FFTdB(ENRZ(t, λc,i))−FFTdB(ERZ(t, λc,i))) ,−25), |λ−λc,i|≤
λ2

c,i

c·Tp,

−25, |λ− λc,i| >
λ2

c,i

c · Tp

(1)

where rFBG,dB(λ) is the FBG multi-channel reflectivity spectra, λc,i is the ith-channel carrier wave-
length, ri,dB(λ− λc,i) is the ith-channel reflectivity spectra, m is the channel number of the FBG,
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ERZ(t, λc,i) and ENRZ(t, λc,i) are the electric field of the ith-channel RZ signals and NRZ signals,
respectively, 25-dB is the inter-channel isolation, Tp is the interval between pulses, c is the velocity
of light in vacuum, function max(a, b) returns the largest component, FFT denotes the fast Fourier
transform, and n is the filter order to be optimized according to the Q-factor of the output NRZ
signals.

It should be mentioned here that the channel spacing should be chosen according to the signal
bit rate. For instance, for the input RZ signals at 40-Gbit/s per channel, the channel spacing should
be no less than 80 GHz. Taking into account the crosstalk between adjacent channels as well as the
ITU WDM grid, we choose 200 GHz-spaced 4 channels (1546.92 nm, 1548.51 nm, 1550.12 nm, and
1551.72 nm) for the simulations. At the same time, the filter order n is optimized according to the
Q-factor of the output NRZ signals, as a results, n = 2.07. By properly matching the FBG multi-
channel reflection spectra with the spectra of the input multi-channel RZ signals, the customized
FBG is well designed and synthesized using discrete layer-peeling algorithm [12].

3. SIMULATION RESULTS AND DISCUSSION

Given the 200 GHz-spaced 4 channels each operating at bit rate of 40-Gbit/s, we simulate the
operation of customized FBG based optical filter for multi-channel RZ to NRZ format conversion
for a pseudo-random binary sequence (PRBS) of length 231 − 1 bits. The spectra transformation
is shown in Figs. 2(a) and (b). Fig. 2(a) plots the spectra of the input RZ signals before filtering,
while Fig. 2(b) presents the spectra of the output NRZ signal after filtering. It is clear that the
carriers which are around with strong and periodic spikes in the input RZ spectra can finely pass
the FBG, while the sidebands around carriers are suppressed by the FBG. Thus the corresponding
NRZ spectra are obtained via the comb filtering introduced by the proposed single FBG. In Fig. 3
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Figure 1: The spectra of the RZ signals with 50% duty cycle (the green line), the NRZ signals with Tp = 25 ps,
the wavelength of the carrier λc = 1550.12 nm, and β = 0.2 (the blue line), and their algebraic difference
(the ideal transfer function of the first-order filter, the red line).
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Figure 2: The spectra of (a) the 4-channel, 200 GHz-spaced input RZ signal and (b) the corresponding NRZ
output.
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Figure 3: The input RZ waveform (the first row), the waveform and the eye diagrams for the output NRZ
signals (the second row and the third row). The first column to the fourth column correspond to the carrier
wavelength of 1546.92 nm, 1548.51 nm, 1550.12 nm, and 1551.72 nm, respectively (from left to right).

we plot the input RZ waveform, the waveform and the eye diagrams for the output NRZ signals.
From left to right, the columns correspond to channels one to four, respectively. In the third
row, the clean and open eye diagrams show that the input 4-channel RZ signals are converted to
NRZ signal simultaneously with high Q-factor thanks to the all-passive scheme that introduces
hardly any additional noise. The tiny decreasing of Q-factor (< 0.4-dB) in the middle channels is
attributed to the residual crosstalk.

4. CONCLUSION

A single FBG based multi-channel RZ to NRZ format conversion has been proposed and simulated.
Simulation results show that the customized FBG can convert 4-channel RZ signals to NRZ signals
simultaneously with high Q-factor. The proposed single FBG scheme does not require any active
components. It is free from any interferometric instability and ASE noise.
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Abstract— This paper investigates the classification of a new type of Pseudo-Random (PN)
codes which are generated using noise-like chaotic signals. The classification is made using differ-
ent discriminant analysis classifiers such as linear, diagonal linear, quadratic, diagonal quadratic,
and mahalanobis discriminant analysis classifiers. These classifiers are compared with other
classifiers such as neural networks, support vector machines, k-nearest neighbor, and maximum
likelihood classifiers. Higher order statistical (HOS) moments and cumulants of the eighth order
are used as features. Simulation results illustrates the dependence of the proposed classification
method on the type of the used classifier, the type of chaotic map and the initial values used for
generating the chaotic code. Two types of one dimensional chaotic maps are considered in this
work, namely, the logistic map and the Bended up down map. The performance, considered as
the probability of correct decision, is shown to differ according to the type of the used classifier
and is dependent on the signal-to-noise ratio. The results show that the quadratic discriminant
analysis classifier outperforms the other discriminant analysis classifiers. Also, the performance
of two codes generated from one logistic map with two different initial values outperforms the
performance of two codes generated from one Bended up down map with two different initial
values, two codes generated from logistic map with initial value and Bended up down map with
the same initial value, and two codes generated from logistic map with one initial value and
Bended up down map with another initial value.

1. INTRODUCTION

Chaotic signals have several properties which make them attractive candidate for communications.
They have wideband spectrum, they do not accurately repeat themselves, they have a random-like
appearance, and they are relatively simple to be implemented [1]. The mathematical definition of
chaos is an unpredictable long time behavior arising in a deterministic dynamical system because
of the sensitivity to initial conditions. So, these signals are very sensitive to initial conditions and
hence one can generate a large number of codes using the same chaotic map. Chaotic codes are
used in a variety of applications in communications such as code-division multiple-access (CDMA).

The discrete chaotic signal is generated by a chaotic map M(x) which is a nonlinear function
describing the relation between the previous states and the next state. The general form of m-
dimensional chaotic map is defined by Equation (1). where xn and xn+1 are successive iterations
of the output x and M is the forward transformation mapping function.

xn+1 = M(xn, xn−1, . . . , xn−m) (1)

One dimensional chaotic maps are the simplest form of chaotic maps and the commonly used in
communication applications are logistic map, bended up down map, chebyshev map. The general
form of the logistic map and bended up down map are defined by Equation (2) in Figure 1 and (3)
in Figure 2 respectively.

xn+1 = µxn(1− xn), 0 < xn < 1 and 0 < µ < 4 (2)

xn+1 =





9xn

2xn+3 for 0 ≤ xn < 1
3

13xn−3
3xn+3 for 1

3 ≤ xn < 3
5

29xn−15
7xn+3 for 3

5 ≤ xn < 9
11

99xn−81
25xn−3 else

(3)

The output of chaotic map is quantized to convert to a stream of ones and zeros using threshold
level. The optimum threshold is suggested to be the median of the invariant probability density
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Figure 1: Logistic map. Figure 2: Bended up down map.

function (pdf) of the used chaotic map; the invariant pdf is the histogram of the long generated
sequence using any initial conditions, where the invariant pdf is independent of the used initial
conditions and hence independent of the generated sequence. Then the threshold of the logistic
map and bended up down map is 0.5 and 0.639 respectively [2].

Classification using higher order statistics and linear discriminant analysis classifiers was con-
sidered in [3] to classify mental tasks from EEG signals, in [4] to classify digital modulated signals
and in [5] to classify electrical power quality signals. Quadratic discriminant analysis classifiers
were used to classify electrical power quality signals in [6].

The paper is organized as follows. Section 2 describes features extraction and Section 3 describes
the discriminant analysis classifiers. Section 4 shows simulation results. Finally, Section 5 concludes
the paper.

2. FEATURES EXTRACTION

In this paper, we used two features for classification and compare its performance with the cases
of only two features and only four features are used. These features are the eighth order moment
and cumulant of the higher order statistics. Even order moments and cumulants expressions up to
eighth order are found in the appendix of [7]. The used features are those which show significant
differences between the different chaotic codes.

3. DISCRIMINANT ANALYSIS CLASSIFIERS

We use five discriminant analysis classifiers such as linear discriminant analysis classifier, diagonal
linear discriminant analysis classifier, quadratic discriminant analysis classifier, diagonal quadratic
discriminant analysis classifier, and mahalanobis discriminant analysis classifier [8] and compare
the results with the classifiers used in [7] such as maximum likelihood classifier, k-nearest neighbor
classifier, multilayer perceptron neural networks, and support vector machine classifiers.

4. SIMULATION RESULTS

In this section, we evaluate the performance of classification of two codes of chaotic maps using
different types of discriminant analysis classifiers and higher order statistics for features extraction.
We used four groups of two different codes generated using four chaotic signals. The two codes
of the first group are generated using different types of chaotic maps and using the same phase
or initial value 0.3, the second two codes are generated using the same one type of chaotic map
and using different initial values 0.3 and 0.45, the third two codes are generated using the other
type of chaotic map and using different initial values 0.3 and 0.45, and the fourth two codes are
generated using two different types of chaotic maps and two different initial values 0.3 and 0.45.
The four chaotic signals used in generating these codes are shown in Figure 3. Each signal is

Table 1: The eighth order features for Logistic map with different phase codes.

Logistic map
with 0.3 phase

Logistic map
with 0.45 phase

Bended up down
map with 0.3 phase

Bended up down
map with 0.45 phase

M8 −243.8503 −243.4009 −243.2175 −243.9946
C8 1.0025 1.0101 1.0132 1.0001
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chosen to have 150 realizations and 4096 samples (1 second). They are then divided into 100
realizations for training and 50 realizations for testing data sets. White Gaussian noise is added to
these signals and features are extracted using eight order moment and cumulant using equations
in [7]. The two features used are M8 and C8 and are shown in Table 1 under the constraints of
zero mean, unit variance and noise free. This method is compared with classifiers in [7]. The
performance considered is the probability of correct decision. using Figure 4, Figure 5, Figure 6,
and Figure 7 show the performance using maximum likelihood classifier, nearest neighbor classifier
for k = 3, multilayer perceptron neural network with MSE is taken to be 10-6, and support vector
machine classifier. Figure 8, Figure 9, Figure 10, Figure 11, and Figure 12 show the performance
using linear discriminant analysis classifier, diagonal linear discriminant analysis classifier, quadratic
discriminant analysis classifier, diagonal quadratic discriminant analysis classifier, and mahalanobis
discriminant analysis classifier. The comparison between different discriminant analysis classifiers
are shown in Figure 13. From Figure 13, we note the performance of quadratic discriminant analysis
classifier is the best and compare the performance of this with the classifiers used in [7] as shown
in Figure 14.

Figure 3: The considered four chaotic signals.

Figure 4: The Performance using ML classifier. Figure 5: The Performance using 3NN classifier.

Figure 6: The Performance using NN classifier. Figure 7: The Performance using SVM classifier.
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Figure 8: The Performance using LDA classifier. Figure 9: The Performance using diagonal LDA clas-
sifier.

Figure 10: The Performance using QDA classifier. Figure 11: The Performance using diagonal QDA
classifier.

Figure 12: The Performance using Mahalanobis DA
classifier.

Figure 13: The Performance using different DA clas-
sifier.

Figure 14: The Performance using different classifiers.
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5. CONCLUSION

In this paper, we presented classification of chaotic codes using different classifiers and using eighth
orders moment and cumulant as features. We have shown the dependence of the performance on
the type of the used classifier, the type of the discriminant analysis classifiers, the type of chaotic
maps, the initial values used for generating the chaotic code, and the signal-to-noise ratio.

REFERENCES

1. El-Khamy, S. E., “New trends in wireless multimedia communications based on chaos and frac-
tals,” Proceedings of the 21st National Radio Science Conference, NRSC’2005, Cairo, Egypt,
2004.

2. Gad, M. M., “Optimization of chaotic spreading codes for spread spectrum cdma communi-
cation systems,” Master Thesis, Supervised by S. E. El-Khamy and S. E. Shaaban, Faculty of
Engineering, Alexandria University, Egypt, 2005.

3. Zhou, S. M., J. Q. Gan, and F. Sepulveda, “Classifying mental tasks based on features of
higher-order statistics from EEG signals in brain–computer interface,” Information Sciences,
178, 1629–1640, 2008.

4. Ghauri, S. A. and I. M. Qureshi “Automatic classification of digital modulated signals using
linear discriminant analysis on AWGN channel,” 1st International Conference on Information
and Communication Technology Trends (ICICTT), 2–5, Sep. 2013.

5. Palomares-Salas, J. C., J. J. G. De la Rosa, A. A. Perez, and A. M. Munoz, “Intelligent
methods for characterization of electrical power quality signals using higher order statistical
features,” Przeglad Elektrotechniczny (Electrical Review), ISSN 0033-2097, R. 88 NR 8, 2012.

6. Gerek, O. N. and D. G. Ece, “Power-quality event analysis using higher order cumulants and
quadratic classifiers,” IEEE Transactions on Power Delivery, Vol. 21, No. 2, 883–889, 2006.

7. El-Khamy, S. E., H. A. Elsayed, and M. R. Rizk, “Classification of multi-user chirp modulation
signals using higher order cumulant features and four types of classifiers,” 28th National Radio
Conference (NRSC’2011), Cairo, Egypt, Apr. 26–28, 2011.

8. McLachlan, G. J., Discriminant Analysis and Statistical Pattern Recognition, John Wiley and
Sons, New York, 1992.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 2069

Novel Optical Fast Random Number Generators Based on Integer
Domain Chaotic Iterations

Qianxue Wang1, Simin Yu1, and Xiaole Fang2

1College of Automation, Guangdong University of Technology, China
2Land and Resources Technology Center of Guangdong Province, China

Abstract— For cryptography and secure communications, it is very prerequisite that the ran-
dom number generator (RNG) is based on non-deterministic physical mechanisms, extremely fast
generator and robustness to noise are required. In this work, we present novel fast optoelectronic
architecture RNGs based on integer domain chaotic iteration (IDCI), with a chaotic semiconduc-
tor laser, having time-delayed self-feedback. The solution stems from some well-defined discrete
chaotic iterations that satisfy the reputed Devaney’s definition of chaos, namely the integer do-
main chaotic iterations technique, improve the statistical properties of this RNG. Using standard
criteria named NIST and DieHARD (famous batteries of tests), the randomness of the output
sequences is verified.

1. INTRODUCTION

Due to the rapid development of the Internet in recent years, the discovery of fast random number
generator (RNG) with a strong level of security is thus becoming a hot topic, because numerous
cryptosystems and data hiding schemes are directly dependent on the quality of these generators.
Considerable improvements for the rate of chaotic random bits generator have been however reached
by using a semi-conductor laser in the presence of external feedback [11], a well known setup in
chaotic optical systems.

However, according to the analysis of [7], correct sampling method and using Most Significant
Bits (MSB) is a key factor to preserve the deterministic origin in the generator of random streams
using optoelectronic chaotic lasers. However if the sequence keeps the most large part of information
on the signal, its statistical performance might be not good. Integer domain chaotic iteration has
been proved not only to assign discrete chaotic properties to the output streams (if the input source
is truly unpredictable random), but also to improve the statistical properties of various defectives
PRNGs [2]. Thus we think interesting to regard weather this approach can work too for chaotic
laser based pseudorandom generator.

In this paper, the study of using broadband optical signal to generate random binary sequence
according to the method proposed in [7], is going to be deepen. We propose to apply the same
method on the chaotic waveform generated by broadband photonic oscillations with or without
integer domain chaotic iterations, and to analyze the differences.

2. SETUP FOR THE CHAOTIC LASER

Indeed, as shown in Fig. 1, the chaotic laser signal considered in this paper is similar to the one
described in [7], except that there is no output signal for photonic noise. This physical source of
entropy presents a very strong determinism. The output chaos signal is generated by a nonlinear
dual delay differential equation implemented in an optoelectronic and electro-optic feedback loop.

Figure 1: Chaotic laser signal setup.
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3. XOR IDCI

In this section, we first introduce the basic concept of IDCI. Let N ∈ {1, 2, . . .} be a positive
integer, B = {1, 0} denotes the set of binary numbers, while BN is the set of binary vectors of size
N . The integer xn ∈ {0, 1, 2, . . . , 2N − 1}, n = 0, 1, 2, . . . is represented using N bits in base-2:
x0 = (x0

N−1x
0
N−2 . . . x0

0) ∈ BN is the initial condition, while xn−1 = (xn−1
N−1x

n−1
N−2 . . . xn−1

0 ) ∈ BN and
xn = (xn

N−1x
n
N−2 . . . xn

0 ) ∈ BN denote the n−1-th and n-th iteration respectively. In IDCI systems,
the iterative equation is defined as follows:

xn
i =

{
xn−1

i if i 6= sn

(f(xn−1))i if i = sn,
(1)

where i = 0, 1, 2, . . . , N − 1, n = 1, 2, . . ., and s = (s1s2 . . . sn . . .) is an one-sided infinite sequence
of integers bounded by N − 1: ∀n ∈ N∗, sn ∈ {0, 1, 2, . . . , N − 1}. Additionally, the iterate function
f is usually the vectorial Boolean negation, given by f(xn−1) = (xn−1

N−1x
n−1
N−2 . . . xn−1

i . . . xn−1
0 ), and

the following notation is used: (f(xn−1))i=sn = (xn−1
N−1 xn−1

N−2 . . . xn−1
i . . . xn−1

0 )
i=sn

= xn−1
i=sn , that is,

(f(xn−1))i=sn is the i-th component of f(xn−1). Let us finally remark that, in IDCI, the one-sided
infinite sequence of integers s = (s1s2 . . . sn . . .) is usually named a chaotic strategy.

Secondly, XOR IDCI is one of the IDCIs, instead of updating only one component at each
iteration a subset of components are updated together, which is introduced in [1]. Comparing
with the other IDCIs, XOR IDCI is much more compatible in physical design. Here the updating
function is chosen as the vectorial negation, the iterative equation can be rewritten as:

xn = xn−1 ⊕ sn (2)

where xn and xn−1 are integers, which are represented in binary form as xn = (xn
N−1x

n
N−2 . . . xn

0 ) ∈
BN and xn−1 = (xn−1

N−1x
n−1
N−2 . . . xn−1

0 ) ∈ BN and s = (s1s2 . . . sn . . .) is an one-sided infinite sequence
of integers bounded by N − 1: ∀n ∈ N∗, sn ∈ {0, 1, 2, . . . , N − 1}.

Select N = 4, chaotic waveforms obtained by simulation as shown in Fig. 2(a). Fig. 2(b) shows
the intensity map for N = 4. In order to appear random, the histogram should be uniformly
distributed in all areas. It can be observed that a uniform histogram and a flat color intensity map
are obtained when using XOR IDCI.

380 400 420 440 460 480 500
0

5

10

15

n

xn

(a) (b)

Figure 2: Chaotic waveforms and histogram of XOR IDCI for N = 4. (a) Chaotic waveforms. (b) Histogram.

The single basic component presented in Equation (2) is of ordinary use as a good elementary
brick in various PRNGs, it corresponds to the discrete dynamical system in chaotic iterations.

4. RNG APPROACHES BY APPLYING IDCI METHOD TO CHAOTIC LASER

4.1. Devaney’s Chaos Property
Generally speaking, the quality of a RNG depends, to a large extent, on the following criteria:
randomness, uniformity, independence, storage efficiency. A chaotic sequence may satisfy these
requirements and also other chaotic properties, as ergodicity, entropy, and expansivity. A chaotic
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sequence is extremely sensitive to the initial conditions. That is, even a minute difference in the
initial state of the system can lead to enormous differences in the final state, even over fairly small
timescales. Therefore, chaotic sequence fits the requirements of (or pseudo-)random sequence well.
However, despite a large number of papers published in the field of chaos-based generators, the im-
pact of this research is rather marginal. This is due to the following reasons: almost all PRNG/RNG
algorithms using chaos are based on dynamical systems defined on continuous sets (e.g., the set
of real numbers). So these generators are usually slow, requiring considerably more storage space,
and lose their chaotic properties during computations as mentioned earlier in this paper. These
major problems restrict their use as generators [8]. For RNG approaches by applying IDCI method
to chaotic laser, we do not simply integrate chaotic maps hoping that the implemented algorithm
remains chaotic. Indeed, the IDCI method we used here is just discrete chaotic iterations and have
been proven in [1] that these iterations produce a topological chaos as defined by Devaney: they are
regular, transitive, and sensitive to initial conditions. This famous definition of a chaotic behav-
ior for a dynamical system implies unpredictability, mixture, sensitivity, and uniform repartition.
Moreover, as only integers are manipulated in discrete chaotic iterations, the chaotic behavior of
the system is preserved during computations, and these computations are fast. For the approaches
listed in this section, XOR IDCI method is applied because of its easy adoptable algorithm.

4.2. Approach 1: Improve the Performance of Randomness via IDCI

To improve the optical RNGs, as shown in Fig. 3. XOR IDCI is used.

             

                       

             

            

         

      

                      

RNG based on

chaotic laser intensity

Inputed state

Exclusive-or

operation

Output

Inputed state = Output

Figure 3: The XOR IDCI scheme applied to optical RNG.

Here, RNG introduced in [3, 4] is used to demonstrated. Firstly, our chaotic laser intensity is
undersampled at rate clock 2.5GHz; Then three times difference of nearest neighbor points (in [3, 4],
it is named “derivative”) are computed for all obtained values; At last, the 8 LSBs of each difference
value are collected to build as a random sequence. To apply the XOR IDCI, the initial state will
be randomly set as an 8-bits value, every 8 LSBs built out from the generator are then exclusive-or
with the state value as Fig. 3, its output is appended as random sequence and also feedback as new
state value.

For verifying the improvement of XOR IDCI, the output sequence (108 bits) with and without
XOR IDCI are tested by NIST and DieHARD battery suite, which are famous statistical standard
tests for RNGs [6, 9]. After XOR IDCI merged, the NIST suite are successfully passed all, and
passing rate of DieHARD suite are improved from 11/18 to 15/18.

4.3. Approach 2: Chaotic Laser Sample Data with Multiple IDCI

In this section, firstly, the RNG with IDCI methods stratifies the Devaney’s chaos property, a brief
description is given; Then the method that XOR IDCI used to improve the RNGs based on chaotic
laser is introduced; At last a new scheme based on XOR IDCI to generate random numbers with
chaotic laser intensity is depicted, which is able to reach 320 GHz generator speed and very good
robustness to external perturbations.

Table 1: The passing rate for different n of IDCIORNG in NIST and DieHARD tests.
PPPPPPPTests

n
1 10 20 30 40

NIST suite 0/15 14/15 15/15 15/15 15/15

DieHARD suite 1/18 11/18 14/18 18/18 18/18



2072 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

      

             

            

       

        
            

        

        

        

     

      

         

             

            

               

           

             

                      

               

              

      

Chaotic Laser

Signal

Photo-

detector
m - bits ADC

Buffer for bits

state (0)

state (1)

state (n)

......

Clock

output

chaotic laser

intensity

ADC with clock

           F1

Samples Buffer

Multiple XOR CI processing

S(0) S(1) S(2) S(F1/F2-1)...

P(0) P(1) P(2) P(F1/F2-1)...

Outputs: O(0),O(1),O(2) ... O(F1/F2-1)

(a) (b)

Figure 4: Experimental setup of the optical system used to generated signal as physical random sources for
random bit sequences. (a) Multiple XOR IDCI. (b) Parallel processing to IDCIRNG.

For achieve good randomness, a multiple mode of XOR IDCI is used, as shown in Fig. 4(a), n
state values and XOR IDCI iteration have been used, every state value will be randomly initialed
as an m-bits integer for respective to the buffer. In our experiments, the chaos laser intensity
are undersampled at 8-bit 40 GHz rate, and initial state are set as 8-bit, hence the undersampling
frequency 40 GHz × 8 bits = 320Gbitps is achieved. Here we named such generator IDCIORNG
(chaotic iteration optical random number generator).

To test the randomness of the IDCIORNG, 108 bits output sequence are tested by NIST and
DieHARD test suite, n = 1, 10, 20, 30, and 40 are used for IDCIORNG in tests to make a com-
parison. The passing rates of the test results are shown in Table 1, it is not difficult to find out
increasing the n, the XOR IDCI processing, can improve the statistical performance. When n ≥ 30,
all test suited are able to be successfully passed.
4.4. Approach 3: Parallel Processing to IDCIRNG Based on Chaotic Laser
In Approach 2, random stream generator might be related to two elements: Firstly, in 40 GHz
sampling frequency, the correlations between neighbor sampled values are very small; Secondly, the
chaotic iterations are rearranging the distribution of the sample values. If we increase the sampling
frequency, the correlation between two adjacent samples are correspondingly increased, and that
leads random number generator impossible. To solving this problem, a parallel architecture would
be applied.

Firstly assuming that the chaotic laser signal with bandwidth F0 has been sampled by very
huge frequency F1, which F1 À 2×F0, that means such sample are designed to follow the classical
Shannon sampling theorem (The Shannon sampling theorem indeed states that a limited bandwidth
signal can be digitized without loss of information, when the sampling frequency is at least twice
the maximum signal frequency); Secondly, frequency F2 is known to be small enough to break the
correlations between nearest samples, we divided the samples into F1/F2 parts and F1/F2 multiple
XOR IDCI processes are prepared, the first F1/F2 samples are arranged as S0, S1, S2, . . . , S(F1/F2)−1
then put into their corresponding processes, then SF1/F2

, S(F1/F2)+1, . . . , S2(F1/F2)−1 for the second
ones and so on; At last, the output from the processes are collected as random sequence. The
procedure is shown in Fig. 4(b), the speed of such generator is extremely fast, we define in ADC
we use n-bit sampling length, then the produce rate can reach n/timeF1 in theory.

The standard statistical tests: NIST and DieHARD suites are applied here to verify the approach
3. An chaotic laser signal data are stimulated in computer with the method from [5], its frequency
is F1 = 4000 GHz, and corresponding parameters is listed as:

• Time delay: Set as 60 ns;
• High Frequency Cut-off : 13 ps;
• Ratio between high and low frequency cut-off : 5× 10−5;
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• Type of nonlinear transformation: square of Sine;
• Highest complexity chaotic regime: 5.
Here the states in XOR IDCI processing are set as 32-bits words, which are generated from XOR-

shift, which are designed by George Marsaglia [10], and each process provide 30 times iterations.
Then three random sequence are generated by:

• Sequence1: By approach 2, every data are quantized by 8-bits, it can achieve 8 × 4000 =
3.2/times104 GHz;

• Sequence2: By approach 3, every data are quantized by 8-bits, F2 = 40 GHz, then there are
4000/40 = 100 XOR IDCI processes, it can achieve 8× 4000 = 3.2× 104 GHz;

• Sequence3: By approach 3, every data are quantized by 1-bits, F2 = 40 GHz, it can achieve
4000GHz.

And the passing rate of the tests are shown in Table 2, Sequence1 generated by approach 2 are
really bad in randomness as we predict. For NIST, the Sequence2 and Sequence3 are both fluently
pass them all, but for DieHARD, Sequence2 is able to pass, and Sequence 3 fail 3 subjects.

Table 2: The passing rate of NIST and DieHARD.
```````````Tests

Sequence
Sequence1 Sequence2 Sequence3

NIST suite 1/15 15/15 15/15

DieHARD suite 3/18 18/18 15/18

5. CONCLUSION

Three examples of mixing IDCI and MSB of optoelectronic chaotic signal are given, the results
of NIST and DieHARD test suite show the improvements of randomness, in future, the practical
implementation is looking forwarded.
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generation of chaotic pseudorandom numbers on gpu,” CoRR, abs/1112.5239, 2011.

2. Bahi, J., X. L. Fang, C. Guyeux, and Q. X. Wang, “Suitability of chaotic iterations schemes us-
ing xorshift for security applications,” Journal of Network and Computer Applications, Vol. 37,
282–292, 2014.

3. Kanter I., et al., “An optical ultrafast random bit generator,” Nature Photonics, Vol. 4, No. 1,
58–61, 2010.

4. Reidler, I., et al., “Ultrahigh-speed random nuber generation based on a chaotic semiconductor
laser,” Physical Review Letters, Vol. 103, No. 2, 24–28, Jul. 2009.

5. Michael, P., et al., “Routes to chaos and multiple time scale dynamics in broadband bandpass
nonlinear delay electro-optic oscillators,” Phys. Rev. E, Vol. 79, 026208, Feb. 2009.

6. Andrew, R., et al., “A statistical test suite for random and pseudorandom number generators
for cryptographic applications,” 2001.

7. Fang, X. L., et al., “Noise and chaos contributions in fast random bit sequence generated from
broadband optoelectronic entropy sources,” IEEE Trans. Circ. Syst. I, Vol. 61, No. 3, 888–901,
Mar. 2014.

8. Kocarev, L., “Chaos-based cryptography: A brief overview,” IEEE Trans. Circ. Syst. Mag.,
Vol. 7, 6–21, 2001.

9. Marsaglia, G., “Diehard battery of tests of randomness,” Florida State University, 1995.
10. Marsaglia, G., “Xorshift rngs,” Journal of Statistical Software, Vol. 8, No. 14, 1–6, 2003.
11. Mukai, T. and K. Otsuka, “New route to optical chaos: Successive-subharmonic-oscil-lation

cascade in a semiconductor laser coupled to an external cavity,” Physical Review Letters,
Vol. 55, No. 17, 17–11, 1985.



2074 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Modification of Simplified Modal Method for Subwavelength
Triangular Grating with Very High Efficiency

Bin Wang1, 2, Yihui Wu1, Peng Hao1, and Wenchao Zhou1, 2

1State Key Laboratory of Applied Optics, Changchun Institute of Optics, Fine Mechanics and Physics
Chinese Academy of Sciences, Changchun 130033, China

2University of Chinese Academy of Sciences, Beijing 100039, China

Abstract— A modification of simplified modal method (MSMM) is presented to calculate the
transmission efficiencies of subwavelength fused-silica grating. In order to consider the reflection
of grating, which is neglected in simplified modal method (SMM). Then the grating region is
divided into N thin planer grating slabs and regarded as multilayer films. Then the reflectance
is characterized by the effective admittances of air and grating which are complete characteristic
of multilayer films. This proposes a manner of reducing the reflection loss of dielectric grating.
By analyzing the effective index and admittance of grating, we designed a triangular fused-silica
grating with more than 99.9% diffraction efficiency for both TE and TM -polarization. This
method offers a clear physical insight of diffraction characteristic: a deep-etched grating would
get a high efficiency when the average difference of its mode indices is odd times of π and the
admittance of the grating is approximate to that of air. Due to tiny deviation between this
method and RCWA, MSMM can be used to design and optimize fused-silica gratings directly. It
is better than SMM which only gives starting value of grating parameters. Contrast to RCWA, the
starting parameters values of subwavelength dielectric grating can be predicted by the formulas
in MSMM when the transmission efficiency is known. However, the starting values are got by
cut-and-try procedure in RCWA.

1. INTRODUCTION

Dielectric gratings with high damage threshold are important elements in the pulse compressors
in high power laser systems [1, 2]. In these devices, a high efficiency for the dispersive −1st or-
der is usually required. Calculated by rigorous coupled wave analysis (RCWA) [3–5], a triangular
dielectric grating can get efficiency 99% for TE polarization [3]. But we can’t know the physical
mechanism that a dielectric grating with designated parameters can get a high efficiency when grat-
ing was designed by RCWA. Recently, Clausnitzer et al. introduced the simplified modal method
(SMM) [6, 7], which analyzes the transmission efficiency by the phase shift of different modes, to
explain the diffraction in deep-etched dielectric grating. This provides a new method for designing
highly-efficient grating. But the reflection is neglected in SMM, thus the diffraction efficiency of a
real grating is always less than the predicted result. Fresnel reflection at interfaces is introduced
into SMM by a symmetrical embedded grating and a 99.9% efficient grating was designed for TE
polarization [8]. Sun et al. proposed multireflection modal method (MRMM) [9] by introducing
multiple Fresnel reflection into SMM. An enhanced simplified modal method (ESMM), considering
the reflection of modes, was presented by Jing et al. [10]. But these methods only discussed the
TE-polarized illumination. Actually, TM -polarized light is different with TE-polarized light. It
is impossible to deflect both TE and TM -polarized light to −1st order with 100%-efficiency for a
rectangular grating [8].

In this paper, a modification of simplified modal method (MSMM) is presented to calculate the
transmission efficiencies of subwavelength dielectric grating. The total reflection of a grating is
characterized by the effective admittances of air and grating. The admittance of triangular grating
is analyzed to decide when a triangular grating with some particular parameters will get a low
reflection. Together with the average difference of mode indices fulfilling a certain condition, a
grating with efficiency more than 99.9% for both TE and TM -polarized light is designed.

2. MODIFICATION OF SIMPLIFIED MODAL METHOD

For a rectangular grating, the effective index nm
eff is given by the dispersion equation [11]:

cos(αd) = cos(βb) cos(γg)− β2 + τ2γ2

2τβγ
sin(βb) sin(γg) (1)
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where α = k0 sin θin, β = k0

√
n2

b − n2
eff , γ = k0

√
n2

g − n2
eff , τ = n2

b for TM polarization or 1 for
TE polarization, b and g are the width of the grating ridge and groove respectively, nb and ng are
the corresponding refractive indices. For a dielectric grating with depth h, approximated by a stack
of lamellar gratings and neglecting the reflection, the −1st and 0th transmission efficiencies could
be approximated as [12]:

η−1T = sin2

(
k0h∆neff

2

)
(2a)

η0T = cos2
(

k0h∆neff

2

)
(2b)

where ∆neff =
∑

m (nm
0eff − nm

0eff )hm/h is the average difference of mode effective indices, hm is the
depth of mth layer, nm

0eff and nm
1eff are the corresponding effective indices of mode 0 and mode 1.

For neglecting reflection of the grating, there exit deviations between the efficiencies calculated
by RCWA and those calculated by Eq. (2). Now we consider a grating with period p and wavelength
λ. And the incidence angle is the first Bragg angle θ = arcsin[λ/(2ngp)]. In the next analysis, the
grating region is divided into N thin planer grating slabs as shown in Fig. 1(a).

(a) (b) (c)

Figure 1: (a) The division of triangular grating; (b) slabs are regarded as multilayer films; (c) equivalent
interface of the multilayer films.

Based on the optical thin film theory [13], the characteristic matrix of this N layer structure is:
[

B
C

]
=

{
N
Π

m=1

[
cos δm

i
ηm

sin δm

iηm sin δm cos δm

]}[
1

ηsub

]
(3)

where δm = 2πhnm
eff /(Nλ) is the phase shift of mth layer, η0 = ng cos θ, ηm = nm

eff , ηsub = nsub

for TE-polarization and η0 = ng/ cos θ, ηm = [(nm
eff )2 + n2

g sin2 θ]/nm
eff , ηsub = n2

b/nsub for TM -
polarization, nsub = (n2

b − n2
g sin2 θ)1/2 is the effective index of the substrate. Then the optical

admittance of the grating is Y = H0/E0 = C/B, and the reflectance can be calculated by:

R =
(

η0 − Y

η0 + Y

)(
η0 − Y

η0 + Y

)∗
(4)

If the grating period fulfills the condition λ/2 < p < 3λ/(2nb) and the incidence is first Bragg
angle, there are only two transmitted modes in grating region and each of them carries nearly half
of the energy of the incident wave [14]. Thus the −1st and 0th transmission efficiency formulas
could be modified as:

η−1T =
(

1− R0

2
− R1

2

)
sin2

(
k0h∆neff

2

)
(5a)

η0T =
(

1− R0

2
− R1

2

)
cos2

(
k0h∆neff

2

)
(5b)

where R0 and R1 are the corresponding transmission of mode 0 and mode 1.
To illustrate the accuracy of this modification of simplified modal method (MSMM), the trans-

mission efficiencies of −1st and 0th orders are plotted versus the triangular depth in Fig. 2. we
assume that nb = 1.45, ng = 1 and the incidence is first Bragg angle.
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(a) (b)

Figure 2: Transmission efficiencies of a triangular grating calculated by MSMM, SMM and RCWA respec-
tively versus the grating depth, with the period p = 560 nm and the incident wavelength λ = 1064 nm.
(a) TE-polarization; (b) TM -polarization.

According to Fig. 2, we can conlude that MSMM makes a better result than SMM. The biggest
deviation between MSMM and RCWA are 2% for TE-polarization and 5% for TM -polarization.
The fine approximation is in that the admittance Y is a complete characteristic of multilayer films,
which includes all information of grating layer and the substrate. The little deviation may be
due to the evanescent modes and little difference of energy between mode 0 and mode 1 which is
considered equal in Eq. (5).

3. DESIGN OF HIGHLY-EFFICIENT GRATING

The guideline for design of a subwavelength highly-efficient grating for both TE and TM -polarization [15]
is:

∆neff TE/∆neff TM = (2l − 1)/(2m− 1) (6)

where l and m are integers. Fig. 3 shows the average difference of mode effective indices as defined
in Eq. (2). The triangular grating is divided into a stack of 100 layers with equal depth. As in
shown, for λ = 1064 nm and nb = 1.45, the period p = 546 nm fulfills Eq. (6) with l = 2, m = −1
and period p = 747 nm with l = 2 and m = 1.

(a) (b)

Figure 3: Ratio of accumulated phase difference for TE-polarization to that for TM -polarization and average
difference of mode indices as a function of triangular gratings’ period.

Using Eqs. (2) and (6), the grating can get a high efficiency for both TE and TM -polarization
when p = 546 nm wit h = λ/(2∆neff TM ) = 4480 nm and p = 747 nm with h = 7137 nm. SMM can
not tell us which one could get a higher efficiency because of neglecting reflection. Now, from Eq. (4),
the reflection will vanish while the admittance of grating Y is close to that of air η0 (Fig. 4(c)).
Correspondingly, the transmission efficiency is almost 100% (Fig. 5(b)) due to T = 1−R.

Thus if we want to design a high efficiency grating for incident wavelength λ = 1064 nm, the
period should be chosen as p = 747 nm, and depth h = 7137 nm. The data in Table 1 exhibits this
accurate conclusion.
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(a) (b) (c)

Figure 4: Difference admittance of grating and air versus the period. Y0 and Y1 are admittances of mode 0
and mode 1 respectively. (b) and (c) are magnifications of (a).

(a) (b)

Figure 5: The efficiency versus the grating depth. (a) p = 546 nm; (b) p = 747 nm. Total reflection could
not see clearly in (b) because they are less than 0.0005.

Table 1: Diffractive efficiencies of the triangular gratings at wavelength λ = 1064 nm and first Bragg angle
for high efficiency at the −1st order by using RCWA.

Period (nm) Height (nm) η0 TE η−1 TE
(TE) total
reflection

η0 TM η−1 TM
(TM) total
reflection

546 4880 0.044% 95.666% 4.290% 0.052% 96.006% 3.942%
747 7137 0.005% 99.977% 0.018% 0.040% 99.958% 0.002%

4. DISCUSSION AND CONCLUSION

The simplified modal method (MSMM) was modified by regarding the grating as multilayer thin
films. The grating region is divided into N thin rectangular grating slabs and regarded as multilayer
films. Then the reflectance is characterized by effective admittances of air and grating. The
calculation by MSMM is a very good approximation for RCWA. According to MSMM, a grating
can get a high efficiency when its parameters fulfill two conditions: firstly, the average difference of
mode indices is odd times of π and secondly the admittance of the grating is approximate to that
of air. At last, a grating with more than 99.9% for both TE and TM -polarized light was designed..
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Abstract— Various studies on specific absorption rates (SARs) have been carried out with
liquid phantoms representing human body tissues in the field of electromagnetic compatibility
(EMC) research. As a faithful representation of human body tissue is needed to establish an
accurate SAR for measurement, knowledge regarding the precise measurement of sample materials
with high permittivity and high loss is very important. In this study, the complex permittivity
of a liquid phantom material was measured using the open-ended cut-off circular waveguide
reflection method. The effectiveness of the proposed approach for measuring a liquid phantom
with high permittivity and high loss was also confirmed by comparing the measurement results
with those obtained using the TM010 circular cavity resonator method.

1. INTRODUCTION

In response to recent health concerns regarding the application of electromagnetic waves to the
human body, the effects of such waves and methods for measuring complex permittivity in relation
to liquids used for humanoid phantoms have been studied [1].

Meanwhile, the development of techniques for creating new chemical materials based on exposure
to electromagnetic waves has accelerated. In research on such microwave chemistry applications,
liquids are generally used as solvents for the synthesis of new chemical materials. Accordingly,
knowledge of exact material constants for objects to be heated in the frequency band of electro-
magnetic wave exposure is very important.

In general, reflection constant determination method using a coaxial probe is a popular technique
for measuring the complex permittivity of liquids [2]. Although this method readily supports
broadband estimation of material constants for liquids, a large amount of water is needed to avoid
the influence of reflective waves from the vessel bottom. The cavity resonator method can also
be used for high-precision measurement [3–5]. A transmission constant determination technique
involving the insertion of a liquid sample into a Teflon tube with a waveguide can be used for
measurement at a continuous frequency [6]. A cross-shaped coaxial probe can be used for simple
measurement of complex permittivity, but material constant data on a known material is required
as a standard with this approach [8]. A transmission constant determination method involving
the insertion of sample materials into a coaxial line [7] and a reflection constant determination
method involving the insertion of sample materials into a cylindrical cavity [9] can be adopted for
broadband measurement.

In this study, the complex permittivity of tap water, methanol, ethanol (99.5) and isopropanol
with high permittivity and high loss was measured via the reflection method using a coaxial feed
open-ended cut-off circular waveguide [10] to reduce the effects of liquid spillage at the time of sam-
ple material insertion. The effectiveness of the proposed method was then evaluated by comparing
its results with those of the TM010 cylindrical cavity resonator method [4]. Next, the complex
permittivity of the liquids was measured at frequencies ranging from 50 MHz to 3.0 GHz using the
procedure outlined above. In this case, the measurement limit was set at a very low frequency.

2. MEASUREMENT PROCEDURE

The liquid phantom was measured using the method outlined here.

1. Calibration of S11 (input impedance) is performed at the tip of a coaxial line before mounting
on the measurement jig.

2. The jig is attached to a measurement cable connected to a network analyzer (see Figs. 1 and
2).

3. Complex permittivity is measured at the front of the sample material when it is inserted into
the network analyzer.
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4. The complex permittivity of the sample material is estimated based on an inverse problem to
coincide with the calculated input impedance and the result of input impedance measurement.

The measurement jig for liquid insertion is made from a cut piece of worked brass and an SMA
connector. S11 calibration must be performed under a condition in which the measurement jig is
not mounted when input impedance is measured using a network analyzer. The reference plane
is then moved using a VNA electrical delay function so that the input impedance is ∞Ω on the
Smith chart when the measurement jig is attached. When actual measurement is made, a coaxial
line attenuator (6 dB) is connected to the front of the measurement jig to reduce the influence of
reflection waves on the measurement results with this setup (Figure 2). In addition, the complex
permittivity of the inserted sample material must be estimated from the measured input impedance
as an inverse problem. This work is performed using the 2D Newton-Raphson method.

Figure 1: Measurement jig. Figure 2: Measurement setup.

3. CALCULATION OF INPUT IMPEDANCE

In the proposed method, input impedance at the reference plane (as seen from the right-hand
side in Figure 3) is measured with the sample insertion slot in a patulous state. However, it is
impractical to assume an open condition for this slot when the analytical model for estimating
complex permittivity is computed due to the large analytical area and computational resources
needed. However, the proposed method does not require computation for the region outside the
aperture plane as explained below. Electromagnetic wavelengths are longer at low measurement
frequencies. Therefore, electromagnetic waves are cut off because they cannot propagate into the
cylindrical waveguide of a sample insertion space with a sufficiently small diameter. Accordingly,
the value of electromagnetic waves at the aperture area for liquid sample insertion (based on the
propagation of a sample insertion hole excited from an SMA connector) appears very low because
such waves decay exponentially with distance when the sample insertion length is above a certain
value. The termination condition of the cut-off cylindrical waveguide is therefore assumed to be
the perfect magnetic condition (PMC), which differs from the open condition in input impedance
computation. On the assumption that the boundary condition of the sample insertion space’s
aperture area is the PMC, the mode-matching method [10, 11] can be applied to the analytical
model shown in Figure 3 for calculation of the input admittance at the reference plane as seen from

Figure 3: Analytical model.
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the right-hand side using Equation (1).

ẏm = j · 2k0a · ε̇r√
εrA · ln

(
a
b

)

y0 −

∞∑

q=1

yq · xq


 (1)

Here, ym is the complex admittance (a combination of real and imaginary parts), and its inverse is
the complex impedance. The complex permittivity of the inserted sample material is also uniquely
decided from the measured complex permittivity. To calculate ym, matrix elements such as yq and
xq are first computed for convergence of the computational result with a sufficiently large q value
for each change in measurement frequency.

4. FUNDAMENTAL STUDY

First, complex permittivity was estimated as an inverse problem by measuring the input impedance
with tap water at a frequency of 2.49806 GHz with values of 2a = 4.1 mm, 2b = 1.3mm, d = 5.0mm
and εrA = 2.05. Table 1 summarizes the means of the measurement results obtained using the
proposed method along with those obtained using the TM010 cylindrical cavity resonator method [4]
and the open-ended coaxial line method [14, 15]. In this case, the measurement jig was filled with
the liquid again and the dielectric constant was measured five times each using the proposed
method and the cylindrical cavity resonator method. The mean value obtained with the proposed
method was 73.02 ± 0.4 − j8.38 ± 0.3, which was close to the cavity resonator method result of
73.20± 0.4− j7.45± 0.8 at a frequency of 2.49806 GHz.

Room temperature was 22.4◦C for input impedance measurement with the proposed method
and 20.2◦C for measurement with the cavity resonator method. Next, methanol, ethanol and
isopropanol (IPA) samples were inserted into the jig, their input impedances were measured three
times, and complex permittivity was estimated from each value. Tables 2 to 4 show the estimation
results obtained with the proposed method, the measurement results obtained with the TM010

cylindrical cavity resonator method [4, 5], and those obtained with the open-ended coaxial line
method [14, 15]. The measurement frequency value for input impedance using the proposed method
is the same as that for measurement using the cavity resonator method. The outcomes show that
measurement results obtained with the proposed method closely match those of the cavity resonator
method.

Table 1: Measurement results for tap water.

Complex permittivity
(proposed method)

Complex permittivity
(Refs. [14, 15])

Complex permittivity
(cavity resonator method [4])

73.55± 0.93
−j8.49± 0.41

73.57± 0.93
−j8.44± 0.40

73.20± 0.40
−j8.28± 1.50

Table 2: Measurement results for methanol (2.5314 GHz).

Complex permittivity
(proposed method)

Complex permittivity
(Refs. [14] and [15])

Complex permittivity
(cavity method [4])

21.33± 0.50
−j13.77± 0.10

20.56± 0.09
−j12.41± 0.07

22.1± 1.30
−j11.4± 2.10

5. INFLUENCE OF MATERIAL FILLING SPACE DEPTH

In this study, termination was assumed to occur in the perfect magnetic condition (PMC). However,
this differs from the termination condition of jigs that can be used in practice. Accordingly, input
impedance variations were studied by calculating values with different sample insertion lengths
when the termination condition was selected as PMC or PEC.

The results, which are detailed in reference [10], indicate little change in calculated input
impedance values with insertion length variations of d = 3 to 5 mm. However, the calculated
input impedance values shown in Figures 4 to 5 for a low measurement frequency of f = 50 MHz
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Table 3: Measurement results for ethanol (2.5395 GHz).

Complex permittivity
(proposed method)

Complex permittivity
(Refs. [14] and [15])

Complex permittivity
(cavity method [4])

6.26± 0.18
−j7.13± 0.18

6.05± 0.19
−j6.76± 0.26

6.30± 0.30
−j6.80± 0.30

Table 4: Measurement results for IPA (2.5415 GHz).

Complex permittivity
(proposed method)

Complex permittivity
(Refs. [14] and [15])

Complex permittivity
(cavity method [4])

3.04± 0.25
−j3.23± 0.05

3.24± 0.19
−j3.04± 0.05

3.50± 0.50
−j3.00± 0.10

in relation to tap water and methanol, respectively, also indicate little change in calculated input
impedance at low frequency (50 MHz) with insertion length variations of d = 3 to 5mm in common
with the 500 MHz and 2 GHz bands. These results can be explained by the fact that most electro-
magnetic waves were reflected at the discontinuity plane between the coaxial line and the cut-off
waveguide because the propagation mode is the cut-off mode at the measurement frequency with
the jig used here.

Figure 4: Results of input impedance calculation
with various d-dimension values (for tap water at
50MHz, εr = 82.0− j12.0).

Figure 5: Results of input impedance calculation
with various d-dimension values (for methanol at
50MHz, εr = 33.0− j1.0).

Reflected electromagnetic waves in the cut-off waveguide also attenuate within the waveguide
because the inserted liquid is a high-loss material. As a result, reflected waves do not reach the
reference plane. Based on these observations, it was concluded that the complex permittivity of
a high-loss liquid can be estimated using the proposed method if the tip of the measurement jig
is open-ended. The suitability of measurement can also be judged by checking the convergence of
calculated results for input impedance with variation of the d-dimension for unknown materials.

6. FREQUENCY CHARACTERISTICS OF COMPLEX PERMITTIVITY IN CERTAIN
LIQUID TYPES

The results of the study confirmed the proposed method’s applicability to the measurement of
complex permittivity for high-loss liquids. The complex permittivity of certain liquid types was
subsequently measured under the conditions of 2a = 4.1mm, 2b = 1.3mm, d = 5.0 mm and
εrA = 2.0 at frequencies ranging from 50MHz to 3.0 GHz. The measurement results, which are
shown in Figs. 6 to 9, indicate that the real and imaginary parts of the complex permittivity of tap
water were 82.0 to 72.0 and 3.0 to 9.0, respectively. The corresponding figures for methanol were
34.0 to 21.0 and 1.0 to 14.0, those for ethanol (99.5) were 20.0 to 6.0 and 9.0 to 2.0, and those for
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IPA were 17.0 to 3.0 and 7.0 to 3.0.

Figure 6: Frequency characteristics of complex per-
mittivity (tap water).

Figure 7: Frequency characteristics of complex per-
mittivity (ethanol 99.5).

Figure 8: Frequency characteristics of complex per-
mittivity (methanol).

Figure 9: Frequency characteristics of complex per-
mittivity (IPA).

The results highlighted the frequency characteristics of complex permittivity with different liq-
uids. However, as input impedance was found to be mostly open in the ultra-low frequency band,
it can be inferred that measurement precision deteriorates significantly due to large variation in the
results of complex permittivity estimation. Possible methods of improving measurement precision
include increasing the diameter of the coaxial tube and inserting the liquid into the coaxial region
of the SMA connector. These are issues for future study.

7. CONCLUSION

This study involved verification for a proposed method of broadband measurement to determine the
complex permittivity of liquids using the reflection method with an open-ended cut-off waveguide
as a coaxial feed. The complex permittivity of tap water, methanol, ethanol and IPA was actually
estimated from the measured input impedance. Next, measurement results and outcomes obtained
using the cylindrical cavity resonator method were compared to evaluate the effectiveness of the
proposed technique. The extent to which different insertion lengths and the termination conditions
influence measurement results was also evaluated. Based on the outcomes, the frequency character-
istics of the complex permittivity of certain types of high-loss liquids were confirmed at frequencies
ranging from 50 MHz to 3.0GHz on the basis of the measurement procedure outlined above. As
complex permittivity was measured with the nose section open, the effects of liquid spillage were
reduced. The method is therefore considered applicable for small amounts of liquid for cost-effective
measurement in a broad frequency range. In future work, the temperature dependence of these
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liquids will be studied using the proposed method. However, as this method is characterized by
problems in the low-frequency band, jig improvement with a particular coaxial tube diameter and
material insertion space is required. Highly accurate numerical analysis for the open-ended section
is also needed to deal with low-loss materials. Research to extend the method to the measurement
of liquids in the millimeter band is also required.
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Abstract— We present a microwave analog experiment for evanescent surface wave scattering
by dielectric objects. The instrument provides the amplitude and the phase of the scattered fields
in both the near- and far-field regions. We compare the experimental results against numerical
simulations, which take into account particle-substrate interaction. This not only allows assessing
the validity of the numerical methods but also offers a better understanding of surface wave
scattering.

1. INTRODUCTION

Microwave-analog-to-light-scattering (MALS) is a powerful method to analyze electromagnetic scat-
tering properties of systems, which are difficult to manipulate and hence to study in the optical
domain. Furthermore, modern detection techniques give direct experimental access to the field
value (amplitude and phase), which is much more difficult for optical frequencies. The linearity of
Maxwell’s equations is the physical principle underlying the method. It allows rescaling wavelength
together with object size, keeping field distributions invariant. These properties make it suitable as
a proof of concept tool (near-field optical microscopy, metamaterials, cloaking, Kerker conditions),
but also as an experimental validation tool of numerical methods [1–3].

MALS has been applied extensively to the study of free space electromagnetic wave scattering
by single particles [4] and complex aggregates [5]. In some cases it has also been applied to surface
geometries [6]. On the other hand, the case of simple and complex-shaped objects deposited on a
surface has received little attention despite numerous applications in nanoscience such as biological
detection and surface contamination. To fill in this gap, we present a new device in which evanescent
waves are generated on top of a dielectric substrate. This allows studying the behavior of the
electromagnetic fields scattered by objects placed on the substrate, in both the near- and far-field
regions. Over the past few years, numerical methods capable of handling correctly particle-surface
interactions started to emerge [7–12]. These methods are, however, still in a process of development
and require experimental validation. Our set-up offers ideal conditions to perform such tests.

After a presentation of the experimental set-up, we will provide some experimental and numerical
results.

2. EXPERIMENTAL SET-UP

To measure electromagnetic surface wave scattering by macroscopic objects (object sizes between
few millimeters to few centimeters), experiments were performed in an anechoic chamber of In-
stitut Fresnel in Marseille using a device specially designed for this purpose called Surface Wave
Scattering-Microwave Scanner (SWS-MS) (see Figure 1) [13]. It consists of a polyamide (PA6) semi-
circular prism (ε = 2.9 + i0.05) and emitting and receiving antennas operating in the [4–8 GHz]
frequency range. The set-up allows two types of illuminations: a propagating illumination (PI) and
an evanescent illumination (EI). The PI consists in placing both emitter and receiver on top of the
substrate. Hence, the object is excited with a propagating wave. For the EI, the emitter is placed
against the cylinder wall and sends the beam through the prism with an angle of incidence θinc

larger than the critical angle θcri , thus generating an evanescent wave at the air-prism interface. In
this work we will focus on this EI configuration.

Evanescent waves are very sensitive to the presence of any object placed near the surface (at a
distance of the order of the penetration depth) since it induces scattering of the evanescent wave,
which can be detected in near- or far-field. In the latter case, the receiver is placed on an arm with
translation and rotation capabilities. In the near-field region, the electric field is measured using a
probe.
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Figure 1: SWS-MS device. The emitting antenna produces a beam with an angle of incidence θinc and
generates an evanescent wave at the top surface of the semicircular prism. Objects placed on or near the
interface scatter the evanescent field and create propagating modes that can be detected in both the far-
and near-field.

3. RESULTS

We report scattering measurements for two types of spheres: the first one is a quasi-lossless sphere
(PA6), with a permittivity of 2.9 + i0.05 (refractive index of 1.7 + i0.02) and a diameter of 30 mm
(λ/1.92), and the second is an absorbing sphere, with a permittivity of 1.4 + i0.3 (refractive index
of 1.19 + i0.13) and a diameter of 69 mm (λ/0.87).

The first sphere is placed on the top surface of the prism and illuminated by a TE polarized
plane wave at a frequency of 5.2GHz, with an incident angle for the EI illumination of θinc = 36◦.

The results show the measured electric fields amplitude scattered by the particle located on
the substrate. The amplitude is plotted in logarithmic scale as a function of the scattering angle
θS (Figure 2(a)). The measurements are used to assess numerical simulations, carried out by two
open source codes based on the Discrete Dipole Approximation taking into account particle-surface
interaction: DDA-SI [14] and ADDA [9]. For both DDA-SI and ADDA calculations, the sphere was
modeled using 512 cubical sub-volumes. To compare with a different numerical approach we also

(a) (b)

Figure 2: TE-polarized electric field scattered in the far zone by (a) quasi-lossless sphere illuminated at a
frequency of 5.2 GHz, (b) absorbing sphere illuminated at a frequency of 5 GHz.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 2087

used a “home implementation” of the Finite Element Method (FEM) using an adaptive triangular
mesh with adequate high mesh density.

Despite slight differences in the positions of the minima, measurements and simulations by
ADDA and FEM are generally in good agreement. This agreement is excellent between 0◦ and
−75◦, but important differences appear in the range [0◦–75◦] for the three methods, especially for
DDA-SI. Part of the observed differences is likely to be due to spurious reflections at the interfaces
and due to the fact that the beam is slightly diverging. Both phenomena introduce propagating
modes in the evanescent wave. In the future, we will use new antennas with better collimation to
avoid the generation of non-evanescent modes.

In Figure 2(b), the large absorbing sphere is illuminated by an evanescent wave generated by a
TE-polarized plane wave at an angle of incidence of 36◦ with a frequency of 5 GHz. Here, the sphere
was modeled using 1472 cubical sub-volumes. Compared to the quasi-lossless sphere, the differences
between numerical predictions and experimental results are more pronounced. We observe again
that FEM and ADDA reproduce the experiments better than DDA-SI. This indicates that DDA-SI
suffers from numerical inaccuracies more apparent in the case of higher losses. We think that the
most probable cause for these problems is the numerical evaluation of the Sommerfeld integrals.

4. CONCLUSION

We have presented experimental results and numerical simulations for far-field scattering of evanes-
cent waves by two types of dielectric spheres. The experimental results are found to be in reasonable
agreement with the numerical simulations obtained with the FEM and ADDA including surface
interactions. Our set-up offers the possibility to researchers to evaluate the accuracy of their codes.
Experimental work is ongoing to demonstrate the set-up capabilities for both near- and far-field in
terms of detection sensitivity, object size resolution and object separation resolution.
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On Capacity Performance of 2×2 Satellite-earth Link at 30GHz in
Rain Environment

Jing Yang, Xiaowei Xue, and Shuhong Gong
School of Physics Optoelectronic Engineering, Xidian University, China

Abstract— Give the equivalent model of STBC, VBLAST sche mes for analyzing their channel
capacity. The channel capacity performances of SISO, 2×2 STBC and 2×2 VBLAST schemes in
20mm/h rain environment are simulated and discussed based on an assumed 2×2 satellite-earth
link at 30 GHz in circular polarization as an example.

1. INTRODUCTION

In comparison with traditional Single-Input Single-Output (SISO) communication technology, MIMO
communication technology shows great advantages, such as higher transmission rate, spectrum
utilization ratio and power efficiency. Therefore, MIMO communication technology represents a
breakthrough in the modern communication field [1–3].

Many reports about MIMO communication have been focused on the frequencies below 10 GHz [1].
In contrast, the research on the MIMO communication above 10GHz, such as Ku and Ka bands
or higher frequencies, is still in its infancy, although the communication technology at those fre-
quencies has many advantages [1]. Available publications only explored some particular aspects
for the MIMO communication above 10 GHz, for example the references of [4–8]. The most those
publications concern terrestrial MIMO systems or indoor environment, where the multipaths in-
duced by terrain and the objects around the receiver are present. Though earth-station receiving
diversity is exploited for mitigating the fading caused by tropospheric scattering effect on Ka band
satellite signal in [9], the MIMO communication is not straightforward on satellite communication.
Fortunately, attention has been paid to the application of the MIMO technology above 10GHz in
satellite communication system in recent years in [2] and [10–12] which just specifically analyze the
effect of rain-induced attenuation on the channel characteristics.

This paper focuses on the capacity performance of 2 × 2 satellite-earth link at 30 GHz in rain
environment. the equivalent model of STBC, VBLAST schemes for analyzing their channel capacity
are given. The channel capacity performances of SISO, 2× 2 STBC and 2× 2 VBLAST schemes in
20mm/h rain environment are simulated and discussed based on an assumed 2× 2 satellite-earth
link at 30GHz in circular polarization as an example. The equivalent model given in this paper is
valid for the single-polarization MIMO satellite-earth link at other bands above 10GHz.

2. THE EQUIVALENT MODEL FOR MIMO SYSTEM CAPACITY

For a MIMO system with variance is mT transmitting antennas and mR receiving antennas, the
relationship between the transmitted signal vector x(t) and the received signal vector y(t) can be
given as

y(t) = Hx(t) + n(t) (1)

In (1), H expresses channel matrix, whose element hi,j(i = 1, 2, . . . , mR; j = 1, 2, . . . ,mT )
represents the random channel parameter from the jth transmitting antenna to the ith receiving
antenna. In fact, a complete model for hi,j should include all the propagation and scattering
effects except for noise and all filters, such as attenuation, multipath fading and receiver filter
etc.. The propagation and scattering impacts are considered in this paper. For convenience, hi,j

is also written as hi,j = h1 i,jh2 i,j . Where, h1 i,j represents path loss, which is a constant for
a given specific link and specific propagation environment parameters. h1 i,j mainly determines
the average energy of received signals. h2 i,j is a complex random variable, which indicates the
randomly fading coefficient induced by random multipath propagation or the combination of the
incoherent scattering in the troposphere. the incoherent scattering effect is similar to the multipath
effect on mobile communications but their physical nature is not the same.

If the channel is unknown to the transmitter, then the vector x(t) is statistically independent,
This implies that the signals are independent and the power is equally divided among the transmit
antennas. The capacity in such a case is presented as

C = log2 det
(
ImR

+ Es/mT N0HHH
)

(2)
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where, Es is the total energy of a transmitted symbol in J, N0 is noise power spectrum density in
J, the superscript H denotes Hermitian Transpose operation. If mT = mR = 1, (2) simplified as

C = log2

(
1 + Es/N0 |H|2

)
(3)

For 2× 2 STBC scheme using Maximal Ration Combing, the equivalent model of capacity can be
given as

C = log2

[
1 + E′

s

/
N0

(
|h2 1,1|2 + |h2 1,2|2 + |h2 2,1|2 + |h2 2,2|2

)]
(4)

For 2× 2 VBLAST scheme using Maximal Ration Combing, the equivalent model of capacity can
be given as

C = log2

[
1 + E′

s

/
N0

(
|h2 1,1|2 + |h2 2,1|2

)]
+ log2

[
1 +

E′
s

N0

(
|h2 2,1|2 + |h2 2,2|2

)]
(5)

E′
s in (4) and (5) signifies the symbol energy from the transmitting antenna j to the receiving

antenna i after taking path loss into account, is presented as

E′
s i,j = Es/mT h2

1 i,j
(6)

N0 can be given by
N0 = 1.38× 10−23Tsys/2 (7)

where
Tsys = Tclear + Tm

(
1− 10−

Latm
10

)
(8)

In (8), Tclear is a given constant, Latm signifies all atmosphere-induced attenuation.
The fading coefficient in rain can be given as

h2 rain−i,j = αi,j · exp
[−j(ϕ0−i,j + ϕf−i,j)

]
(9)

where, αi,j and φf−i,j are the random number respectively following

p(α) = 2Kα exp[−K(α2 + 1)]I0(2Kα) (10)
p(ϕf ) = 1/2π (11)

And, ϕ0 can be calculated by ϕ0 = Leff · 57.296× 103 2π
k2

Dmax∫
Dmin

Im(S(0))N(D)dD [1].

Figure 1: The sketch of the assumed satellite-earth MIMO communication link.
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Figure 2: CDF of capacity for SISO link in rain.
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Table 1: The parameters of the link illustrated in Figure 1.

The parameters of earth station Satellite Parameters
The parameters of

earth station
108.95◦E;
34.26◦N

Location of the
subsatellite point

100◦E 0◦

Receiving frequency 30.0GHz Transmitting frequency 30.0GHz
Tclear i 95.09K Orbit altitude 15000 km

Antenna
parameter I

type Parabolic

IPBo 3.83 dB
aperture 1m

gain 48 dB
Half-power beamwidth 0.7◦

Elevation angle 40.7◦

Antenna
parameter II

type reflector

Polarization state Circular polarization
aperture 27m

gain 76 dB
Half-power beamwidth 0.3◦

Elevation angle 40.7◦
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In (10), K in rain environment is estimated by (13) [1]

K = exp(−γ · Leff )/2π

Dmax∫

Dmin

θA∫

0

sinΘN(D)g(γ · Leff , Θ)|f(Θ, D)|2/γdΘdD (12)

And, the model for calculating atmosphere-induced attenuation can find in [1].

3. SIMULATION AND DISCUSSION

An assumed link parameters are listed in Table 1, and link configuration is illustrated in Figure 1.
The simulation results in 20 mm/h rain environment are given in the figures of Figure 2–Figure 5.

Note that the performance of a MIMO is critically de d s d e pendent on the availability of
an independent and identically distributed channel fading matrix. It is well known that channel
correlation will downgrade the performance of a MIMO system. Therefore, it is assumed that and
are great enough to ensure the fading matrix being independent and identically distributed.

It is obvious that channel capacity can be improved by adopting MIMO technology in satellite
communication system. It is natural that VBLAST scheme is the best scheme to improve channel
capacity, however it is at the cost of bit error rate. STBC should be the ideal scheme because of its
potential merit of both capacity and bit error rate. We will give more comprehensive and deeper
investigation in future.
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Error in Phase Verification Results for Vector Network Analyzer
Measurements in Coaxial Line System

Masahiro Horibe and Ryoko Kishikwa
National Metrology Institute of Japan, Japan

Abstract— This paper presents error analysis of a simple method for verifying the phase of
transmission measurements — for example, as made using instruments such as Vector Network
Analyzers (VNAs). Phase verification method by using air line as a phase standard has been
published by N. Ridler and M. Horibe. Examples are given that show the method being used at
millimeter wavelengths (i.e., at frequencies up to 33GHz) in the 3.5mm coaxial line size. It is
trusted that the method will be suitable for use by calibration laboratories seeking verified and/or
accredited measurements in VNAs. An air dielectric coaxial line (air line) is commonly used as the
reference impedance and absolute phase standard in a VNA measurement. In the method, phase
measurement accuracy is verified by comparing between dimensional length and electrical length,
analyzed by measured value of transmission phase, of air line. However, reflection characteristics
of air line at connection interfaces affects to error of analytical results of electrical length.

1. INTRODUCTION

Precision coaxial unsupported air lines are used as reference standards of impedance at RF and
microwave frequencies [1–3]. In this paper, we use the air lines as phase standards against which
the phase of transmission measurements can be verified in a vector network analyser (VNA) mea-
surements. In advance, the air lines are characterised by their measured mechanical dimensions
and measured insertion loss. The electrical length of the air line is calculated from the phase values
of the transmission measurements made by the VNA being verified and this is then corrected to
take into account the measured insertion loss. Subsequently, the calculated electrical length of
the air lines is compared with the measured mechanical length of the air line. If the electrically
derived length agrees with the mechanically measured length, then verification process of the phase
measurements in VNA is passed.

The above method has previously been proposed elsewhere (see, for example [4–6]). However,
in this paper, we extend this work by analysing the error in the calculation of electrical length from
the S-parameter measurement results.

2. CALCULATION OF ELECTRICAL LENGTH

At first, the characteristic impedance, Za, of the air line should be verified by using dimensional
measurements of the radii of the center conductor, a, and outer conductor, b, using:

Za ≈ 59.939 045× ln
(

b

a

)
(1)

And, the physical length of the air line, lm, should be determined by using dimensional measure-
ments with traceability back to the SI base unit of length, the metre.

Then, the complex-valued S-parameters of the air line, at a range of frequencies, are obtained by
the VNA measurement system that is to be verified. Note that, the measured reflection coefficient
magnitudes, |S11| and |S22|, should be sufficiently small to approximate the match condition for
the line at all measured frequencies in the VNA measurement.

Using measured values of magnitude and phase of S21 and S12, the resistivity, ρ, and electrical
length for the air line, le are determined by the method presented in Ref. [6].

3. ANALYSIS OF PHASE VERIFICATION IN VNA

When ideal air lines having no reflection characteristics, |S11| = |S22| = 0, is used, transmission
magnitude and phase characteristics are only depends on length and resistivity of conductivity of
the air lines.

S21 = S12 = e−(α+jβ)le (2)
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However, usual air lines have some mismatch effect at the connector interface, then |S11| and |S22|
are non-zero values, i.e., Za = 50Ω.

S21 = S12 =
2

(
cosh2 (α + jβ)− sinh2 (α + jβ)

)

2 cosh (α + jβ) +
(

Z0
Za

+ Za

Z0

)
sinh (α + jβ)

(3)

Here, Z0 is system impedance of VNA, i.e., 50 Ω.
In the case of S11 and S22 being not small, There is no longer simple equation shown in Eq. (3)

compared to Eq. (2).
In the next section, this paper presents the VNA phase verification result compering to phys-

ical length of the air lines, and then investigate and discussion the relationship between phase
verification errors and Sii of the air lines.

4. RESULT AND DISCUSSION

Four air lines with 50 mm long length and 3.5 mm connectors at the both ends were used in the
VNA phase verification. Length difference between electrical and physical is drawn in Figure 1.
The electrical lengths of three lines, A, C and D, has less than 10µm difference from physical length
of air lines. However, electrical length is approximately 30µm longer than physical length for line
B. According to Ref. [6], uncertainty of this type of comparison is approximately 10µm when use
of typical air lines, i.e., low reflection loss at the connector interface. Then electrical lengths of the
lines, A, C and D are good agreement with their physical lengths. However, line B has large error
in the phase verification result.

In order to understanding the difference between electrical and physical lengths, reflection char-
acteristics were obtained and drawn in Figure 2. Three air lines, A, C and D, show small reflection
characteristics, Sii, within 0.02. Line B has larger reflection characteristics, i.e., maximum value of

Figure 1: Difference between electrical and physical
lengths of the 50mm air lines.

Figure 2: Maximum values of measured |S11| or |S22|
for the air lines.

Figure 3: Dependence of length difference on reflection characteristics of the air lines.
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0.08. As the results, length difference depends on reflection characteristics. Figure 3 shows plots of
relationship between length difference and maximum |Sii|. This graph indicates one of major error
source in VNA phase verification is measured reflection characteristics of the air lines.

This means that the air line should have a small reflection characteristics in the VNA phase
verification.

5. SUMMARY

This paper has described an error source in the VNA phase verification of transmission coefficients,
based on determining the electrical length of precision beadless air lines. The method is good way to
verify the phase measurement accuracy, but the result strongly depends on reflection characteristics
of air lines.
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Abstract— The results of study of the dielectric loss at millimeter (MM) wavelengths range
and temperatures 300–950 K in two different diamonds grown by the arc plasma jet (APJ) tech-
nology are presented. The electrophysical properties and parameters of point defects are also
investigated. A comparison of results was made for these samples with the diamonds which have
been grown by the technology of microwave plasma chemical vapor deposition (MPCVD).
It is revealed that both frequency and temperature loss dependences as well as the electrophys-
ical properties and parameters of point defects in the APJ diamonds essentially differ from the
MPCVD diamonds properties.
Also these properties in the studied APJ diamonds also essentially differ.
The dielectric loss mechanisms are discussed.

1. INTRODUCTION

Diamond films are a new kind of high quality dielectric material because they possess a combination
of novel properties, i.e., low dielectric loss, extremely high thermal conductivity, high dielectric
strength, etc..

Conventionally, high quality diamond films are prepared by using microwave plasma chemical
vapor deposition (MPCVD) technique [1]. The dielectric and other properties of such diamonds
were presented in [2–4]. However the deposition rate of high-quality diamond films by this technique
is rather low (2–3mkm/hour). Such material is rather expensive and its application is restricted.

During the last decade, a high power DC arc plasma jet (APJ) technique has been developed [5]
which shows the advantages of higher deposition rate and lower material cost. Until now, there has
been little report on dielectric properties of diamond films prepared by the APJ technique.

The first results on dielectric properties at MM range at the first time for the APJ diamonds
were presented in [6] for one sample (K1). In [7] also the first data on electrophysical properties
and parameters of point defects are investigated also by the charge-based deep level transient
spectroscopy (Q-DLTS) technique. The metal (Ag) contacts were fabricated on diamond surface.
However the Ag contacts provided only a qualitative data.

In this paper the results of investigation of the dielectric properties in two different APJ diamond
samples are presented. The dielectric loss temperature dependences at the range T = 300–950 K are
measured at the first time for the APJ diamonds. Also electrophysical properties and parameters
of point defects are studied. A “strict” Ni and Ti contacts have been used that allowed to obtain
quantitative data at the first time for the APJ diamonds.

A comparison with the MPCVD diamonds was made.

2. RESULTS AND DISCUSSION

In the present work the results of study of two APJ diamond samples are presented and discussed.
The first sample “K1” is the disk of 18.2 mm in diameter and with the thick of 0.316 mm (the
dielectric properties in it were studied earlier only at room temperature [6]. The second sample
“K2” is the disk of 63 mm in diameter and with the thick of 0.401mm. The samples were presented
by the Beijing University of Science and Technology (BUST).

Earlier the dielectric loss tangent tan δ was measured in the sample K1 at millimeter (MM)
wavelengths range and room temperature [6]. At long MM range the measuring technique at the
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base of cylindrical cavity resonator was used. At short MM range the measuring technique at
the base of high-Q open resonator was used [6]. It was found that tan δ∼2 · 10−4 at frequency
f = 35 GHz, and tan δ∼3 · 10−3 at f = 201 GHz. The later measurement was made on “resonant”
frequency of a disk at which the optical thickness of a disk is equal to a half wave (t ·n = λ/2) where
t is the geometrical thickness of the sample, n is the refractive index of material, λ is the length of
wave in vacuum. The refractive index in the sample K1 has been found on the specified resonant
frequency. Its value n = 2.354 (±0.002) essentially less than refractive index n = 2.380 (±0.001)
found in our previous measurements in various MPCVD diamonds in which the given value is close
to the value for monocrystal diamond. The smaller value of the refractive index in the sample K1
in comparison with other diamonds means, that the given sample has smaller density.

From a comparison of the measurements data on different frequencies described above it follows,
that in the APJ sample K1 an essential increase tan δ with frequency (tan δ∼f) in the MM a range
is observed. It essentially differs from the frequency dependence of loss in other diamonds, in
particular in MPCVD diamonds, where reduction of loss with frequency (tan δ∼1/f) in the given
range was observed at f < 200GHz. In the MPCVD diamonds it caused by electric conductance
in the intercrystalline (intergranular) areas [2, 8, 9].

From observable increase of loss with frequency in the investigated APJ diamond K1 follows,
that the mechanism of loss in it is another compared to the MPCVD diamonds. As theoretical
interpretation of the loss in the sample K1, the mechanism of the lattice loss induced by the
lattice disorder can beoffered because it corresponds to dependence tan δ∼f [10]. It agrees also
with smallerdensity (in comparison with MPCVD diamonds), corresponding to smaller value of the
measured refractive index.

In the present work the dielectric loss and refraction index at the MM range was measured at
another APJ diamond: sample K2.

The dielectric loss was measured at various temperatures T = 300–950 K (at the first time for
the APJ diamonds). The temperature dependences were measured on two frequencies, 157 and
313GHz. The results are presented in the Figure 1.
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Figure 1. Temperature dependences of the dielectric loss tangent tan δ in the APJ diamond sample K2 on
two frequencies, 157 and 313 GHz.

The APJ sample K2 essentially differs on the loss temperature and frequency dependences from
the MPCVD diamonds. In particular, the loss weakly depends on temperature not only at the “low”
temperatures (T∼300K), but also at the “high” temperatures (T∼900K). Whereas in the MPCVD
diamonds a sharp increase of loss is observed at T∼500–900K [2, 3]. The decrease of loss at the
increase of frequency in the sample K2 is observed as well as in the MPCVD diamonds. However it
is much weaker compared to the dependence tan δ∼1/f that is observed in the MPCVD diamonds
at f < 300 GHz [2, 3] and is due to the electric conductance in the intercrystalline areas [2, 8, 9].

The APJ sample K2 also essentially differs on the loss frequency dependence from the APJ
sample K1. In the sample K2 a decrease of loss with frequency is observed. Whereas in the
sample K1 an increase with frequency is observed [6, 7]. It is possible to explain these frequency
and temperature dependences in the sample K2 by the combination of contributions of two loss
mechanisms: a) lattice loss induced by the lattice disorder which do not depend on temperature [10]
(and can predominate at rather low temperatures; b) the loss caused by electric conductance in
the intercrystalline areas [2, 8, 9]. The received results, including much lower losses in the sample 2
show, that in this sample the concentration of lattice disorder much low, than in the APJ diamond
K1.
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As it had shown in the previous our researches, the defects of various nature are characteristic
for artificial diamond materials. And they can render essential influence on value of dielectric loss.
However the mechanisms and character of influence of defects, in particular point defects, are not
sufficiently studied.

In the present work the electric conductivity σ and its activation energy of Ea were obtained
for the samples K1 and K2 from the volt-ampere characteristics measured at various temperatures
(290–520K).

The defect concentrations Nt, were determined by the Charge-based Deep Level Transient Spec-
troscopy [8]. The Q-DLTS spectrum is the charge ∆Q = Q(t2) − Q(t1), which is measured as a
function of the “time of rate window” τm = (t2 − t1)/ ln(t2/t1), where t1 and t2 are the times
from the beginning of the defect discharge, upon applying a voltage pulse to the sample. The ratio
t2/t1 = 2 was kept constant while the Q-DLTS spectra were obtained. The amplitudes of ∆Q peaks
(which are directly proportional to the defect concentration) are used to determine the Nt values
as described in [8].

The results were compared with the data for typical MPCVD diamond sample “D1” that we
researched earlier.

In the Table 1 some data obtained are presented: electric conductivities σ (at T = 520 K), its
activation energies Ea, and point defect concentrations Nt.

Table 1.

Sample σ , Ohm−1 · cm−1 Ea, eV Nt, cm−3

D1 3.8 · 1012 1.43 ∼4 · 1010

K1 1012 0.33 at T < 450K
0.89 at T > 480K

∼8 · 1010

K2 6 · 1012 0.63 ∼7 · 1010

In the sample K1 two different activation energies are observed: 0.33 eV at T < 450K and 0.89 eV
at T > 480K. It indicates that there are two deep levels in the forbidden gap. Their contributions
dominate in the thermal excitation of the free char carries and in the electric conductivities at
T < 450K and T > 480K respectively. The activation energy of levels corresponding to the room
temperatures is the most in the sample D1 (1.43 eV) and the least in the sample K1 (0.33 eV). So
at the room temperatures the dielectric loss in the sample D1 is significantly lower compared to
the sample K2, and in the sample K1 it is significantly above.

3. CONCLUSION

The studied samples of APJ diamonds essentially differ from the MPCVD diamonds studied earlier.
In particular:

1. The observed both frequency and temperature dependences of dielectric loss essentially differ
from the dependences in the MPCVD diamonds. Also the frequency dependences in the
studied samples of APJ diamonds essentially differ.

2. It follows from the results obtained that the loss natures in these three diamonds are different
among all them.

3. The dielectric loss at the short MM wavelengths region in the subsequent APJ sample K2 is
significantly lower compared to the sample K1. So a progress in the further reduction of loss
in the APJ diamonds can be proposed.

The APJ diamonds are perspective material in applications for the flats and layers in the high
power electronics at MM and THz ranges as a material combining very low dielectric loss, extremely
high thermal conductivity (5 times higher compared to the copper), electric insulating properties,
high dielectric strength, and rather low cost (compared to the MPCVD diamonds).

ACKNOWLEDGMENT

The work was supported by the Russian Foundation for Basic Research (projects No. 11-02-91179
and No. 14-02-90458) and the Chinese Foundation for Natural Sciences (project No. 51010204).



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 2099

REFERENCES

1. Handbook of Industrial Diamonds and Diamond Films, M. Prelas, et al., Eds., Marcel Dekker,
NY, 1997.

2. Garin, M., V. V. Parshin, S. E. Myasnikova, and V. G. Ralchenko, Diamond and Related
Materials, Vol. 12, 1755, 2003.

3. Parshin, V., B. Garin, S. Myasnikova, and A. Orlenekov, Radiophysics and Quantum Electron-
ics, Vol. 47, 974, 2004.

4. Bertolotti, M., G. L. Liakhou, A. Ferrari, V. G. Ralchenko, A. A. Smolin, E. Braztsova,
K. G. Korotoushenko, S. M. Pimenov, and V. I. Konov, J. Appl. Phys., Vol. 75, 7795, 1994.

5. Lu, F. X., W. Z. Tang, T. B. Huang, et al., Diamond and Related Materials, Vol. 10, 1551,
2001.

6. Garin, B. M., V. V. Parshin, E. A. Serov, C. C. Jia, W. Z. Tang, and F. X. Lu, “Electromag-
netic properties at millimeter wavelength range of diamond films grown by DC arc plasma jet
technique,” PIERS Proceedings, 455–457, Suzhou, China, Sep. 12–16, 2011.

7. Garin, B. M., V. V. Parshin, V. I. Polyakov, et al., “Recent advances in broadband dielectric
spectroscopy,” NATO Science for Peace and Security Series B: Physics and Biophysics, Chap-
ter 6, Y. P. Kalmykov, Ed., © Springer Science + Business Media, Dordrecht, Netherlands,
2012.

8. Garin, B. M., Sov. Phys. Solid State, Vol. 32, 1917, 1990.
9. Polyakov, V. I., A. I. Rukovishnikov, B. M. Garin, et al., Diamond and Related Materials,

Vol. 14, 604, 2005.
10. Garin, B. M., V. I. Polyakov, A. I. Rukovishnikov, L. A. Avdeeva, V. N. Derkach, V. V. Parshin,

and V. G. Ralchenko, Diamond and Related Materials, Vol. 15, 1917, 2006.



2100 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Coupled Line 180◦ Hybrids with Modified Trans-directional Couplers
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Abstract— A novel coupled line 180◦ hybrid comprises of two modified trans-directional (TRD)
couplers and one half-wave transmission line is proposed. The two identical TRD couplers are
perpendicular connected to each other at two end points with one directly and the other through
a λ/2 line section. The proposed hybrid can be easily realized on a single-layer substrate by using
general printed circuit board (PCB) technology with a low cost. Modified TRD couplers with
arbitrary coupling are presented in the paper to construct the hybrid with simple structure, easy
fabrication, and wide range of coupling values. Theoretical analysis of the modified TRD coupler
and detailed design procedures of the hybrid is given. To validate the structure, experimental
circuit with a 3 dB coupling value was also designed and fabricated. Simulation results are
compared with the measurements, and a good agreement is observed.

1. INTRODUCTION

Hybrid couplers are essential component used extensively in various microwave circuits, such as
balanced amplifiers, balanced mixers, phase shifters, and feed networks in antenna arrays. Consider
the phase differences between the two output ports, hybrid couplers can be classified into two
categories: 9◦ and 180◦. For 90◦ hybrids, parallel couple-line and branch-line couplers are well
known examples [1]. For certain applications, namely, mixers and phase shifters, the 180◦ hybrids
are preferred since the isolation between the two input ports may be independent of the value of
two balanced-impedance loads [2]. Regarding the signal split ratio, the most commonly used is the
equal power split hybrid.

The rat race is a widely used 180◦ hybrid [3]. It consists of a 3λ/2 perimeter microstrip ring at
the operating frequency with four ports connected along the ring. Numerous publications have been
reported for the improvements of this type of hybrid mainly dealing with size reduction [4, 5], simul-
taneous size reduction and suppression of the harmonic response [6], increasing the bandwidth [7, 8],
dual band operation [9], and arbitrary power divisions [10].

In [11], an alternative realization of a 180◦ hybrid is proposed based on a cascade connection of
the two identical parallel coupled line couplers. Figure 1 shows the electrical schematic of such a
coupled line hybrid. The parallel coupled lines are connected at two end points with one directly
and the other through a λ/2 line section. It features the characteristics of simple structure, easy
fabrication, and wide range of coupling values. However, the coupling levels of the parallel coupled
line couplers are smaller due to fabrication constraints on the spacing of the coupled lines. Thus, it
is hard to realize a tight coupling 180◦ hybrid on a substrate with arbitrary height and permittivity.

Based on the structure, coupled line 180◦ hybrids with non-TEM directional couplers [12] and
Near-TEM Lange couplers [13] are presented. However, single frequency of equal power division or
symmetrical over-coupling is not possible if non-TEM directional couplers are used, since the even
and odd mode velocities of the coupled lines are different. Though the near-TEM Lange couplers
tends to compensate for the unequal even and odd mode phase velocities, the closed narrow lines
and the necessary bonding wires across the lines are difficult to fabricate using PCB technology.

In the paper, modified TRD couplers with arbitrary coupling are presented to construct the
coupled line 180◦ hybrid. An experimental microstrip prototype with a 3-dB coupling has been
fabricated on a PCB substrate (ε = 3.5, h = 1.5) with a low cost. The consistency with the
simulated and measured results validates the proposed circuit structure.

Figure 1: Electrical schematic of the coupled line
180◦ hybrid.

Figure 2: Schematic of the TRD coupler.
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2. PROPOSED MODIFIED TRD COUPLER

From the port numbers of Figure 1, three types of directional couplers can be described according
to the relative location of the isolation port to the input port. If port 3 is the isolation port, then
co-directional coupler can be formed, while if port 4 is the isolation port, contra-directional coupler
is constituted. The isolation port of port 2 is corresponding to the TRD coupler.

In [14], a realization of the TRD coupler is reported with the coupling level limited to less than
4.8 dB. However, the coupling values of the two couplers are 7.67 dB [11] for constructing the 3-dB
180◦ hybrid. Thus, the structure is needed to be modified for large range of coupling. Though TRD
couplers for weak coupling are presented [15], the equations are complicated and the realizations
are complex with the inductance (L) added to the four ports of the TRD coupler.

Figure 3 shows the schematic of the modified TRD coupler. It consists of three cells of capacitor-
loaded coupled lines. The parameters of cell1 are the same with cell3. The even (odd) mode
characteristic impedances of the cell2 are equal with cell1,3, except the shunt capacitors.

A convenient method for analyzing the proposed TRD coupler involves the derivation of an
ABCD matrix for each of the constituent cell. The circuit is decomposed into three cells, described
by M1(e,o), M2(e,o) and M3(e,o). The ABCD matrices of the three cells are

M1(e,o) =
[

a1(e,o) b1(e,o)

c1(e,o) d1(e,o)

]
(1)

M2(e,o) =
[

a2(e,o) b2(e,o)

c2(e,o) d2(e,o)

]
(2)

M3(e,o) = M1(e,o) (3)

where

a1,2(e,o) = d1,2(e,o) = cos θ1 −
b1,2(e,o)

2
sin θ1 (4)

b1,2(e,o) = jZ1(e,o)

(
sin θ1 −

b1,2(e,o)

2
+

b1,2(e,o)

2
cos θ1

)
(5)

c1,2(e,o) =
j

Z1(e,o)

(
sin θ1 +

b1,2(e,o)

2
+

b1,2(e,o)

2
cos θ1

)
(6)

b1,2(e) = 0 (7)
b1,2(o) = 2ωC1,2Z1o (8)

ω = 2πf (9)

The equivalent ABCD matrix of the TRD coupler is

Mall(e,o) =

[
cos θe,o jZ0(e,o) sin θe,o
jZ0(e,o)

sin θe,o
cos θe,o

]
(10)

where

Z0e = Z0

√
1 + k

1− k
(11)

Z0o = Z0

√
1− k

1 + k
(12)

In the above equations, f is the frequency, θ1 is the electrical length of each cell, and Z1(e,o)
are the even and odd mode characteristic impedance of the coupled lines. θ(e,o) and Z0(e,o) are the
electrical length and equivalent characteristic impedance of the even and odd mode transmission
line. Z0 is the equivalent port impedance (50 Ω) and k is the coupling coefficient of the coupler.
Matrix multiplication gives the equation listed as follows.

Mall(e,o) = M1(e,o) ·M2(e,o) ·M3(e,o) (13)
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Then we have

Z1e = Z0e (14)

b2o =
2 [m1 · cos θ1 − (m2 + m3) · sin θ1 − cos θo]

m1 · sin θ1 + m2 · (1 + cos θ1) + m3 · (cos θ1 − 1)
(15)

Z ′0o =
Z0o√

p1·(2 sin θ1+b1o cos θ1−b1o)−p2+p3

p1·(2 sin θ1+b1o cos θ1+b1o)−p4+p5

(16)

where

m1 = cos 2θ1 − b1o · sin 2θ1 − b2
1o · (cos 2θ1 − 1)

4
(17)

m2 =
(

cos θ1 − b1o · sin θ1

2

)
·
[
sin θ1 +

b1o (cos θ1 − 1)
2

]
(18)

m3 =
(

cos θ1 − b1o · sin θ1

2

)
·
[
sin θ1 +

b1o (cos θ1 + 1)
2

]
(19)

p1 =
(

cos θ1 − b1o · sin θ1

2

)
·
(

cos θ1 − b2o · sin θ1

2

)
(20)

p2 =
[
sin θ1 +

b1o · (cos θ1 − 1)
2

]2

·
[
sin θ1 +

b2o · (cos θ1 + 1)
2

]
(21)

p3 =
[
cos θ1 − b1o · sin θ1

2

]2

·
[
sin θ1 +

b2o · (cos θ1 − 1)
2

]
(22)

p4 =
[
sin θ1 +

b1o · (cos θ1 + 1)
2

]2

·
[
sin θ1 +

b2o · (cos θ1 − 1)
2

]
(23)

p5 =
[
cos θ1 − b1o · sin θ1

2

]2

·
[
sin θ1 +

b2o · (cos θ1 + 1)
2

]
(24)

For simplification, the phase coupling of the transmission lines is ignored, θe = π/2, θo = 3π/2,
and θ1 = π/6. For certain coupling value, Z0(e,o) are calculated using Equations (11) and (12), and
functional dependency of Z1o to the value of b1o can be plotted according to Equation (16). Thus,
proper values of Z1o can be chosen, and all the other parameters of the TRD coupler are obtained.

3. 180◦ HYBRID DESIGN

As a first step in the design of a 3-dB 180◦ hybrid, the 7.67-dB TRD coupler operating at 3 GHz
is designed. From Equations (11) and (12), for 7.67 dB coupling, Z0e = 77.6 Ω and Z0o = 32.2 Ω.

Figure 3: Schematic of the proposed TRD coupler. Figure 4: Z1o curve as a function of b1o.
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The Z1o curve as a function of b1o with 7.67 dB coupling value is plotted, as illustrated in Figure 4.
It can be seen that with the increase of b1o, the value of Z1o increases, and when b1o is more than
3.03, the value of Z1o exceeds 77.6Ω (more than Z1e). Thus, considering the coupling value of the
coupled lines, Z1o = 66.6Ω and b1o = 2.9 is chosen. The coupling value of the coupled line is 18 dB.
Finally, with Equations (8) and (15), C1 = 1.15 pF and C2 = 1.86 pF.

After optimizing using Ansoft HFSS, the suitable coupling value of 7.5 dB has been obtained
with a line width of 1.6 mm, a separation gap of 0.9mm C1 = 1.0 pF and C2 = 1.8 pF. The length
of the coupler was 16 mm.

In the next step, models of the 180◦ hybrid comprises of the two TRD couplers and a 180◦
transmission line were constructed, as shown in Figure 5. Optimizations have been carried out to
obtain a 3-dB 180◦ hybrid. The final dimensions are w1 = 3.3 mm, w2 = 1.6mm, s1 = 0.9 mm,
l1 = 15.4mm, l2 = 14.0mm, l3 = 4.0mm, l4 = 6.7mm, l5 = 5.7mm, l6 = 7.4 mm, l7 = 6.5 mm,
l8 = 6.6mm, C1 = 1.0 pF and C2 = 1.8 pF.

Figure 5: The layout of the proposed 180◦ hybrid. Figure 6: The photograph of the proposed 180◦ hy-
brid.

4. SIMULATED AND MEASURED RESULTS

The fabricated sample with optimization dimensions was manufactured on an FB4 substrate with
a dielectric constant of 3.5, a loss tangent of 0.003, and a thickness of 1.5 mm. The photograph of
the prototype is shown in Figure 6.

Figures 7(a) and (b) display the measured results with the comparison of the simulated results
when input at port 1. The amplitude bandwidth defined by 4.1 ± 1.0 dB between ports 3 and
4 is from 2.75 to 3.20 GHz, and their phase bandwidth, defined by 180◦ ± 10◦ is in the range of
2.68–3.22GHz. Meanwhile, the isolation is more than 20 dB throughout the frequency band of

(a) (b)

Figure 7: Measured and simulated results when input at port 1. (a) S-parameters. (b) Phase difference.
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(a) (b)

Figure 8: Measured and simulated results when input at port 2. (a) S-parameters. (b) Phase difference.

2.75–3.22GHz, and the return loss is larger than 15 dB from 2.74 GHz to 3.13GHz.
Figures 8(a) and (b) show the case of input at port 2 of the hybrid. From 2.70 to 3.10 GHz,

the insertion loss is 4.2 ± 1.0 dB and the phase difference is 0◦ ± 10◦. The isolation is more than
20 dB in the range of 2.76–3.22 GHz, and a return loss of larger than 15 dB is obtained from 2.88
to 3.13 GHz. The measured results are in good agreement with the simulated results. The slight
discrepancies between the simulated and the measured results are believed to be due to the losses
introduced by the connectors and the substrate.

5. CONCLUSIONS

A coupled line 180◦ hybrid comprises of modified TRD couplers and one half-wave transmission
line has been presented. To demonstrate the structure, a 3-dB 180◦ hybrid has been designed
and fabricated. Results show that the proposed 180◦ hybrid has simple structure, and is easy to
fabricate on planar PCB circuits with a low cost. Therefore, the proposed 180◦ hybrid can be a
suitable candidate for microwave applications.
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