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Abstract— The plane wave expansion method is used to calculate the band gap width of two-
dimensional photonic crystal based on honeycomb structure for the transversal electric polarized
mode, transversal magnetic polarized mode and absolute photonic band gap by taking into ac-
count the effects of the relative dielectric constant and filling ratio on the band gap. The results
show that a largest complete photonic band gap is obtained, with the normalized band gap width
∆Gmax/ω0 = 25% for the circular dielectric rods structure. We conclude that forming band gap
in the circular dielectric rods structure is easier than in the air hole structure.

1. INTRODUCTION

Photonic crystal is a periodic arrangement of dielectric materials in one, two or three dimensions,
which exhibits a “forbidden” frequency region where electromagnetic waves cannot propagate along
any direction [1, 2]. In a two-dimensional (2D) photonic crystal, the electromagnetic waves can
be decoupled into two different polarized modes. These polarized modes are known as transversal
magnetic (TM) polarized mode and transversal electric (TE) polarized mode. An absolute photonic
band gap (complete TEM band gaps) exists for a 2D photonic crystal only when photonic band
gaps in both polarization modes are present and they overlap each other. Photonic crystals have
many potential applications [3–6] and most of them rely on their band structures.

Photonic band gaps for TE and TM modes occur at different frequency regions and only in select
structures both of them exist at the same frequency region giving rise to complete photonic band
gap. In order to obtain a large absolute photonic band gap, a sufficient overlap between both TE
and TM band gaps is important. Many attempts have already been made to design various kinds
of photonic crystal structures [7–10], which are not easy for fabrication and the geometric shape
is complex, although these structures can offer larger complete photonic band. Yuan et al. have
studied the band gap characteristics of two-dimensional photonic crystal with triangular lattice
structure and square lattice structure [11], however it hasn’t been reported the TE band gaps and
TM band gaps are responsible for the formation of complete TEM band gaps.

In this letter, we investigate the band gap characteristics of a two-dimensional photonic crystal
consisting of honeycomb lattices for the TE mode, TM mode and complete TEM gaps by using
the plane-wave expansion method. We concentrate on the effect of the relative dielectric constant
and filling ratio. The results indicate that the TE band gaps and TM band gaps are responsible
for the formation of complete TEM gaps; When r/a = 0.32, εb = 26, for the circular dielectric
rods structure, the largest complete photonic band gap appears, with the normalized gap width
∆Gmax/ω0 = 25%. The study can prove useful in the design of various complete photonic band
gap-based devices, where it will be important to find or engineer structures with correct band
structure characteristics and hence in the design of compact all integrated photonic circuits.

2. THEORETICAL ANALYSIS

This section presents a brief description of plane-wave expansion method to obtain the band diagram
of two-dimensional photonic crystal. First, the electromagnetic fields are expanded into plane waves
of wave vector ~k with respect to the 2D reciprocal lattice vectors ~G and the Maxwell’s equations
are turned into the eigenvalue equations. Then the eigenvalue equations are solved to get the
intrinsic frequency of the propagation photons and the dispersion relation of electromagnetic wave
propagation in photonic crystals. Finally the band structures are obtained [12].

Solving Maxwell’s equations for the magnetic field H leads to the following vector wave equation,

∇× 1
ε (r)

∇× ~H (r) =
ω2

c2
~H (r) (1)
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where ε(r) is the dielectric function, ω is the angular frequency and c is the speed of light in vacuum.
Because of the two-dimensional lattice periodicity, the dielectric constant ε can be described by

ε(r) =
∑

~G

εGei ~G·~r (2)

The magnetic field H is then expanded into plane waves of wave vector ~k with respect to the
2D reciprocal lattice vectors ~G.

~H (r) =
∑

~G,λ

hG,λêλei(~k+ ~G)·~r (3)

where λ = 1, 2, ~k are the wave vector of the plane wave, ~G is the reciprocal lattice vector, êλ

represents the two unit axis perpendicular to the propagation direction ~k + ~G. (ê1, ê2, veck + ~G)
are perpendicular to each other. hG,λ is the coefficient of the H component along the axes êλ.
Finally, the eigenvalue equation of the magnetic field H is obtained as,

∑

G

ε−1
(
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) ∣∣∣~k + ~G
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]
(4)
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where f is the filling ratio, J1(x) is the Bessel function. Substituting Eq. (5) into Eq. (4), the
eigenfrequency is obtained for TM polarization. By using the same theory, the eigenfrequency of
the electric field E is obtained.

3. SIMULATIONS AND DISCUSSIONS

In this letter, the band gap characteristics of a two-dimensional photonic crystal consisting of
honeycomb lattices with circular dielectric rods and air holes are investigated for the TE mode,
TM mode and complete TEM gaps. The effects of relative dielectric constant and filling ratio on
the band gap are analyzed. Fig. 1 shows the structure of two-dimensional photonic crystal. εa is the
relative dielectric constant of background material. εb is the relative dielectric constant of circular
rods. For the air hole structure, εa > 1, εb = 1. For the circular dielectric rods structure, εa = 1,
εb > 1. r is the air hole radius, a is the lattice constant. The photonic band structure is presented
in Fig. 2 (εa = 1, εb = 26, r/a = 0.32). The shaded regions represent photonic band gaps. We
can see that there are several gaps but we only consider the largest band-gap. For this particular
choice of the parameters there is a largest complete photonic band gap, with the normalized band
gap width ∆Gmax/ω0 = 25%. ∆Gmax is the largest band gap width. ω0 is the central frequency of
band gap.

3.1. Band Gap Characteristics in the Air Hole Structure

In this model, the largest band gap width ∆Gmax is discussed for the TE mode, TM mode and
complete TEM gaps. The relative dielectric constant of background material εa varies from 3 to
36, setting the relative dielectric constant of circular rods εb = 1 for three different filling ratios,
namely, r/a = 0.47, 0.48 and 0.49.

Figure 3 shows the dependency of the largest band gap width on the relative dielectric constant
and filling ratios with regard to the TE mode. It shows that the peak values of ∆Gmax appear in
low-dielectric regions and they move to high dielectric regions with the increasing filling ratios. For
the fixed dielectric constant, the peak values increase as the filling ratios increase. When r/a = 0.49,
εa = 8, the peak value is the largest, with the largest band gap width ∆Gmax = 0.523.

Figure 4 displays the peak values of ∆Gmax increase rapidly with the relative dielectric constant
varying from 3 to 9 for the fixed filling ratios and then decrease slowly with regard to the TM
mode. These values move to low dielectric regions as the filling ratios increase. When r/a = 0.49,
εa = 8, the peak value is the largest, with the largest band gap width ∆Gmax = 0.442.
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Figure 1: The structure of two-dimensional photonic
crystal.

Figure 2: The photonic band structure.
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Figure 3: ∆Gmax versus εa and r/a for TE mode.
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Figure 4: ∆Gmax versus εa and r/a for TM mode.

3.2. Band Gap Characteristics in the Circular Dielectric Rods Structure

Following this model, we also consider the dependency of the largest band gap width ∆Gmax on
the relative dielectric constant and filling ratios for the TE mode, TM mode and complete TEM
gaps. Setting the relative dielectric constant of background material εa = 1, the relative dielectric
constant of circular rods εb varies from 3 to 36 for three different filling ratios, namely, r/a = 0.31,
0.32 and 0.33.

Figure 5 displays the largest band gap width versus the relative dielectric constant and filling
ratios with regard to the TE mode. There are two larger peak values of ∆Gmax. The first peak
values which are the largest value appear in low-dielectric regions and the second peak values arise
in high-dielectric regions. The largest peak values move to high dielectric regions with the increasing
filling ratios.

Figure 6 illustrates how the largest band gap width varies with the relative dielectric constant
and filling ratios for the TM mode. There are also two larger peak values of ∆Gmax. The second
peak values which are the largest value appear in high-dielectric regions and the first peak values
arise in low-dielectric regions. The largest peak values move to low dielectric regions with the
increasing filling ratios.

The results indicate that the TE band gaps and the TM band gaps are responsible for the
formation of complete TEM band gaps. Therefore, as shown in Fig. 7, the larger complete photonic
band gaps appear in high-dielectric regions. When r/a = 0.32, εb = 26, for the circular dielectric
rods structure, the largest complete photonic band gap appears, with the normalized band gap
width ∆Gmax/ω0 = 25%. It is remarkable that forming band gap in the circular dielectric rods
structure is easier than in the air hole structure.
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Figure 5: ∆Gmax versus εb and r/a for TE mode.
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Figure 6: ∆Gmax versus εb and r/a for TM mode.
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Figure 7: ∆Gmax/ω0 versus εb and r/a for TEM gap.

4. CONCLUSIONS

In conclusion, by using the plane-wave expansion method, we have studied the band gap charac-
teristics of a two-dimensional photonic crystal consisting of honeycomb lattices varying the relative
dielectric constant and filling ratio for the TE mode, TM mode and complete TEM gaps. We
have considered the two possible situations: (i) the air hole structure and (ii) the circular dielectric
rods structure. The results indicate: the TE band gaps and TM band gaps are responsible for the
formation of complete TEM band gaps; When r/a = 0.32, εb = 26, for the circular dielectric rods
structure, the largest complete photonic band gap appears, with the normalized band gap width
∆Gmax/ω0 = 25%; It is remarkable that forming band gap in the circular dielectric rods structure
is easier than in the air hole structure; For a given filling ratio, with the increase of relative dielec-
tric constant, the maximum band gap width does not always increase, but it is peaked; Similarly,
for a given relative dielectric constant, with the increase of filling ratio, it is also peaked for the
maximum band gap width. These findings should be useful in the design of 2D photonic crystals
when a large absolute PBG is desired.

ACKNOWLEDGMENT

This work is financially supported by the National Natural Science Foundation of China (Grant
No. 61167005), the Natural Science Foundation of Gansu province of China (Grant No. 1112RJZA0
18).

REFERENCES

1. Yablonovitch, E., “Inhibited spontaneous emission in solid-state physics and electronics,” Phys.
Rev. Lett., Vol. 58, No. 20, 2059–2062, 1987.

2. Joannopoulos, J. D., P. R. Villeneuve, and S. Fan, “Photonic-bandgap microcavities in optical
waveguides,” Nature, Vol. 390, No. 13, 143–145, 1997.

3. Boutami, S., B. B. Bakir, H. Hattori, and X. Letartre, “Broadband and compact 2-D photonic



330 PIERS Proceedings, Taipei, March 25–28, 2013

crystal reflectors with controllable polarization dependence,” IEEE Photonics Technol. Lett.,
Vol. 18, No. 7, 835–837, 2006.

4. AhsanHabib, M. and Z. U. S. Mohammad, “Band gap calculation of a 2-D photonic crystal
and its application towards a thin film solar cell,” Photonics. PL, Vol. 3, No. 4, 162–164, 2011.

5. Chen, C., S. Shi, D. W. Prather, and A. Sharkawy, “Beam steering with photonic crystal horn
radiators,” Opt. Eng., Vol. 43, No. 1, 174–180, 2004.

6. Chien, F. S. S., Y. J. Hsu, W. F. Hsieh, and S. C. Cheng, “Dual wavelength demultiplexing
by coupling and decoupling of photonic crystal waveguides,” Opt. Express, Vol. 12, No. 6,
1119–1125, 2004.

7. Goh, J., I. Fushma, D. Englund, and J. Vukovic, “Genetic optimization of photonic band gap
structures,” Opt. Express, Vol. 15, 8218–8230, 2007.

8. Shen, L. F., Z. Ye, and S. L. He, “Design of two-dimensional photonic crystals with large
absolute band gaps using a genetic algorithm,” Phys. Lett. B, Vol. 68, No. 3, 035109, 2003.

9. Shen, L. F., Z. Ye, S. L. He, and S. S. Xiao, “Large absolute band gaps in two-dimensional
photonic crystals formed by large dielectric pixels,” Phys. Lett. B, Vol. 66, No. 16, 165315,
2002.

10. Wen, F., S. David, and X. Checoury, “Two-dimensional photonic crystals with large complete
photonic band gaps in both TE and TM polarizations,” Opt. Express, Vol. 16, No. 16, 12278–
12289, 2008.

11. Yuan, G. F. and L. H. Han, “Two-dimensional photonic crystal band gap characteristics,”
Acta Phys. Sin., Vol. 60, No. 10, 104214, 2011.

12. Guo, S. P. and S. Albin, “Simple plane wave implementation for photonic crystal calculations,”
Opt. Express, Vol. 11, No. 2, 167–175, 2003.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 331

Study on Characteristics of the Photonic Crystal Fibers with Three
Zero-dispersion Points
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Abstract— The properties of the PCFs, which have three zero-dispersion wavelengths, are
investigated by adjusting the air-hole diameters of the structure parameters in the cladding and
the influence of the structure parameters on dispersion and nonlinearity are studied. The results
show that in these PCFs broad anomalous dispersion region around the wavelength of 1550 nm,
the lower dispersion in the normal dispersion region and larger effective mode area of the PCFs
and lower nonlinearity coefficient, where the effective mode area Aeff are sufficiently larger than
that of the multicore fibers.

1. INTRODUCTION

Photonic crystal fibers (PCFs) have attracted considerable attention as optical fiber transmission
media and fiber-optic devices owing to the flexible tailor of their chromatic dispersion over a wide
wavelength range, the controllability of their effective mode area and nonlinearities as well as their
low confinement loss. So many novel optical properties are due to the position and size of the
air-holes around the core of the PCFs [1]. PCFs have been considered for fiber-optic devices but
also as a candidate optical transmission medium for future large capacity photonic networks. And
now wavelength division multiplexing (WDM) systems are widely used to improve the capacity
of networks. Though the realization of higher bit-rate WDM transmission will be required in the
future, the dispersion and the nonlinearity of the optical fiber degrade the transmission character-
istics. So far people use dispersion compensation techniques to compensate for the dispersion and
enlarge the effective area of optical fiber for reducing nonlinearity [2].

The photonic crystal fibers with three zero-dispersion points present a very rich phase-matching
topology enabling enhanced control over the spectral locations of the four-wave-mixing and resonant-
radiation bands emitted by solitons and short pulses, because of the presence of a third zero-
dispersion point [3]. The spectral evolution and the time-frequency characteristics of the soliton
in PCFs owning three zero-dispersion wavelengths have been reported and the result shows that
in high frequency normal dispersion region the blue-shifted dispersive wave was emitted by the
dispersion wave soliton [4].

In this paper, we investigated the properties of the PCFs, which have three zero-dispersion
wavelengths, by adjusting the air-hole diameters of the structure parameters in the cladding and
studied the influence of dispersion and nonlinearity on the structure parameters. The results show
that in these PCFs broad anomalous dispersion region around the wavelength of 1550 nm, the lower
dispersion in the normal dispersion region and larger effective mode area of the PCFs, where the
effective mode area Aeff are sufficiently larger than that of the multicore fibers (effective area about
120µm2 at 1550 nm [5]). These PCFs are expected to be used in optical networks with wavelength
of 1260 nm–1625 nm (O-L bands), such as access networks and long haul networks [2].

Figure 1: A cross-section of the PCF with three zero-dispersion points.
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Figure 2: Varying the air-hole diameters of the three
air-hole rings, the curves of the dispersion and zero-
dispersion points dependent of the wavelength.
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Figure 3: The curves of three zero-dispersion points
dependent of the PCF1, PCF2, PCF3, PCF4, re-
spectively.
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Figure 5: The effective mode area Aeff dependence
of the wavelength changing with the PCF1, PCF2,
PCF3, PCF4 respectively.

2. DESIGEN OF THE PCFS, SIMULATION AND DISCUSSION

The properties of the chromatic dispersion and the nonlinearity as well as the effective mode area are
investigated by varying the air-hole diameters of the three air-hole rings around the core of the PCF.
We set the rings of air hole N = 6 to obtain a well-confined fundamental mode. The hole to hole
space is Λ = 5µm and d is the air-hole diameter. Setting d1 = d2 = 0.1Λ, d3 = d4 = d5 = d6 = 0.2Λ
which called PCF1 in the PCFs we designed. The PCF2 is d2 = 0.15Λ, PCF3 is d3 = 0.15Λ, and
PCF4 is d1 = 0.05Λ. Fig. 1 shows a cross-section of the PCF with three zero-dispersion points,
which consists of a central high-index defect in a regular hexagonal array of air-holes.

Figure 2 shows the curves of the dispersion and zero-dispersion points dependence of the wave-
lengths when change the air-hole diameters of the three air-hole rings around the core of the PCF,
and keep the rest air-hole rings as constant. When the air-hole diameters of the first air-hole ring
around the core of the PCF decrease, the dispersions both of the anomalous dispersion regions
and the normal dispersion regions decrease in short wavelength of 1600 nm, and the waveband
between the second zero-dispersion point and the third one become large as well as that the sec-
ond zero-dispersion point shifts towards the short wavelength while the third one towards the long
wavelength. Increasing the air-hole diameters of the second air-hole layer, the tendencies of the
dispersion curves and the three zero-dispersion points are respectively similar with that of decreas-
ing the air-hole diameters of the first air-hole layer, except the wavelengths which are shorter than
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Table 1: The wavelengths of three zero-dispersion points dependence of the PCF1, PCF2, PCF3, PCF4,
respectively.

PCF1 PCF2 PCF3 PCF4
First zero-dispersion point (nm) λ1 = 1245 λ1 = 1251 λ1 = 1245 λ1 = 1245

Second zero-dispersion point (nm) λ2 = 1355 λ2 = 1340 λ2 = 1365 λ2 = 1340
Third zero-dispersion point (nm) λ3 = 1675 λ3 = 1681 λ3 = 1660 λ3 = 1685

1250 nm and longer than 1600 nm. In this case, owing to the moving of the three zero-dispersion
points can get largely anomalous dispersion areas. Decreasing the air-hole diameters of the third
layer, the values of the dispersion coefficient D both increase in the anomalous dispersion region
and the normal dispersion region from 1245 nm to 1622 nm. However the second zero-dispersion
point shifts towards the longer wavelength and the third one towards the shorter wavelength. So
the waveband between the first zero-dispersion wavelength and the second zero-dispersion one, be-
come large, on the other hand the waveband between the second zero-dispersion wavelength and
the third zero-dispersion one become narrow. Then the normal dispersion regions are enlarged.
Fig. 3 presents the curves of three zero-dispersion points while varying the air-hole diameters of the
three air-hole rings around the core of the PCF. From both the Fig. 2 and Fig. 3, we can see that
the increase of the wavelength range between the first zero-dispersion point and the second, namely
the normal dispersion region, enlarge the maximum of the dispersion and subsequently make the
dispersion not flat during this range, but the increase of the wavelength range between the second
zero-dispersion point and the third, namely the anomalous dispersion region, make the maximum
of the dispersion reduce and the dispersion flat among its area. Table 1 presents the wavelengths of
the three zero-dispersion points dependence of the PCF1, PCF2, PCF3, PCF4, respectively. The
simulation results show that there are a much flatter dispersion PCF owning three zero-dispersion
points if decrease the air-hole diameters of the first layer or increase the ones of the second layer,
and the widely anomalous dispersion regions are obtained.

Figure 4 presents the curves of the nonlinearity dependence of the wavelength changing with
the PCF1, PCF2, PCF3, PCF4 respectively. The nonlinear effects decrease quickly when the wave-
length increases. The lowest nonlinearity coefficient r of PCF3 is 0.221 W−1km−1 (the wavelength
1550 nm). The reason is that the nonlinearity is inversely proportional to the wavelength. The
nonlinear effects also decrease if the air-hole diameters of the three air-hole layers around the core
of the PCF decrease. Decreasing the air-hole diameters of the third layer, the PCF3’s curve of
the nonlinearity is wholly below the one of the criterion PCF1. However, when the air-hole diam-
eters of the first ring decrease, the values of the dispersion coefficient D are smaller than that of
the criterion between the waveband from 1200 nm to 1410 nm, but bigger between the wavelength
range from 1410 nm to 1710 nm. The phenomenon can be accounted for that the core diameter
of the PCF gets rise following the decreasing of the air-hole diameters of the first layer. When
the air-hole diameters of the second layer of PCF2 increase, the values of the dispersion coefficient
D are much larger than that of PCF1 in the whole waveband, on the other hand, decreasing the
air-hole diameters of the second layer can achieve very low nonlinear effects. The simulation results
confirm that the impacts of the varying the air-hole diameters of the first and second layers are
more significant than that of the third one.

Figure 5 shows that the effective mode area Aeff dependence of the wavelength changing with
the PCF1, PCF2, PCF3, PCF4 respectively. As a result, the tendencies of the curves of the effective
mode area are respectively on the contrary of the ones of the nonlinearity while varying the air-hole
diameters of the three air-hole layers around the core of the PCF. Here through reducing the air-
hole diameters of the third air-hole layer, obtain a very large Aeff about 206µm2 at the wavelength
of 1550 nm and expect to obtain a larger Aeff by decreasing the air-hole diameters of the second
air-hole layer.

3. CONCLUSIONS

In this paper, the PCFs with three zero-dispersion points are designed and the properties of the
PCFs while varying the air-hole diameters of the PCFs are investigated. From the above results,
we can conclude that the effects of the air-hole diameters of the three air-hole rings around the
core of the PCF are considerable to the properties of the PCFs, there is a more smaller and flatter
dispersion PCF by decreasing the air-hole diameters of the first air-hole layer or increasing the
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ones of the second, and decreasing the air-hole diameters of the second and third air-hole layers,
particularly the second one, we will get the very largely effective mode area. The large effective
mode area decrease the nonlinearity and increase the input power of the communication channels.
For the reason that it is capable of suppressing dispersion, nonlinear impairments and improving
the input power of every channel of the WDM system simultaneously.
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Investigation on Slow Light of Uniform Fiber Bragg Gratings
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Abstract— The impact of the grating of length, “dc” index change spatially averaged over a
grating period and fringe visibility of the index change on group delay of uniform fiber Bragg
grating are investigated in detail by means of numeric simulation and slow light delay characteris-
tics this kind grating is presented emphatically. The calculated results indicate that the influence
of “dc” index change spatially averaged over a grating period on group delay is most obviously,
the maximum value of group delay is 140.087 ns, especially slow light delay is rapidly decaying.
This provides theoretical basis for designing novel delay devices.

1. INTRODUCTION

The tremendous interest in slow light research has been spurred partly by its potential to communi-
cation components and sensors devices in optics. Such as, slow light has been applied to strengthen
the nonlinear interaction between the light and medium [1, 2], and to shorten the required fiber
path length in an interferometric device [3, 4]. Other proposed applications of slow light include
fiber delay lines and buffers. In 2007, J. T. Mok, etc. [5] reported the dispersionless slow light with
5-pulse-width delay in fiber Bragg grating. The excitation of gap solitons in a 30 cm fiber Bragg
grating using 0.68 ns pulses, which emerge with a tunable delay of up to 3.2 ns, corresponding to
almost five pulse widths, and without broadening. In 2008, Myungjun Lee, Ravi Pant and Mark
A. Neifeld [6], reported the improved slow-light delay performance of a broadband SBS system
using fiber Bragg gratings: they present a technique for improving the pulse-delay performance
of a SBS based broadband slow-light system by combining with fiber Bragg grating and optimize
the physical device parameters of three systems. Pump power consumption is reduced by 15% as
compared to the broadband SBS system at the same bit rate. In 2009, Qian Kai, Zhan Li, etc. [7]
reported the tunable delay slow-light in an active fiber Bragg grating: to achieve tunable optical
delay by using the Er/Yb codoped fiber Bragg grating, a controllable delay of 0.9 ns can be obtained
through changing the 980 nm pump power. It provides a very simple approach to control the light
group delay. However, it does not take into consideration the maximum delay.

In this paper, the uniform fiber Bragg grating to the main research objective, the effect of the
grating of length, “dc” index change spatially averaged over a grating period and fringe visibility of
the index change on group delay are focus on discussed by means of numeric simulation and slow
light delay characteristics is studied emphatically. The research results indicate that the impact of
“dc” index change spatially averaged over a grating period on group delay is most obviously, the
maximum value of the group delay of 140.087 ns can be obtained and slow light delay this kind
grating is rapidly decaying.

2. THEORY

Fiber phase gratings are produced by exposing an optical fiber to a spatially varying pattern of
ultraviolet intensity. For sake of simplicity, we studied an unchirped uniform refractive index of
grating only can be described as follows [8]

n(z) = δneff

[
1 + v cos

(
2π

Λ
z

)]
(1)

where δneff is “dc” index change spatially averaged over a grating period, ν is the fringe visibility
of the index change, Λ is the grating period, L is the grating length, N is the total number of the
grating periods and Λ = L/N .

According to coupled mode theory, synchronous approximation and the boundary condition of
the fiber Bragg grating [9, 11]. The amplitude reflection coefficient can be written as

ρ =
−κ sinh

(√
κ2 − σ̂2L

)

σ̂ sinh
(√

κ2 − σ̂2L
)

+ i
√

κ2 − σ̂2 cosh
(√

κ2 − σ̂2L
) (2)
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Figure 1: Influence of L on delaymax.
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Figure 2: Delaymax as a function of wavelength with
L = 42.5008 cm.
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Figure 3: Delaymax versus δneff .
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Figure 4: Delaymax as a function of wavelength with
δneff = 0.003.

where κ = πvδneff /λ is the “ac” coupling coefficient, σ = 2πδneff /λ is the “dc” coupling coefficient,
σ̂ is a general “dc” self-coupling coefficient and σ̂ = σ + δ, the detuning δ is defined as δ =
2πneff (1/λ− 1/λB), the Bragg wavelength λB is expressed as λB ≡ 2neff Λ.

The group delay of the reflected light by the fiber Bragg grating can be determined from the
phase of the amplitude reflection coefficient ρ in (2). If we denote θ = phase(ρ).

Then at a local frequency ω0 we may expand θ in a Taylor series about ω0. Since the first
derivative dθ/dω is directly proportional to the frequency ω, this quantity can be identified as a
time delay. Thus, the group delay time τ for light reflected off of a grating is [12, 13]

τ =
dθ

dω
= − λ2

2πc

dθ

dλ
(3)

3. CALCULATED RESULTS AND ANALYSIS

3.1. Influence of Grating Length on Group Delay

Setting n0 = 1.46, ∆ = 0.002, N = 20000, L = 1.06252 cm, a = 5µm, δneff = 0.0001 and v = 1 in
Equation (3), a delay-wavelength curve of a mode can be obtained, in order to studied the slow light
delay of the uniform fiber Bragg grating, though not shown here. Let us first discuss the effects
of grating length on the group delay this kind grating. When the grating length L is changed,
the others were determined, the group delay as functions of the wavelength λ can be obtained,
then, the value of maximum group delays are obtained. The influence of L on delaymax is shown
in Figure 1. It can be seen that when L < 42.5008 cm, the delaymax increases with L increasing,
when L tends to 42.5008 cm have a maximum delaymax, the value increased to 3.797 ps, but when
L > 42.5008 cm, delaymax decreases with L increasing.

Figure 2 shows that delaymax as a function of wavelength with L = 42.5008 cm in uniform fiber
Bragg grating. It is found that the group delay was changed rectangle wave and the maximum
value of group delay is preceded in fast ray. Moreover, the bandwidth increased to 0.1 nm because
of the bandwidth is decided to length in weak grating.
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3.2. Effect of “dc” Index Change Spatially Averaged over a Grating Period on Group Delay
When the “dc” index change spatially averaged over a grating period δneff is changed, the others
are determined, the group delay of the uniform fiber Bragg grating can be obtain. Figure 3 shows
that the curve of delay max versus δneff , it can be seen that when δneff < 0.003, the delay max
increases with δneff increasing, when δneff tends to 0.003 has a maximum delay max, the value is
45.869 ps, but when δneff > 0.003, the delaymax decreases with δneff increasing. This means that
group delay has a strong influenced of the δneff .

As show in Figure 4, the delaymax as a function of wavelength with δneff = 0.003 in uniform
fiber Bragg grating. It indicates that the delaymax is also changed rectangle wave and clearly right-
shifted, the delay max increased to 45.869 ps. Can not pass through the entire grating only under
strong grating condition, bandwidth and the length have nothing to do with the change direct
proportion that δneff leads, therefore, the bandwidth increased to 3 nm.

3.3. Influence of Fringe Visibility of the Index Change on Group Delay
Figure 5 shows that the curve of delaymax as a function of fringe visibility of the index change ν.
When ν is deepened, the others are determined, the value of maximum group delay can be obtained.
This means that when v < 25, the delay max increases with the deepening of the ν in uniform fiber
of Bragg grating, when ν tends to 25 has a maximum delay max, which increased to 14.046 ps, but
when v > 25, delay max decreases with the deepening of the ν. It indicates that fringe visibility of
the index change has a remarkable impact on delaymax of the uniform fiber Bragg grating.

Delaymax versus wavelength with v = 25 in uniform fiber Bragg grating is shown in Figure 6. It
can be seen that the delaymax is also obviously right-shifted and changed rectangle wave. At the
same time, to the strong grating, bandwidth with ν direct proportion. So, the bandwidth has also
increased with 3 nm. The maximum value of group delay increased to 14.046 ps.

It follows from the above discussion that the L, δneff and ν can lead to the group delay variation
in uniform fiber Bragg grating while the other parameters as constants. The impact of δneff on
group delay is most obviously. In addition, the delays max right-shifted, changed rectangle wave
and the bandwidth changes broaden. These characteristics provide an important basis for further
designing fiber Bragg grating for sensing.
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Figure 5: Delay max as a function of ν.
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Figure 6: Delay max versus wavelength with v = 25.
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Figure 7: Delaymax as a function of wavelength with
L = 42.5008 cm, δneff = 0.004 and v = 23.
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v = 23.



338 PIERS Proceedings, Taipei, March 25–28, 2013

3.4. Slow Light Delay of Uniform Fiber Bragg Grating
As shown in Figure 7, the delaymax as a function of wavelength λ for uniform fiber Bragg grating
with L = 42.5008 cm, δneff = 0.004 and v = 23. It can be seen that the delaymax is apparently right-
shifted, changed rectangle wave and the bandwidth has tends to 100 nm, especially the maximum
value of group delay increased to 140.087 ns.

In order to further study the influence of the L, δneff and ν on slow light delay of uniform fiber
Bragg grating. Figure 8 shows that the slow light delay with L = 42.5008 cm, δneff = 0.004 and
v = 23. It can be seen that the slow light delay is rapidly decaying, which rapidly reduced to
0 ns from 140.087 ns and shocks of the deviation is 0.4 nm, because coupled model theory is hit by
inclusion have the speedy oscillating items. For the future design of new properties of slow light
delay devices provide a theoretical reference.

4. CONCLUSIONS

The influence of the grating of length, “dc” index change spatially averaged over a grating period
and fringe visibility of the index change on group delay of a mode uniform fiber Bragg grating are
studied by means of numeric simulation and slow light delay characteristics this kind grating is
presented emphatically. The calculated results show that the impact of “dc” index change spatially
averaged over a grating period on group delay is most obviously. Moreover, the delay max of
140.087 ns with L = 42.5008 cm, δneff = 0.004 and v = 23 can be obtained, curve is right-shifted,
changed rectangle wave and the bandwidth changes broaden, especially slow light delay is rapidly
decaying. These studies provides theoretical basis for designing novel delay devices.
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Optical Fiber Nonlinear Coefficient Measurements Using FWM
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Abstract— In this article is given research results about nonlinear phenomena four-wave mixing
(FWM) potential use in the optical fiber (OF) nonlinear coefficient γ and polarization mode
dispersion (PMD) evaluation. First of all we give theoretical review about FWM causes in the
OF. Afterwards the γ parameter measurement technique based on FWM is proposed. Fiber
used in the experimental measurements is highly non-linear fiber (HNLF) wich γ parameter is
unknown and therefore is suitable for this research work.

1. INTRODUCTION

Continuously increasing amount of data in telecommunication networks requires higher and higher
data rates. Nonlinear fiber optics plays an important role in the design of high capacity lightwave
systems. Mostly due to the huge advantage over other technologies by achievable data rates and
promising future development. One of the research areas is related with optical fiber non-linear
characteristics. From one side non-linearity is not desirable because it causes distortions to the
transmitted optical signals. It is very essential in the case of wavelength division multiplexed trans-
mission systems for long transmission distances with several amplification regions. But nonlinear
optical effects (NOE) also can be utilized in optical signal processing. In this case it is desirable to
use the medium with increased non-linearity to achieve better NOE manifestation. For this reason
very suitable are HNLFs [1].

Several approaches are used to determine optical fiber’s γ parameter. Both interferometer based
measurements or realization of some specific NOE in the OF [2, 3]. From wide range of NOEs that
can be observed in OF, very promising is FWM. It is simple to induce and provide not only γ
parameter characterization possibility, but also optical fiber PMD characteristics [5].

This paper consists of four parts. In Section 2 FWM process is described in details. The back-
ground of FWM is described in relation to OF and optical radiation parameters. FWM dependency
on the two optical component — pump and signal — polarization state reciprocal matching is ex-
plained. Section 3 is devoted to describe the measurement scheme that was used to estimate γ and
PMD parameters for the HNLF fiber. In Section 4 the main results and conclusions are given.

2. FOUR-WAVE MIXING IN OPTICAL FIBER

Four-wave mixing (FWM) is referred to as a parametric process. These processes only involve
modulation of an OF refractive index or so called nonlinear refractive index [2, 3]. It is caused by
ultrafast third-order nonlinear susceptibility χ(3) of the SiO2 [2]. FWM is a very harmful for a
multichannel fiber optics transmission systems such as wavelength division multiplexing (WDM).
It is because FWM can significantly reduce WDM performance by increasing crosstalk between all
the system channels. This is due to optical signal generation at new frequencies that are defined
by intermediate frequencies between any two initial optical signal frequencies.

In general FWM involve nonlinear interaction among four and more optical waves. But for
simplicity let’s consider case with two waves with different frequencies usually called pump and
signal that generate third optical wave called as idler. According with the publication by S. Jung
et al. [6] the idler component can be expressed as

P3 (L) = (γP1 (0)Leff )2 P2(0) exp(−αL)η (1)

where L is the fiber length, Leff — effective length, α — fiber losses, P1(0) — pump power, P2(0)
— signal power and η is the efficiency of the FWM that can be expressed as

η =
α2

α2 + ∆β2

(
1 +

4 exp(−αL)sin2(∆βL/2)
(1− exp(−αL))2

)
(2)

where ∆β is the phase-matching condition.
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Figure 1: Experimental OF nonlinear coefficient measurement scheme based on FWM.

The efficiency of the FWM process is also dependent of the relative polarization of pump and
signal fields. The best efficiency is obtained when pump and signal are co-polarized, whereas the or-
thogonal scheme leads to the worst efficiency [2]. When pump and signal are orthogonal the optical
power of the idler component is approximately 8/9 times smaller than in the co-polarized state [2].
This polarization state influence to the FWM origins from the χ(3) dependence of polarization state.

3. MEASUREMENTS USING FWM

To determine HNLF fiber nonlinear parameter the FWM based measurements were performed.
The actual experimental measurement layot is shown in the Figure 1.

In this scheme two laser sources are used to generate pump and signal optical components with
wavelength λ1 and λ2. Both lasers are DFB and are working in the continuous radiation mode.
Since the pump laser is working with higher optical output power there is an optical filter to reduce
the laser radiation sideband noisiness at the output signal. To achieve co-polarized state between
pump and signal there are two polarization controllers (PC-1 and PC-2). Afterwards both optical
waves are coupled together and goes through the polarization analyzer. That allows us to control
that both components has the same state of polarization. After polarization analyzer the fiber
under test is connected. In our experiment it is 860 meters long HNLF. To see the FWM induced
idler component at the wavelength:

λidler = 2λpump − λsignal (3)

From the HNLF output spectrums we can define what is the idler component’s power level.
Since the FWM process is dependent of OF γ it can be used to determine this parameter for the
specific fiber. The relation between parameter γ and the FWM generated idler wave can be seen in
the Equation (1). To estimate HNLF γ parameter the pump and signal wavelength separation was
set to 1 nm. Larger wavelength separations could be used, but then we have to take into account
polarization induced FWM efficiency reduction. From HNLF fiber output spectrum measurements
it was estimated that γ parameter for this specific OF is 10.7 W−1 km−1. It is approximately
4 times higher than standard single mode fiber γ. It means this fiber is much more effective
for NOE generation and it does not require so high optical power to achieve the same nonlinear
manifestation as standard OFs.

To find out OF PMD characteristics the FWM measurements were performed for different pump
and signal wavelength separations. Pump wavelength is kept constant while the signal wavelength
is gradually increased. In the Figure 2, all the measured spectrums are represented in the same
graph (legend shows the difference between the pump and signal wavelengths). It allows to better
observe the evolution of the idler component. From measured output spectrums it can be seen that
at certain threshold the idler components start to decrease. Nearer image to the FWM generated
idler components is given in the Figure 3. Calculated results were achieved using Equation (1).
Up to 3 nm separation between pump and signal wavelengths the idler remains almost constant,
but afterwards start to decrease. It can be explained by the theory of the principal states of
polarization. Exist a small frequency region over which the PMD vector is reasonably constant [7]

∆ω ≈ π

4〈DGD〉 (4)



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 341

Figure 2: Measured HNLF output spectrums. Six
different signal wavelength are shown in the graph.

measured

calculated

Figure 3: Calculated and measured idler compo-
nents for six different signal wavelengths.

where 〈DGD〉 is the mean differential group delay or fiber PMD. From here it is possible to express
the PMD depending on the frequency region over which the two signals propagating in the OF
remain co-polarized. In this case the indication of co-polarized state existence in the OF is the
FWM generated idler signals. From Figure 3, it can be seen, that region over which the PMD
vector is almost constant is ∼ 3 nm. Using Equation (4) the estimated HNLF fiber PMD value is
2.19 ps.

4. CONCLUSIONS

FWM use in fiber parameter measurements is very topical and promising. This NOE is easy to
initiate and therefore does not require very complicated techniques. In this research we have shown
the relation between FWM nonlinear effect and OF γ and PMD parameters. Afterwards it is used
to determine both parameters for the HNLF fiber. Nonlinear parameter γ is 10.7W−1km−1 and
PMD is estimated to be 2.19 ps.
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Abstract— Nowadays, quantum secure communication has been recognized as one of the most
secure communication techniques, and plug-play scheme is one of the most practical case in QKD
(quantum key distribution) experiment. This paper mainly introduces how to use FPGA (field
programming gate array) to control the optical components in order to implement quantum key
distribution system. The system works based on phase coding mode with optical pulse frequency
being 10 MHz, communication distance being 50 km, code generating rate being 2 kbps and error
rate being 10−6. Also we have developed an application software which can take text chat and
secure file transmit for the QKD hardware system using Qt IDE on Linux OS.

1. INTRODUCTION

As we all know, now is the age of information technology, where information security plays an
important role in all works of life. In the trend of higher performance computer, the information
secure technology depending on traditional mathematical algorithm has become lame and awkward.
Especially with the rise of quantum information technology, study of quantum computer has been
promoted in many ways. If quantum computer were developed, the cryptographic system would be
broken easily. But quantum mechanics is a double-edged sword. In the meantime of bringing us the
quantum computer which can easily break the classical cryptographic system, it also brings the new
absolutely secure encryption techniques. Relying on uncertainty principle and non-cloning theorem
in quantum mechanics, we use single photons as the key carrier to ensure that the quantum secure
communication system is an absolutely secure communication system which cannot be wiretapped.

In recent years, quantum secure communication research has developed very rapidly. Many
research groups have made lots of contributions to quantum communication system. China has
already made the study of quantum secure communication as a national science and technology’s
long-term strategic development project. Quantum secure communication has been commonly
recognized as one of the most secure communication methods in the future [1, 2]. Due to the
wide application of information security in National security department, military department and
financial system, quantum secure communication is considered more and more important.

There are two key parts in practical quantum communication system, optical component and
electronic component. In electronic part, we choose FPGA chip as the main device because FPGA
is configurable [3, 4] that we can upgrade our system easily. Furthermore, FPGA has rich IO
interfaces that can support interconnection between optical devices and electronic devices. Also
FPGA’s high frequency can easily upgrade our system to be high speed level.

2. BB84 PROTOCOL & PLUG-PLAY SCHEME

2.1. Introduction of BB84 Protocol
In 1984, Bennett and Brassard put forward the first QKD (quantum key distribution) protocol —
BB84 protocol [5] which is the most popular protocol in laboratory, and it has been theoretically
proved as the absolutely safe and reliable protocol. Now we describe the advanced BB84 protocol
based on phase coding [6–14]. Protocol details as follows:

(1) Alice makes four kinds of single photon phase state randomly among which two of them
are orthogonal mutually. It means that Alice makes a random phase state among phase 0, π, π/2,
3 ∗ π/2 in one clock cycle and then send it to Bob after recording these random sequence.

(2) Bob also chooses ground state randomly (0 or 1) to measure single photon state. Because
Bob doesn’t know that which ground state the photon was made, so there are only 50 percent
photon state be measured correctly.

(3) Bob announces the measured ground sequence to Alice, but doesn’t announce the measured
result. Then Alice tells Bob which measured ground state is correct according to the sequence
recorded by Alice.

(4) Alice and Bob preserve the bit under the same ground state, and delete the others. Now
both have the same bit sequence.
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(5) Alice and Bob announce some part of the keys to make sure that there are no wiretappers.
And the rest is the final cipher code.

2.2. Plug-play Scheme with Phase Coding and QKD System Architecture
Quantum key distribution architecture is described in Figure 1. It shows the connection between
QKD processor (FPGA) and optical devices. Our system uses the plug-play scheme which was
put forward by University of Geneva and IBM lab independently [15–20]. The plug-play optical
path is shown in the wire-frame. In the scheme, the optical source and photon detector are both
at Bob’s place. The process is as follows: Bob sends single photon pulse, then the pulse is divided
into ‘fast’ and ‘slow’ paths after passing through M-Z interferometer, then the two path photons
are modulated into two mutual orthogonal states after passing through PBS (Polarization Beam
Splitter). These two kinds of photons then arrive at Alice’s side after passing through long distant
optic fiber and then modulator #2 just modulates the ‘slow’ photons. Then all of the photons
exchange the phase state after passing through Faraday rotator mirror, and all return back to Bob
through long optic fiber. At this time, fast photons will go long-arm path but slow photons will go
short-arm path. Then modulator #1 will modulate the fast photons. After that, the photons will
arrive at the coupler at the same time, then interference will happen. The influence of interference
will be different according to the difference between phase state of Alice and Bob. Assuming that
the wave function of single photon state that Bob sends is |ψ〉 = a|0〉 + b|1〉, then the probability
of single photon being detected will be p = [1 + cos(ϕa− ϕb)]/2, where ϕa and ϕb are Alice’s and
Bob’s modulator phases respectively. So we can know from the equation that the probability of
photon being detected is 1 when phase difference is 0, 1/2 when phase difference is π, 0 when phase
difference is π/2 or 3 ∗ π/2.

While FPGA is in charge of generating synchronous clock, driving random number chip, collect-
ing data from single photon detector, controlling system running abode by BB84 protocol, storing
and correcting cipher code. Among them, the random number chip aims to generate random se-
quence for random measuring ground state and optic phase state. Single photon detector uses
SPDIII [21] which works at 10 MHz frequency and is developed by ECNU state key laboratory of
precision spectroscopy.

3. QKD SYSTEM DESIGN AND FPGA MODULAR DESIGN

Here we only consider the Bob’s QKD processor, because it is basically identical with Alice’s. There
are just a few differences in some algorithms.

3.1. QKD Processor Architecture
The overall design includes many small modules, and the architecture shows as in Figure 2. Among
these modules, module “synchronous clock” is in charge of generating synchronous clock and driving
random number chip. Module “Protocol Controller Unit” takes charge of the scheduling to make
sure that the system runs abode by the BB84 protocol. Memory module is mainly used to store the
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Figure 1: Quantum key distribution architecture based on phase coding plug-play scheme.
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bit information that produced in the process of data collecting and operating, as well as store the
final cipher code sequence. ALU is the main unit for data operation, including ground state sequence
comparison and ground state sifting. It’s the main data path in the architecture. The function of
UART controller is to debug cipher code and upload what is used for encrypting messages for PC
user. These modules are interconnected by address bus, controller bus and data bus.

3.2. Protocol Controller Unit
This module mainly takes in charge of system’s work schedule. By using state machine, we can
make sure that the system runs abode by BB84 protocol. FSM shows as in Figure 3. While
the memory mainly stores logic sequences generated in the process of BB84 protocol. In memory
system, we divide it into three sub memory modules: ram 0, ram 1 and ram 2, where ram 0 takes in
charge of storing random sequence generated by random number chip, ram 1 stores bit information
which are detected by single photon detector and coded as simple coding rule (coding rule shows
as in Table 1 where symbol ‘xx’ means the detected information cannot be sure), ram 2 stores the
cipher code after code sifting.

Here we consider the process flow in detail. In the state machine, state ‘Initial’ is used to
initialize the registers, such as the memory’s address registers, read registers and write registers.
State ‘write ram 0 ram 1’ is used to execute write operation to ram 0 and ram 1. Our system is
a two-way system that Bob generates random numbers after synchronous clock returns back from
Alice. This method has a big advantage that it can automatically compensate polarization jitter,
making the system more stable. At the same time, Bob will receive the photon interference results,
encode it as simple coding rule and store it into ram 1. Bob detects the interference results at
random ground states, so the only 50% results are right (regardless of other factor). And if take
the single photon detector’s detect efficiency and dark count into consideration, there are only 0.1%
photons will be detected correctly. Thus, in state ‘read ram 0 ram 1’, Bob must sift the wrong

Figure 2: QKD processor architecture. Figure 3: QKD controller Unit State machine.

Table 1: Ram 1 coding rule.

Acode Aphase Bcode Bphase APD Code
[00] 0 0 0 [01] [00]
[01] 180 0 0 [10] [01]
[10] 45 0 0 [xx] [11]
[11] 270 0 0 [xx] [11]
[00] 0 1 45 [xx] [11]
[01] 180 1 45 [xx] [11]
[10] 90 1 90 [01] [00]
[11] 270 1 90 [10] [01]
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(a) user interface (b) debug interface

Figure 4: QKD application software.

bit sequences out by telling Alice his detect ground state. Then Alice is able to distinguish the
right ground sequences by comparing Bob’s sequences and her own sequences (stored in Alice’s
ram 0), and then tells Bob the right ground states. Bob gets the right sequences and selects the
corresponding results store in ram 1. Therefore Bob can get the right cipher code and store them in
ram 2. Then in state ‘read ram 2’, Bob reads the cipher code to PC terminal or other application
terminal such as voice process module. In state ‘recycle’, we can make system update the quantum
keys periodically.

4. QKD APPLICATION SYSTEM

The hardware system introduced above is used to generate and distribute secure cipher code. But
in the real system, we must construct a platform for the secure communication system. We promote
a QKD application software using Qt [22] IDE under Linux OS. Using the software, we can have
a secure text chat or secure file transmission. The GUI shows as Figure 4. User interface shows
as Figure 4(a), and debugging interface which is used for the hardware system debugging shows as
Figure 4(b).

In debug interface, we can read secure keys from RS232 port by typing read command, and
then secure keys will display in the key display area. And we distinguish the consistency between
Alice’s and Bob’s keys so that we can debug the hardware system. In practical application, for
example, Alice sends ciphertext Bob by performing bitwise XOR on plaintext and cipher keys.
And Bob receives this ciphertext and decode it just by performing bitwise XOR on this received
ciphertext and cipher keys. By this simple mathematical operation we can take absolutely secure
communication and improve the speed of users’ encoding and decoding, but for wiretappers, they
can not obtain the message forever.

5. CONCLUSION

In this paper, we have promoted the QKD application system based on the phase coding mode.
The system we developed takes FPGA as main control unit for QKD protocol so that it can run
normally abode by BB84 protocol. And we developed an application software using Qt IDE under
Linux OS for practical quantum communication. The QKD application system we promoted can
make the secure quantum keys distributed in 50 km, the code generating rate being about 2 kbps
and error rate being 10−6 after error correcting. And our system can work stably more than 1
week. For more extern work, we can use FPGA to implement it due to its configurable feature.
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Abstract— In this paper, based on the transmittance spectrum calculated by making use of
the transfer matrix method, we numerically study the effective plasma frequency for a ternary
plasma photonic crystal (PPC) in the presence of static magnetic field. The results illustrate
that the effective plasma frequency for the PPC will be red-shifted as a function of the static
magnetic field. In the case of oblique incidence, we find that the effective plasma frequency is
found to be insensitive to the angle of incidence in the TM wave.

1. INTRODUCTION

It is known that the wave property of a metal can be characterized by the so-called plasma frequency,
ωp = 2πfp. In the absence of damping frequency, an electromagnetic wave with frequency higher
than ωp can propagate inside the metal whereas it is prohibitive to propagate at ω < ωp because
wave is evanescent. However, wave can propagate in a metal-dielectric photonic crystal (MDPC)
even at ω < ωp. In the MDPC, the lowest frequency, at which wave can begin to propagate, is
defined as an effective plasma frequency ωp,eff = 2πfp,eff for the MDPC system. It has been shown
that ωp,eff is, in general, smaller than ωp [1–3]. The concept of effective plasma frequency is that,
the wave property at lower frequency for a PC can be effectively replaced by a semi-infinite medium
with a effective permittivity related to the effective plasma frequency [2].

In the early stage, photonic crystals made of all dielectrics or of metal-dielectric are of main
interest to the community. In recent years, a special type of photonic crystal called the plasma
photonic crystal (PPC) was first proposed by Hojo and Mase [4]. A superior feature for a PPC
is to possibly tunable photonic band gaps (PBGs) at microwave frequency. A similarity between
metal and plasma is that both have the same mathematical form of permittivity, i.e., the Drude-like
expression [5, 6].

ε (ω) = 1− ω2
p

ω2 + jγω
, (1)

where γ is the damping frequency, and the plasma frequency is ωp = (Ñe2/mε0)1/2, where Ñ is
the electron concentration, ε0 is the permittivity of free space, m is the electron mass, and e is the
electronic charge. In Eq. (1), and in what follows in this paper, the temporal part for all fields is
assumed to be exp(−jωt). The typical value of ωp for various bulk metals is 100 THz whereas it is
at microwave frequency for the plasma. The best understanding for the characteristic frequency of
ωp is in the lossless case where γ = 0. In a plasma system, ωp can be changed by controlling Ñ in
the plasma, leading to a tunable property in wave propagation when it is introduced in the PPC
system. That is, the photonic band structure (PBS) is tunable in a plasma-based photonic crystal.
Since the effective plasma frequency of a PC is a characteristic frequency that plays a fundamental
role in the wave propagation, we are thus motivated to study the effective plasma frequency in a
PPC.

In this paper, we consider a ternary finite PPC of (ABC)N , as depicted in Fig. 1 where the first
period is shown. The PPC structure is embedded in the air with N being the number of periods.
In what follows, A is quartz, B is plasma, and C is MgF2 will be considered. In addition, we
are specifically interested in a magnetized PPC, i.e., the PPC is exerted by an externally applied
static magnetic field. The incident wave with TM -polarization is obliquely incident on the left
plane boundary of z = 0. The effective plasma frequency will be extracted from the transmittance
spectrum calculated by making use of the transfer matrix method (TMM) [7]. We investigate
effective plasma frequency as a function of the static magnetic field as well as the angle of incidence.
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Figure 1: The first period of the ternary dielectric-plasma-dielectric photonic crystal. The structure is
Air/(ABC)N/Air, where A is quartz, B is plasma, and C is MgF2.

2. BASIC EQUATIONS

The finite ternary PPC has a structure Air/(ABC)N/Air, as illustrated in Fig. 1, where the first
period is shown and layer B is the plasma, A (quartz) and C (MgF2) are two dielectric materials.
The incident wave with TM polarization is obliquely incident on the left plane boundary of x = 0.
The angle of incident is denoted by θ. The PPC is magnetized by an externally applied static
magnetic field, B0 = yB0. It is worth mentioning that in a magnetized PPC the angular dependence
is shown to be seen in the TM polarization since TE polarization has the same properties as the
unmagnetized PPC [8, 9].

The effective plasma frequency will be extracted from the transmittance spectrum calculated
from the TMM [7]. The transfer matrix for the magnetized plasma layer B under TM -polarization
can be written by [10]

MB =

(
cos (kBxdB) + ε21 tan θB sin (kBxdB) − j

ηB

[
1 + (ε21 tan θB)2

]
sin (kBxdB)

−jηB sin (kBxdB) cos (kBxdB)− ε21 tan θB sin (kBxdB)

)
, (2)

where
kBx = kB cos θB, kB = (ω/c)

√
εTM , ηB =

√
εTM

√
ε0/µ0 (1/cos θB) , (3)

and

ε21 =
−ω2

pωc

ω
[
(ω + jγ)2 − ω2

c

]
− ω2

p (ω + jγ)
, (4)

Here, the effective permittivity of a magnetized plasma is given by

εTM =

[
ω (ω + jγ)− ω2

p

]2 − ω2ω2
c

ω2
[
(ω + jγ)2 − ω2

c

]
− ωω2

p (ω + jγ)
, (5)

where ωc = eB0/m is the cyclotron frequency. As for the dielectric layers A and C, the transfer
matrix is expressed as

Mq =
(

cos (kqxdq) − j
ηq

sin (kqxdq)
−jηq sin (kqxdq) cos (kqxdq)

)
, q = A, C (6)

where
kqx = kq cos θq, kq = (ω/c)

√
εq, and ηq =

√
εq

(√
ε0/µ0

)
(1/cos θB) . (7)

The total transfer matrix for the finite ternary PPC is thus given by

M =
(

m11 m12

m21 m22

)
= (MAMBMC)N . (8)

The reflectance coefficient r and transmission coefficient t are expressed as

r =
m11η0 + m12η0ηs −m21 −m22ηs

m11η0 + m12η0ηs + m21 + m22ηs
, t =

2η0

m11η0 + m12η0ηs + m21 + m22ηs
(9)
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where η0 =
√

ε0/µ0 (1/cos θ) and ηs =
√

εs

(√
ε0/µ0

)
(1/cos θs). In our design, the substrate is

simply taken as air, i.e., ηs = η0. All the ray angles are related to the angle of incidence by the
Snell’s law of refraction,

n0 sin θ = nA sin θA = nB sin θB = nC sin θC = ns sin θs. (10)

The reflectance and transmittance are given by

R = |r|2 and T =
ns cos θs

n0 cos θ0
|t|2 . (11)

3. NUMERICAL RESULTS AND DISCUSSION

First, let us consider the simple case of normal incidence (θ = 0). Fig. 2 shows the calculated
transmittance spectra at different static magnetic fields, B0 = 0, 2, and 4 T, respectively. Here, the
electron concentration is Ñ = 1013 cm−3, γ = 0, and the thicknesses are dA = 0.5µm, dB = 5µm,
and dC = 0.5µm. The cutoff frequency marked by the red arrow is defined as the effective plasma
frequency, fp,eff , for the plasma photonic crystal. It can be seen that fp,eff is shifted to the lower
frequency when the static magnetic field B0 increases. The values of fp,eff are 4.146, 1.84, and
0.844GHz for B0 = 0, 2, and 4, respectively. In fact, fp,eff will approach zero at B > 10T. This
indicates that the magnetized PPC at higher magnetic field will behaves like a dielectric-dielectric
photonic crystal (DDPC) because fp,eff is zero in a DDPC. In addition, it can be seen from the
figure that the bandwidth of the first transmission band is enlarged as a function of B0. Moreover,
the second PBG at B0 = 0 becomes narrower for B0 > 0.

Figure 3 shows the transmittance spectra at B0 = 0 for three different angles of incidence,
θ = 10◦, 45◦, and 75◦, respectively. It is seen that the effective plasma frequency is insensitive to
the angle of incidence. The values of fp,eff are 4.157, 4.187, and 4.22 GHz, for θ = 10◦, 45◦, and
75◦, respectively. However, the first transmission band and second gap are enhanced as a function
of angle of incidence in this case. The weak dependence in the angle of incidence is also seen when
the static magnetic field is applied.

In Fig. 4, we plot the transmittance at B = 4 T for three different thicknesses of the plasma layer,
dB = 2, 0.5, and 0.1µm, respectively. Here, the conditions are dA = dC = 0.5µm, N = 50, and
the electron concentration is 1013 cm−3. The corresponding effective plasma frequencies are 1.525,

Figure 2: The calculated normal-incidence transmittance at various static magnetic fields, B0 = 0, 2, and
4T, respectively. The number of periods is N = 20, the thicknesses are dA = 0.5 µm, dB = 5 µm, and
dC = 0.5 µm. The electron concentration is 1013 cm−3.
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2.447, and 3.3 GHz. It is of interest to see that the effective plasma is shifted to the higher frequency
as the thickness of plasma layer decreases. This trend is opposite to that of the unmagnetized PPC,
in which the effective plasma frequency is shifted to the lower frequency as the thickness of plasma
layer decreases [3]. This opposite trend can be ascribed to the presence of magnetic field that leads
to the more dielectric-like material for the plasma, as mentioned previously.

Figure 3: The calculated TM-wave transmittance at B0 = 0 for various angles of incidence, θ = 10◦, 45◦,
and 75◦, respectively. The number of periods is N = 20, the thicknesses are dA = 0.5 µm, dB = 5 µm, and
dC = 0.5 µm. The electron concentration is 1013 cm−3.

Figure 4: The calculated normal-incidence transmittance at B0 = 4 T for various thicknesses of plasma layer,
dB = 2, 0.5, and 0.1 µm, respectively. The number of periods is N = 50, the thicknesses are dA = 0.5 µm,
and dC = 0.5 µm. The electron concentration is 1013 cm−3.
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4. CONCLUSION

The effective plasma frequency for a magnetized plasma photonic crystal has been analyzed based
on the calculated transmittance spectrum. The conclusion can be drawn as follows: First, the
effective plasma frequency is moved to the lower frequency when the static magnetic field increases.
Second, the effective plasma frequency is a weak function of the angle of incidence. Finally, we find
that the effective plasma frequency is shifted to the higher frequency as the thickness of plasma
layer decreases. The study thus gives some fundamental information about the effective plasma
frequency for a magnetized plasma photonic crystal.
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Abstract— We propose a transmission system based on injection-locked Fabry-Perot (FP)
Lasers and stimulated Brillouin scattering (SBS) to achieve modulation in fiber. These two
kinds of technologies fall on frequency band approximately nearby 10.87GHz∼11GHz to enhance
optical single sideband (OSSB) signal. The first step based on injection-locked FP Lasers to
achieve modulation. The right sideband is amplified and the unlocked mode signal is attenuated
by the cavity mode to produce OSSB modulation. The second step is to drive the radio-frequency
(RF) signal into the modulation and then use the SBS effect to enhance performance of OSSB
modulation. This results in an OSSB modulation signal after 25-km of single-mode fiber (SMF)
is transmitted. We then can observe the sideband power ratio (SBPR) > 17 dB and phase noise
< −80.07 dBc/Hz.

1. INTRODUCTION

In the optical modulation, utilizing optical double sideband (ODSB) ways to do modulation; it is
very serious on the fiber dispersion to optical double sideband, resulting in a significant attenuation
of the microwave power. ODSB modulation comprises an optical carrier signal and two modulation
sidebands, these two sidebands in the optical fiber transmission will generate different phase shifts
with different fiber length. The microwave frequency and fiber dispersion factors in when the
two sidebands phase shift too much difference. This cause the microwave signals to disappear.
Therefore, the microwave power attenuation caused by fiber dispersion is the radio-over-fiber (ROF)
system needs to be addressed by key technology. Power loss due to fiber dispersion, optical single-
sideband (OSSB) modulation techniques and optical frequency reduction technology can effectively
reduce the impact of the fiber dispersion. OSSB modulation bandwidth is half the double-sideband
modulation. The dispersion limit to relay distance can be doubled, increase the transmission quality
of fiber optic communications systems to meet the needs of the users, ultimately reaching the ideal
of service.

The fiber dispersion caused by the microwave power of the attenuation is needed to improve the
key issues in the fiber optic microwave transmission system. The OSSB not only can effectively
suppress the dispersion, but the efficiency of transmission more advance than tradition of double
sideband modulation and the further transmission distance.

In recent years many optical single sideband signal modulation techniques have been proposed
to solve the problem caused by the dispersion of the RF attenuation, but must be using the papers
presented that are a special component architecture, resulting in the increase of system complexity
and system costs. Instead, another optical single-sideband modulation method can be used to
narrow the bandwidth optical filter. Single-sideband modulation along side a narrow bandwidth
optical can filter its ODSB signal. But the signal band wavelength range must be set for the filter
to work. However, the shorter range of the signal band can be adjusted.

2. EXPERIMENTAL SETUP

Figure 1 uses FP laser based on injection locking and SBS techniques to generate optical single
sideband.

As the signal transmitter uses the tunable laser as the master laser, the FP laser as slave laser,
the FP laser belongs to the multimode light source. We propose an optical injection-locked (OIL)
structure. The laser wavelength is about 1530 nm passing the Mach-Zender modulator (MZM) to
generate a double sideband signal, and use the semiconductor optical amplifier (SOA), increasing
optical power into the optical circulator.

Through the injection locking technique and SBS, the two kinds of technologies are fall on
frequency bands approximately nearby 10.87 GHz and 11 GHz. Therefore, the microwave signal
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generates frequencies between 10.87 GHz and 11GHz. The corresponding frequency bands gain
cavity modes, and effectively achieve strengthening the right sideband. The master laser transmits
through the circulator port 1 to port 2 via injection-locked technology by the gain cavity mode.
The light signals the double sideband modulation signal and is converted into a single-sideband
signal, via circulator port 2 to port 3, and transmits the 25-km single-mode fiber. Through the
10:90 coupler, 10% of the light source is through SOA amplifier power, through the circulator port
1 to port 2 into the 25-km single-mode fiber to do transmission, this produces the SBS scattering
10.87GHz∼11GHz the drift, another access 90% light source into MZM modulated double sideband
signal, and 10% of the light sources do combine enhanced right sidebands, enhancing performance
and gain OSSB modulation signal.

After EDFA adjusts the optical attenuator, and does optical detecting, EDFA is a compensation
optical power, when optical power decreases in transmission. The receiver has limited optical power;
therefore optical attenuation is performed to adjust the optical power to the appropriate power, and
then observing the OSSB signal by the spectrum analyzer, sideband power ratio to calculate the
optical signal in the system. The sideband power ratio is defined as the non suppressed sideband
with suppression behind with optical power dB values does divide.

Optical signal through the PD photoelectric conversion, to observe in the spectrum, the signal
output by the spectrum analyzer, we evaluate the phase noise by spectrum calculated frequency

Figure 1: Based on injection locking and stimulated Brillouin scattering techniques to generate optical single
sideband of structure chart.

Figure 2: Through the PD before the OSSB signal optical spectrum (25-km).
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signals, analysis of the degree of stability of its frequency signal, the calculation of the offset
frequency power master signal power ratio action, and then RBW generated by thermal noise into
consideration, were taken to 100 Hz, 500 Hz, 1 kHz, 5 kHz, 10 kHz, 50 kHz, 100 kHz, 500 kHz and
1MHz the phase noise calculation.

3. EXPERIMENT RESULTS

Figure 2 shows the measured spectrum by the transmission of 25-km single-mode fiber, this source
is observed in the spectrum analyzer by the photo detector (PD). Due to injection-locked reduction,
most optical power is in the fiber transmission; therefore one would need the erbium-doped fiber
amplifier (EDFA) to amplify the optical power, utilizing the optical band-pass filter for filtering
out noise. Finally, one should adjust the appropriate optical power by the optical attenuator into
the spectrum analyzer.

Figure 3 shows the measured the electrical signals by the spectrum analyzer, operated at optical
single-sideband modulation signal 11 GHz after 25-km single-mode fiber are measured −39.60 dBm.

Figure 4 shows a demonstration through the hypothetical experiment Stimulated Brillouin gain
at 10.87 GHz and near the injection-locked gain cavity mode 11 GHz, considering a different mod-
ulation frequency of optical single sideband signal, and calculating its OSSB signal sideband power
ratio, with and without the stimulated Brillouin gain, after 25-km of single-mode fiber to measure.
In this architecture with stimulated Brillouin gain, the Sideband power ratio of the optical signal
measured after 25-km transmission can achieve approximately 18.02 dB.

Figure 5 shown is an optical single sideband signal generated based on optical injection-locked
technology transmission of 25-km SMF measured phase noise chart, modulation frequency at
11GHz and high-power slave signal, drifted frequency 100 Hz, 500Hz, 1 kHz, 5 kHz, 10 kHz, 50 kHz,
100 kHz, 500 kHz, 1 MHz to do phase noise, the measurement of the phase noise is −80.07 dBc/Hz.

Figure 3: Detected after the optical detector 11GHz spectrum (25-km).

Figure 4: With the change of the modulation fre-
quency of the sideband power proportion of mea-
sured.

Figure 5: 11 GHz band OSSB phase noise of figure
(25-km).
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4. CONCLUSION

We successfully demonstrated an optical single sideband based on injection-locked Fabry-Perot
(FP) laser and stimulated Brillouin scattering (SBS) to achieve modulation, combining two different
modulation techniques, the gain range between 10.87 GHz and 11 GHz, this gain is enhanced right
sideband and generates an OSSB modulation signal.

Radio-on-fiber (ROF) systems do utilize single-sideband modulation techniques. The transmis-
sion is efficient and more advanced than traditional double sideband modulation, not only effectively
suppressing the dispersion, but also achieving long-distance optical fiber transmission, to optimize
the transmission quality of communications systems and reaching the ideal of service and broadband
for users.

Finally, the OSSB modulation signal after a 25-km of single-mode fiber transmission test, we
can observe the sideband power ratio (SBPR) > 17 dB and phase noise < −80.07 dBc/Hz.
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Abstract— We propose a transmission system based on stimulated Brillouin scattering (SBS)
and Distributed-Feedback (DFB) Lasers to achieve OSSB modulation in fiber. These two kinds
of technologies fall on frequency band approximately nearby 10.8GHz, to enhance OSSB signal.
The first step drive radio-frequency (RF) signal into the modulation and then used SBS effect
to enhance right sideband. The second step based on injection-locked DFB Lasers to achieve
OSSB modulation. After 25-km of single-mode fiber (SMF) transmission test, we can observe
the sideband power ratio (SBPR) > 15.81 dB and power penalty is 5.2 dB.

1. INTRODUCTION

In Radio-on-fiber (ROF) transmission system, the microwave signal is converted into the optical
signal and distributed to the remote base station by fiber link, which provide broad bandwidth
and low attenuation characteristics. The conventional fiber optical communication system usually
adopts light intensity modulation with optical double sideband (ODSB) modulation format. After
transmission for a long distance, dispersion effect will make the microwave signal produced serious
fading [1].

Optical single sideband (OSSB) signal, which can remove a half of the optical spectrum, solving
dispersion induce microwave signal degradation [2–4]. By eliminating one of the sidebands, OSSB
modulation not only immunizes to fiber dispersion, but also increases the spectral efficiency. The
study proposes the improved and enhanced OSSB modulation method, which can suppress the
dispersion caused between carrier and sideband, then can be transmitted over a longer distance.

We propose a transmission system based on stimulated Brillouin scattering (SBS) and Distributed-
Feedback (DFB) Lasers to achieve OSSB modulation in fiber. These two kinds of technologies fall
on frequency band approximately nearby 10.8 GHz, to enhance OSSB signal. The first step drive
radio-frequency (RF) signal into the modulation and then used SBS effect to enhance right side-
band. The second step based on injection-locked DFB Lasers to achieve OSSB modulation. The
results show that good performance is achieved in this ROF system.

2. EXPERIMENTAL SETUP

The experimental setup for based on stimulated Brillouin scattering (SBS) and Distributed-Feedback
(DFB) Lasers to achieve OSSB modulation in fiber is shown in Fig. 1. The tunable laser is used for
master laser and the DFB laser is used for slave laser. The wavelength of DFB laser is 1546.49 nm.
The main parts of transmitter consists of a tunable laser, a DFB laser, a microwave signal generator,
a digital signal generator, a RF power amplifier, a RF power splitter, a optical isolator, a opti-
cal interleaver, high-frequency signal mixer, a optical circulator, a semiconductor optical amplifier
(SOA), and a Mach-Zehnder modulator (MZM).

Based on injection-locked Distributed-Feedback (DFB) Lasers and stimulated Brillouin scatter-
ing (SBS) to achieve modulation, the two kinds of technologies fall on frequency band approximately
nearby 10.8 GHz. Therefore, the microwave signal generates frequencies about 10.8 GHz. The light
signals through the 10 : 90 coupler, 10% of the light source is through SOA amplifier power, through
the circulator port 1 to port 2 into the 25-km single-mode fiber (SMF) to do transmission, this pro-
duces the SBS scattering 10.8 GHz the drift, another access 90% light source into MZM modulated
double sideband signal, and 10% of the light sources do combine enhanced right sidebands, enhanc-
ing performance and gain OSSB modulation signal. After EDFA adjusts the optical attenuator,
and does optical detecting, EDFA is a compensation optical power, when optical power decreases
in transmission. The receiver has limited optical power, therefore optical attenuation is performed
to adjust the optical power to the appropriate power, and then observing the OSSB signal by the
spectrum analyzer, sideband power ratio to calculate the optical signal in the system.
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Figure 1: The experimental architecture diagram.

Figure 2: Optical spectra at the output of the
tunable laser.

Figure 3: Optical spectra at the output of the DFB
laser.

Figure 4: Optical spectra at the output of the
MZM.

Figure 5: Optical spectra of the SBS scattering ef-
fects.

3. RESULTS AND DISCUSSION

Figures 2 and 3 show the optical spectra of the tunable (master) laser and DFB (slave) laser,
respectively. The current of DFB was 15.02mA, and the optical power was −18.18 dBm.

Figure 4 shows the optical spectra at the output of the MZM. Since MZM has the sensitive
characteristic regarding the input light source’s polarization state. A polarization controller (PC)
needs to be added on in front of the MZM input section. This function is to adjust the state
of polarization (SOP) of the input light. In Fig. 5, the 10% of the light source went through a
semiconductor optical amplifier (SOA), the use of the optical circulator port 2 transmitted over
25-km SMF with combined by MZM output signal. Fig. 6 shows the optical spectra of the OSSB
modulation based on SBS effect and injection-locked technology. Optical spectra of the OSSB
signal filtered by optical interleaver are shown in Fig. 7. The eye diagrams at both back-to-back
and 25-km SMF transmission are shown in Fig. 8(a) and Fig. 8(b), respectively.

Figure 9 shows the measured bit error rate (BER) curves of 622-Mbps/10.8-GHz signal. The
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Figure 6: Optical spectra of the SBS effects and
injection-locked technology.

Figure 7: Optical spectra of the OSSB signal by
optical interleaver.

(a) (b)

Figure 8: The eye diagrams (a) back-to-back (b) after 25-km
SMF transmission.

Figure 9: BER curves of the OSSB signal.

received optical power levels at the BER of 10-8 are −14.2 (back-to-back) and −9 (25-km SMF
transmission) dBm. Power penalty of about 5.2 dB for the downlink is observed at a BER of after
25-km SMF transmission.

4. CONCLUSIONS

We experimentally demonstrated a transmission system based on stimulated Brillouin scattering
(SBS) and Distributed-Feedback (DFB) Lasers to achieve OSSB modulation in fiber. Using the
proposed scheme, a 622-Mbps data stream is mixed with a 10.8-GHz RF carrier to generate the
622Mbps/10.8 GHz RF signal for both directions are successfully transmitted over a 25-km single-
mode fiber link, we can observe the sideband power ratio (SBPR) > 15.81 dB and power penalty
is 5.2 dB.
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Abstract— The optical wave microphone with no diaphragm (or the optophone), which can
detect sound waves wave-optically by using a laser beam without disturbing a sound field and an
air flow, is presented as a novel sound measurement technique. In the optical receiving system,
the diffraction light generated by sound waves is passed through an optical Fourier-transform
system and is focused on an observing plane. The spatial position of diffraction light pattern in
the plane is rotated around the laser beam axis when changing the sound incidence angle to the
axis, which property can be used as a separation method of sounds with different incidence angles
and a hand control method of directivity. In the present experiment, an optical fiber bundle with
16ch fibers is used to detect the diffraction light patterns generated by sounds with different
incidence angle. The experimental results show that it is possible to separate two sounds with
incidence angle difference of 90 degree and to control the receiving directivity by synthesizing
some of fiber output signals.

1. INTRODUCTION

As a standard technique to measure sound waves, various types of microphone have been developed
and used over one hundred years. However, they have many restrictions on practical applications
because they use a diaphragm or any vibrating object to detect sound waves.

On the other hand, the optophone based on the wave optical principle [1] can transform a sound
signal to an electrical signal by detecting an ultraweak diffraction light, which is generated by sounds
crossing the laser beam. By experiments carried out so far, it was shown that sounds from about
100Hz to 100 kHz could be simultaneously detected by a visible laser beam of 5 to 20 mW [2].
In this method, it is possible to change the sound receiving property such as directivity, signal
amplification and frequency response by transforming the construction of a laser beam antenna
(or a sound antenna). Furthermore, as the position of diffraction light pattern appeared in the
observing plane is varied by the incidence angle of sound, it is expected that the separation of
sounds with different incidence angles and the hand control of directivity become possible by using
a divided photo detector or an optical fiber bundle connected to photo detectors.

In this paper, the principle and theory of the method is shortly introduced and the experimental
results about the receiving property of optophone using an optical fiber bundle with 16ch fibers in
the light detection plane are presented and discussed.

2. PRINCIPLE AND THEORY

The method is based on the theory of the Fraunhofer diffraction method, which has been devel-
oped as a new means to detect the electromagnetic radiation scattered by long-wavelength plasma
waves within the penetrating laser beam in the plasma nuclear fusion research [3, 4]. By using the
theory, the method has been applied to sound measurement from audio to ultrasonic waves and
developed [5, 6].

An image figure of the optophone of one-dimensional straight laser beam type is shown in
Figure 1. The abstract of the model for theoretical analysis is shown in Figure 2. When an incidence
probing laser beam crosses a sound wave, diffraction light waves are generated and propagate
with and in the penetrating beam through the Fourier optical system and reach the detection
plane, which is set in the back focal plane of a receiving lens. The diffracted light is heterodyne-
detected there by using the penetrating laser light as a local oscillating power. The spatial intensity
of diffraction light signal for the theoretical model shown in Figure 2 is given by the following
equation [3, 4].

I(1)
ac = I0∆φ0 exp

(−u2
) [

exp{−(u− θ)2} − exp{−(u + θ)2}] cosωat (1)

where I0 = (2P0/πw2
f ) exp[−2(yf/wf )2] [W/m2], ∆φ = ki(µ0 − 1)∆z∆p/γp, µ0: refractive index

of air, γ: specific heat ratio, ∆z: width of sound, p: atmospheric pressure, ∆p: sound pressure,
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Figure 1: Image of the optical wave microphone.
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Figure 2: Optical setup for theoretical analysis.
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Figure 3: Theoretical profiles of diffracted light distribution.

ki: wave number of laser light, ωa: angular frequency of sound wave, P0: laser power, u = xf/wf :
the normalized x-coordinate in the back focal plane, θ = kaw0/2: the normalized wave number, ka:
wave number of sound wave, w0: radius of laser beam waist in sound incident region, wf , xf , yf :
radius of the beam cross section, x-coordinate and y-coordinate in the observing plane, respectively.

Based on the above equations, numerical calculations of the diffraction pattern are carried out,
in which a visible laser was assumed as a probing laser beam. Examples of spatial distributions
of the intensity and the phase of the diffraction light pattern are shown in Figures 3(a) and (b),
respectively.

The spatial profile of diffracted light pattern (I) oscillating at the sound frequency has two
peaks, which spatial positions do not change with frequency in the audio-wave or the low frequency
ultrasonic band. On the other hand, the temporal phase difference (Φ) between the right and left
diffraction patterns oscillating at ωa is π, as shown in Figure 3(b). From Equation (1), it is found
that the optical signal intensity is theoretically in proportion to the frequency of sound wave. In
application to sound measurement, the frequency response of the optophone system is made flat
over the whole frequency band by an electric signal processing circuit.

If many sounds enter a laser beam from different directions, the diffraction patterns appear
at different positions in the observing plane as shown in Figure 4(a). This property can be used
to separate sound signals to each incident direction and/or control the sound receiving directivity
by using a divided multiple photo-detector, as shown in Figure 4(b), or an optical fiber bundle
connected to photo detectors, as shown in Figure 6 in the next chapter.

3. EXPERIMENTAL APPARATUS AND METHOD

The experimental apparatus is shown in Figure 5 where a visible diode laser (wavelength 635 nm,
output power 25mW) was used. The radius of laser beam is 1.5 mm. The optical Fourier transform
and setting of light diffraction pattern size are controlled by three lenses in front of the observing
plane. The radius of laser beam at detection plane is about 1.6mm. Two low-frequency ultrasonic
oscillators of 25 kHz (diameter 16 mm) and 40 kHz (diameter 16 mm) are used as sound sources.
Sounds are perpendicularly injected to the laser beam. As shown in Figure 5, the ultrasonic
oscillators of 40 kHz is attached to metal ring (diameter 100 mm) and rotated from 0◦ to 360◦
around the optical axis. The incidence angle 0◦ is set just above the laser beam. The 40 kHz sound
source is rotated to clock hand rotation direction. The sound source of 25 kHz is fixed at angle
of 180◦ (just below the laser beam) and 60 mm apart from the metal ring position. As the laser
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(a)  (b) 

Figure 4: Relation between sound incidence direction and diffraction light pattern. (a) Physical image.
(b) Control of directivity by multiple photo detectors.

Figure 5: Experimental apparatus.
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beam is parallel beam in the sound injection area, the sensitivity is same at two injection positions
of 25 kHz and 40 kHz sounds. A 1/4 inch electrostatic microphone is used as a monitor of sound
pressure level. The sound pressure level at the laser beam position is set 90 dB for both 25 kHz and
40 kHz. The output of photo-detector is input to a preamplifier and a band path filter and finally
measured by a FFT analyzer or a digital oscilloscope with a computer.

The abstract of optical fiber bundle used in the light detection part of optophone is shown in
Figure 6, where 16 fibers of 0.2mm diameter are set on the circle of 3 mm diameter. The fiber is
connected to avalanche photodiode module with a FC connecter.

4. EXPERIMENTAL RESULTS

Experiment using an optical fiber bundle shown in Figure 6 in optical signal detection part was
carried out. The sound source of 25 kHz was used and fixed at incidence angle of 180◦. The result
is shown in Figure 7 in which the signal intensities from each fiber are plotted at each fiber position
(or angle) on a circle. The signal has the maximum value at fiber No. 1 (0◦) and the minimum at
fiber No. 5 (90◦). It is found that if a single fiber is used, the bidirectional property is obtained,
which is similar to the experimental result using a single photodiode.

In the next experiment, the sound source of 25 kHz was fixed at incidence angle of 180◦ and the
40 kHz source was fixed at 90◦. The experimental result is shown in Figure 8. The signal of 40 kHz
has the maximum value at fiber 5 (90◦) and fiber 13 (270◦) and is nearly zero at fiber 1 (0◦) and
fiber 9 (180◦). The shape of plotted line is similar to a bidirectional curve. Inversely, the signal of
25 kHz has the maximum value at fiber 1 (0◦) and fiber 9 (180◦) and is nearly zero at fiber 5 (90◦)
and fiber 13 (270◦).

By the experimental result described above, it is shown that when the incidence angle difference
between two sound waves is about 90◦, nearly perfect separation of these can be achieved. If the
incidence angle difference becomes smaller than 90◦, the performance becomes a little less good.
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tivity by two optical fibers.

From a view of directivity control, the bidirectional property of ±40◦ is obtained in case of
using a single fiber. The 16ch fibers positioned on a circle compose a set of sound sensor, each of
which has bidirectional directivity and maximum sensitivity at the radius direction (or on the line
connecting the center of fiber bundle and the fiber position).

Next experiment synthesizing output signals from some fibers was carried out. The optical fibers
of No. 1 and No. 5 were used and output electrical signals from these were electrically added by using
audio transformers. The sound source of 40 kHz was rotated around the laser axis. The output
signal intensity for each incidence angle is plotted on Figure 9. It is found that the maximum point
of the synthesized directivity is around 45◦ and the directivity wider than Figure 7 is obtained.

From these results, if many fibers output signals from No. 1 to No. 8 are used, we can realize
a variable directivity or a hand control sound receiver by synthesizing some of output signals from
the 16ch fibers.

5. CONCLUSION

The final purpose of this study is to establish the separation measurement method of sounds with
different incidence angle and the hand control method of sound receiving directivity. The main
result obtained in the present study is as follows: 1) Experiments using an optical fiber bundle with
16ch fibers set on a circle of 3 mm diameter as optical detectors to measure the diffraction light
generated by sounds with different incidence angle were carried out 2) Two sounds injected with
incidence angle difference of 90◦ can be separated by using two fibers set at 0◦ and 90◦, respectively.
3) It is possible to control the receiving directivity by synthesizing the output electrical signals from
some fibers.
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Abstract— The Most of electric discharges emit acoustic (20 ∼ 20, 000Hz) and ultrasonic (over
20 kHz) waves. Continuous and pulsed voltages initiate the electric breakdown which generates
pressure deviation from equilibrium pressure. The sound waves are generated by the pressure
change causing local compression and rarefaction. We have examined the sound signals which
are emitted from the discharge area. Because the sound signals contain about the information of
discharge and atmospheric condition around the discharge.
However, it’s not easy to detect the sound signal in plasma reactor by the conventional condenser
microphone technique. Therefore, we have developed a new diagnostic method, in which sound
wave is measured by an optical sensor based on a Fraunhofer diffraction effect between the sound
wave and laser beam. The light diffraction technique, which we call the “Optical Wave Micro-
phone (OWM)” technique, is an effective sensing method to detect the sound. This technique is
very useful to detect the sound wave without disturbing the sound field. Moreover, OWM can
be applied for the visualization of sound field by computerized tomography (CT) because the
ultrasmall modulation by the sound field is integrated along the laser beam path.

1. INTRODUCTION

Atmospheric pressure plasmas are used in various fields such as the formation of nanocarbon-based
materials [1], coating and modification of materials [2], ozone synthesis, pollution control including
the removal of the environmental pollutant [3] and biomedical applications [4]. For the successful
applications, plasma parameters need to be obtained for better understanding of the interactions
between plasma and process material. Spectroscopic or electric diagnostics have the limitation in
the investigations of discharge behavior such as distribution of electric field and plasma particles
over discharge gap. Therefore, we have focused on the discharge sound from energetic aspect. The
sound signals contain about the information of discharge and atmospheric condition around the
discharge [5].

In the previous study [6, 7], we introduced a novel sound detection technique of Optical Wave
Microphone (OWM) and applied to detect the sound of atmospheric pressure discharges such as
gliding arc discharge and DBD Moreover, we developed the computerized tomography technique to
show the two-dimensional sound field visualization for coplanar DBD in air. The OWM is based on
a Fraunhofer diffraction effect between sound wave and laser beam. This new method can realize
high accuracy measurement of slight density change of atmosphere without disturbing electric and
sound field [8]. In addition, it can be applied for the visualization of sound field using computerized
tomography (CT) method because it integrates sound field along the laser beam path [9].

2. PRINCIPLES OF OWM-CT METHOD

Fundamental optical setup of OWM including the definition of the coordinates is shown in Fig. 1.
When the incident probing laser beam crosses perpendicular to refractive index change such as
sound wave, the diffracted waves are generated. They propagate with the penetrating beam through
the Fourier optical system and reach the back focal plane, which is set at the Fraunhofer diffraction
region. The sound wave is assumed to be a plane wave. It can be considered that the diffracted
optical waves are homodyne-detected by using the penetrating optical wave as a local oscillating
power. The intensity of diffracted waves of higher orders is much smaller than that of the first
order wave and can be neglected. We are calling this setup the OWM system. The time-dependent
component of the spatial intensity (Iac) along zf -axis is given by the following equation [10].

Iac = I0∆φ0

[
exp

{
−

(
u2 + (u− n)2

)}
− exp

{
−

(
u2 + (u + n)2

)}]
sinωP t (1)
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Figure 1: Fundamental optical setup of OWM.

where I0 = (2P0/πW 2
f ) exp[−2(yf/Wf )2],

∆φ0 =
κi (µ0 − 1)∆d∆p

γp
,

u: normalized z-coordinate in the back focal plane (zf/ωf ), n: normalized wave number (kpω0/2),
ωf : beam waist in the focal plane, kp: wave number of refractive index change (2π/λp), ω0: spot
size of laser, ωP : the angular frequency of refractive index change, P0: laser power, ki: wave number
of laser beam (2π/λi), λi: wave length of laser, µ0: reflective index of atmosphere, ∆d: width of
sound wave, ∆p: sound pressure, γ: specific heat ratio, p: atmospheric pressure.

If the sound pressure distribution p̃(ρ) is integrated along the ρ-axis for the interaction length
(L) between the sound wave and laser beam, Eq. (1) is rewritten as

Iac = I0∆φ0

[
exp

{
−

(
u2 + (u− n)2

)}
− exp

{
−

(
u2 + (u + n)2

)}]
sinωP t

∫

L
p̃(ρ)dρ. (2)

CT method can reconstruct a cross-sectional image of sound field using projected data from 0 to
180 degrees.

Figure 2 shows the relation between x-y and x′-y′ coordinates. The two-dimensional sound field
S(x, y) along the propagation direction of the sound signal is the analytical area. If the output
voltage signal of the OWM is proportional to Iac or ∆p∆d is normalized by the maximum signal
amplitude, the detected signal, i.e., the projected data D(ρ, θ) along the interaction length (L)
between the laser beam and the sound field, can be written as

D(ρ, θ) =
∫

L
S(x, y)dxdy, (3)

θ: rotated angle from x-y coordinates to x′-y′ coordinates.
The reconstruction image can be obtained by inversely projecting the data to the x-y coordinates,

in which the filtered back-projection method and Lamp filter function are used as the reconstruction
algorithm [19].

3. EXPERIMENTAL APPARATUS AND RESULTS

Figure 3 shows the experimental apparatus to detect the sound signal from coplanar DBD using
OWM-CT. The electrodes module was set up between the diode laser and Lens 1, which was
mounted on a x − θ stage. The center position of the electrodes module was set to be x = 0 mm
with z = 0 mm (electrodes module surface). The proving laser beam (685 nm, 28 mW, φ2mm)
of OWM passed through above the electrodes module. The distance of the laser beam and the
electrodes module was set 2 cm. The sound signals generated by the electrodes module crossed
the laser beam between the diode laser and Lens 1. The diffracted laser beam was performed the
optical Fourier transform by the Lens 1 and detected by the photodiode detector. The diameter
of the laser to reach to the photodiode detector was adjusted by the beam expender (Lens 2 and
Lens 3). The acoustic signals detected by OWM were stored in the digital oscilloscope (Tektronix
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Figure 3: Experimental setup to detect the sound of coplanar DBD
using OWM-CT.
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Figure 4: Reconstructed distribution of the discharge sound in the x-y plane (Top view) in Ar atmosphere.
The area of the strong sound pressure is shown by bright color. HV electrodes is located in x = 0 mm,
y = −25 to 4.5 mm.

TDS3034) and analyzed. To obtain projection data for CT analysis, the sound field was rotated in
the θ direction and moved toward the x direction. The rotation step angle was set to 20 degrees
from 0 to 180 degrees, and the driving range in the x direction was from x = −25 to 25 mm with
the step length of 5 mm.

The reconstruction image could be obtained by inversely projecting the data to the x-y coor-
dinates. Figure 4 shows a reconstructed distribution of the discharge sound field on the x-y plane
in Ar atmosphere. The applied voltage was 5 kVp-p with the frequency of 45 kHz. The strongest
sound field was observed at just above the top electrode along the y direction and the strong sound
area was separated in two peaces.

4. CONCLUSION

The OWM was very convenient to detect the acoustic and the ultrasonic wave generated by coplanar
DBD We applied the CT method to the OWM and could clarify the strong sound pressure area
which was located around the electrodes of coplanar DBD in Ar atmosphere.
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Abstract— Communication technologies and biomedical sensors can provide services for the
patient’s vital signs to be monitored outside the clinical environment. The need for implantable
telecommunication devices for medical applications has been growing rapidly over the past ten
years. Microwave antennas and sensors are key components of telemetry systems related to medi-
cal applications. Metamaterials are artificial materials which have the electromagnetic properties
that may not be found in nature. The unusual properties of a metamaterial have led to the
development of metamaterial antennas, sensors and metamaterial lenses for miniature wireless
systems which are more efficient than their conventional counterparts. Metamaterials exhibit
a very sensitive response to the strain, dielectric media, chemical and biological sensing appli-
cations. A wide area of biomedical applications using metamaterials has been discussed in this
review. The design concept of metamaterial antennas in ISM band is presented. Later, the funda-
mental theory and recent progress of metamaterial in sensors, lenses and absorbers are reviewed
for various healthcare applications towards its practical implementation.

1. INTRODUCTION

In Recent years, need for the deployment of wireless telemetry systems in medicine has significantly
increased due to necessity for early diagnosis of diseases and continuous monitoring of physiological
parameters. Microwave antennas and sensors are key components of these telemetry systems since
they provide the communication between the patient and base station. Metamaterials can have
their electromagnetic properties altered to something beyond what can be found in nature. Hence
metamaterials have been attracted great interest among microwave engineers and physicists, due to
showing exotic electromagnetic properties at microwave frequencies. A split-ring resonator (SRR)
is one of the metamaterial particles that offer negative permeability [1], while complementary
split-ring resonator (CSRR), the duality of SRR, interacts with the electric field and introduces
negative permittivity [1], which are most commonly used in biomedical sensors. It is well known
that SRRs are resonant structures, and consequently, it is possible to employ these resonances as
well as radiating modes. SRRs are very compact and it is easy to design them with dual band
characteristic. The review of metamaterials towards various healthcare applications is described in
the subsequent sections.

2. METAMATERIAL ANTENNAS FOR ISM BAND

The Industrial, Scientific and Medical (ISM) radio bands are portions of the radio spectrum re-
served internationally for the use of radio frequency (RF) energy for industrial, scientific and
medical purposes other than communications. By using metamaterial like EBG (Electromagnetic
Band Gap) structures in slotted microstrip antenna the increased efficiency and better return loss
characteristics can be achieved [2]. A patch antenna with slotted ground plane has been developed
in which EBG structure is used as a metamaterial above the ground plane. The designed antenna
has suitable characteristics at two frequency bands (2067–2245MHz) covering UMTS band and
(2390–2795MHz) covering ISM band [2].

A wireless endoscope is a capsule-shaped system used for gastrointestinal monitoring and/or
treatment. A 2.4-GHz ISM-band folded patch antenna is designed, fabricated, and characterized
by Xiaoyu Cheng et al. for a wireless capsule endoscope application. A CSRR loaded patch has been
fabricated on a flexible substrate and folded in a cylindrical shape, forming a self-packaged folded
patch antenna with a quasi-omnidirectional radiation pattern [3]. The designed CSRR loaded
patch, featuring compact size, EMI shielding and quasi-omnidirectional radiation pattern for a
wireless endoscope [3]. The CSRR contributes a 74% size reduction compared to its traditional
patch counterpart without CSRR loading [3]. The large enclosed space would be available for
placing digital controllers, EMI sensitive sensors, cameras, batteries, or drug delivery systems [3].

A high gain pencil beam array antenna for the applications within the 24GHz ISM band has
been designed by A. Rennings et al. [4]. The high-gain pencil-beam array antenna based on com-
posite right/left-handed (CRLH) metamaterial transmission-lines, referred as CRLH meta-lines.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 369

A metamaterial-inspired handset antenna designed to reduce the specific absorption rate (SAR)
for mobile communication. The SAR reduction was achieved by miniaturizing the physical size of
the antenna for the resonance frequency of 2.4 GHz, by devising a metamaterial-inspired radiator
much smaller than the conventional planar inverted F antenna (PIFA) [5]. Further, the dual band
microstrip patch antenna has been designed for implantable medical devices, which covers the ISM
(2.4–2.48GHz) band. The antenna has a multilayer configuration where the feeding line and the
radiating elements are located at different levels. The radiating elements of the antenna are a split
ring resonator (SRR) coupled to a spiral and both elements are short-circuited to the ground plane
to achieve size reduction [6].

3. METAMATERIALS IN CANCER DETECTION

Cancer is the uncontrolled growth of abnormal cells in the body, called as malignant cells. By
developing microwave devices and combining it with structures inspired by metamaterials, it can
lead to a very cost-effective device that can localize with high precision an abnormality within
the human body. The basic principle behind the cancer detection is, a small change in the water
content of biological tissues produces changes in the permittivity (ε) and conductivity (σ) values
of the tissues [7]. The malignant cells have significantly higher water content than normal tissues.
Hence the permittivity and the conductivity of the tumor are higher than those ones of a normal
tissue at microwave frequencies. The proposed biosensor consists of an array of complementary
metallic metamaterial resonators. The reason for choosing SRRs are their strong response to an
electromagnetic field [7].

An electromagnetic source generates an electromagnetic wave impinging on the metamaterial
array and a detector is placed to reveal the signal after the array. The biosensor without any material
under test has a specific resonant frequency [7]. The variation of the permittivity caused by the
presence of the material under test, acts on the capacitance of the resonators, leading to a high-
sensitive variation of the sensor resonant frequency. Thus the shift in resonant frequency and the
shape of the response is extremely useful to detect the tumor. Further, the frequency multiplexed
two dimensional sensor array based on SRR for organic tissue analysis has been proposed by
Margarita Puente et al.. A frequency multiplexed 2-dimensional sensor array was developed using
microstrip-line excited SRRs which are designed to have different resonant frequencies is shown
in Fig. 1(a) [8]. Therefore the resonant frequency of individual SRR will indicate the dielectric
properties of the MUT around the ring and also its location within the array [8].

4. METAMATERIALS IN MEDICAL IMAGING

A super lens or perfect lens is a lens which uses metamaterials to go beyond the diffraction limit. The
diffraction limit is an inherent limitation in conventional optical devises or lenses. In 2000, a type of
lens was proposed, consisting of a metamaterial that compensates for wave decay and reconstructs
images in the near field [9]. And most importantly the both propagating and evanescent waves
contribute to the resolution of the image. In 2004, the first superlens with a negative refractive
index provided resolution three times better than the diffraction limits and was demonstrated at
microwave frequencies. In 2005, the first near field superlens which exceeded the diffraction limit
was demonstrated by N. Fang et al. [10].

The higher focusing resolution will be provided by flat left-handed metamaterial (LHM) lens if
compared to convex dielectric lens and elliptical reflector focusing system. High-resolution near-field
microwave target detection and imaging with flat LHM lens can be implemented which is shown in
Fig. 1(b) [11]. Due to higher focusing resolution the LHM lens has the potential to acquire higher
imaging resolution and easy in-depth scanning, which will simplify the detection system design [11].

5. METAMATERIALS IN MICROWAVE HYPERTHERMIA

Microwaves are used to destroy or ablate diseased soft-tissue by heating the tissue to a temperature
that causes cell death is called hyperthermia. The generator produces microwave energy which is
transmitted through the antennas and into the patient. Elevating the temperature of tumor cells
causes cell membrane damage, which leads to the destruction of the cancer cells. Hyperthermia
treatment of cancer requires directing a carefully controlled dose of heat to the cancerous tumor
and surrounding body tissue. The most prominent property of metamaterial lens is the ability
of negative-refractive index (NRI) to focus the electromagnetic field of a source [11]. Hence it
can generate appropriate focusing spot in biological tissue as required in microwave hyperthermia
treatment shown in Fig. 1(c) [12]. Flat metamaterial slab has been used as a lens to focus microwave
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Figure 1: (a) Two dimensional organic tissue analysis. (b) Imaging. (c) Hyperthermia treatment.

energy emitted from the microwave source. In this, a planar array of split-ring resonators placed
between two parallel metallic plates and it is fed by a small loop antenna to excite the split-rings [13].

Further the convenient adjustment of position of focusing or heating spot in tissue region gives
the great potential to successful microwave hyperthermia [14]. By moving the source, the heating
spot in tissue can be adjusted, without any complex deployment and control system as required in
the conventional array applicator [12]. Recently, conformal microwave array applicators proposed
with proper source spacing, low loss left-handed metamaterial lens can be useful for hyperthermia
treatment of large area tumors. In this, microwave hyperthermia can be performed by joint heating
of multiple microwave sources [14].

6. METAMATERIALS IN WIRELESS STRAIN SENSING

RF-microelectromechanical systems (MEMS) strain sensors that take advantage of the recent ad-
vances in metamaterials. A wireless strain sensor to monitor the healing processes of fractured
long bones has been developed by R. Melik et al.. Approximately 10% of the fractures do not heal
properly because of the inability to monitor fracture healing. The SRR-based sensor displays a
characteristic resonance frequency under no load, by measuring the magnitude of operating fre-
quency shift under applied load; the progression of fracture healing can be monitored [15]. Initially,
the single SRR based wireless metamaterial strain sensor was developed and then the nested SRR
based strain sensor developed to enhance the sensitivity. The nested metamaterial-based strain
sensors incorporate multiple SRRs in a compact nested architecture on a single chip to signifi-
cantly achieve enhanced sensitivity in telemetric sensing [16]. By comparing the parameters such
as unloaded operating frequency, sensitivity and nonlinearity errors of the nested SRR based strain
sensor outperforms the classical SRR sensor [16].

7. METAMATERIAL ABSORBERS FOR SAR REDUCTION

Specific absorption rate is a measure of how much radiation is absorbed by human body, given in
Watts per kilogram (W/kg). The basic principle behind the metamaterial absorbers is, when one
of the effective medium parameter is negative and the other is positive, the medium will display
a stop band. The stop band of metamaterials can be designed at operating bands of cellular
phone. The SRRs has been designed to operate at 900 and 1800 MHz bands [17]. The structure
parameters of SRRs were chosen in order to be the effective medium parameter is negative around
900 and 1800 MHz bands. The use of metamaterial absorber is compared with other SAR reduction
techniques such as ferrite sheet attachment and the use of perfect electric conductor which shows the
use of metamaterials can reduce the peak for 22.2% [17]. The ferrite sheet attachment can reduce
the peak SAR effectively but the degradation on radiated power from antenna is also significant.
Compared to the use of ferrite sheet, the metamaterials can be designed at the desired operating
frequency. The metamaterials can be designed on circuit board so it may be easily integrated to
the cellular phone [17].

8. CONCLUSION

There is growing need for engineers and physicists to concentrate and develop equipments specifi-
cally suitable for healthcare. Metamaterials is one of the active field of research in the past decade
which has potential application in healthcare. This paper summarizes the extensive use of metama-
terials in biomedical applications. In particular, an overview of the existing metamaterial antennas
designed to operate at ISM band and the use of metamaterials in cancer detection, imaging, mi-
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crowave hyperthermia, strain sensing, and reduction of SAR are presented. Apart from these,
metamaterials are also applied in glucose monitoring for diabetes management. Also, the use of
resorbable metamaterials will overcome the issues associated with retrieval of implantable devices
after their operational lifetime. The metamaterials in biomedical applications opens a wide area of
research in the near future.
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Abstract— New natural polysaccharide carbohydrate derivatives of sodium alginate surfactants
were prepared by condensation of sodium bisulfite onto the polysaccharide linkages at different
hydrophobic chain of Fatty acids. We were synthesis and solution properties of hydrophobi-
cally modified alginate-ester derivatives in which dodecyl or octadecyl chains were grafted onto
the polysaccharide backbone via ester functions. In semi-dilute aqueous solution, intermolecu-
lar hydrophobic associations result in the formation of physical networks, the physico-chemical
properties of which can be controlled through polymer concentration, hydrophobic chain con-
tent and non-chaotropic salts such as sodium chloride. Alginate is a biomaterial widely used in
the food industry as thickener and in biotechnological applications including cell encapsulation,
protein delivery or tissue engineering. Alginate is a negatively charged polysaccharide obtained
from marine algae and various bacteria, with solution properties ranging from viscous to gel-like
structures in the presence of divalent cations. In this study, the structure of final products was
confirmed by FT-IR and 1H-NMR. The interfacial properties were evaluated by surface tension,
foaming properties and conductivity. The result showed that the novel material is capable of
encapsulating both hydrophilic and hydrophobic molecules. Crucially, the all-important gelling
and non-toxic properties of native alginate have been retained.

1. INTRODUCTION

During the past few years, many natural waters have been polluted by chemicals from various
sources. Some of them are surfactants which originate mainly from household detergents, personal
care products, washing agents, and processing supplies used in industry. A great deal of work
has been done in trying to take into account biodegradability in the use of surfactants [1]. Many
natural and processed food products consist either partly or wholly in emulsions whose formation
and stability are achieved by the use of emulsifiers. Emulsifiers are commonly used in food emul-
sion systems to increase their short- and long-term kinetic stability. There is a trend within the
food industry to replace synthetic emulsifiers with more natural ones. The most commonly used
polysaccharides in food emulsions are gum arabic, modified starch, modified cellulose, galactoman-
nans, and pectin [2–4]. However, these molecules are not particularly surface active and/or have
to be used in relatively large quantities to make stable emulsions. Alginate has a number of free
hydroxyl and carboxyl groups distributed along the backbone, therefore it is an ideal candidate
for chemical functionalization. By forming alginate derivatives through functionalizing available
hydroxyl and carboxyl groups, the properties such as solubility, hydrophobicity and physicochem-
ical and biological characteristics may be modified. Alginates are widely used as a gelling agent
for thickening foods and cosmetics. Our strategy is based on hydrophobic modification of alginate,
which is regarded as an emulsifier used in emulsions [5].

2. EXPERIMENTAL

Figure 1 illustrates the three steps followed to prepare the alginate surfactants. In step 1, Sodium
Alginate and Epichlorohydrin (1 : 1 mol) were mixed evenly at 50◦C ∼ 60◦C for 2 hours (SA-E).
In step 2, Myristic Acid and Sodium Bisulfite were mixed evenly at 90◦C ∼ 100◦C for 2 hours
(MA-S). Then, In step 3, the SA-E and MA-S were reaction at 100◦C ∼ 105◦C for 2 hours. This
raw product was then dissolved in EtOH. The undissolved impurities were filtered off and then the
solvents (EtOH and water) were evaporated from the filtrate under reduced pressure in a rotary
evaporator. The final product was dried in a vacuum desiccator. The products were purified
by using ethanol to remove the impurities; the structure of the final products was confirmed by
infrared (IR), proton nuclear magnetic resonance (NMR) spectral analysis. The analyses of the
final products are shown in Figure 2 and Figure 3.
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Figure 1: Synthesis of novel alginate-derived surfactants.

Figure 2: NMR spectra of novel alginate-derived
surfactants.
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Figure 3: IR spectra of novel alginate-derived surfac-
tants.

Surface tensions were determined at 25◦C using a Japan Kaimenkaguka CBVP-A3 surface ten-
siometer, which was calibrated with ultra-pure water prior to use. The platinum plate was cleaned
by flaming, while the glassware was rinsed with tap water and ultra-pure water. Conductivities
were measured using a WTW FL538 conductivity meter (cell constant: 0.475 cm−1; Germany). The
experimental temperature was maintained at 25◦C (water bath) for each series of measurements;
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distilled water (50 mL) was added to the bath and the conductivity was then measured after each
addition. Foaming properties were determined using the Ross-Miles method. Foam production was
measured by the height of the foam produced initially; the foam stability was measured by the
height after 3 min.

3. RESULTS AND DISCUSSION

The structures of the addition products were confirmed through IR and NMR spectroscopic analy-
ses. Figure 2 and Figure 3 present the results. The IR spectra display bands at 3,250–3,500 cm−1 (O-
H), 3000 ∼ 2800 cm−1 (-CH2), 1610 ∼ 1560 cm−1 (COO−), 1260 ∼ 1210 cm−1 and 810 ∼ 770 cm−1

(ROSO−
3 ), 1200 ∼ 1000 cm−1 (C-OH). The 1H NMR spectra of these products provided further

support for the assigned structures, with signals at δ = 4.75 (-CH, 1/), δ = 1.30 (-CH2-, 2/),
δ = 2.30 (-CH2-CH2-C-, 3/), δ = 3.50 ∼ 4.50 (R-CH2-OH, 4/) ppm. Figure 4 reveals the Increase
in surface tension that occurred for solutions containing the alginate-derived surfactants. Increas-
ing the length of the alkyl chain led to decreased surface activity. More specifically, the increased
hydrophobic chain length improved the ability of the alginate-derived surfactants to increase sur-
face tension. The surface tension of the solution decreased upon increasing the concentration of the
alginate-derived surfactant, reaching a clear breakpoint that we consider to be the critical micelle
concentration (CMC). Figure 5 presents a plot of the conductivity with respect to the surfactant
concentration at 298K. The conductivities increased linearly upon increasing the surfactants’ con-
centrations; in addition, longer hydrophobic chains provided larger conductivities. When micelles
are formed, the binding of counter ions to the micellar surfaces reduces the mobility of the micelles
relative to that of their monomeric forms. Thus, we would expect some type of discontinuity to
appear in the plot of the conductivity versus concentration (i.e., at the concentration where the
micelles being to form).

Recent advances in the design of dyeing machines, such as their having a more rapid circulation
of the liquor, have resulted in foam formation commonly occurring in dye baths. This inconvenience
has increased the importance of developing low-foaming dyeing auxiliaries. Table 1 lists the low-
foaming properties of our surfactants. Each compound exhibited not only low foam production
(measured by the height of foam initially produced) but also low-foaming stability (measured by
the height after 3min).

Table 1: Foaming properties of novel alginate-derived surfactants.

Foam height (cm) Foam stability (cm) Defoaming rate (%)
SDS 30.5 26 14.7

Alginate 2 0.75 62.5
Alginate-MA 1.25 0.25 80
Alginate-PA 0.25 0 100
Alginate-SA 0.25 0 100

35

40

45

50

55

60

65

70

75

0 0.3 0.6 0.9 1.2 1.5 1.8
 

 
 

Alginate-SA
Alginate-PA
Alginate-MA
Alginate

Concentration (wt%)

Su
rf

ac
e 

te
ns

io
n 

(d
yn

e/
cm

)

Figure 4: Surface tension plotted with respect to the
concentration of novel alginate-derived surfactants.
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4. CONCLUSIONS

We have prepared a novel series of surface-active alginate-derived surfactants through the reaction of
alginate with fatty acids. These novel compounds exhibited good surface activities, including good
surface tension,wetting ability, and foaming properties. The surface activities of these compounds
in aqueous solution increased upon increasing the alkyl chain length in the hydrophobic fragment
of the surfactants. Furthermore, we found that the surface activity of the alginate-SA surfactant
was poorer than those of the alginate-PA and alginate-MA surfactants, presumably because of the
stronger attractive interactions between the hydrocarbon chains of alginate-SA.
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Abstract— This paper presents a unique measurement campaign focused on indoor spectrum
survey. This type of results should be used by many ways. Firstly, the spectrum regulators
have to know which frequencies are used at the measured locations. Secondly, the spectrum
survey data could be used to simulate cognitive systems, which have become a significant part
of wireless communication during the past decade. The presented measurement is specific as we
used one wideband omnidirectional antenna and aportable receiver which measures the wideband
results (9 kHz–7.5 GHz) with sufficient sensitivity (not worse than −113 dBm) in the whole band.
The receiver was controlled by a specially designed program that communicates via TCP/IP
and therefore provides sufficient connection for downloading an extensive amount of data to the
controlling PC. The results are processed to detect the primary users (users of the frequency
spectrum) and calculate utilization of the frequency spectrum. Based on the results,the po-
tential for the improvement of wireless traffic is observable. The optimization of the radiated
electromagnetic waves has a positive effect on biological tissues.

1. INTRODUCTION

Modern wireless communication is focused on improving data transmission speed and prioritizing
specific services (VOIP). The current situation in the overfilled frequency spectrum leads to the
use of higher frequency bands [1] and the increase of radiation power. Most of the propagation
parameters such as penetration or diffraction are more suitable for lower frequency bands. An
increase in the radiation power goes hand in hand with a decrease in the SINR (signal-to-noise ratio
including interferences) of the other services. The effects on biological tissues are also discussed
in the context of enormous usage of microwave power [2]. According to the spectrum survey
measurements, the problem of overfilled frequency spectrum could be solved using a cognitive
system, which is mainly represented by dynamic spectrum sharing.

Cognitive radio is an intelligent autonomous system capable of adapting to the current area and
time [3, 4]. We could change transmitter parameters such as the operation frequency and radiation
power. A prerequisite for correct functioning of the cognitive system is the awareness feature, which
is represented by sensing of the environment. These data are managed by a cognitive engine that
controls available resources. In a cognitive system, we define primary users (wireless devices using
the spectrum according to the assigned licence) and secondary or cognitive users (new entrants to
the shared frequency spectrum whose traffic is coordinated by the cognitive engine). It is obvious
that the spectrum sensing is a crucial feature for correct operation of the cognitive radio. Real-
time wideband spectrum sensing is still one of the main challenges for system developers. Therefore
cognitive radio is now working in limited bands [5] and simulations are provided in a large scale. For
the simulations it is necessary to obtain the data related to the frequency spectrum utilization [6, 7].

These offline spectrum scans (spectrum surveys) are prepared mainly for outdoor scenarios and
measured in a limited bandwidth given by the antennas. We prepared an indoor measurement
campaign to be realized by means of a wideband receiver with sufficient sensitivity and a wideband
double discone antenna. This setup provided us with sufficient measurement speed and dynamics
Fast scans are very important for monitoring the time development of white spaces. White space is
an unused part of the frequency spectrum at the current location and time. Wireless traffic is routed
to these free bands by the cognitive engine, which is essential for dynamic spectrum sharing [8].

This paper is organized as follows: Firstly, short measurement description including the sce-
nario description is provided. Secondly, evaluation of the measurement is presented. Finally, the
conclusion part summarizes the obtained results.

2. MEASUREMENT DESCRIPTION

Generally, the measurement setup (Figure 1) was designed for measurements up to 7.5GHz; in
reality, however, we concentrated on indoor wireless systems that are mainly located in frequency
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bands up to 3 GHz. The presented measurement system offers several advantages: It is portable,
fast and sensitive. The omnidirectional wideband antenna has suitable parameters in the frequency
band from 100 kHz to 12 GHz. The wideband, battery powered receiver R&S PR100 [9] is designed
for the frequency range of 300 kHz–7.5 GHz with the worst sensitivity of −113 dBm (RBW 12.5 kHz,
the worst value in the measured band). We controlled the receiver by native commands from
the controlling laptop through the TCP/IP protocol. The communication was established via a
shielded, noise minimizing Ethernet cable.

We measured at urban indoor locations (Figure 2) such as a lecture hall, a public library or as
hopping mall. We also considered the effect of people present in the area. In all the measurements
the antenna was placed on a tripod at the reference height of 1.5 meter above the floor. While
most wireless communication is located up to 3 GHz, we measured in the band from 100 MHz to
3GHz. We also measured several significant bands in greater detail (e.g., the WI-FI band). The
resolution of the receiver was set to the values of 1250Hz or 12500 Hz respectively.

A very important parameter is also the scanning repetition rate. We are able to scan at the
speed of 6.4 s per 1 GHz with the resolution rate of 1250 Hz and at 0.88 s per 1GHz with there
solution rate of 12500Hz respectively. Such fast frequency scans are crucial in terms of considering
other factors for the cognitive system evolution (such as time evolution).

2.1. Calibration and Data Post-processing
The calibration process was realized in several consecutive steps. Firstly, it was necessary to
prepare the calibration measurement. We placed the entire measurement setup into the anechoic
chamber (Figure 1) and ran the measurement. The calibration baseline was estimated as the average
(Figure 3) of more than 200 consecutive samples within the whole bandwidth (100MHz up to
3GHz). The anechoic chamber guaranteed the isolation of −110 dB from the outside environment,
which provided a sufficient value for our measurements.

During the post-processing we subtracted the calibration data from the measured data. While
losing the information about the absolute amplitude value for each measured frequency point, we
removed the noise caused by the receiver and the antenna; the noise was varying around 0 dB
afterwards. It is possible to recalculated absolute value back, because we used one calibration
curve for each measurement type. To determine the utilization of the frequency spectrum it is

Figure 1: Typical measurement setup.

Figure 2: Measurement setup in an anechoic chamber and in an empty lecture hall.
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Figure 3: Calibration data example (the resolution was 12500 MHz).

not necessary to have information about the amplitude. Finally, the primary users are marked as
signals above the specific threshold level. We also diagnosed time evolution of the white spaces.

3. MEASUREMENT RESULTS

Firstly, RAW data from the measurement are cleaned from the missing data. It is possible that
some UDP packets are lost during the transfer from the receiver to the controlling PC During the
post-processing, we replaced the missing data with the data from the previous measured cycle.
This enabled us to use all the measured data. The typical error rate in the measured data before
correction is less than 0.1% (typically 0.01%). We compared each measured frequency step with the
threshold level, which had been set to the value of 10 dB. All frequency points above this level were
selected as occupied by a primary user. The parameter describing the utilization of the frequency
spectrum is called Duty Cycle and is defined by (1):

Duty Cycle =
Ndetected

Ntotal
, (1)

where Ndetcted is the number of detected peaks above the threshold and Ntotal is the number of
total measured points. Duty Cycle is normally presented as a percentage value.

As mentioned above, we also took into account the effect of people within the area. Figure 5
presents the utilization of the frequency spectrum during a public holiday and compares the detected
conditions with the fully occupied lecture hall. Utilization decrease occurred mainly in the WI-FI
bands (2.4GHz) and (somewhat less) the GSM bands. Nobody was using the public WI-FI network
(checked with the network admins) and the traffic in the WI-FI band was produced only by the
pilot signals.

It is obvious that the frequency spectrum is used quite inefficiently in the presented example.
Utilization of the frequency spectrum corresponds to 5.2% for the occupied lecture hall and 3.5%
for the empty lecture hall respectively. Therefore, some parts should be used more efficiently. In the
current licensing system licensed frequency bands cannot be used by other services. The permission
to use the frequency band is granted for large geographical areas. Naturally, certain regions of the
frequency band are unused at some locations.

In contrast to the whole measured bandwidth, some of the bands are used quite well. The best
example is provided by the GSM band measured in a shopping mall (TESCO) and presented in
Figure 5. It is remarkable that some channels exhibit nearly 100% use during the whole measured
time. Total utilization of the selected band was 23.5%.

Finally, we examined the WI-FI band (from 2400 MHz up to 2495 MHz). This band operates
under ISM (Industrial, science and medical) licensing and is rarely limited. There is thirteen of 20
MHz wide channels in this band and only 3 channels (#1, #6, #11) [10] are not overlapped by the
others. Due to channel overlapping, most providers are using the “full” channels and there are a
lot of interferences caused by wrong wireless network planning. As presented in Figure 6, several
services were using close channels during the measurement in the public library.

Figure 6 shows that if one of the services shifts to the other channel there will be significant
improvement (up to 30 dB) in the SINR. In the cognitive system, the cognitive engine should
estimate the frequency band collision and change the parameters of one of the above-mentioned
services. In this case, the whole system needs to communicate with the other cognitive nodes to
coordinate the cognitive system decisions. This should also cause significant reduction in radiation
power, which will decrease power consumption of the whole system.
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Figure 4: Measurement in an empty lecture hall (0.7GHz–2.7 GHz).

Figure 5: Utilization of the GSM band in the shopping mall.

Figure 6: Collision in the WI-FI band: the public library measurement.

4. CONCLUSION

A unique measurement campaign for indoor environment was presented, including the results. Our
measurements were focused on frequency bands starting in the GSM region (700MHz) and ending
with the WI-FI band (2.5 GHz). Generally, the frequency spectrum utilization values calculated
for a large frequency bandwidth are commonly on a very low level. We calculated the spectrum
utilization values between 3.5% and 5.2% according to the number of people in the area. We also
examined significant services such as the GSM and WI-FI. For example the GSM bands were utilized
up to 24.5% in the TESCO shopping mall. In the WI-FI band we found interference between the
channels. An improvement of the SINR (30 dB) was presented due to better channel organization.
We are convinced that cognitive radio has its niche on the market with wireless technologies and
assume that the system could solve many topical problems within wireless networks.
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Abstract— The authors describe a method for the basic and RF field inhomogeneity estimation
in NMR based on the measurement of T2 and T ∗2 . The method combines the gradient and
spin echo acquisition techniques to differentiate the T2 and T ∗2 relaxation times. Exponential
approximation of the relaxation process has to be performed. Experimental results for the plastic
and copper specimens are shown.

1. INTRODUCTION

The physical phenomenon in which the magnetic field of the nuclei of some atoms contained in
the examined substance reacts with a rotating magnetic field is referred to as NMR (Nuclear
Magnetic Resonance). NMR spectroscopy and tomography require the basic magnetic field B0 to
be generated with a high homogeneity [1]. Homogeneity of the basic magnetic field can be distorted
by the measured object, and this object does not necessarily have to be magnetic: image distortion
may occur already as a result of different susceptibility.

High homogeneity of the RF field in the working space of an MR tomograph depends on the
structure and setting of the applied probe. Mapping of the RF magnetic field is commonly based
on MR image measurement of the homogeneous test specimen; in the measurement, the flip angle is
optimally determined to ensure the maximum contrast of the measured RF magnetic field map [2, 3].
The local B1 field strength in each slice can be obtained using repeated acquisitions with different
RF-impulse amplitudes (‘transmit gain’, ‘flip angle’) [4]. The inhomogeneity can be corrected by the
use of a map of the spatial distribution of the B1 field acquired either through computer simulation
or through the measurement of the field. The actual measurement of the B1 distribution provides
two major advantages: it makes the registration of the map against the MR images easier, and the
measured B1 field compensates for imperfections in the coil design. The paper describes the first
instance of relaxation measurement using the SE and GE methods applied for the B0 inhomogeneity
estimation. The method of B1 estimation from the relaxation times via the magnetization transfer
ratio is described in the following chapter of this article.

2. INHOMOGENEITY ESTIMATION FROM RELAXATION TIMES

The GE and SE methods are well known within NMR measurement techniques [4]. We can measure
the relaxation process after excitation by changing the echo time, Fig. 2(a). The number of realized
measurements depends on the requirements and the time available. The measurement proper can
be performed by a hard excitation pulse on the whole specimen, on a selectively chosen layer or
area of the specimen, or on a pixel/voxel in an imaging sequence.

*

2T 2T α =90
0

α

Mz sin (α)

Mxy

GE

SE

Mz

Mz sin (α)
τ

Mxy(a) (b)

Figure 1: (a) Relaxation process after excitation. (b) Flip angle representation.
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TE = 5ms TE = 10ms TE = 20ms TE = 30ms TE = 50ms

Figure 2: Magnitude images for the GE sequence.
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Figure 3: Maps of the B0 inhomogeneity estimation, and the final results.

The measured data is must be approximated by an exponential function. Both constants of the
exponential course, namely the magnetization after excitation Mxy and the time constant T2 or
T ∗2 , are needed. At least three measured magnitudes of the FID (Free Induction Decay) signal at
different TE echo times are necessary for the approximation. The TE echo times should be chosen
with care. The first echo time should be set to the lowest possible value with respect to technical
parameters of the tomograph. The last echo time can be chosen either on the basis of the known
inhomogeneity or experimentally. Other echo times can be distributed linearly between these two
points. If a whole image is measured, we need to perform approximation in every pixel/voxel of
the image. For high-resolution images, it is important to consider the computational complexity of
the approximation algorithm. For example, the genetic algorithm is not a suitable option.

The basic field inhomogeneity B0 exerts influence on the relaxation process; thus, any defor-
mation of B0 causes the dephasing of magnetization. Dephasing leads to a faster drop of the FID
signal and shortens the relaxation time T ∗2 . Fig. 2 shows five magnitude images obtained by the
GE technique. Magnitude drop in the bottom left corner is marginal; it is caused by the B0 inho-
mogeneity not successfully corrected by the shim coils. This is a limiting factor for any successful
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approximation of relaxation.
The SE method compensates inhomogeneity B0; therefore, we measure true relaxation T2. It is,

however, necessary to select a suitable specimen to exclude the influence of diffusion and movements.
The basic field inhomogeneity B0 is given by

1
T ∗2

=
1
T2

+
1
T ′2

=
1
T2

+ γ∆B0,

∆B0 =
1

T ∗2
− 1

T2

γ
,

(1)

where γ is the gyromagnetic ratio of H2. The value ∆B0 is the overall and, in a way, average value
of the B0 inhomogeneity in any pixel/voxel.

Figure 3 shows the B0 inhomogeneity maps measured using a 4.7T tomograph. A cube filled
by long-relaxing water was used. The specimen, namely a plastic or copper plate placed on a
glass vessel, was inserted in the cube. The B0 inhomogeneity with no sample is presented as
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background and can be subtracted from the measurement. The plastic sample is non-conducting
and exhibits a significant (not exactly determined) value of susceptibility. Conversely, the copper
sample is a good conductor with a low susceptibility value; this sample exerts minimal influence
on the B0 inhomogeneity. Traces of distortion are visible only in the immediate vicinity of the
copper plate; the distortion is probably caused by a flip angle error and possible inaccuracy in
the T2 approximation. In the plastic sample, B0 changes significantly in the whole space of the
water-filled cube. The maximal value of B0 inhomogeneity is 4 · 10−7 T.

Immediately after excitation, the NMR signal magnitude is proportional to the basic field
strength represented by Mxy and flip angle α. The magnetization is expressed by:

Mxy = Mz · sin(α). (2)

The flip angle is a linear function of the B1 field strength and length of the excitation pulse te:

α = γB1te. (3)

The B1 inhomogeneity map can be represented by the map of flip angle α. The task is to find Mxy

in time t = 0. The Mxy ratio is theoretically the same for both the GE and SE methods. We can
use the average Mxy of the GE and SE weighted by the exponential approximation accuracy.

Figure 4 shows the flip angle error ∆α for the same copper and plastic specimens used previously
for the B0 inhomogeneity measurement. A comparison of background in the different samples will
show that the plastic sample exhibits minimal influence of excitation in the whole space. Conversely,
the copper sample has a substantial effect on the RF field; there are regions where the nuclei are
overstimulated or inadequately excited. This significant region can be clearly seen in a small flip
angle. The major disadvantage of the proposed method is that we cannot recognize if the flip angle
is over or below 90◦. For example, the magnitude of the signal after excitation is the same for flip
angles of 80◦ and 100◦.

3. CONCLUSION

Estimation of the B0 and B1 inhomogeneity from relaxation times T2 and T ∗2 and initial magneti-
zation after excitation Mxy is a useful method. The benefit consists in the fact that there does not
have to exist any mutual influence between the inhomogenities. The described approach is limited
by two aspects, namely loss of the FID signal magnitude below the noise level in the case of a high
inhomogeneity and the fact that we know only the absolute flip angle error. The quality of the B0

inhomogeneity strongly depends on successful approximation of T2.
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Abstract— Sufficiently meaningful picture of tissue structure can be obtained by the correct
processing of the image data. This can be done by using image analysis, which takes place in
several steps: acquisition of data, image adjustment, segmentation, and image description. At
first, digital images are obtained, in our case these are the images of soft tissue obtained with
using magnetic resonance tomograph (MR). This device is mainly used to display human tissue
in medicine. MR is one of the non-destructive methods, does not cause harmful radiation, whose
main advantage is the high contrast in the imaging of soft tissues. The contrast of the resulting
images can be changed by setting of the pulse sequence (Spin Echo and Inversion Recovery)
timing parameters used to measure the monitored tissue. The data acquired by tomograph is
necessary reconstruct by using Fourier Transform reconstruction from K-space in to the MAT file
as complex data. The next step of image analysis is image improvement, usually by suppression of
noise, histogram equalization and segmentation. Noise should be suppressed to improve results
of image processing. Linear transform of histogram was adjusted using a median filter. This
is an expansion of the range of brightness in order to cover the entire width of the available
brightness. The last step of image processing is multiparametric segmentation. It is a process
that divides the image to objects of different characteristic. The main methods include the use of
edge detector to highlight certain edges. The last step of the analysis is a description of the image;
it is a statistical description of segmented objects in an image with subsequent classification. The
aim of this paper is to demonstrate the internal morphology of chicken thigh by using MR. All
MR images were evaluated using programs Marevisi and Matlab.

1. INTRODUCTION

To study the internal morphology of chicken thighs it is necessary to process the data by using
the image analysis, which is applied not only in the research of living matter, but also inanimate.
However, the most significant application is in the biological sciences, where with the help of image
analysis such information as the number of cells in the sample or the intensity of colour reaction are
assessed. The greatest emphasis is placed on medical image processing, which is used to diagnose
a disease or to monitoring the development of the disease.

The image analysis proceeds in several basic steps: data acquisition, image improvement, image
segmentation, and description. The process of image analysis is shown in Figure 1. Individual
techniques of the process are described in the text below [1].

Primarily it is necessary to obtain the digital images via imaging techniques. To obtain medical
images X-Ray (hard tissue) and MRI or CT tomography (mostly for displaying soft tissue) are
applied. For monitoring of very small structures microscopic method is used. In this paper, there
are images of biological tissues obtained thorough magnetic resonance imaging (MRI). MRI is one
of the non-destructive methods, which does not cause harmful radiation. The main advantage
of MR imaging of soft tissues is high contrast. The contrast depends on the characteristics of
the monitored tissue, especially on the proton density and relaxation properties. In addition, the
contrast is dependent on the setting of three parameters (flip angle, the TR and the TE times) of
pulse sequence. To obtain an image with the largest information value the best image contrast is
necessary to achieve [2].

Figure 1: Diagram of image analysis.
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2. EXPERIMENTAL MEASUREMENETS

The sample material selected for the experimental measurements was the biological tissue of thighs,
which was scanned by the magnetic resonance tomograph 4.7 T/200 MHz. The output of the MR
tomograph is an image of the monitored tissue, which is displayed in the frequency domain (k-space)
(see Figure 2(a)). This image is converted into the time domain using the Fourier transform. The
result is the image of the real distribution of tissues in a given spatial region (see Figure 2(b)) [2].

The next step in image analysis is image improvement, typically the suppression (removal) of
noise, histogram equalization, and segmentation, Figure 3. Individual techniques in the chain are
described in the text below [3].

Unwanted interference (noise) was filtered using wavelet transform. The principle of wavelet
transform (WT) lies in a mutual comparison of the analog signal x(t) with the chosen model shape
known as the wavelet ψ. Figure 4 shows two images: (a) before filtering (with the noise which
can be seen around the tissue) and (b) after filtering (in which the noise is removed around the
tissue) [3].

Histogram equalization is a method of regulating the image contrast. This is an expansion of
the range of brightness in order to cover the entire width of the available grey-scale spectrum. The
method is useful for images that are underexposed or overexposed. In Figure 5, you can see a
representation of the grey levels (0–255) [3].

The last step of image improvement is multiparametric segmentation, which is a process that
divides the image to objects of different types. Segmentation methods can be divided into two
groups: methods based on pixel (techniques based on edges and thresholding) and methods based
on areas (search technique based on homogeneous areas in the image). The main segmentation
method in our paper is the edge enhancement using the edge detector. In Figure 6, you can see the

(a) (b)

Figure 2: MR images of the monitored tissue. (a) The frequency domain. (b) The time domain.

Figure 3: Diagram of image improvement.

(a) (b)

Figure 4: (a) The image before filtering. (b) The resulting image after noise removal filtering.
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(a) (b)

Figure 5: Histogram equalization (a) before and (b) after the application
method.

Figure 6: Resulting image af-
ter the edge enhancement.

Table 1: Diagram of image analysis.

Tissue
Colour

identification
Total surface

Number
of pixel

Maximum intensity
of image

Standard
deviation

Muscle Red 6721,97 54026 115796 37758,5
Adipose tissue Yellow 1198,67 2994 28165 17269,3
Bone tissue Blue 372,517 9634 59291 34598,4

Muscle tendrils Green 79,6457 458 127390 28166,9

edge enhancement of the chicken tissue: red colour indicates the muscle, yellow the adipose tissue,
blue the bone tissue, and green the muscle tendrils [4].

The last step of image analysis consists in the description of tissues. This is the classification
of segmented objects in an image. In Table 1, the obtained parameters of tissues are listed. The
chicken thigh contains mostly muscles and adipose tissues. Further, the image indicates (in the
biggest tissue) muscle tendrils with the highest intensity of the image signal, which corresponds to
a larger amount of water contained in this tissue [5].

3. CONCLUSIONS

The aim of this paper was to display the internal morphology of chicken thighs using magnetic
resonance tomograph. The images taken by MR tomograph having parameters of 4.7 T/200MHz
were reconstructed and pre-processed by means of Marevisi software. In these images, analysis was
performed by Matlab software application. In the resulting images soft tissue and consequently
their parameters can be distinguished. It is obvious from the image that muscle tendrils contain
the largest amount of water. The adipose tissue set out around the muscle forms a significant part
of the total weight.

ACKNOWLEDGMENT

This work was supported within the framework of projects Nos. 102/11/0318 and 102/12/1104 of
the Czech Science Foundation and the project of the BUT Grant Agency FEKT-S-11-5/1012.

REFERENCES

1. Jan, J., Medical Image Processing, Reconstruction and Restoration: Concepts and Methods,
CRC Press, USA, 2006, ISBN 0-8247-5849-8.

2. Haacke, E. M., R. W. Brown, M. R. Thompson, and R. Venkatesan, Magnetic Resonance
Imaging: Physical Principles and Sequence Design, John Wiley & Sons, 1999, ISBN 0-471-
35128-8.
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Abstract— Current interest in the application of pulsed electromagnetic fields (PEMF) as
alternative therapy for different medical conditions has proven to be successful. There are studies
that demonstrate the effectiveness of low frequency PEMF in facilitating wound healing. There
are many factors that can affect wound healing and cause improper or impaired tissue repair.
Of particular interest are the infected wounds where bacteria or other microorganisms have
colonized that cause either a delay in wound healing or deterioration of the wound. In most cases,
wounds are typically contaminated by bacteria. In this study, we investigate the application of
the applied PEMF on the selected bacterial cultures. In our previous study [1], we presented
and discussed the design and development of an extremely low frequency (ELF) PEMF system
that produces time varying magnetic field in the range of 0.5 mT to 2.5mT for a frequency
range of 2–500Hz. Here, we report simulation results of the induced magnetic field distribution
and the region of uniformity produced by the system of two pairs of air core Helmholtz coils.
We also present the experimental evaluation of varying parametric changes in the applied ELF
PEMF on the bacteria Staphylococcus aureus. The selection of this gram-positive bacterium
for this study is attributed to the versatile role of these bacteria in infecting wounded tissues.
These bacteria are also within easy reach and can be bred at a temperature of 37◦C. Here,
the Staphylococcus aureus bacteria in broth were exposed to the ELF PEMF of magnetic flux
density, B = 0.5–2.5mT, frequency (f) range of 2–500 Hz and time of exposure, t = 90 min. This
is done in order to compare studied bacterial cultures viability (number of colony-forming units
(CFU)). The number of colony-forming units aids in quantifying the experimental result. Fresh
bacterial culture is used throughout the experiment. Findings from our investigation have direct
implication in determining the optimal characteristics of the applied ELF PEMF for possible
treatment of infected tissue and thus, wound healing promotion.

1. INTRODUCTION

The effect of extremely low frequency (ELF) electromagnetic field on biological media has been
studied by many researchers using a variety of in vitro exposure systems [2]. Almost all of these
laboratory-based experiments utilized electric coils to generate electromagnetic exposures. A Clas-
sic Helmholtz coil design ascertains that the first and second spatial derivatives of the applied fields
are zero at the central point of the applied system [3]. Much larger volume of uniform field space
inside the coil setup results from the assembly of more coils [4]. Computational modelling and
simulation of the ELF uniform magnetic field exposure system, prior to the actual practical design
and development process, is extremely important in terms of design flexibility and efficiency.

ELF magnetic field therapy is considered as useful and beneficial treatment for different dis-
eases, especially those involving skin and bones [5]. Studies have shown that application of pulsed
electromagnetic field (PEMF) to damaged cells can accelerate the re-establishment of normal po-
tentials, promote cell proliferation, increase the rate of healing, reduce swelling and bruising [6]. A
good model system for studying effects of magnetic fields is bacterial cultures [7]. A few investi-
gations have been conducted using prokaryotes, mostly examining bacterial growth [8]. However,
the effects of the entire range of ELF PEMF on bacteria have yet to be reported. In our previous
work [1, 9], we presented and discussed the design and development of an ELF PEMF system that
produces time varying magnetic field in the range of 0.5 mT to 2.5 mT for a frequency range of
2–500Hz. Here, we report the simulation results of the induced magnetic field distribution and
the region of uniformity produced by the system of two pairs of air core Helmholtz coils. To test
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the efficacy of the developed ELF PEMF and evaluate the simulation results experimentally, the
exposure system was used to irradiate gram-positive bacteria Staphylococcus aureus ATCC 25923,
which were selected for their versatility in infecting wounded tissues, and be bred at 37◦C.

2. MATERIALS AND METHODS

2.1. Experimental Setup

The experimental setup (Figure 1(a)) is used to generate the uniform time varying magnetic fields
in the frequency range of 2–500 Hz and magnetic induction (magnetic flux density) of 0.5–2.5 mT.
The uniformity of magnetic field is extremely important for the irradiated sample. Therefore, the
uniform magnetic field was first simulated using the software Maple 14. The simulated uniform
magnetic field of 1mT, produced by the system of two pair of Helmholtz coils, is shown in Fig-
ure 1(b). This simulation result was then practically verified by the direct measurement of the
generated field using “Wandel and Golterman” EFA-200 EMF Analyzer fitted with an external
B-probe.

The temperature inside the coils was maintained at 22–24◦C by airflow, and measured by the
thermometer to ensure that any heat generated from the coil has not affected the experimental
conditions. The sample was placed on the non-conductive stand in the centre of the coil as shown
in Figure 1(a). The region of uniformity, where the total magnetic field is uniform within 1% in
the xy- and xz-axis, was also simulated using Maple 14 (Figure 2).

2.2. Experimental Procedure

Colony-forming unit (CFU) is an estimate of viable bacterial number. CFU was used to quantify the
effects of applied ELF on fresh bacterial cultures used throughout the experiments. A preliminary
experimentation using the ELF of the selected frequencies was conducted to estimate a required
duration of the exposures. It was observed that irradiating a sample with the magnetic field of

(a) (b)

Figure 1: (a) ELF PEMF system setup for irradiating Staphylococcus aureus in broth and (b) total magnetic
field intensity of 1 mT as projected in the xz-axis.

(a) (b)

Figure 2: Region in which total magnetic field is uniform within 1% (a) in the xz-axis and (b) in the xy-axis.
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0.5–2.5mT over a period of 90 minutes can significantly increase the value of CFU count, when
compared with the control sample. Therefore, the irradiation exposure for all frequencies and
corresponding magnetic field intensities were fixed to 90 minutes.

The bacteria Staphylococcus aureus was cultivated in an agar Petri dish and left to incubate for
24 hours at 37◦C. The culture was then checked for any form of contamination and the inoculum
from the bacterial culture was picked and transferred to broth. Diluted bacterial culture in 100µl
of broth having unknown concentration was measured using Optical Density Photometer. The
optical density reading was always adjusted to 0.1A a priori to commencing irradiation of the
sample. This step was necessary for maintaining a consistency/standardization for all conducted
experiments. Bacterial cultures were then placed inside of a 2.5 ml centrifuge tube and exposed for
90 minute to ELF PEMF. To determine the CFU/mL count, a serial dilution using the bacterial
culture was performed. Next, the each dilution prepared was transferred to agar plates through
the method of spread plating. Finally, after incubation at 37◦C for 24 hours, the colonies on the
plates were counted.

For statistical analysis, each experiment was repeated three times for each unique combination
of frequency and magnetic field. Control cultures (non-exposed) were kept in the same conditions
as the exposed ones except the sole exposition to the magnetic fields.

3. RESULTS AND DISCUSSION

We have compared the changes in the CFU number after the ELF PEMF exposures of 90 minutes.
Comparison was done as a function of magnetic field strength in mT and extremely low frequency
in Hz. All data were compared with the controlled sample. We can conclude from this study that
ELF PEMF have a profound effect on the bacteria Staphylococcus aureus. The maximum decrease
of CFU was observed at 300 Hz for both the magnetic field intensities of 0.5mT (Figure 3) and
1.5mT (Figure 4). The minimum decrease of CFU was observed at 10 Hz for both the magnetic
field intensity of 0.5mT and 1.5 mT. The CFU count shows that at 300 Hz the number of bacteria
counts n equals 27 upon irradiation with 0.5 mT and 24 upon irradiation with 1.5 mT. These
bacteria counts are significantly lower in comparison with their respective sample control counts of
77 and 79.

Figure 5 clearly shows that, apart from two frequencies 50 Hz and 100Hz, the effect of the ELF
PEMF of 1.5mT appears to be more significant on the studied the bacterial culture of Staphylococ-
cus aureus as opposed to the exposures of 0.5mT. After irradiation with 0.5 mT and 1.5mT, the
relative (%) decrease of CFU was above 35% and 25% respectively for all counts at the frequencies
from 100Hz to 500 Hz. Results obtained thus far reveal that the effect of ELF PEMF is more pro-
found on Staphylococcus aureus at frequencies in the upper end of the ELF spectrum as opposed to
the lower end of the spectrum. In addition, the increase in magnetic field strength generally seems
to stop bacterial growth more in comparison to a smaller value of magnetic field strength. For all
the selected cases shown, the error bars are at 95% confidence level.

Figure 3: Dependence of the CFU number of S. au-
reus after ELF PEMF exposure (n — number of
bacteria in 100µl of suspension), ♦ — control sam-
ple at 0.5 mt, ¤ — exposed sample.

Figure 4: Dependence of the CFU number of S. au-
reus after ELF PEMF exposure (n — number of
bacteria in 100 µl of suspension), ♦ — control sam-
ple at 1.5 mt, ¤ — exposed sample.
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Figure 5: Ralative change (%) in the number of bacteria count after ELF PEMF exposure for selected
frequency.

4. CONCLUSIONS

We investigated the effect of the applied ELF PEMF on the bacteria Staphylococcus aureus in
broth. The results demonstrated that magnetic field causes the decrease of CFU in all exposed
samples. The findings of this study clearly showed that the generated exposures of the magnetic field
densities of 0.5mT and 1.5mT in the range of 2–500 Hz decrease the CFU count when compared
to the non-irradiated samples. These outcomes have direct implication for determining the optimal
characteristics of the applied ELF PEMF for possible treatment of the infected tissue and thus,
wound healing promotion.
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Abstract— Debridement is the process of removing necrotic burden or contaminated tissue
from a wound bed until surrounding healthy tissue is exposed. Enzymatic debridement helps
to remove non-viable tissue which can otherwise delay wound healing and lead to infection [1].
Collagenase enzyme is known to be able to promote cellular responses to injury and wound heal-
ing in vivo. Collagenase shows more selectively on denatured collagen in devitalized tissue. This
selectivity is beneficial as it keeps the vital tissue and growth factors crucial to wound healing
intact. There are studies which have shown that applied electromagnetic radiation (EMR) in the
visible light range can modulate protein and cellular activity. Here we validate experimentally
the hypothesis of the Resonant Recognition Model (RRM) that selectivity of protein activities is
based on specific resonant electromagnetic interactions [2]. The computational analysis of 28 col-
lagenase sequences was performed and the activation frequency/wavelength range was determined
to be 450–460 nm. To evaluate this range, the Collagenase enzyme solutions were irradiated by
monochromatic light of 400 to 500 nm. The kinetics of the chemical reaction was measured by
continuous monitoring of the changes in absorbance of collagen at 570 nm. The results revealed
that collagenase activity can be modulated at the particular wavelengths of 450 nm, 456 nm, and
460 nm, which is within the activation wavelength range defined computationally. This finding
indicates that enzyme function can be modified by an applied electromagnetic radiation of de-
fined frequency, which may contribute to the development of a new clinical therapy for wound
healing promotion.

1. INTRODUCTION

Debridement is an essential treatment process used in wound bed preparation. Since devitalized
tissue can obstruct healing of a wound, debridement offers a comprehensive approach to removing
barriers to healing and creating a wound environment for healing promotion and thus, reducing risk
of local infection [1]. There are a number of methods currently used for debridement of wounds.
These include surgical, chemical, enzymatic, mechanical and biological techniques [5, 6]. Although
enzymatic debridement is a time consuming process, it is still a primary technique for wound
debridement in certain cases, especially when alternative methods such as surgical or conservative
sharp wound debridement are not feasible due to bleeding disorders or other complication [5].
Of particular interest to this study are the enzymatic debridement method and the possibility of
accelerating/promoting this process aiming at its enhanced clinical practice in wound management.

There is evidence that applied EMR in the visible light range can modulate protein and cellu-
lar activity [7, 8]. Reported studies show that endochondral bone formation can be regulated by
exogenously applied biophysical stimuli that include EMR. Some studies revealed that exposures
to pulsed electromagnetic fields (PEMF) enhance chondrogenic differentiation and the synthesis of
cartilage extracellular matrix proteins. Studies focused on investigating the effects of visible light
on cell proliferation and their metabolisms were reported [9]. Biological processes can be modulated
by induction of light of particular frequencies of applied EMR [3, 4]. Our previous studies show that
activity of L-Lactate Dehydrogenase can be affected by external light of particular wavelengths,
computed using the Resonant Recognition Model [3, 4]. The RRM theory states that an external
EMR at a particular frequency would produce resonant effects on protein biological activity [2, 3].
The resonant absorption and resonant interactions have been proposed as an explanation for the
marked sensitivity of living systems to EMR [10]. Each biological process involves a number of
interactions between proteins and their targets, which are based on energy transfer between the
interacting molecules. Protein interactions are highly selective, and this selectivity is defined within
a protein’s structure. The RRM is designed for analysis of protein (DNA) interactions and their
interaction with EMR [2–4]. In our previous work [2], a relationship between the RRM spectra of
some protein groups and their interaction with visible light has been established. The RRM con-
cept states that external EMR at a particular activation frequency would produce resonant effects
on protein biological activity [3, 4]. This hypothesis is validated experimentally here by irradiating
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collagenase enzyme (that plays a crucial role in enzymatic debridement) by visible light in the
frequency range of 400–500 nm.

2. MATERIALS AND METHODS

The RRM is a physico-mathematical approach based on digital signal processing [2]. The applica-
tion of the RRM involves two stages of calculation. The first is the transformation of the amino acid
sequence into a numerical sequence. Each amino acid is represented by its Electron-Ion Interaction
Potential (EIIP) value which describes the average energy states of all valence electrons in a given
amino acid [2]. A unique number can thus represent each amino acid or nucleotide, irrespective
of its position in a sequence. Then the numerical series obtained are analyzed by digital signal
analysis methods, Fourier and Wavelet transforms, in order to extract information pertinent to
the biological function. A multiple cross-spectral function is defined and calculated to obtain the
common frequency components from the spectra of a group of proteins. Peak frequencies in such a
multiple cross-spectral function denote common frequency components for all sequences analyzed.

It was shown in our previous studies that all protein sequences with a common biological func-
tion have a common frequency component in the free energy distribution of electrons along the
protein backbone. This characteristic frequency was shown to be related to protein biological func-
tion [2–4]. It was also shown that proteins and their targets share a characteristic frequency. Thus,
it can be postulated that RRM frequencies characterize not only a general function but also a
recognition/interaction between the particular proteins and their target at a distance. Thus, pro-
tein interactions can be viewed as a resonant energy transfer between the interacting molecules.
This energy can be transferred through oscillations of a physical field, possibly electromagnetic in
nature [2]. Since there is evidence that proteins have certain conducting or semi-conducting prop-
erties, a charge moving through the protein backbone and passing different energy stages caused
by different amino acid side groups can produce sufficient conditions for a specific electromagnetic
radiation or absorption [2]. A strong linear correlation exists between the predicted and experimen-
tally determined frequencies corresponding to the absorption of electromagnetic radiation of such
proteins [2]. It is inferred that approximate wavelengths in real frequency space can be calculated
from the RRM characteristic frequencies for each biologically related group of sequences. These
calculations can be used to predict the wavelength of the light irradiation, which might affect the
biological activity of exposed proteins. The frequency range predicted for protein interactions is
from 1013 Hz to 1015 Hz. This estimated range includes IR, visible and UV light. These computa-
tional predictions were confirmed by comparison of: (i) absorption characteristics of light absorbing
proteins and their characteristic RRM frequencies [2]; (ii) frequency selective light effects on cell
growth and characteristic RRM frequencies of growth factors [2]; and (iii) activation of enzymes by
laser radiation [2].

These results indicate that the specificity of protein interaction is based on a resonant electro-
magnetic energy transfer at the frequency specific for each interaction. A linear correlation between
the absorption spectra of proteins and their RRM spectra with a regression coefficient of K = 201
was established. Using RRM postulates, a computationally identified characteristic frequency for a
protein functional group can be used to calculate the wavelength of applied irradiation, λ, defined
as λ = 201/fRRM, which could activate this protein sequence and modify its bioactivity [2, 3]. Here,
we utilize this relationship to calculate the frequencies/wavelengths that modulate the bioactivity
of the selected enzyme and investigate/evaluate their activation experimentally.

3. EXPERIMENTAL STUDY

3.1. Chemicals
TES free acid, Calcium Chloride with Dihydrate, Collagen Type 1, Collagenase were all obtained
from Sigma.

3.2. Equipment
As a source of visible light radiation we used Monochromators SPEX 270M: (Princeton Instruments,
Trenton, NJ, USA) 1200 g/mm grating, focal length 270 mm, resolution 0.1 nm at 500 nm, dispersion
3.1 nm/mm, range 400–890 nm, RS232 connection with HP 34001A, controlled by LabView 6.1
(National Instruments). For measurement of absorbance of the analyzed enzyme solutions we used
Ocean Optics USB2000 spectrometer coupled with USBISS-UV/VIS, (Ocean Optics, FL, USA)
range 190–870 nm, USB-2 connection with Pentium IV (Windows XP). Software automatically
monitors and saves the absorption coefficient at 570 nm wavelength every 10 sec.
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Figure 1: Multiple cross spectral function of 28 vertebrate collagenase sequences. The x axis represents the
relative RRM frequency. The y axis represents the normalized intensity.

Figure 2: The effect of irradiating light on absorbance of Collagen.

3.3. Enzymatic Assay
Experimental solutions were prepared according to the standard enzymatic assay of collagenase
from Sigma-Aldrich. The experiments were divided into two groups: (i) Group 1 (sham-exposure),
collagenase sample not exposed to applied irradiation. This sample was used as a control for
evaluating effects of irradiation on exposed vs. non-exposed samples; and (ii) Group 2, collagenase
samples irradiated with light of different wavelengths (400–500 nm, with 5 nm steps) for 600 sec.
All experiments were performed at 37◦C.

3.4. Experimental Protocol
1. The cuvette, filled with the collagenase solution, was irradiated with light of a particular wave-
length (400–500 nm) for 600 sec or incubated for 600 sec for the control enzyme sample;
2. The irradiated or incubated non-exposed samples were added to the already prepared enzymatic
substrate solution of Collagen Type I (pH 7.4);
3. The optical density of digested collagen solution is measured at 570 nm (Sigma assay) for each
selected irradiating wavelengths (400 nm–500 nm, with a step of 5 nm) and the control sample. With
the aim at eliminating the effect of all possible artifacts (PH, temperature, and concentrations), the
measurements were repeated three (3) times for each irradiating wavelength to evaluate changes
in collagenase absorbance (changes in activity of collagenase solutions) before and after the light
exposures.

4. RESULTS

In this study, the RRM was used to compute the RRM characteristic frequency of 28 vertebrate
collagenase proteins, that corresponds to their common biological activity. Collagenase primary
protein sequences were collected from the NCBI protein database. A multiple cross-spectral analysis
was performed resulting in one prominent RRM characteristic frequency identified at f = 0.4385
(Fig. 1). This frequency is related to the biological activity of the analyzed Collagenase proteins,
as was found in our previous studies.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 395

Figure 3: Relative change in Collagen absorbance upon light irradiation, %.

This RRM frequency f = 0.4385 is used to calculate the wavelength of external irradiation,
λ, which can activate Collagenase protein and modify its bioactivity, λ = 201/fRRM. Thus, the
wavelength of the EMR required for Collagenase enzyme activation will be at or near 456 nm.
To validate this predicted activation wavelength, the experiments were conducted according to
the experimental protocol outlined above with the results presented in Fig. 3 and Fig. 4. The
results revealed that light (400–500 nm) affects the absorbance of digested collagen (the influence
of irradiated collagenase solution) at different degrees.

Figure 2 shows that the selected light exposures increase Collagenase absorbance and thus,
affect its enzyme activity. A significant effect (compared to the control sample) is seen at the
wavelengths of 450, 456, and 460 nm (Fig. 3) with the increase of 30–32% in Collagen absorbance
achieved at these particular wavelengths. The maximum change in absorbance of digested collagen
is in the range predicted computationally by the RRM. A change of 20% in absorbance can be seen
at 500 nm, and even smaller changes of 15–16% are seen at all other wavelengths (Fig. 3). These
findings support the hypothesis that protein activity of Collagenase can be modulated by external
light of the particular wavelengths predicted by the RRM approach.

5. CONCLUSIONS

The results presented reinforce the previously developed linear relationship between the calculated
RRM frequencies and wavelengths of light radiation. With this correlation in mind, it is now pos-
sible to calculate wavelengths of light irradiation which will affect different biological processes.
These findings suggest that EMR can be used as a non-invasive treatment to promote enzymatic
debridement and thus assist wound healing. The possibility to computationally calculate the RRM
frequencies, followed by the use of IR and visible light to produce the desired biological muta-
tions and alterations in proteins will benefit the development of new biomaterials, and advanced
technologies.
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Abstract— To obtain an image with the largest information value, the best image contrast
during the measurement of the object in the magnetic resonance tomograph is necessary to
achieve. This contrast depends on the physical properties of the object, in particular a proton
density and relaxation properties of the material. Furthermore, the contrast depends on param-
eter characteristic for each MR method: Spin Echo, Gradient Echo and Inversion Recovery. The
echo time and repetition time are included between the two most important parameters of pulse
sequence. We can create four different variants of contrast by combining these two mentioned
times: the contrast spin density, the T1 weighted contrast, the T2 weighted contrast, and the last
one is inappropriate setting for the contrast. Each resulting contrast is suitable for displaying
different plant stem tissues. An increase in the contrast can also be achieved by adding contrast
(paramagnetic) substances for differentiation of isomagnetics tissues. The aim of this paper is
to display the internal morphology of plants by various methods with subsequent comparison of
contrast and identification of an appropriate method for the study of transport of substances in
the stem of the plant. Euphorbia cactus was chosen for the study of the image contrasts. This
plant was inserted into working space of the tomograph. Images of the plant stem were acquired
by a magnetic resonance tomograph with the magnetic field induction of 4.7 T (200MHz). The
evaluation of the results obtained via the applied methods as related the last measurement. The
data processing was performed by using Marevisi and Matlab programs. Monitored parameters
of individual plant samples were inserted into a table and inserted into graphs. By evaluating
and comparing the relaxation times, it can be determined that, in the same selected points, the
relaxation time T2 exhibits shorter values than the relaxation time T1. This holds true despite the
fact that method for weighted by relaxation time T2 is a faster method. Moreover, the final image
acquired via this method is of inferior quality. The resulting image after weighted relaxation time
T1 nevertheless exhibits a lower value of image intensity.

1. INTRODUCTION

The contrast depends on the following characteristics of the monitored tissue: the density of protons,
relaxation properties of the tissue, and the setting of three parameters of the pulse sequence. The
first parameter of the pulse sequences is the energy used of the RF pulse; this parameter is known
as the flip angle. Correlation applies here the more energy is emitted in the monitored tissue the
longer time interval is needed for the full relaxation. The second parameter is the repetitive time
TR, which describes the time interval between two successive RF pulses applied to the same slice.
With shorter time TR needed for less relaxation time T1. The third parameter is the echo time TE ,
which indicates the time between the excitation pulse and detection of the resonance signal. In the
Table 1 below the possibilities of times with the resulting contrasts are listed [1].

2. EXPERIMENTAL MEASUREMENETS

Euphorbia cactus was chosen for the study of contrast in the MR images (plant stem). The plant
was placed into the magnetic resonance tomograph with magnetic field induction of 4.7 T/75 mm.
The parameters used by the MRI methods are given in Table 2.
2.1. The Proton Density Contrast
To determine the intensity of the image weighted by proton density, the data were loaded in the
Marevisi program where they were transferred from the K-space into the spatial domain using the

Table 1: The resulting contrasts to the basis of times changes.

Contrast Short time TE Long time TE

Short time TR T1 weighted Inappropriate image
Long time TR Proton density contrast T2 weighted
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Table 2: The parameters of chosen pulse sequences.

Spine Echo method Gradient Echo method Inversion Recovery method
TR = 3 s

TE = 14, 20, 50, 100, 200 ms
TR = 3 s

TE = 5, 6 ms
TR = 3 s

TE = 14, 50, 200, 500, 1000, 2500 ms

(a) -10 mm (b) -5 mm (c) 0 mm (d) 5 mm (e) 10 mm

Figure 1: The series of slices obtained by the SE method at various distances from the z axis.

Selected
point

SE method
[×103]

GE method
[×103]

1 129.3 44.6
2 65.1 Noise
3 15.2 14.1
4 90.2 105.7
5 34.2 Noise

Table 3: The mean value of intensity from selected
areas of SD images.

(a) 5 ms (b) 6 ms

Figure 2: The series of slices acquired by GE method
at different times TE.

Figure 3: The image of stem
slice with numbered areas.

(a) SD intensity (b) Relaxation time T1

Figure 4: The images of intensity weighted by relaxation time T1.

Fourier transform [2]. In Figure 1, the reconstructed images of the cactus stem are introduced.
These images were obtained by application the spin echo (SE) method with the time TE = 14 ms
and at different distances from the centre of the reference sample in z axis. In Figure 1, the leaves
around the stem can be seen. Some large leaves were removed before the stem was inserted in
the tomograph, and therefore, spilled sap can be seen in Figure 1(c). The slices obtained by the
gradient echo (GE) method at time TE : 5 and 6 ms are shown in Figure 2. We can see there much
worse contrast in comparison with the previous images (Figure 1). In the centre of the images
obtained via GE method (Figure 2), an artefact of susceptibility caused by inhomogeneity of the
external magnetic field can be observed [3].

The slices (SE and IR method) with the highest contrast were selected to calculate the mean
value of intensity of the weighted spin density images. There are two images, the first obtained by
the SE method in the time TE = 14ms, and the second by the GE method in the time TE = 6 ms.
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(a) SD intensity (b) Relaxation time T2

Figure 5: The images of intensity weighted by relaxation time T2.

Figure 6: Comparison of the values of relaxation
times in selected areas of the image.

Figure 7: Comparison of image intensity values in
selected areas of the image.

Table 4: The intensity values weighted by relaxation
time T1.

Selected
point

SD intensity
[×103]

Relaxation time
T 1 [×10−3]

1 19.2 182
2 12.0 243
3 5.8 99
4 46.7 301
5 34.5 449

Table 5: The intensity values weighted by relaxation
time T2.

Selected
point

SD intensity
[×103]

Relaxation time
T 2 [×10−3]

1 57.1 4.7
2 28.1 4.3
3 19.2 3.1
4 107.7 6.9
5 128.9 3.8

The mean values of intensity (Table 3) were from selected areas of slices (Figure 3) computed in the
Marevisi program. In Table 3, the values of image intensity determined as a noise are can be seen
(lines 2 and 5 of GE methods). This noise is caused by artefact of susceptibility [3]. The colours
in Figure 3 correspond to the intensities, which is proportional to the number of proton nuclei in a
given location of cactus stem. The higher values of image intensity correspond to a larger amount
of water, while the shorter values correspond to a firmer structure of plant tissue culture.

2.2. The Contrast Weighted by Relaxation Time T1

To obtain the image weighted by relaxation time all images (obtained via IR method) were loaded
into the Marevisi program (for different times TE). These images had to be adjusted by using two
phase corrections: the first order correction to create a homogeneous environment (the resulting
image has a solid colour), and the second order correction for finding the maximum signal (resulting
image exhibits the clearest contrast of all structures). Then a series of images was weighted to
provide the resulting weighted image displayed in Figure 4. Each selected area (according to
Figure 3) corresponds to one line in Table 4 with listed measured relaxation times and signal
intensities. From the images weighted by relaxation time T1 follows that a longer relaxation time
corresponds to a higher intensity of the point. The relaxation time is longer at the nutritive fibre (in
Table 4, marked line 5). Therefore, the particles return more slowly to the equilibrium position [4].
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2.3. The Contrast Weighted by Relaxation Time T2

Weighting by relaxation time T2 is carried out in the same way as in the case of time T1. The
images obtained by SE method were loaded in the program Marevisi. Since it was a multi sequence
method, images in the axis z = 0 had to be saved under different names (for all times TE) and
reloaded for further processing. The resulting image after weighting by relaxation time T2 is shown
in Figure 5. Each selected area (according to Figure 3) corresponds to one measured relaxation
time and signal intensity (Table 5). From Table 5, it can be seen that the firmly bounded structure
(centre sample) has a shorter relaxation time than the other sections containing larger admixtures
of water [4].

3. CONCLUSIONS

Gradual application of the MRI method with subsequent weighting can detect the internal structure
of plants to acquire basic knowledge about the morphology of plants. This knowledge is necessary
for the non-destructive detection of any anomalies in plants. By comparing the values of relaxation
times from the graph in, we can see that in the same selected points the values of relaxation time
T2 exhibits shorter than the values of relaxation time T1. By comparison of the image intensity
values from the graph in Figure 7, we can see that weighting by relaxation time T1 has lower values.
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Electromagnetic Structures and Inertias of Particles including the
Higgs Boson
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Abstract— The underlying thesis is that all particles and fields are electromagnetic and all
particles have defined shapes and density profiles in the three spatial dimensions and in the two
dimensions of time and frequency. Electromagnetic string structures suitable for photons [1] and
the main sub-atomic particles [2] have previously been presented. The strings are high density
currents and line charges, collectively named ‘substance’ ψ, in loops and toroids and these make
up the central core of a particle. By ‘electromagnetic coupling’ a particle core induces a ‘potential
region’, which is a ‘dark matter atmosphere’ surrounding the core. The atmosphere is a finite
region, and thus a finite energy region, where the ‘potential’ Φ1 from the core ‘substance’ ψ
dominates but induces an atmosphere of low density secondary substance ψ2 with potential Φ2.
In this way ‘electromagnetic coupling’ with finite energy constraints establishes the shapes and
profiles of the sub-atomic particles. These particle models have electromagnetic frequency spectra
with discrete lines. The total energy E of the spectral lines and any coupling between them is
the gravitational mass m of a particle according to E = mc2.

With an additional assumption the EM model explains the high inertial mass of any particle
having a dense core. The additional assumption is that EM coupling between the core and the
atmosphere has a small definite time delay. Thus inertia of particles comes from ‘time delayed
EM coupling’. It follows that diffuse energy with low density, such as for dark matter, fields,
photons and neutrinos, should have low inertial mass relative to gravitational mass.

Young’s double slit diffraction of electrons is explained by the substance cores of the electrons
passing through either slit, but with the EM wave potential atmosphere passing through both
slits to create a ‘potential diffraction pattern’ that steers the electron cores probabilistically into
the observed diffraction patterns. The effective frequency for the diffraction of electrons is the
electron (string) frequency Doppler shifted by the electron stream velocity.

The lifetime of the Higgs Boson is predicted to be short ∼ 1.6 × 10−22 sec. The Higgs particle
is found to have a dominant line spectrum with a line width corresponding to a Q ∼ 380. The
peak of the spectrum is ∼ 6× 1021 Hz, which is at least an order of magnitude greater than for
Gamma rays. The Higgs particle is thus a rather unstable quantum and its EM strings may not
be easily represented or measured.

A layered and twisting EM string arrow model is considered as a possible structure for neutrinos.

1. INTRODUCTION

The underlying thesis for this paper is that all particles and fields are electromagnetic and have
defined shapes and density profiles in the three spatial dimensions and in the two dimensions
of time and frequency. Most particles are assumed to have an EM string structure and frequency
spectrum of a few discrete ‘lines’. But the Higgs boson or particle can be envisaged to be spherically
symmetric without a well defined string structure, and to have a broad line spectrum.

Electromagnetic string structures suitable for photons [1] and the main sub-atomic particles [2]
have previously been presented. A photon is an ‘electromagnetic string arrow’ with a single line
frequency spectrum as in Figures 1(a) and 1(b). It is envisaged to be ‘dark matter’ with low
inertia. A photon is a boson and has zero or unit spin. The unit spin can be taken to correspond
to left-hand or right-hand circular polarisation.

Protons, electrons and neutrons can be described by two or more interlaced toroidal string loops
arguably having two or more dominant line frequency components in the particle’s spectrum [2].
Electron core string structures are shown in Figures 1(c) to 1(g). The interlacing can be regarded as
a representation of circular polarisation and characterises ‘intrinsic spin’. These three particles have
half unit spin and so are classified as ‘fermions’. All these particle models have an electromagnetic
frequency spectrum with discrete lines. The total energy of the spectral lines is the mass m of a
particle according to E = mc2.

However the lifetime of the Higgs Boson is possibly too short for it to have a well defined
electromagnetic string structure and a narrow line spectrum. This paper extends the ‘Physical
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Figure 1: EM String models for photons and sub-atomic particles: (a) EM energy on Goubau single wire
transmission line. (b) EM energy in photon ‘EM string arrow’ model, with similar energy distribution to
(a). (c) EM spinning loop string; an L-string. (d) EM spinning LH torus string; a T-string. (e) EM spinning
LH torus string; a T-string and a mirror image of (d). (f) EM spinning LH/LH toroidal torus string; a
T2-string. (g) EM spinning RH/LH toroidal torus string; a mirror image of (f).

Model of Electromagnetism’ [2] to include a spherical particle structure proposed for the Higgs
Boson. Whether this is a string structure or not will have to await experimental confirmation that
E = hf holds for the core of the Higgs particle. The truth of E = mc2 is not being challenged.

The Physical EM model is also extended to include mechanisms for particle inertia, particle
beam diffraction, charged particles and a possible EM neutrino structure.

Figures 1(d) and 1(e) are possible EM string models for electrons with opposite (intrinsic) spins.
The spin multiplicity is 2. It is a matter of opinion and possible debate whether the multiplicity
should be considered as two extra ‘dimensions’.

Figures 1(f) and 1(g) are possible models for quarks. They allow three dimensions or independent
variables of spin that in combination could define the six flavours of up, down, strange, charm,
bottom and top [3].

2. INERTIA

All particles are defined as a compact high density ‘substance’ core surrounded by a low density
potential (evanescent wave) ‘atmosphere’. Substance ψ is essentially all forms of electromagnetic
currents and charges in a volume RSS summed according to their energies. (RSS means ‘Root-
Sum-of-the-Squares). The core substance creates a surrounding (spherical) potential distribution
Φ that decays as 1/r outside the core, where is the radial distance from the core centre. For any of
the particles having a ‘coherent’ line spectrum, the potential has the same spectrum.

At any point potential Φ and substance ψ are partially coupled by the asymptotic local coupling
factor κ0. For EM strings and current filaments κ0 = 1/2π [4, 5], and for compact quasi-point
sources κ0 = 1/4π. The latter value can be derived from the formula that defines the directivity D
of an antenna of capture aperture area A as D = 4πA/λ2).

For convenience we can define both Φ and ψ in units of the square root of energy. Then we
find that just outside the surface of the core Φ2 = κ0ψ1 and Φ1 ∝ 1/r. In turn the potential Φ2

induces or creates substance with density ψ2. This means that the atmosphere has energy density
U = Φ2ψ2.

A more accurate representation of the combined core and atmosphere potential distribution for
the dominant line in the particle spectrum is given by Equation (1) of reference [2] as

Φn =
(
1− e−κ1/(

√
f×r)

)
(1)

This function of r is meromorphic and so advantageously has no central singularity. Away from
the centre a 1/r law holds. In the case of the Higgs particle the

√
f term can be combined into
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κ1 and this can be estimated when the size of the Higgs particle has been measured, or calculated
from some other assumed physical process.

With respect to Special Relativity we note that for constant particle and observer frame velocities
the offset as is seen to be zero in the particle velocity observer frame and to be a finite value
as observed from any other observer velocity frame. The observed offset is proportional to the
difference between the particle and observer frame velocities.

The atmosphere is primarily a potential distribution created by the core substance. It is taken
to be ‘dark matter’ which has gravitational mass in accordance with E = mc2. But because it
is diffuse with no dense point-like cores dark matter has a much lower inertial mass for the same
amount of energy or gravitational mass.

3. FINITE ENERGY REGIONS AND PARTICLE DENSITY PROFILES

The atmosphere of a particle has energy density U = Φ2ψ2 ∝ 1/r2. It follows that the energy
added per unit radial distance is constant. The energy of the atmosphere has to be a finite value.
We therefore assume that the atmosphere has a finite energy that is less than the core energy by
a coupling factor κ2 and therefore terminates at a finite radial distance r2 = r1/κ2 where r1 is the
radius of the core. This fundamental process has to hold at all frequencies down to static fields
as from a static charge. The energy of the field atmosphere can never become infinite. For the
‘coherent’ coupling that occurs for a particle with a line spectrum, the termination distance can be
expected to be κ2 times the Goubau distance [1, 2].

Figure 2 shows the particle energy density spherical ‘regions’ for two cases having different (EM)
coupling factors. Calibration of the coupling and sizes of these two types of particles is under further
investigation. More measurement data is needed. Existing theoretical assumptions may have to be
modified.

Particle accelerated to right by 
(gravitational) force mainly on 
core.  Atmosphere dragged by 

core after a fixed delay and 
hence with an offset a.  There 

an inertial dragging force 
proportional to a.   

General model of static 
or constant velocity 

particle with concentric 
EM ‘dark matter’ 

potential ‘atmosphere’ Φ 
and EM ‘core’ ψ  of 

normal matter currents 

Φ 2,ψ2

 1

a 
ψ

Figure 2: General model of a particle with an explanation for the inertia of normal matter.

(a) (b) (c) (d) 

Figure 3: Particle spherical energy density ‘regions’ consisting of central dense ‘substance’ dominated ‘core’
(red) surrounded by 1/r potential dominated ‘atmosphere’, which is size limited by a defined energy con-
straint, and abruptly descends to the free-space energy density level (violet): (a) Profile of highly self-coupled
particles with dominant line spectra with cores as in Figures 1(c) to 1(f). (b) Plot of log of energy den-
sity amplitude against log of radial distance for (a). (c) Profile of lightly self-coupled Higgs particle with
broadband energy spectrum. (d) Plot of log of energy density amplitude against log of radial distance for
(c).



404 PIERS Proceedings, Taipei, March 25–28, 2013

4. EM MODEL OF HIGGS BOSON

The proposed structure for the Higgs particle is a sphere with a core mass/energy density that is
constant out to a radial distance at which it decays moderately rapidly towards zero density. This
is as shown in Figures 3(c) and 3(d). The density law is assumed to be caused by (electromagnetic)
self coupling. Surrounding the dense core is a region, an ‘atmosphere’ dominated by the (gravi-
tational?) potential, giving an inverse square law of field/potential energy density. At a further
distance the energy density decays more rapidly than the inverse square law to avoid the total field
energy becoming greater than the core energy. The short predicted Higgs particle lifetime may be
comparable to the delay between core and atmosphere in Figure 1 and its inertia may be uncertain.

The lifetime of the Higgs Boson is known to be short τ ∼ 1.6 × 10−22 sec [6] and so the Higgs
Boson is expected to have a wideband spectrum with no discrete lines. It is believed to have an
energy of about 125 GeV and thus a mass of about 125 GeV/c2 (a proton is 0.938 GeV/c2). We can
apply E = hf as a guess for the dominant line frequency. Then the Higgs particle core is predicted
to have a dominant line frequency f = 125 × 109 × 0.242 × 1015 = 3 × 1025 Hz. The minimum
line width is ∼ 2 × 2π/τ = 7.85 × 1022 Hz and this corresponds to a Q of ∼ 380. Thus the Higgs
particle does exist for just sufficient time to be assigned a particle line frequency. The particle size
is difficult to measure with such a short lifetime. More data is needed. The Higgs boson is thought
to be a spin-zero particle. If it does have a string structure then the strings are unlikely to be in the
form of simple loops and toroids shown in Figures 1(c) to 1(g). The internal structure of the Higgs
Boson has not yet been discovered nor unequivocally established by theory. Thus at this moment
in time a simple electromagnetic structure for the Higgs Boson as in Figures 3(c) and 3(d) can be
considered to have as much credence as any other offering from theoretical physics.

5. PARTICLE BEAM DIFFRACTION

The initial assumption is that particles are electromagnetic and in general have line spectra with
one dominant line. The steady (dc) potential of a charged particle is assumed to be modulated
by the particle line frequency fp. For a particle travelling at velocity towards a pair of slits there
is a Doppler shifted potential component of the particle potential atmosphere at a Doppler shift
frequency fd. This potential wave excites the two slits in phase for motion that normal to the plane
of the slits. A potential wave distribution in the form of an interference pattern of the Doppler
difference frequency is then formed to the right of the slits. The massive particle core passes through
one of the slits. It is steered by the potential distribution towards one of the maxima positions on
the screen. Which maximum is chosen depends on the precise phases of the Doppler frequency fd

and the line frequency fp potential components at the moment the core passes through the slits.
Thus Young’s double slit diffraction of electrons is explained by the substance cores of the

electrons passing through either slit, but with the EM wave potential atmosphere passing through
both slits to create a ‘potential diffraction pattern’ that steers the electron cores probabilistically
into the observed diffraction patterns. The effective frequency for the diffraction of electrons is the
electron (string) frequency Doppler shifted by the electron stream velocity.

6. EM NEUTRINO STRUCTURE

The neutrino has very low energy, low gravitational mass and even lower inertia, and it conveys a
half unit of spin [7]. Neutrinos are assumed to travel at about the speed of light. Recent claims
of faster than light travel are now thought to be suspect (See ‘OPERA collaboration’ in [8]). As
quoted from Wikipedia [7]: “Neutrino oscillation is a quantum mechanical phenomenon predicted
by Bruno Pontecorvo whereby a neutrino created with one of the three lepton flavours (electron,
muon or tau) can later be measured to have a different flavour. The probability of measuring a
particular flavour for a neutrino varies periodically as it propagates. A given detector type only
detects one of the three flavours. The oscillation wavelength of nuclear reactor anti-neutrinos has
been measured as about 34 km in the KamLAND facility [9] which corresponds to a beat frequency
of 8.8 kHz. Neutrino energies are expected to be measured by the KATRIN experiment [10] in 2015
to be between 0.2 and 2 eV corresponding to dominant line frequencies between 48.4 THz (infrared)
and 484 THz (orange), where THz = 1012 Hz.

Two possible basic neutrino structures, which incorporate a mechanism for the observation of
‘neutrino oscillation, are shown in Figures 5(a) and 5(b). Essentially they are variants of the EM
string arrow photon shown in Figure 1(b). The elliptical arrows show phase velocity to be slightly
greater than the neutrino speed on the outside of the cores of the arrows and slightly less on the
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Figure 4: Electromagnetic model of electron and its diffraction pattern depending on velocity and Doppler
frequency shift of electron dominant spectral line frequency.
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Figure 5: Two possible electromagnetic models of neutrinos incorporating a neutrino oscillation mechanism.
(a) Interlaced EM strings. (b) Concentric tubular layers. (c) Coupled tuned circuit modelling of neutrino
oscillation.

inside. The exchange of energy between the three strings or layers defining the six flavours is
expected to be akin to the exchange of energy between three lightly coupled tuned circuits shown
in Figure 5(c). The relative phases provide additional degrees of freedom.

7. CONCLUSION

The main conclusion is that all particles, including the Higgs Boson, and their fields, potentials
and physical properties can be expressed in terms of an electromagnetic structure and profile in
the three spatial dimensions and the two dimensions of time and frequency. The key enabling
factor is ‘electromagnetic coupling’. Its importance as the basis for an Electromagnetic Theory of
Everything [2] has once again been demonstrated. The ‘electroweak’ force appears to be related to
EM coupling [11]? The neutrino can be considered to be a ‘dark matter’ quantum like the photon
and it oscillates between three different EM forms. Two possible EM structures for neutrinos have
been put forward as an initial basis. In the ‘Standard Theory’ the Higgs field is said to give mass
to all particles. Thus the Higgs field and EM coupling have some features in common.
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Abstract— In this paper, a low phase noise VCO for millimeter application is presented. The
phase noise introduced by the NMOS channel current and the tank loss resistance are modeled to
give approximate evaluation of the circuit character, and an optimization of the phase noise has
been done according to this model. An inductor is inserted between the drain of one transistor
and the gate of the other transistor, and then the transistor gm generation efficiency is improved.
To acquire an optimization inductor value, HFSS is used to model the device. The circuit has
been simulated in a 90 nm CMOS technology. The result indicates that the frequency of the VCO
is from 42 to 74GHz, and the phase noise is −100.738 dBc/Hz @ 1 MHz in 58 GHz. The VCO
core consumes 1.225 mA with 0.7 V power supply and the FOM is −195.124 dBc/Hz in 58 GHz.
The chip layout occupies 500× 800 µm2 areas.

1. INTRODUCTION

As the IEEE Standard 802.15.3c allows transmitting in a wide bandwidth within 57.0GHz to
66.0GHz containing 4 channels [1], 60 GHz becomes an important candidate for multi-gigabit Wire-
less Personal Area Network (WPAN) communication. In recent researches, CMOS technology is
becoming a good choice for millimeter wave components designs to integrate with baseband circuits.

This paper presents a millimeter oscillator which is realized in 90 nm CMOS technology for
IEEE 802.15.3c wireless communication applications. As the phase noise performance of the VCO
is difficult to be modeled, many researches about this topic have been done. The LTV (linear Time
Invariant) model which addressed by Hajimiri is widely used in the phase noise analysis. To apply
this model in a millimeter oscillator and analyze the phase noise introduced by different devices is
a difficult question. In this paper, a phase noise model is used to enhance the VCO performance,
the transistor level design and the simulation results are also described.

2. CIRCUIT ANALYSIS AND IMPLEMENTATION

The circuit schematic of the VCO is shown in Fig. 1 [2–4]. M1 and M2 are the cross coupled pair;
L1 ∼ 3, Cvar1 and Cvar2 are consisting of the LC-Tank; M3, M4, L5 and L6 are the buffer circuit.
The NMOS cross coupled pair M1 and M2 contributes the negative gm for the LC tank. According
to the phase noise model in [5], the inductor L1 and L2 is set to 60 pH to lower the phase noise
induced by the tank loss resistance.

The inductor is modeled in HFSS which is shown in Fig. 2. The inductor value versus the
frequency is shown in Fig. 3: The inductor is 56 pH at 60 GHz and the quality is 341. The inductor
L3 and L4 are inserted between the drain of one transistor and the gate of the other transistor,
and then the transistor gm generation efficiency is improved.

With an S-parameter simulation at 60 GHz, GA versus the gate voltage Vbias is generated. As
shown in Fig. 4, GA is a bathtub curve. Based on this curve, the voltage region around 0.6 V is a
good biasing region. So the supply voltage of the VCO core is 0.7 V, and the supply voltage of the
VCO buffer is 1.2V.

3. SIMULATION RESULT AND LAYOUT

The post-layout simulation based on the caliber R+C+CC parasitic extraction is performed using
Cadence RF spectre tool. The layout of the proposed LC VCO is presented in Fig. 5, and the total
chip size is 500× 800µm2 including output buffers and I/O pads. With a 0.7V supply voltage, the
oscillator consumes a dc current of 1.232mA, and with a 1.2 V supply voltage the buffer consumes
a dc current of 0.769µA. The simulated centre frequency of the VCO is 54GHz with a tuning
range of 54.3% from 42.5 to 74.2 GHz. The tuning curve of the oscillator is given in Fig. 6, with
the tuning voltage ranging from o to 1.2 V. The phase noise curve at 58 GHz is shown in Fig. 7.
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The oscillator demonstrates −100.738 dBc/Hz at 1 MHz offset from the oscillation frequency. Fig. 8
shows the phase noise results at 1MHz offset across the tuning range.

The overall performance of the proposed VCO is listed in Table 1 and compared with other
reported works. To make a comparison of the performance of the oscillators, figure of merits
FOM [6]. It is defined as

FOM = L{∆f} − 20 log
(

f0

∆f

)
+ 10 log

(
PDC

1mW

)
(1)

where L{∆f} is the phase noise at an offset frequency ∆f from the carrier frequency f0, PDC is
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Figure 1: The VCO architecture. Figure 2: The inductor model in HFSS.
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Table 1: A comparison with previous designs.

Ref [7] [8] [9] [10] [11] [12]
This work

(simulated)

Year 2004 2006 2007 2008 2008 2010 2012

Tech 90 nm SOI 0.13 µm 65nm SOI 0.13 µm 0.13 µm 90nm 90 nm

f (GHz) 56.5 56.5 70.2 69.8 62.1 42.6–45.6 42.5–74.2

FTR (%) 14.7 10.27 9.55 4.5 10 6.8 54.3

PDC (mW) 21 9.8 5.4 4.32 3.9 4.8 1.785

Pnoise

(dBc/Hz

@ 1MHz)

−92 −108@10M −98.8 −95 −118 ∼ −128 −93.7 −100.738

FOM −173.8 −173.1 −175.8 −188.9 −185 −180.5 −195.12

FOMT −177.3 −173.4 −175.4 −182 −185 −177.15 −209
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the VCO power consumption in milliwatts. Based on the measurement results, the fabricated VCO
exhibits a FOM of −195.124 at 58 GHz carrier frequency. To evaluate the wideband performance
of the VCO, figure of merit including the frequency tuning range (FOMT) are employed [6]. It is
defined as

FOMT = L{∆f} − 20 log
(

f0

∆f
· FTR

10%

)
+ 10 log

(
PDC

1mW

)
(2)

where FTR stands for frequency tuning range in percentage. The FOMT of this wideband VCO is
−209 dBc/Hz.

4. CONCLUSIONS

A low power and low phase noise mm-wave oscillator using phase noise optimum techniques is
demonstrated. Using a 90 nm CMOS, the oscillator achieves a tuning range from 42.5 GHz to
74.2GHz. The oscillator core consumes 1.785mW through 0.7 V supply voltage. The phase noise
is −100.738 dBc/Hz @ 1MHz in 58 GHz and the FOM is −195.124 dBc/Hz in 58GHz.
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Abstract— The analytic expression for the acoustoelectric (AE) current in the presence of an
electromagnetic wave (EMW) induced by the electron-external acoustic wave (external phonons)
interactions and electron-internal acoustic wave (internal phonons) scattering in a rectangular
quantum wire (RQW) with an infinite potential is calculated by using the quantum kinetic equa-
tion for electrons. The dependence of the AE current on the temperature, the external acoustic
wave frequency, the frequency of the EMW and the parameters of the RQW is analyzed. The
theoretical results are numerically evaluated, plotted and discussed for the specific rectangular
quantum wire with an infinite potential GaAs. These results are also compared with those for
normal bulk semiconductors and RQW in the case of the absence of the EMW to show difference.

1. INTRODUCTION

It is well known that the propagation of the acoustic wave in conductors is accompanied by the
transfer of the energy and momentum to conduction electrons which may give rise to a current
usually called the acoustoelectric (AE) current. The study of this problem is crucial, because of
the complementary role it may play in the understanding of the properties of the low-dimensional
systems (superlattices, quantum wells, quantum wires, quantum dots . . .) which, we believe, should
find an important place in the acoustoelectronic devices. The AE effect has been studied in detail
in bulk semiconductors by using both the Boltzmann classical kinetic equation and quantum kinetic
equation [1–3].

Recently, the acoustoelectric effect in low-dimensional structures has been extensively studied
experimentally and theoretically. There have been growing interests in observing this effect in
mesoscopic structures [4–8]. The interaction between surface acoustic wave and mobile charges in
semiconductor layered structures and quantum wells are an important method to study the dynamic
properties of low-dimensional systems. Especially, in recent time the acoustoelectric current was
studied in both a one dimensional channel [9] and in a finite-length ballistic quantum channel [10–
12]. The acoustoelectric effect was measured by an experiment in a submicron-separated quantum
wire [13] and in a carbon nanotube [14].

It is well known that the quantum kinetic equation method have shown the advantage. So, in a
recent work we have used this method to calculate the quantum acoustomagnetoelectric field in a
parabolic quantum well [15], in a CQW with an infinite potential [16], in a RQW with an infinite
potential [17]. However, the calculation of the AE current and influence of the electromagnetic
wave on AE current in the RQW with an infinite potential by using the quantum kinetic equation
method is still open for study. Therefore, the purpose of this work is to examine this effect in the
RQW with an infinite potential. In this paper, we use the quantum kinetic equation method to
study the influence of the EMW on the AE current induced by the electron-external acoustic wave
interactions and the electron-internal acoustic wave (internal phonons) scattering in a RQW with
an infinite potential. We have obtained influence of the EMW on the AE current in the RQW
with an infinite potential. The dependence of the expression for the AE current on acoustic wave
numbers q, the frequency Ω of the EMW, the temperature of the system T , the width and the
length of the RQW has been shown. Numerical calculations are carried out a specific the RQW
with an infinite potential GaAs to clarify our results.
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2. THE QUANTUM KINECTIC EQUATION FOR ELECTRONS IN THE PRESENCE OF
AN ULTRASOUND

It is well known that the eigenfunction of an unperturbed electron in a RQW with an infinite
potential is expressed as

ψn,N,~p(~r) =
2√
abL

sin
(

nπ2

a
x

)
sin

(
Nπ2

b
y

)
exp

(
i
pz

~
z
)
, (1)

where a and b are, respectively, the cross-sectional dimensions along x- and y-directions, n, N
are the subband indexes, L is the length of the quantum wire, and ~p = (0, 0, pz) is the electron
momentum vector along z-direction.

The electron energy spectrum takes the form

εn,N
~pz

=
~p2

z

2m
+

π2~2

2m

(
n2

a2
+

N2

b2

)
, (2)

where m is the electron effective mass.
Let us suppose that the external acoustic wave of frequency ωq is propagating along the RQW

with an infinite potential axis (Oz). We consider the most realistic case from the point of view of a
low-temperature experiment, when ωq/η = vs|q|/η ¿ 1 and ql À 1, where vs is the velocity of the
acoustic wave, q is the external acoustic wave number and l is the electron mean free path. If the
conditions ωq/η = vs|q|/η ¿ 1 and ql À 1 are satisfied, a macroscopic approach to the description
of the acoustoelectric effect is inapplicable and the problem should be treated by using quantum
mechanical methods. We also consider the external acoustic wave as a packet of coherent phonons.
Therefore, we have the Hamiltonian describing the interaction of the electron- internal and external
phonons system in the RQW in the secondary quantization representation can be written as

H =
1

2m

∑

n,N,~pz

[
~2π2
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b~q exp (−iωqt), (3)

where C~k
= iΛ

√
k

2ρvsSL is the electron-internal phonon interaction factor, ρ is the mass den-

sity of the medium, Λ is the deformation potential constant, C~q = iΛv2
l

√
~ω3

~q

2ρFS is the electron-

external phonon interaction factor, with F = q[1+σ2
l

2σt
+ (σl
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− 2)1+σ2

t

2σt
], σl =

√
1− (vs/vl)2, σt =√

1− (vs/vt)2, vl (vt) is the velocitie of the longitudinal (transverse) bulk acoustic wave, S = ab

is the surface area, a+
n,N,~pz

(an,N,~pz
) is the creation (annihilation) operator of the electron, b+

~k
(b~k

)
is the creation (annihilation) operator of the internal phonon and b~q is the annihilation operator
of the external phonon. |n,~k〉 and |n′,~k + ~q〉 are the electron state before and after scattering,
~A(t) = e

Ω
~E0 sin(Ωt) is the vector potential of an external EMW (where E0 and Ω are the amplitude

and the frequency of the EMW, respectively), Un,N,n′,N ′ = 1
abL

∫
V ψ∗n,N,~p(~r)Uψn,N,~p(~r)dV is the

matrix element of the operator U = exp(iqy−klz) (where kl =
√

q2 − (ωq/vl)2 is the spatial atten-
uation factor of the potential part the displacement field), and the electronic form factor, In,N,n′,N ′

is written as
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, (4)

here qx and qy are the components of the wave vector in the x- and y-directions.
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In order to establish the quantum kinetic equation for electrons in the presence of an ultrasound,
we use equation of motion of statistical average value for electrons

i~
∂〈fn,N,~pz

(t)〉
t

∂t
= 〈fn,N,~pz

(t),H〉
t

(5)

where 〈X〉t is means the usual thermodynamic average of operator X and fn,N,~pz
(t)=〈a+

n,N,~pz
an,N,~pz

〉
t

is the particle number operator or the electron distribution function.
Substituting the Hamiltonian in Eq. (3) into Eq. (5) and realizing operator algebraic calcula-

tions, we obtain a quantum kinetic equation for the electron.

∂fn,N,~pz
(t)

∂t
=− 1

~2

+∞∑

K,v=−∞
JK

(
e ~E0

~kz

mΩ2

)
Jv

(
e ~E0

~kz

mΩ2

)
exp[i(v−K)Ωt]

∑

n′,N ′,~k

|Ck|2|Un,N,n′,N ′ |2Nk

×
∫ t

−∞
dt′{[fn,N,~pz

− f
n′,N ′,~pz+~kz

] exp
[

i

~

(
εn′,N ′

~pz+~kz

− εn,N
~pz

+ ~ωq − ~ωk −K~Ω + iδ
)

(t− t′)
]

−[f
n′,N ′,~pz−~kz

− fn,N,~pz
] exp

[
i

~

(
εn,N
~pz

− εn′,N ′

~pz−~kz

+ ~ωq − ~ωk −K~Ω + iδ
)

(t− t′)
]
}

− 1
~2

+∞∑

K,v=−∞
JK

(
e ~E0~qz

mΩ2

)
Jv

(
e ~E0~qz

mΩ2

)
exp[i(v −K)Ωt]

∑

n′,N ′,~q

|Cq|2|In,N,n′,N ′ |2Nq

×
∫ t

−∞
dt′{[fn,N,~pz

− fn′,N ′,~pz+~qz
] exp

[
i

~

(
εn′,N ′

~pz+~qz
− εn,N

~pz
− ~ωq −K~Ω + iδ

)
(t− t′)

]

+[fn,N,~pz
− fn′,N ′,~pz+~qz

] exp
[

i

~

(
εn′,N ′

~pz+~qz
− εn,N

~pz
+ ~ωq −K~Ω + iδ

)
(t− t′)

]

−[fn′,N ′,~pz−~qz
− fn,N,~pz

] exp
[

i

~

(
εn,N
~pz

− εn′,N ′

~pz−~qz
− ~ωq −K~Ω + iδ

)
(t− t′)

]

−[fn′,N ′,~pz−~qz
− fn,N,~pz

] exp
[

i

~

(
εn,N
~pz

− εn′,N ′

~pz−~qz
+ ~ωq −K~Ω + iδ

)
(t− t′)

]}
, (6)

with Nq is the particle number external phonon, Nk is the particle number internal phonon, Js(x)
is the sth order Bessel function of the first kind of argument x and δ is the Kronecker delta symbol.

3. ANALYTIC EXPRESSION FOR THE ACOUSTOELECTRIC CURRENT IN A
RECTANGULAR QUANTUM WIRE WITH AN INFINITE POTENTIAL

The density of the acoustoelectric current is generally expressed as

j =
e

π~
∑

n,N

∫
~v~pz

fn,N,~pz
(t)d~pz, (7)

here ~v~pz
is the average drift velocity of the moving charges.

Solving the Eq. (6), we linear the equation by replacing fn,N,p by fF + f(t). With fF is the
equilibrium Fermi contribution function and f(t) function takes the form
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where τ is relaxation time of momentum.
Substituting Eq. (8) into Eq. (7), we obtain for the acoustoelectric current
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|Un,N,n′,N ′ |2

]
, (9)

with

D1 = ξ3
1 exp(ξ1) [K3(ξ1)− 3K2(ξ1) + 3K1(ξ1)−K0(ξ1)] ; ξ1 =

~β
2

(
Ω + ωq − ∆n′,N ′,n,N

~

)
, (10)

D2 = ξ3
2 exp(ξ2) [K3(ξ2)− 3K2(ξ2) + 3K1(ξ2)−K0(ξ2)] ; ξ2 =

~β
2

(
Ω− ωq − ∆n′,N ′,n,N

~

)
, (11)

D3 = χ3 exp(χ) [K3(χ)− 3K2(χ) + 3K1(χ)−K0(χ)] ; χ = ξ1 − ~βωk

2
, (12)

∆n′,N ′,n,N =
π2~2

2ma2
(n′2 − n2) +

π2~2

2mb2
(N ′2 −N2); β =

1
kBT

, (13)

where kB is Boltzmann constant, T is the temperature of the system, εF is the Fermi energy and
Kn(x) is the modified Bessel function of the second kind.

The Eq. (9) is the analytical expression for the AE current in a RQW with an infinite potential
when the momentum relaxation time is a constant. In the case of the vanishing electron-internal
phonon interaction, this result is the same as that obtained by using the Boltzmann classical kinetic
equation in the RQW with an infinite potential.

4. NUMERICAL RESULTS AND DISCUSSIONS

To clarify the results that have been obtained, in this section, we considered the influence of an
electromagnetic wave on the acoustoelectric current in a RQW with an infinite potential. This
quantity is considered as a function the length of the RQW with an infinite potential GaAs, the
frequency Ω of the EMW, the temperature of system T . The parameters used in the numerical
calculations are as follow: E0 = 5 × 105 Vm−1; τ = 10−12 s; Λ = 13.5 eV; a = b = 40Å; φ =
104 Wm−2; ρ = 5320 kgm−3; vs = 5370 ms−1; ω~qz

= 109 s−1; vl = 2× 103 ms−1, vt = 18× 102 ms−1;
m = 0.067me, me being the mass of free electron.

In the Figure 1, we show the dependence of the acoustoelectric current on the length of the
RQW at different values of temperature T = 100 K, T = 130 K and T = 200K. The value of the
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AE current strongly decreases with the length of the RQW when the length increases. This value is
also smaller as the temperature of the quantum wire increases when other quantities are unchanged.
The result showed the different behavior from results in the bulk semiconductor [1–3] and the RQW
with an infinite potential in the case of the absence of the EMW. Like the RQW in the case of
the absence of the EMW, the results are non-linear but its value is greater than. Unlike the bulk
semiconductor [1–3], in the RQW with an infinite potential the AE current is non-linear. The cause
of the difference between our result and other results is the effect of the one-dimensional systems
characteristic and in the one-dimensional systems the energy spectrum of electron is quantized.

In the Figure 2, we show the dependence of the acoustoelectric current on the frequency Ω of
electromagnetic wave with the temperature T = 100 K, T = 130 K and T = 200 K. The value of
the AE current decreases as the frequency Ω of EMW increases.

5. CONCLUSION

In this paper, we have analytically investigated the possibility of the influence of the electromagnetic
wave on the acoustoelectric current in the RQW with an infinite potential. We have obtained
analytical expressions for the influence of the EMW on the AE current in the RQW with an infinite
potential. The strong dependences of AE current on the acoustic wave number q, the frequency
Ω of the EMW, the temperature T of the system, the width and the length of the RQW. The
result showed that the cause of the AE current is the existence of partial current generated by the
different energy groups of electrons, and the dependence of the electron energy due to momentum
relaxation time.

The numerical result obtained for RQW with an infinite potential GaAs shows that in the
dependence of the AE current on the frequency Ω of electromagnetic wave is strong and non-
linear. In the dependence of the AE current on the length of the RQW is significantly reduced the
length of the quantum wire. This dependence has differences in comparison with that in normal
bulk semiconductors [1–3] and the results are similar to those for RQW with an infinite potential
in the case of the absence of the EMW. This differs from bulk semiconductors, because in bulk
semiconductors [1–3], the AE current vanishes for a constant relaxation time and a geometrical
dependence of the AE current due to the confinement of electrons in RQW.
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Abstract— The Hall effect is studied theoretically in a doped semiconductor superlattice
(DSSL) with a periodical superlattice potential in the z-direction, subjected to a crossed dc
electric field ~E1 = (0, 0, E1) and magnetic field ~B = (0, B, 0) ( ~B is oriented in the plane of free
motion of electrons) in the presence of a strong electromagnetic wave (EMW) characterized by
electric field ~E = (E0 sin(Ωt), 0, 0) (where E0 and Ω are the amplitude and the frequency of
EMW, respectively). By using the quantum kinetic equation method for electrons interacting
with optical phonons at high temperatures, we obtain analytical expressions for the components
σzz and σxz of the Hall conductivity as well as the Hall coefficient with a dependence on B, E1,
E0, Ω, temperature T of the system and the characteristic parameters of DSSL. These expres-
sions are fairly different in comparison to those obtained for bulk semiconductors. The influence
of the EMW is interpreted by using the dependencies of the Hall conductivity and the Hall co-
efficient on the amplitude E0 and the frequency Ω of the EMW. The numerical results for the
GaAs:Si/GaAs:Be DSSL show that the Hall coefficient reaches saturation when the magnetic
field or the EMW frequency increases. The Hall coefficient varies strongly at small values and
reaches saturation at large values of the doped concentration.

1. INTRODUCTION

The Hall effect in two-dimensional electron systems has been studied in many aspects (see Ref. [1]
for a recent review). However, most of the previous works only considered the case when the
electromagnetic wave (EMW) was absent and when the temperature so that electron-electron and
electron-impurity interactions were dominant (conditions for the integral and fractional quantum
Hall effect). This effect in bulk semiconductors in the presence of EMW has been studied in much
details by using quantum kinetic equation method [2–6]. In Refs. [2, 3] the odd magnetoresistance
was calculated when the nonlinear semiconductors are subjected to a magnetic field and an EMW
with low frequency, the nonlinearity is resulted from the nonparabolicity of distribution functions
of carriers. In Refs. [4, 5], the magnetoresistance was derived in the presence of a strong EMW for
two cases: the magnetic field vector and the electric field vector of the EMW are perpendicular [4],
and are parallel [5]. The existence of the odd magnetoresistance was explained by the influence of
the strong EMW on the probability of collision, i.e., the collision integral depends on the amplitude
and frequency of the EMW. This problem was also studied in the presence of both low and high
frequency EMWs [6]. Moreover, the dependencies of magnetoresistance as well as magnetoconduc-
tivity on the relative angle of applied fields have been considered carefully [2–6]. Throughout these
problems, the quantum kinetic equation method have been seen as a powerful tool. So, in a recent
work [7], we have used this method to calculate the quantum acoustomagnetoelectric field in a
parabolic quantum well subjected to a crossed electric field and magnetic field in the presence of a
sound wave. The acoustomagnetoelectric field is similar to the Hall field in the bulk semiconductor
where the sound flux plays the role of the electric current.

To our knowledge, the Hall effect in low-dimensional semiconductor systems in the presence
of an EMW remains a problem to study. Therefore, in this work, by using the quantum kinetic
equation method we study the Hall effect in a doped semiconductor superlattice (DSSL) subjected
to a crossed dc electric field ~E1 = (0, 0, E1) and magnetic field ~B = (0, B, 0) in the presence of
an EMW characterized by electric field ~E = (E0 sinΩt, 0, 0). We only consider the case of high
temperatures when the electron-optical phonon interaction is assumed to be dominant and electron
gas is nondegenerate. We derive analytical expressions for the Hall conductivity tensor and the Hall
coefficient (HC) taking account of arbitrary transitions between the energy levels. The analytical
result is numerically evaluated and graphed for the GaAs:Si/GaAs:Be DSSL to show clearly the
dependence of the HC on above parameters. The present paper is organized as follows. In the next
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section, we briefly present the electronic structure and the Hamiltonian of electron-phonon system
in a DSSL. The expressions for the conductivity and the HC are given in Section 3. Numerical
results and discussion are given in Section 4. Finally, remarks and conclusions are shown briefly in
Section 5.

2. HAMILTONIAN OF ELECTRON-PHONON SYSTEM IN A DSSL IN THE PRESENCE
OF A STRONG EMW

We consider a simple model of a DSSL (n-i-p-i superlattice), in which electron gas is confined by
an additional potential along the z-direction and free in the (x-y) plane. It is well-known that
the motion of an electron is confined in each layer of the system and that its energy spectrum is
quantized into discrete levels in the z-direction [8]. If the DSSL is subjected to a crossed dc electric
field ~E1 = (0, 0, E1) and magnetic field ~B = (0, B, 0) and a strong EMW (laser field) is applied in
the z direction with the electric field vector ~E = (E0 sinΩt, 0, 0) (where E0 and Ω are the amplitude
and the frequency of the EMW, respectively), then the Hamiltonian of the electron-optical phonon
system in the second quantization representation can be written as

H = H0 + U, (1)

H0 =
∑

N,~kx

εN

(
~kx − e

~c
~A(t)

)
a+

N,~kx

a
N,~kx

+
∑

~q

~ω~qb
+
~q b~q, (2)

U =
∑

N,N ′

∑

~q,~kx

DN,N ′(~q)a+

N ′,~kx+~qx

a
N,~kx

(b~q + b+
−~q), (3)

where |N,~kx〉 and |N ′,~kx +~qx〉 are electron states before and after scattering; ~kx = (kx, 0, 0); ~ω~q is
the energy of an optical phonon with the wave vector ~q = (qx, qy, qz); a+

N,~kx

and a
N,~kx

(b+
~q and b~q)

are the creation and annihilation operators of electron (phonon), respectively; ~A(t) is the vector
potential of the EMW; and DN,N ′(~q) is the matrix element of interaction which depends on the
initial and final states of electron and the interacting mechanism. In our model, the DSSL potential
can be considered as a multiquantum-well structure with the parabolic potential in each well, and if
we neglect the overlap between the wavefunctions of adjacent wells, the single-particle wave function
and corresponding eigenenergy of an electron in a single potential well can be obtained from the
model of a parabolic quantum well in Ref. [9] as

Ψ (~r) =
1
2π

ei~k⊥~rφN (z − z0) , (4)

εN

(
~kx

)
= ~ω̃

(
N +

1
2

)
+

1
2m

[
~2k2

x −
(
~kxωc + eE1

ω̃

)2
]

, N = 0, 1, 2, . . ., (5)

where m and e are the effective mass and the charge of a conduction electron, respectively, ~k⊥ =
(kx, ky) is its wave vector in the (x-y) plane; z0 = (~kxωc + eE1)/mω̃2; ω̃2 = ω2

p + ω2
c , ωc = eB/m

is the cyclotron frequency and ωp is the plasma frequency characterizing for the DSSL confinement
in the z-direction, given by ωp = (4πe2nD/æ0m)1/2, where æ0 is the electronic constant (vacuum
permittivity) and nD is the doped concentration; and

φN (z − z0) = HN (z − z0) exp
[
− (z − z0)

2 /2
]
, (6)

with HN (z) being the Hermite polynomial of Nth order. The matrix element of interaction,
DN,N ′(~q), is given by

|DN,N ′(~q)|2 = |C~q|2|IN,N ′(±qz)|2, (7)
where C~q is the electron-phonon interaction constant which depends on the interacting mechanism,
for electron-optical phonon interaction, |C~q|2 = 2πe2~ωq̃(χ−1∞ − χ−1

0 )/(æ0V0q) [10–12], where V0 is
the normalization volume of specimen, χ0 and χ∞ are the static and the high-frequency dielectric
constants, respectively; IN,N ′(±qz) is the form factor of electron, given by

IN,N ′(±qz) =
s0∑

℘=1

∫ d

0
e±iqzdφN (z − z0 − ℘d) φN ′ (z − z0 − ℘d) dz. (8)
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Here, d is the period and s0 is the number of periods of the DSSL. In the following, we will use
Hamiltonian (1) to derive the Hall conductivity tensor as well as the HC.

3. EXPRESSIONS FOR THE HALL CONDUCTIVITY AND THE HALL COEFFICIENT

By using Hamiltonian (1) and the procedures as in the previous works [2–7], we obtain the equation
for the partial current density ~jN,N ′(ε) (the current caused by electrons that have energy of ε) in
the single (constant) relaxation time approximation as

~jN,N ′(ε)
τ

+ ωc

[
~h ∧~jN,N ′(ε)

]
= ~QN (ε) + ~SN,N ′(ε), (9)

where

~QN (ε) = − e

m

∑

N,~kx

~kx

(
~F

∂f
N,~kx

~∂~kx

)
δ
(
ε− εN (~kx)

)
, ~F = e ~E1, (10)

and

~SN,N ′ (ε) =
2πe

m~
∑

N ′,~q

∑

N,~kx

|DN,N ′ (~q)|2 N~q
~kx

{[
f̄

N ′,~kx+~qx
− f̄

N,~kx

] [(
1− λ2

2Ω2

)

×δ
(
εN ′

(
~kx + ~qx

)
− εN

(
~kx

)
− ~ω~q

)
+

λ2

4Ω2
δ
(
εN ′

(
~kx + ~qx

)
− εN

(
~kx

)
− ~ω~q + ~Ω

)

+
λ2

4Ω2
δ
(
εN ′

(
~kx + ~qx

)
− εN

(
~kx

)
− ~ω~q − ~Ω

) ]
+

[
f̄

N ′,~kx−~qx
− f̄

N,~kx

] [(
1− λ2

2Ω2

)

×δ
(
εN ′

(
~kx − ~qx

)
− εN

(
~kx

)
+ ~ω~q

)
+

λ2

4Ω2
δ
(
εN ′

(
~kx − ~qx

)
− εN

(
~kx

)
+ ~ω~q + ~Ω

)

+
λ2

4Ω2
δ
(
εN ′

(
~kx − ~qx

)
− εN

(
~kx

)
+ ~ω~q − ~Ω

) ]}
δ
(
ε− εN (~kx)

)
. (11)

In these expressions, ~h = ~B/B is the unit vector along the magnetic field, the notation ‘∧’ represents
the cross product (or vector product), τ is the electron momentum relaxation time which is assumed
to be constant in this calculation, f̄

N,~kx
(N~q) is the time-independent component of the distribution

function of electrons (phonons), and λ = (eE0qx/mΩ)(1− ω2
c/ω̃2). Solving (9) we have

~jN,N ′(ε) =
τ

1 + ω2
cτ

2

{(
~QN (ε) + ~SN,N ′ (ε)

)
− ωcτ

([
~h ∧ ~QN (ε)

]
+

[
~h ∧ ~SN,N ′ (ε)

])

+ω2
cτ

2
(

~QN (ε)~h + ~SN,N ′ (ε)~h
)

~h
}

. (12)

The total current density is given by

~J =
∫ ∞

0

~jN,N ′(ε)dε or Ji = σimE1m. (13)

Inserting (12) into (13) we obtain the expressions for the current density Ji as well as the Hall
conductivity σim after carrying out the analytical calculation. To do this, we assume that the
electron-optical phonon interaction is dominant at high temperatures, so the electrons system is
nondegenerate and obeys the Boltzmann distribution function in this case. Also, we assume that
phonons are dispersionless, i.e., ~ω~q ≈ ~ω0, N~q ≡ N0 ≈ kBT/(~ω0), where ω0 is the frequency of
the longitudinal optical phonons, assumed to be constant, kB being Boltzmann constant. After
some mathematical manipulation, we obtain the expression for the conductivity tensor:

σim =
τ

1+ω2
cτ

2

[
δij−ωcτεijkhk+ω2

cτ
2hihj

]{
aδjm+

be

m

τ

1+ω2
cτ

2
δjl×

[
δlm−ωcτεlmphp+ω2

cτ
2hlhm

]}
,

(14)
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where δij is the Kronecker delta; εijk being the antisymmetrical Levi-Civita tensor; the Latin
symbols i, j, k, l, m, p stand for the components x, y, z of the Cartesian coordinates;

a =
e2Lx

2πm~

√
π

αβ

∑

N

exp
{

β

[
εF −

(
N +

1
2

)
~ω̃ +

e2E2
1

2mω̃2
+

γ2

4α

]}
(15)

with εF is the Fermi level; Lx is the normalization length in the x-direction;

b =
2πeN0

m~
∑

N,N ′

{b1 + b2 + b3 + b4 + b5 + b6 + b7 + b8} , (16)

b1 =
−βALx

64π3α2
I

(
N, N ′) exp

{
β

[
εF −

(
N +

1
2

)
~ω̃ +

e2E2
1

2mω̃2
− C1

2
+

γ2

4α

]}

×
{

α

(
C2

1

α2

) 1
4

K 1
2

(
β |C1|

2

)
− γK0

(
β |C1|

2

)
+ C1

(
C2

1

α2

)− 1
4

K− 1
2

(
β |C1|

2

)}
,

b2 =
−βθALx

64π3α2
I

(
N, N ′) exp

{
β

[
εF −

(
N +

1
2

)
~ω̃ +

e2E2
1

2mω̃2
− C1

2
+

γ2

4α

]}

×
{

α

(
C2

1

α2

) 3
4

K 3
2

(
β |C1|

2

)
− γ

(
C2

1

α2

) 1
2

K1

(
β |C1|

2

)
+ C1

(
C2

1

α2

) 1
4

K 1
2

(
β |C1|

2

)}
,

b3 =
−βθALx

128π3α2
I

(
N, N ′) exp

{
β

[
εF −

(
N +

1
2

)
~ω̃ +

e2E2
1

2mω̃2
− C2

2
+

γ2

4α

]}

×
{

α

(
C2

2

α2

) 3
4

K 3
2

(
β |C2|

2

)
− γ

(
C2

2

α2

) 1
2

K1

(
β |C2|

2

)
+ C2

(
C2

2

α2

) 1
4

K 1
2

(
β |C2|

2

)}
,

b4 =
−βθALx

128π3α2
I

(
N, N ′) exp

{
β

[
εF −

(
N +

1
2

)
~ω̃ +

e2E2
1

2mω̃2
− C3

2
+

γ2

4α

]}

×
{

α

(
C2

3

α2

) 3
4

K 3
2

(
β |C3|

2

)
− γ

(
C2

3

α2

) 1
2

K1

(
β |C3|

2

)
+ C3

(
C2

3

α2

) 1
4

K 1
2

(
β |C3|

2

)}
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b5 = b1(C1 → D1), b6 = b2(C1 → D1), b7 = b3(C2 → D2), b8 = b4(C3 → D3),
β = 1/(kBT ), α =

(
~2/2m

) (
1− ω2

c/ω̃2
)
, γ = eE1~ωc/mω̃2, (18)

θ =
e2E2

0

m2Ω4

(
1− ω2

c/ω̃2
)
, A =

2πe2~ω0

ε0

(
χ−1
∞ − χ−1

0

)
, (19)

C1 = (N ′ −N)~ω̃ − ~ω0, C2 = C1 + ~Ω, C3 = C1 − ~Ω,

D1 = (N ′ −N)~ω̃ + ~ω0, D2 = D1 + ~Ω, D3 = D1 − ~Ω; (20)

and

I(N,N ′) =
∫ ∞

−∞
|IN,N ′(qz)|2dqz. (21)

The HC is given by the formula [13]

RH =
ρxz

B
= − 1

B

σxz

σ2
xz + σ2

zz

, (22)

where σxz and σzz are given by Eq. (14).
Equations (14) and (22) show the complicated dependencies of the Hall conductivity tensor and

the HC on the external fields, including the EMW. It is obtained for arbitrary values of the indices
N and N ′. However, it contains the term I(N, N ′) which is difficult to find out the exact analytical
result due to the presence of the Hermite polynomials. We will numerically evaluated this term by
the computational method. In the next section, we will give a deeper insight into these results by
carrying out a numerical evaluation and a graphic consideration by the computational method.
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Figure 1: Hall coefficients (arb.
units) as functions of the EMW
frequency Ω at B = 4.00T (solid
line), B = 4.05T (dashed line),
and B = 4.10T (dotted line).
Here, ωp = 4 × 1013 s−1, E1 =
5 × 105 V·m−1, E0 = 105 V·m−1,
and T = 270K.

4 6 8 10 12
-5000

0

5000

10000

Magnetic field [T]

H
a

ll
 c

o
e
ff

ic
ie

n
t 

[a
r
b

. 
u

n
it

s
]

Figure 2: Hall coefficients (arb.
units) as functions of the mag-
netic field at temperatures of
260K (solid line), 270 K (dashed
line), and 280K (dotted line).
Here, ωp = 4 × 1013 s−1, E1 =
5 × 105 V·m−1, E0 = 105 V·m−1,
and Ω = 5× 1013 s−1.
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Figure 3: Hall coefficients (arb.
units) as functions of the doped
concentration at temperatures of
260K (solid line), 270 K (dashed
line), and 280K (dotted line).
Here, B = 4 T, E1 = 5 ×
105 V·m−1, E0 = 105 V·m−1, and
Ω = 5× 1013 s−1.

4. NUMERICAL RESULTS AND DISCUSSION

In this section we present detailed numerical calculations of the Hall conductivity and the HC in
a DSSL subjected to the uniform crossed magnetic and electric fields in the presence of a strong
EMW. For the numerical evaluation, we consider the n-i-p-i superlattice of GaAs:Si/GaAs:Be with
the parameters [8, 11, 12]: εF = 50 meV, χ∞ = 10.9, χ0 = 12.9, ~ω0 = 36.25meV (optical phonon
frequency), and m = 0.067×m0 (m0 is the mass of a free electron). For the sake of simplicity, we
also choose N = 0, N ′ = 1, τ = 10−12 s, and Lx = 10−9 m.

The HC is plotted as function of the EMW frequency at different values of the magnetic field in
Figure 1. The HC can be seen to increase strongly with increasing EMW frequency for the region
of small values (Ω < 2.5 × 1013 s−1) and reaches saturation as the EMW frequency continues to
increase. Moreover, the HC is very sensitive to the magnetic field at the chosen values of the other
parameters; concretely, the value of the HC raises remarkably when the magnetic field increases
slightly.

In Figure 2 and Figure 3, we show the dependence of the HC on the magnetic field and on
the doped concentration, respectively, at different values of the temperature T ; the necessary
parameters involved in the computation are the same as those in Figure 1. We can describe the
behavior of the HC in Figure 2 as follows: Each curve has one maximum and one minimum. As
the magnetic field increases, the HC is positive, reaches the maximum value and then decreases
suddenly to a minimum with a negative value. When the magnetic field is increased further, the HC
increases continuously (with negative values) and reaches saturation at high magnetic fields. This
behavior is similar to the case of low temperatures in two-dimensional electron systems have been
observed before for both the in-plane and perpendicular magnetic fields (see Ref. [14] and references
therein). Particularly, the values of HC at the maxima are much larger and at the minima, they
are much smaller than other values. Moreover, the dependence of the HC on the temperature is
complicated. As the temperature increases the maxima and the minima shift to the right. Also,
the values of the HC at maxima (minima) at different temperatures are very different. Thus, we
can conclude that the HC is very sensitive to the temperature. The dependence of the HC on the
doped concentration in Figure 3 can be analyzed similarly. However, the main difference here is
that as the doped concentration increases the HC is negative, reaches minimum and then reaches
maximum.

5. CONCLUSION

In this work, we have studied the influence of laser radiation on the Hall effect in a DSSL subjected
to crossed dc electric and magnetic fields. The electron-optical phonon interaction is taken into
account at high temperatures, and the electron gas is nondegenerate. We obtain the expressions
for the Hall conductivity as well and the HC. The influence of the EMW is interpreted by using
the dependencies of the Hall conductivity and the HC on the amplitude E0 and the frequency Ω
of the EMW and by using the dependencies on the magnetic B and the dc electric field E1 as
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in the ordinary Hall effect. The analytical results are numerically evaluated and plotted for the
GaAs:Si/GaAs:Be DSSL to show clearly the dependence of the Hall conductivity on the external
fields and the parameters of the system. From the numerical results, we can summarize the main
points as follows: The HC increases strongly with increasing EMW frequency for the small values
of the EMW frequency and reaches saturation as the EMW frequency continues to increase. As the
magnetic field increases, the HC is positive, reaches its maximum value and then decreases suddenly
to a minimum with a negative value; also, the values of the HC at a maxima are much larger and
at the minima are much smaller than other values. Furthermore, as the magnetic field increases
the HC reaches saturation, this behavior is similar to the results obtained at low temperatures in
some two-dimensional electron systems.
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Effects of Tuning Condition, Head Size and Position on the SAR of
a MRI Dual-row Transmit Array at 400 MHz

M. Kozlov and R. Turner
Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

Abstract— We numerically investigated the effects of tuning condition, head size and position
on the specific absorption ratio (SAR) of a dual row 16-channel transmit array used for magnetic
resonance imaging (MRI) at 400MHz. The array was loaded by typical human head models
with three scaling factors, at eight locations specified by four axial and two transverse positions.
The circuit-level array performance was fine-tuned for each head location using two independent
optimization strategies. Then the SAR was evaluated for different array excitation modes and
all variants of the array tuning condition. The tuning condition may have a significant impact
on the spatial-average 10-gram SAR of a dual row array. It is therefore essential for reliable SAR
assessment of such an array to precisely match the tuning conditions in the numerical and actual
domains.

1. INTRODUCTION

Manufacturers of magnetic resonance imaging (MRI) scanners and most national standards or-
ganizations (e.g., FDA) recommend the use of numerical simulation for the evaluation of specific
absorption ratio (SAR) of MRI radio frequency (RF) arrays, because actual SAR measurement
is not easily feasible for human subjects in-vivo. The SAR can be readily calculated for several
excitation modes, and/or complex parallel transmit pulses, if array elements have unambiguous
(well-defined) coupling and matching parameters [1]. Usually the actual and simulated element
matching and adjacent element coupling are compared in decibels. The influence of coupling phase
on SAR has generally been neglected, despite the well-known existence of under-coupled and over-
coupled cases. However, for reliable SAR assessment the numerical model must be equivalent to
the constructed MRI array.

The transmit performance of UHF MRI coils benefits from a dual-row array configuration [2].
However, it is more difficult to match an actual dual-row array and its numerical model, due to the
significantly increased complexity of dual-row array fabrication. A global optimum for a constructed
dual-row array may not be reached by circuit-level optimization. In previous work, we developed
a simulation work-flow that closely corresponds to the fabrication steps of such an array, but the
results reported were obtained for circuit-level optimization that reached a global minimum [2].
Our numerical simulation goals in this study were: a) to investigate the effect of different tuning
conditions on SAR of an already-constructed 400 MHz dual-row array [3]; and b) to explore the
sensitivity of SAR to both head size and position within an array. Low sensitivity to these variables
would simplify safety supervision.

2. METHOD

Our investigation was performed using RF circuit and 3-D EM co-simulation. This allows the
effects of tuning conditions on the SAR to be studied on the basis of only one multi-port 3-D EM
simulation for a given head in each of its several positions. The fundamentals of the co-simulation
work-flow have been described in our previous report [2]. The RF circuit simulator was Agilent
ADS 2011.10, and Ansoft HFSS 14 was chosen as the 3-D EM tool. The realistic 3-D EM model
of the array included all radiative element construction details, simulated with precise dimensions
and material electrical properties. However, neither RF cable traps nor coax cable interconnection
wiring were included in the model.

The transmit array was mounted on fiber glass tube with an inner diameter of 28 cm and
thickness of 2.5 mm. 16 identical loop type radiative elements, made of 2mm diameter silver wire
and with height 85mm and length 100 mm, were arranged in two rows of eight elements each.
The lower row elements were rotated by 22.5◦ with respect to the upper row. In each element,
one variable and 13 fixed capacitors were placed in positions shown as gaps in the copper wire
(Fig. 1). The axially and circumferentially adjacent elements were separated by a space of 12mm
and decoupled by inductive decoupling networks. The network consisted of the inductors, placed
in series with the distributed capacitor, with inductance Linductor and coupling factor Kinductor.
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Figure 1: Array geometry setup. Only radiative elements and human model are shown.

To actively detune the radiative elements, a PIN diode connected in series with an inductor was
attached in parallel to one of the distributed capacitors in each element. The Q factor of all
capacitors was equal to 200. The array decoupling PIN diode resistance was 0.2 Ohm. All inductors
and coil conductors were modelled with the same wire gauge as in the actual implementation. The
head gradient shield and the magnet bore were included in the 3-D EM model.

The loads utilized were the multi-tissue Ansoft human body models, cut in the middle of the
torso, with different scaling factors: human body model #1 with scaling factors X = 0.9, Y = 0.9,
Z = 0.9 (simulating an average head), human body model #2 with scaling factors X = 0.85,
Y = 0.85, Z = 0.9 (simulating a small head), and human body model #3 with scaling factors
X = 0.95, Y = 0.975, Z = 0.9 (simulating a large head). We analyzed geometries where the head
was placed symmetrically in the transverse plane, and where the head was positioned 22 mm lower,
to allow space for the mirror of a visual stimulus system. In both geometries each human body
model was located at four axial positions so that the distance between crown of the head and array
top was 16, 21, 26, and 31 mm. We use the following abbreviations for head displacement from end
of coil: “16 mm”, “21 mm”, “26mm”, and “31 mm”. In the first geometry the human body model
#1 was also shifted to both sides by 5 and 10 mm.

Six components (feed-point, variable capacitor, and 4 sub-circuit of distributed capacitors and
decoupling inductor connected in series) in each resonance element were substituted as 3-D EM
lumped ports. Other distributed capacitors retained in 3-D EM domain to reduce the time required
for post-processing as well as to maintain the amount of simulation data less than 60GB for each
3-D EM simulation.

In the RF circuit domain, substituted components were connected to the corresponding ports
of the S-parameter simulation block representing the array 3-D EM model. To obtain values of the
variable array components — The decoupling inductors, tune and match capacitors, which ensured
that the array’s field generation was optimal at 400MHz — We used two circuit-level array opti-
mization strategies: 1) optimization based on S parameters, that mimics the commonly used tuning
during coil fabrication, where the reflection coefficients (Sxx) for each individual array element and
the coupling coefficients (Sxy) for each decoupled pair of array elements were minimized at the ar-
ray operating frequency (FMRI); 2) mode optimization, minimizing an error or cost function (EF),
which consisted of individually weighted sums derived from the S parameter matrix and power
reflected by array rows, for a given set of excitation modes [2]. All optimizations were performed
in two steps: 30,000 random tries, followed by the “Quasi-Newton” optimization method until no
further improvement was possible.

Because such an array would desirably be used without adjustment of array components for
each subject, dedicated circuit-level optimizations were performed for the human body model #1,
which represented an average head, at eight locations specified by four axial and two transverse
positions. Sixteen tuning conditions, that is sixteen values for the variable components obtained,
were grouped in two sets (one per each geometry), which each consisted of eight different tuning
conditions.

The tuning conditions from the given geometry set were sequentially used for RF circuit and
3-D EM co-simulations of all human body models. This approximately mimicked situations when
a human subject was placed in the array, either tuned for different subject positions or for another
subject, or for both. After each co-simulation, the E and H fields (on an equidistant 1 mm mesh)
for 16 independently excited radiative elements were exported from HFSS to temporary ASCII
files, and then converted into files in Matlab format. The field export time, originally about 30
minutes for each radiative element, was reduced by a factor of two by exporting only the field data
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for the part of the human model that was included in the numerical domain. An in-house Matlab
procedure guided the co-simulation, data export and conversion of ASCII files into files in Matlab
format.

The near field distribution was calculated as a weighted sum of all radiative element E- and
H- fields for each tuning condition applied. The weighting factors were defined by the applied
excitation mode. We investigated circular polarization (CP) and some other modes. The total
number of modes applied was 12. A power of 0.5 watt was applied to each radiative element, in CP
mode. The total transmit power (Ptransmit) was maintained at 8 W in the other excitation modes.

The spatial-average 10-gram specific absorption rate (SAR10g) was calculated using an in-house
MATLAB procedure, developed consistently with the draft of IEEE/IEC 62704-1 standard and val-
idated by means of an IEEE TC 34 interlab comparison study [4]. For each 3-D EM simulation, the
total number of calculated SAR10g values was 96 (the number of tuning conditions ‘8’ multiplied
by the number of excitation modes ‘12’). We also calculated the safety excitation efficiency —
B1+V/

√
SAR10g, where B1+V is the transverse magnetic field magnetic field component (B1+)

with clockwise circular polarization averaged over averaged over the brain, because it defines MRI
scanner performance from the MRI perspective, not the peak SAR10g, which we have included for
comparison with other results.

3. RESULTS AND DISCUSSION

The array loaded by human body model #1 at all positions appeared to be properly tuned: The
magnitude of all values of Sxx and Sxy was lower than −20 dB and −18 dB, respectively, when
any of the eight tuning conditions were applied. When variable component values were used from
simulations of other head locations, the Sxx magnitude slightly increased (remaining below −20 dB)
and the Sxy slightly decreased. Variation of the Sxx and Sxy for human body model #2 and #3
simulations was more pronounced, but the array properties in all configurations still appeared
to be reasonably tuned (only a couple of Sxx were about −16 dB, other Sxx < −20 dB and all
Sxy < −18 dB).

For the human body model placed symmetrically in the transverse plane, and using the first
circuit-level optimization strategy value of Kinductor, Sxy phases were significantly different be-
tween head displacement “26 mm” and other locations, as shown on Figs. 2 and 3.

To obtain a sensitivity analysis, the circuit level optimization strategy #1 was applied 100
times, for geometry case #1 and displacement “26mm”. We obtained solutions where the values
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Figure 2: Circuit level data for displacement “26 mm”. (a) Sxx in dB, (b) diagonal adjacent coupling in dB,
(c) diagonal adjacent coupling phase in degree.
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Figure 3: Circuit level data for displacement “16 mm”. (a) Sxx in dB, (b) diagonal adjacent coupling in dB,
(c) diagonal adjacent coupling phase in degree.
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of Kinductor were grouped around two values with small dispersion: the first value was close
to the value of the original optimization for human body model with displacements “16mm”,
“21mm”, and “31mm”; and the second value was close to the value of the original optimization
for displacement “26 mm”. The probability to obtain the first value was 83%.

When the variable component values previously obtained for the displacement “16 mm” were
used for co-simulation of the human body model with displacements “26 mm”, for CP excitation
the mean B1+ across the brain was 0.82µT, and SAR10g was 2.01W/kg, both very close to the
values (mean B1+ across brain = 0.82µT, SAR10g = 2.02 W/kg) obtained for co-simulation of
the human body model with displacements “26 mm” with variable component values obtained for
displacement “26 mm” (Figs. 4 and 5). But for the “+90” excitation mode, the mean B1+ across
brain was 0.77µT and the SAR10g was 1.99 W/kg for the first case, differing significantly from the
second case, for which the mean B1+ across brain was 0.83µT, and the SAR10g was 1.61 W/kg.
The reasons for this behaviour were: i) significant variation of current through radiative elements;
ii) different pattern of the constructive E-field interference; and iii) finally, significantly changed
spatial location of the peak SAR10g.

For geometry case #2, circuit level optimization strategies #1 and #2 both resulted in values
of Sxx and Sxy of similar magnitude, but the Sxy phases were different and the values of Kinductor

were grouped around two values (one for each strategy) with small dispersion. The behaviour of
the magnitudes of Sxx and Sxy for different head positions and head sizes was similar to geometry

(d)(a) (b) (c)

Figure 4: Variable component values for displacement “16 mm”. (a) and (b) B1+ slices rescaled to individual
maximum, (c) and (d) SAR10g slices rescaled to individual maximum; (a) and (c) CP mode, (b) and
(d) “+90” mode.

(d)(a) (b) (c)

Figure 5: Variable component values for displacement “26 mm”. (a) and (b) B1+ slices rescaled to individual
maximum, (c) and (d) SAR10g slices rescaled to individual maximum; (a) and (c) CP mode, (b) and
(d) “+90” mode.
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(a) (b)

Figure 6: SAR10g for geometry case #2. (a) CP mode, (b) “+90” mode.

case #1. For geometry case #2 for CP excitation mode, SAR10g variations were less than ±5%
for both optimization strategies (Fig. 6), but about 30% (peak to peak) for the “+90” excitation
mode.

If results for the head displacement “26 mm” of geometry case #1 were excluded from the
database, SAR10g variations for both geometry cases would be very similar. But including these
results gave variations of SAR10g that were increased by up to 30% for some excitation modes.

4. CONCLUSIONS

The tuning condition may provide a significant impact on the SAR10g of a dual row RF array. The
similarity of the experimental and numerical B1+, or even the SAR10g for the CP mode, cannot
guarantee similarity of these quantities for other excitation modes. A precise match of dual row
array conditions in numerical and actual domains is essential for reliable SAR assessment. When the
array diameter is relatively large, and variations of head position result in insignificant variations
of array circuit level measures, SAR10g differences are expected to be relatively small (less than
20%) and can be easily covered by the typical array safety margin. However it is impossible to
provide a general conclusion that a variation of an array property provides negligible influence
on SAR10g for any dual row array. A dual-row array of interest should be comprehensively and
reliably investigated (including a sensitivity analysis) in order to define scanner SAR assessment
parameters. If the precise match of conditions or a sensitivity analysis cannot be obtained, the coil
safety margin should be increased considerably.
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Abstract— In this paper, a high performance three dimensional radar image with size 1.5 meter
by 1.5 meter and far field RCS versus aspect angle is performed by using the spherical near field
range. By using the near field to far field transformation, the high fidelity radar image and radar
cross section (RCS) can be generated. The radar system is impulse time domain system. The
pulse width and pulse repetition frequency of radar are 30 ps and 1MHz respectively. Figure 2
shows the simulation image result of 12 scatter points target model, distributed on 1.5 meter by
1.5 meter plane, by using the near field spherical range. Figure 2 shows the structure of near field
scanner. The target is mounted on the horizontal positioner. By the rotation of the target, the
near field ISAR image can be generated at special aspect angle. The impulse time domain radar
system is moved along the arch. By using the radar movement along the arch and the target
rotation on the postioner the three dimensional near field ISAR radar image can be generated.
By using the field transformation from near field to far field, the high performance radar image
and RCS can be generated.

1. INTRODUCTION

Usually, the high quality inverse synthetic aperture radar (ISAR) radar image is generated inside
anechoic microwave chamber with far field test range or compact far field test range. The radar
cross section (RCS) of target is measured to meet the quadratic phase error 11.25◦. The RCS
depends on size, surface roughness and material of target, while the target size bigger and bigger,
the test range will be longer. Using the field transformation in the spherical near field test range
can provide larger size of quite zone for target size of RCS measurement. So, to get high resolution
must raise frequency and size of antenna. The radar image can be generated by ISAR techniques
without the anechoic chamber.

The RCS value is the reflection signal from the target, the equation is shown Equation (1).

σ = 4πR2
∣∣∣ ~Es

∣∣∣
2
/

∣∣∣ ~Ein

∣∣∣
2

(1)

σ: RCS value, ~Es: The electric field density of reflection wave, ~Es: The electric field density of
incident wave, R: The range from target to radar.

To get the scatter points on down range is the capability of down range resolution. That depends
on bandwidth as shown in Equation (2). To get the scatter points on cross range is the capability
of cross range resolution. That depends on rotate angle and given by Equation (3). The rotate
angle is relation to frequency and size of antenna.

∆X = λ/4 sin(∆θ/2) (2)

θ: The rotate angle.
∆R = C/2B (3)

C: the speed of light, B: bandwidth.

2. THEORETICAL ANALYSIS

The purpose in this paper is that by using spherical near field measurement and gets the high
quality ISAR radar image. To raise resolution of cross range and down range in the impulse time
domain radar system is very easy. The pulse width and pulse repetition frequency of radar are 30 ps
and 1 MHz respectively that the multi-path and the noise signal can be reduced in this system.
The input scatter of the target shows as Table 1. The simulation image result of 12 scatter points
target model are distributed on 1.5 meter by 1.5 meter plane. The simulation results of points
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Table 1: Input scatter of the target.

Figure 1: Simulation results of points scatter target.

scatter target with and without modification are show as the Figure 1, Figure 2. Following the
ISAR techniques, then collect the reflected signal from different rotate angles of target and use
these data to combine the microwave image with mathematics. The receive reflection signals for
different aspect angles to synthesize radar image by the mathematical formula. These equations
are shown as Equations (4) ∼ (7):

Let V (θ, x, y) is the receive reflection signal for scatter point at (x, y).

V (θ, x, y) = A · ej2kr(θ,x,y) (4)

A: The amplitude of receive signal, j2kr(θ, x, y): The phase of receive signal, r(θ, x, y) is the range
from radar to the target.

The range between target and radar can be expressed by Equation (5)

r(θ, x, y) =
{

1 + 2
y cos θ − x sin θ

R0
+

x2 + y2

R2
0

}1/2

(5)

Then Equation (6) can be rewritten as

V (θ, x, y) = A · exp
[
j4π(R0/λ)

{
[1 + 2(y cos θ − x sin θ)/R0 +

(
x2 + y2

)
/R2

0]
}1/2

]
(6)

The result of image g(x, y) is Equation (7).

g(x, y) =
∑

V (θ, x, y)· exp
[
−j4π(R0/λ)

{
[1 + 2(y cos θ − x sin θ)/R0 +

(
x2 + y2

)
/R2

0]
}1/2

]
(7)
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Figure 2: Simulation results of points scatter target with modifi-
cation.

Figure 3: Spherical near field scanner.

3. SIMULATION AND EXPERIMENT

Figure 3 shows the structure of near field scanner. In order to increase the size of measurement
target, the radius of spherical near field scanner might be large. Size of target 1.5 meter is located
70 cm above ground plane. The target is mounted on the horizontal positioner. By the rotation
of the target, the near field ISAR image can be generated at special aspect angle. The maximum
random angular positioned error 0.5 degrees may be acceptable for image quality. The impulse time
domain radar system is moved along the arch and increases the scan area for large radar image.
By using the radar movement along the arch and the target rotation on the postioner the three
dimensional near field ISAR radar image can be generated.

4. CONCLUSIONS

Three dimensional radar imaging generated by using spherical near field range is developed. The
performance of this system includes at least the following items: 1. Without the anechoic microwave
chamber for radar image. 2. High quality radar image generated by the ISAR technique. 3. Three
dimensional near field scanner for application. The simulation and test result of radar image is
from the data collected by the impulse time domain radar system. The high performance radar
image and RCS can be generated.
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Abstract— In this paper, we investigate the fingerprint characteristics of harmful Bursaphe-
lenchus xylophilus (Bx ) nematode and harmless Bursaphelenchus mucronatus (Bm) nematode by
applying terahertz spectroscopic techniques. We measure and analyze the transmission features
of the deoxyribose nucleic acid (DNA) of the Bx and the Bm samples, and their corresponding
polymerase chain reaction (PCR) amplification segments of the DNA molecules by using ter-
ahertz domain spectroscopy (THz-TDS) and Fourier transform infrared spectroscopy (FTIR).
According to the low frequency measurement below 2.5 THz by THz-TDS, the calculated rela-
tive refractive index of the Bm-PCR segment is found to be much smaller compared with other
three samples. The higher frequency characteristics of the four samples measured by the FTIR
spectroscopy shows similar absorption peaks, except that the Bm-DNA provides a smooth dif-
ferential feature of absorption at 5.46 THz. These measurement results indicate the Bm samples
including DNA and PCR segment have different spectroscopic behaviors from the Bx samples.
It demonstrates that the terahertz spectroscopic technique is a useful method to distinguish the
Bx and the Bm’ s DNA and PCR segments by locating the absorption frequency.

1. INTRODUCTION

The pine wood nematode, Bursaphelenchus xylophilus (Bx ), is a harmful insect living in pine wood.
It is the main reason of pine wilt disease called pine cancer. Bursaphelenchus mucronatus (Bm) is
a harmless insect living in the healthy pine wood, however which is quite similar to the Bx in shape.
Currently the conventional method to diagnose the Bx and Bm nematodes is real-time fluorescence
polymerase chain reaction (PCR) technique, which focus on the investigation of the PCR segment
of deoxyribose nucleic acid (DNA) molecule of the Bx and the Bm samples by introducing the
fluorescence marker [1, 2]. This method has several defects, for instance, time-consuming, high
cost, relative high error rate due to the fluorescence marker. It’s mainly employed for quarantine
purposes. To early diagnose the pine wilt disease, it’s necessary to find a fast and exact method.
Terahertz spectroscopic technology has been successfully used to biology and medicine to study
the animal and plant protein, nucleic acid, and amino acid and so on [3–6]. However, the spectral
property of DNA has not been investigated thoroughly due to its huge mass. In this paper, we
employ the THz spectroscopic method to study the absorption characteristics of the DNA and its
PCR amplification segment of the Bx and Bm nematodes, i.e., Bx -DNA, Bx-PCR, Bm-DNA, and
Bm-PCR samples by using terahertz time domain spectroscopy (THz-TDS) and Fourier transform
infrared spectroscopy (FTIR). This is a continued study based on our previous work [7, 8]. In
this paper, we obtain the different characteristic peaks of the Bm and the Bx samples. The
experimental results will be analyzed by phonon modes in DNA macromolecules and dielectric
resonances in terahertz spectra.

2. MEASUREMENT SETUP AND METHODS

2.1. Measurement Setup
The characterization of the Bx -DNA, Bx -PCR, Bm-DNA, and Bm-PCR samples are performed by
the THz-TDS and the FTIR spectroscopy respectively. By measuring the change of the intensity of
probe beam, we can obtain the THz wave signal which carries the information of the sample in the
frequency range of 0–2.5 THz. In order to understand the spectral property of DNA molecule at high
frequencies, we measure its absorbance by using Fourier transform infrared spectroscopy (FTIR),
which is a technique used to obtain an infrared spectrum of absorption, emission, photoconductivity
or Raman scattering of a solid, liquid or gas. The conventional FTIR system consists of optical
source, Michelson Interferometer, and detector. In our measurement, the transmission spectral
data were obtained. The measurement setup of the THz-TDS is shown in Fig. 1. The information
of DNA and PCR samples can be recorded by THz detector.
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2.2. Sample Preparation
The Bx -DNA, Bm-DNA, Bx -PCR, and Bm-PCR samples were measured by the THz-TDS and
FTIR spectroscopy respectively. The Bx -DNA and the Bm-DNA were distilled from the Bx and
the Bm nematodes by biological methods. The polymerase chain reaction (PCR) is a technique
in molecular biology to amplify a single or few copies of a piece of DNA across several orders of
magnitude, generating thousands to millions of copies of a particular DNA sequence. The Bx -
PCR and the Bm-PCR samples are the special segments extracted from the Bx - and Bm-DNA
molecules. The pure Bx -DNA, Bm-DNA, Bx -PCR, and Bm-PCR samples have the weight about
20µg, which were mixed with the polyethylene (PET) powder and compressed into a thin pill under
high pressure. The final pill has a 0.5-mm thickness, 13-mm diameter, 30-mg weight, after drying
by vacuum drying oven until the water content is below 5%. The pure PET powder is also made
into a pill with same thickness and weight as the other four samples for comparison. Given the
PET is transparent to THz signal, the measured results will reflect the absorption characteristics
of the Bx and the Bm nematodes.

2.3. Data Analysis Method
In the THz-TDS measurement, The refractive index ns(ω), absorption coefficient αs(ω), and ex-
tinction coefficient ks(ω) of the four samples are obtained by means of the physical model developed
by the research groups [9, 10]

In our experiment, the expressions of the refractive index ns(ω), the absorption coefficient αs(ω),
and the extinction coefficient ks(ω) can be achieved as follows:

ns(ω) = φ(ω) · c

ωd
+ 1 (1)

αs(ω) =
2
d

ln
(

4ns(ω)
ρ(ω) · (ns(ω) + 1)2

)
(2)

ks(ω) =
αs · c
2ω

=
c

ωd
· ln

(
4ns(ω)

ρ(ω) · (ns(ω) + 1)2

)
(3)

where ρ(ω) and φ(ω) are the ratio of the amplitude and the phase difference between the sample
and the reference which are obtained from the THz-TDS experiment.

3. MEASUREMENT RESULTS

3.1. THz Transmission Measured by THz-TDS
We have employed the conventional THz-TDS spectroscopy to measure the transmission charac-
teristics of the Bx -DNA, Bm-DNA, Bx -PCR, and Bm-PCR samples. The time domain spectra of
the Bx -PCR and Bm-PCR were measured to be similar to that of DNA samples, all of which have
time delay compared with the case of the pure PE powder. The frequency domain characteristic
of the four samples shows same absorption amplitude.

According to the Eqs. (1) and (2), the refractive index and absorption coefficient were calculated
for the Bx -DNA, Bx -PCR, Bm-DNA, Bm-PCR samples, as shown in Fig. 2. It should be noted
that the calculated refractive index are relative ones based on that of the pure PET sample. The
calculated refractive index of the Bm-PCR sample is quite different from the other three samples
with the discrepancy of lager than 0.1.

The measurement by THz-TDS indicate the Bm and the Bx DNA samples have similar variation
trend of absorption features, however no fingerprint is found at 0–2.5 THz. Generally the elastic
nature of DNA polymer results in structural vibrations that are acoustic modes below approximately
0.01THz. DNA phonon modes in the microwave and millimeter-wave regime, with frequency
smaller than 0.1 THz, are for the most part optically inactive and absorption spectrum from this
region cannot be expected to yield a great deal of information about the internal structure of
the polymer [11]. Our measurement results demonstrate the lower edge of millimeter-wave DNA
phonon modes does not reflect the structural information. As a supplement of the whole terahertz
region, we make the measurement at higher frequencies above 3 THz by FTIR spectroscopy.

3.2. Transmission Measured by FTIR
We measure the response above 1THz by using broadband FTIR spectroscopy. In the frequency
range of 1–10THz, the measured FTS responses exhibit several similar peaks for the four samples.
Fig. 3 displays the absorbance of the four samples in terms of FTIR spectroscopy. In order to find
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Figure 1: Schematic of THz-TDS measurement sys-
tem, which mainly consists of THz coupling path,
THz emitter, and THz detector.

Figure 2: Relative refractive index as a function
of frequency for the Bx -DNA, Bx -PCR, Bm-DNA,
Bm-PCR samples, based on the refractive index of
the pure PET sample.

Figure 3: Absorption as a function of frequency for
the Bx -DNA, Bx -PCR, Bm-DNA, Bm-PCR sam-
ples by using FTIR.

Figure 4: Differential plot of the absorbance charac-
teristic for the Bm-PCR, Bm-DNA, Bx -PCR, Bx -
DNA.

the signature feature to discriminate the Bm and the Bx, the differential plots of the transmission
characteristic versus frequency (i.e., dT/df calculated from smoothing over nine data points) from
the DNA and PCR segments of the Bm and Bx are compared, as shown in Fig. 4. Here, approx-
imately similar results for the four different samples are observed. Furthermore, the differential
plots reveal a discrepancy at 5.46THz between Bm-DNA and the other three samples. The Bm-
DNA shows a smooth curve while the other three samples exhibit a weak shoulder feature, which
probably results from soft phonon modes that are obscured by the absorption feature at Fig. 3.

4. CONCLUSIONS

We have measured the time domain and frequency domain responses of the Bx-DNA, Bx-PCR,
Bm-DNA, and Bm-PCR by using the terahertz time domain spectroscopy (THz-TDS) and the
Fourier transform infrared spectroscopy (FTIR). The calculated relative refractive index of the
Bm-PCR is smaller than that of another three samples according to the measurement of THz-TDS.
Further measurement of the absorption characteristics and differential curves at higher terahertz
frequencies above 1THz by the FTIR demonstrates a different feature exist of the Bm-DNA at
5.46THz, which indicate different phonon modes existing in the Bm-DNA. Therefore, we can
clearly distinguish the Bm and the Bx nematodes by observing the differential peak at 5.46THz
derived from the absorption characteristic. This investigation will provide a new method based on
terahertz spectroscopy technology to detect pine wood nematode.
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Abstract— In recent years, biomedical imaging techniques using electromagnetic radiation in
the terahertz (THz) spectral band, between 0.2THz and 10THz, has drawn considerable interest
and made progress due to the ability of THz radiation to interact with biological tissue at the
molecular structure level, in addition to being non-ionizing. For example, THz waves have been
used to identify tissue changes in tooth enamel, cartilage, and malignant cancer cells. Terahertz
Time-Domain Spectroscopy (THz-TDS) is one of the most versatile methods for spectroscopic
image acquisition because of its ability to simultaneously determine the amplitude and phase of
the traveling wave over a broad spectral range.

In this work, we investigate the use of THz-TDS imaging techniques to uniquely identify changes
in tissue samples for both forensic and treatment applications. Using THz-TDS imaging in both
transmission and reflection modes, we examine tissue samples that have been damaged by an
acid. The structural deterioration to the tissue leads to a distinct fingerprint on the tissue that
creates a contrast visible in the THz. In this study, we correlate the observed spectroscopic
change in the THz time domain spectra and the frequency spectra.

1. INTRODUCTION

In recent years, electromagnetic waves in the Terahertz (THz) spectral region have received increas-
ing attention for a growing number of spectroscopy and sensing applications, including in biomedical
research, because of their non-ionizing characteristics, the presence of many molecule vibrational
modes at THz frequencies, and their ability to penetrate a wide variety of materials [1–7]. However,
THz based technologies are still in the early stages of development. We have already reported the
use THz electromagnetic waves for imaging studies of undamaged bone tissue, skin tissues, and
inorganic objects, including the development of THz image reconstruction algorithms [8, 9].

In this work, we examine the THz spectroscopic response and imaging of bone and cartilage
tissue samples that have been damaged using hydrofluoric (HF) acid (Tissue I), as well as skin tissue
damaged by both nitric (HNO3) and hydrochloric (HCl) acids (Tissue II). One of the primary effects
of direct exposure to HF is acute hypocalcaemia, i.e., removal of calcium from the tissue, which is
expected to lead to significant changes in the THz response of the tissue due to structural changes
and traces of acid.

2. EXPERIMENTAL PROCEDURE

The Tissue I samples consisted of thin (1+/−0.1 mm) flat slices taken from the long bone of chickens
and included both bone and cartilage parts. A small amount of HF acid was dropped in various
small regions on the samples, at concentrations from 48 to 12% in water, and left to burn for 1
minute prior to rinsing off with deionized water. The samples were then dried with nitrogen prior
to fixing using a 10% formalin neutral buffer for 2 hours. The Tissue II samples consisted of chicken
skin tissue. Small drops of 100% HNO3 and 100% HCl acid were applied to the tissue on adjacent
spots and allowed to react until visible discoloration occurred. The tissue was then rinsed with
de-ionized water, dried at room temperature using compressed nitrogen.

THz imaging of samples was conducted at room temperature using a THz Time-Domain Spec-
trometer (TDS) pumped by a mode-locked, ultrafast laser emitting at 790 nm with pulse width of
120 fs and a repetition rate of ∼ 80MHz. The sliced samples were mounted vertically with their
surface plane perpendicular to the incident THz electromagnetic wave propagation direction. They
were mounted between two thin, transparent plastic sheets which allow for > 95% transmission of
the propagating THz radiation. The in-plane position was precisely controlled using a 3-axis motion
controlled mount. All measurements were performed with the spectrometer under a nitrogen purge
to minimize humidity for the duration of the measurement. For Tissue I the THz signal consisted of
the transmitted wave, while for Tissue II the reflected wave was detected. Detection was achieved
by means of electro-optic sampling using ZnTe crystal. The collected data consisted of the time
domain amplitude for each pixel, i.e., each position of the sample. From this time domain signal,
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frequency data is generated through the use of Fast-Fourier Transform (FFT) that gives frequency
resolution of 25 GHz, which is sufficiently small for the observation of features and trends in the
power spectrum. Since such full spectroscopic data is thus obtained for each pixel/point, an image
can be reconstructed by showing the contrast associated to a specific attribute — either the time
or the frequency domain — as a function of position [8].

3. RESULTS AND DISCUSSION

3.1. Tissue I: THz Imaging of Bone and Cartilage in Transmission Mode
Figure 2 shows the studied Tissue I before and after HF burn. The bottom right dark color area
is where the compact bone is located and the part above is the cartilage. The region which was
exposed to the HF has marked discoloration both on the bone and cartilage regions.

Figure 3 shows the THz imaging results obtained using different image reconstruction techniques
based on the time domain amplitude signal. The image dimension was ∼ 20mm× 20 mm, with a
0.5mm pixel pitch. Figures 3(a) and 3(c) are obtained by using the peak amplitude in the time
domain signal between fresh tissue and HF acid burned tissue, respectively; while Figures 3(b)
and 3(d) are obtained by considering the amount of time delay that the transmitted wave peak
experienced for both samples with respect to the free-path propagation peak position in time. We
observed that the intensity of transmission through the sample is dramatically increased in both
the cartilage and bone regions where the HF acid burn occurred, which is consistent with a loss
of material due to the acid. Furthermore, the bone and cartilage exhibited a different response to
HF. Before acid reaction (Figure 3(a)), the transmitted THz wave peak intensity was uniform for
both cartilage and bone areas. After HF acid (Figure 3(c)), the transmitted intensity in the bone
was still relatively uniform and higher, but the cartilage area showed a more fractured pattern with
more contrasted transmission. In the time delay contrast, we can see that the cartilage exhibited
a transmission peak that was delayed by 0.5 ps after HF burn, while the bone area did not show
such large change.

Figure 4 shows the images reconstructed using the THz power spectra obtained after FFT of the
time domain scan data for each pixel. These images are obtained at different frequencies, and the
specific frequencies shown have been chosen after analysis of the power spectra for selected pixels.

Figure 1: Schematic diagram of the THz-TDS used for tissue imaging study, shown here in transmission
mode.

(a) (b)

Figure 2: (a) Tissue I before and (b) after HF exposure burn.
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(a) (b)

(c) (d)

Figure 3: THz reconstructed images from signal in
the time domain: (a) before and (c) after burn using
peak signal; (b) before and (d) after burn using the
delay of the signal peak in the time domain.

(c) (d)

(a) (b)

Figure 4: THz reconstructed images from power in
the frequency domain at various frequencies: (a) be-
fore and (c) after burn at 0.425 THz; (b) before and
(d) after burn at 0.8 THz.

(a) (b)

(c)

Figure 5: (a) Photo image of skin sample. (b) Time domain images reconstructed using peak intensity.
(c) Images reconstructed at select frequencies in the power spectra: 0.325 THz, 0.725 THz, 0.950 THz, and
1.25 THz.

Below 0.5THz, the HF damaged areas in both bone and cartilage exhibited higher transmitted THz
power than the undamaged tissue, which can be easily shown in Figures 4(a) and 4(b) at 0.425THz.
A much larger contrast between fresh and HF burned tissue could be seen in the cartilage area
than in the bone area. This behavior is similar to what was seen in Figure 3(c). Above 0.5 THz
(Figures 4(c) and 4(d)), the burned areas do not become both more transmissive in the THz, but
the burned bone area becomes less transparent than the cartilage (either burned or not). This
enables us to distinguish between bone and cartilage at the higher THz frequency. Such contrast
could not be easily obtained from the time domain data alone.

3.2. Tissue II: THz Imaging of Chicken Skin in Reflection Mode

Figure 5 shows the studied skin (Tissue II) with the two acid burned spots marked. The dashed
frame region corresponds to the area that was imaged in reflection mode in the THz-TDS. Image
acquisition was performed over a 20mm× 20mm window with a 0.6 mm pixel pitch.

The image in Figure 5 (Top right) shows the image reconstructed by considering the peak
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THz signal amplitude in the time domain. The areas affected by acids exhibited the highest
reflected THz wave intensity compared to the normal skin area (right half of the imaged area).
Image reconstructions were also accomplished using the THz power spectra obtained after FFT
of the time domain scan for each pixel, and are shown in the lower row of Figure 5 for selected
frequencies: 0.325, 0.725 THz, 0.950 and 1.25 THz. The area affected by the HNO3 acid exposure
on the tissue revealed an increased reflectance only at the lower frequencies (0.325 and 0.725 THz).
At 0.950 THz, the acids do not appear to affect the interaction behavior of the THz radiation with
the skin tissue. However, in the case of the hydrochloric acid, an increased reflection was observed
again in a spectral window centered on 1.25 THz. From this difference in frequency dependent
response, the nature of the two burns can be qualitatively differentiated.

4. CONCLUSIONS

We have investigated the use of THz-TDS imaging techniques to identify changes in tissue samples.
Chicken bone and cartilage tissue samples have first been damaged locally using HF acid and
imaged in the THz in transmission mode. The structural deterioration to the tissue leads to a
distinct fingerprint on the tissue that creates a contrast visible in the THz. Image reconstructions
from both the time and frequency domain data have been compared and clearly showed that
the THz transparency increased in areas exposed to the acid, although the effect appears to be
broad-spectrum, without clearly identifiable frequency specific results. Chicken skin tissue samples
have been studied under reflection mode after local exposure to HNO3 and HCl acids. Image
reconstructions using both time and frequency domain data have also been compared. An analysis
of frequency domain images showed that the nature of tissue degradation (i.e., which acid was
used) could be differentiated; indicating that forensic medical applications may be possible with
THz based techniques. With these results, a better understanding of the nature and precision of
THz based biomedical imaging and imaging reconstruction can be developed.
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Abstract— To obtain high power THz pulse, we construct fiber chirped pulse amplification
system using double-clad Yb-doped fiber. We obtain output pulse power of 700 mW and pulse
width of 230 fs. Using this amplified pulse, THz wave generation is achieved.

1. INTRODUCTION

Optical frequency comb is the technique to measure absolute optical frequency very precisely [1].
It is one of the fundamental techniques for the development of various advanced technologies. In
terahertz region, optical frequency comb (THz comb) is in an early phase of development [2]. Since
mode intensity of THz comb is not high enough, it is not utilized for measuring absolute THz wave
frequencies. To measure absolute THz wave frequency, high mode intensity and mode spacing over
10MHz are necessary. Therefore, high-power broad-band THz pulse generation with high repetition
rate is required.

To generate THz pulse suitable for THz comb technique, optical rectification effect using ultra-
short high-power pump pulse and nonlinear crystal (e.g., GaP, ZnSe, DAST) is a promising tech-
nique [3]. In this technique, broader-band THz pulse is obtained by using shorter pump pulse.
Moreover, higher-power THz pulse is obtained by using higher-power pump pulse. Therefore,
shorter and higher-power pump pulse is required. Recently, ultra-broadband THz pulse genera-
tion (spectral range of 0.1 ∼ 100THz) using ultra-short pulse (< 10 fs) [4] and high power THz
generation (> 6.5 µW) using high-power pulse (> 1W) [5] were reported.

In these days, double-clad Yb-doped fiber (DC-YDF) has attracted much attention for realizing
high-power highly-efficient amplifier. It is known that Yb-doped fiber (YDF) has large gain and
broad gain spectrum (1.0–1.1µm). Furthermore, DC-YDF has extremely larger gain than usual
YDF. Therefore, output power over 1 W is easily expected by using DC-YDF. Thus, fiber chirped
pulse amplification (FCPA) technique using DC-YDF is suitable for high-power ultra-short pulse
generation [5].

In this paper, we present our FCPA system using DC-YDF and characterize amplified output
pulse. We obtain average output power of 700 mW with a pulse width of 230 fs at high repetition
ration of 100 MHz. Moreover, we generate THz pulse by using our amplified pulse. We investigate
effects of pump pulse dispersion on THz generation. Finally, we discuss improvements of our system
for high-power broadband THz pulse generation toward THz comb.

2. HIGH INTENSE PULSE AMPLIFICATION

2.1. Experimental Setup of DC-YDF CPA System
Figure 1 shows experimental setup of our pulse amplifier system, which consists of pulse stretcher,
double-clad Yb-doped fiber amplifier (DC-YDFA) and dispersion compensator. We used mode-
locked pulse as a seed pulse (pulse width of 120 fs, repetition rate of ∼ 100MHz). The pulse
stretcher was 90-m-long single mode fiber (HI-1060, Corning inc.). The pulse width of the seed
was stretched from 120 fs to 130 ps. In the amplifier, the stretched seed pulse was amplified by
3.5-m-long DC-YDF (PLMA-YDF-10/125-VIII, Nufern inc.) pumped by a high power laser diode
(LD). In the dispersion compensator, the amplified pulse was compressed by using grating pair (G1

and G2, 1200 lines/mm) in the free space.

2.2. Characteristics of Amplified Pulse
As shown in Fig. 2, black squares denote output power as a function of launched pump LD power,
measured just after DC-YDFA. The corresponding extraction efficiency and the maximum output
power were 20% and 1.2 W, respectively. Red circles in Fig. 2 denote output power after pulse
compressor. Maximum output power of 700 mW was obtained. Owing to four-times of diffraction
losses, loss of pulse compressor was estimated to be ∼ 40%.
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Figure 1: Experimental setup of our FCPA system using DC-YDF. CL: Collimating lens, SMF: Single mode
fiber, LD: Laser diode, G: Grating, M: Mirror.

Figure 2: Output power from amplifier (black square) and output power after compressor (red circle), as a
function of launched pump power.

(a) (b)

Figure 3: (a) Autocorrelation waveforms of amplified pulses from our FCPA. (b) FWHMs of autocorrelation
waveforms as a function of grating distance.

In Fig. 3(a), red and black lines denote autocorrelation waveforms at grating distances of 236 mm
and 238mm, respectively. Full width at half maximums (FWHMs) at 236mm and 238mm were
360 fs and 415 fs, respectively. Fig. 3(b) shows FWHMs of autocorrelation waveforms as a function
of grating distance. A minimum of FWHMs was 360 fs at 236 mm. So that, dechirped pulse width
was estimated to be ∼ 230 fs.

3. THZ GENERATION AND DETECTION USING OUR AMPLIFIED PULSE

3.1. Experimental Setup for THz Generation and Detection

Figure 4 shows experimental setup for THz generation and detection. The pump pulses were
produced by our FCPA system. The pump pulses were focused on a DAST crystal with a convex
lens (f = 100 mm). THz pulses emitted from the DAST were collected and collimated by a
Tsurupica lens of 35mm focal length and 50 mm diameter (Pax inc.). Tsurupica is a lens generally
used for THz waves. The power of the THz pulses was measured by a cooled Ge bolometer. Note
that, Black polyethylene (BP) was used to prevent the strong pump pulse.

3.2. Result

Figure 5(a) shows a power of THz pulse as a function of input pump pulse power. A square-law
dependence of the THz power on pump power was observed. We also investigated effects of pump
pulse dispersion on THz generation power. Fig. 5(b) shows THz power as a function of grating
distance. A maximum THz power was obtained at grating distance of 238 mm, although narrowest
pump pulse width was observed at the distance of 236mm. Moreover, generated THz power at
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Figure 4: Experimental setup of THz generation and detection. L: Lens, TL: Tsurupica lens, BP: Black
polyethylene.

(a) (b)

Figure 5: (a) THz power as a function of pump power. (b) THz power as a function of the grating distance.

239.5mm was ∼ 3.5 times higher than that at 233 mm. In spite of the fact, the FWHMs at 233 mm
and at 239.5 mm were roughly the same width of ∼ 700 fs (see Fig. 3(b)).

4. DISCUSSION

4.1. DC-YDF CPA System

It is clarified that our FCPA system deteriorates pulse qualities, as explained below. The pulse
width of amplified pulse was estimated to be ∼ 230 fs, in spite of the fact that pulse width of seed
pulse was ∼ 110 fs. Moreover, FWHM of autocorrelation waveform shows asymmetric dependence
on grating distance, centering on the distance at 236 mm (see Fig. 3(b)). We claim the origin of
these deteriorations is higher order dispersion effect. Since the pulse was stretched by 90-m-long
SMF in the stretcher, third order dispersion (TOD) was roughly evaluated to be 7× 106 fs3. Note
that, compressor using grating pair can compensate only group velocity dispersion (GVD), it can
not compensate TOD. To reduce effects of TOD on amplified pulse, shorter SMF in the pulse
stretcher and/or higher order dispersion compensator is required.

4.2. THz Generation Using Our DC-YDF CPA System

As shown in Fig. 5(b), maximum THz power was obtained not in the case of shortest pulse width,
as explained in the Section 3.2. We suggest the origin of this result is higher order dispersion of
the pump pulse. As a result of the higher order dispersion, phase matching condition for THz
generation was not well matched in DAST crystal. Therefore, by compensating TOD as well as
GVD, THz generation efficiency must become improved.

Above all, in our experiments, THz power as a function of pump pulse power shows a square
dependence and saturation effect was not observed. Therefore, further power scaling of THz gen-
eration is expected by increasing pump pulse power.

5. CONCLUSIONS

We presented our FCPA system and characterized our amplified output pulse. Average output
power of 700 mW with a pulse width of 230 fs at 100MHz was obtained. Using the amplified pulse,
we achieved THz pulse generation from DAST crystal. Since saturation effect was not observed
in THz generation, further power increasing of THz generation is expected by power scaling of
pump pulse. By comparing the results in Figs. 3(b) and 5(b), we claimed TOD of amplified
pulse deteriorates not only pulse width but also THz generation efficiency. Thus, we suggest TOD
compensation as well as GVD is necessary to generate THz pulse more efficiently.
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Waveguide
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Abstract— The propagation of transverse-electric (TE) and transverse-magnetic (TM) electro-
magnetic waves in the waveguide of arbitrary cross section with anisotropic magneto dielectric
plate is considered. With help of received generalized Fresnel’s formulas the power reflection
and transmission coefficient for the plate are obtained. The dependence of these coefficients on
thickness of the plate at various values of the parameters describing the parametric interaction
of TE and TM waves with anisotropic and magneto dielectric plate in the waveguide is found.

The investigation of the propagation of TE and TM electromagnetic waves in the waveguide
with anisotropic magneto dielectric plate of finite thickness represents the great interest, because
these mediums have wide practical implementation in various regions of microwave electronics,
thin-film and integrated optics, etc. [1, 2].

Let in the waveguide of arbitrary cross section whose axis coincides with oz axis of some Carte-
sian coordinate frame is placed the anisotropic magneto dielectric plate (−d ≤ z ≤ d). Consider
the reflection and transmission of signal TE and TM waves with unit amplitude and frequency ω0

from the boundary of the plate in the waveguide (Figure 1). Let the permittivity and permeability
of the plate have a form.

Let the permittivity and permeability of the plate have a form

_
ε =

(
ε1 0 0
0 ε1 0
0 0 ε2

)
,

_
µ =

(
µ1 0 0
0 µ1 0
0 0 µ2

)
(1)

where ε1, ε2, µ1, µ2 are the constant quantities and the TE and TM waves incident on the plate
from the side z ≤ −d. TE and TM fields in the waveguide, as in our early articles (see, [3–6]), we
can describe with help of longitudinal Fourie components of the magnetic an electric vectors

Hz =
∞∑

n=0

Hnz (z)
_

Ψ(x, y) , Ez =
∞∑

n=0

Enz (z) ψn (x, y), (2)

where
_

ψn (x, y) , ψn (x, y) are the eigenfunctions of the second and first boundary-value problems
for the cross section of the waveguide and satisfy the Helmholtz equations [4]. Solving the wave
equations for the Fourie components of the TE and TM fields in the waveguide, received from the
Maxwell equations, with help of the method, developed in the articles [3, 4], we shall receive for
Hnz and Enz in different regions of the waveguide the following expressions:
I and III regions, z ≤ −d and z ≥ d

Hnz1 =
_

b
R

n exp
(
i

_
γnz

)
+ exp

(−i
_
γnz

)
, Hnz3 =

_

b
T

n exp
(−i

_
γnz

)
, (3)

Enz1 = bR
n exp (iγnz) + exp (−iγnz) , Enz3 = bT

n exp (−iγnz) (4)
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Figure 1: The geometry of the cross section of the waveguide.
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where
_
γ

2
n = ε2

0µ
2
0ω

2
0 −

_

λ
2

n, γ2
n = ε2

0µ
2
0ω

2
0 − λ2

n. (5)
II region, −d ≤ z ≤ d

Hnz2 = _
an exp

(
i

_

Γnz
)

+ _̄
an exp

(
−i

_

Γnz
)

, Enz2 = an exp (iΓnz) + ān exp (−iΓnz) , (6)

where
_

Γ
2

n =
µ1

µ2

(
ε0µ0ε1µ2ω

2
0 −

_

λ
2

n

)
, Γ2

n =
ε1

ε2

(
ε0µ0ε2µ1ω

2
0 − λ2

n

)
, (7)

ε0 =
(
4π · 9 · 103

)−1 (F/m), µ0 = 4π · 10−7 (Gn/m),
_

λn and λn are the eigenvalues of the second
and first boundary-value problems for the cross section of the waveguide. The unknown coefficients
_

b
R

n ,
_

b
T

n ,
_
an,

_̄
an, bR

n , bT
n , an, ān in (3), (4), (6) can be found from the following boundary conditions

at z = ±d:

z = −d:
µ0H

(1)
n (z) = µ2H

(2)
n (z) ,

∂H
(1)
n (z)
∂z

=
µ2

µ1

∂H
(2)
n (z)
∂z

,

ε0E
(1)
n (z) = ε2E

(2)
n (z) , ∂E

(1)
n (z)
∂z =

ε2

ε1

∂E
(2)
n (z)
∂z

,

(8)

z = +d:
µ2H

(2)
n (z) = µ0H

(3)
n (z) , µ2

µ1

∂H
(2)
n (z)
∂z

=
∂H

(3)
n (z)
∂z

,

ε2E
(2)
n (z) = ε0E

(3)
n (z) ,

ε2

ε1

∂E
(2)
n (z)
∂z

=
∂E

(3)
n (z)
∂z

.

(9)

The obtained expressions for the coefficients allow to find the power reflection and transmission
coefficients for the anisotropic magneto dielectric plate in the waveguide in the form

_

Tn =
16µ2

0
µ4

2
µ2

1

_
γ

2
n

_

Γ
2

n(
_

∆n1

)2
+

(
_

∆n2

)2 , (10)

Tn =
16ε2

0
ε4
2

ε2
1
γ2

nΓ2
n

(∆n1)
2 + (∆n2)

2 , (11)

where

_

∆n1 =
(

_

β
+

n

)2

cos
[
2

(
_

Γn − _
γn

)
d
]
−

(
_

β
−
n

)2

cos
[
2

(
_

Γn + _
γn

)
d
]
,

_

β
±
n = µ2

_
γn ±

µ0µ2

µ1

_

Γn, (12)

_

∆n2 =
(

_

β
+

n

)2

sin
[
2

(
_

Γn − _
γn

)
d
]

+
(

_

β
−
n

)2

sin
[
2

(
_

Γn + _
γn

)
d
]
, (13)

∆n1 =
(
β+

n

)2 cos [2 (Γn − γn) d]− (
β−n

)2 cos [2 (Γn + γn) d] , β±n = ε2γn ± ε0ε2

ε1
Γn, (14)

∆n2 =
(
β+

n

)2 sin [2 (Γn − γn) d] +
(
β−n

)2 sin [2 (Γn + γn) d]. (15)

The dependences of power reflection and transmission coefficients from thickness of the anisotropic
magneto dielectric plate in the waveguide at various values of the parameters, describing the inter-
action between the signal wave and the plate, resulted in the Figures 2–7.

The resulted graphs show (see, Figures 2–7) that the power reflection coefficients
_

Rn and Rn

have oscillating character and the envelopes of maxima of
_

Rn and Rn are decreasing functions of
d. It should be noted, that the points of maxima and minima of

_

Rn are displaced aside smaller d
when ε1 increases at the fixed values of parameters µ1, µ2, ε2,

_

λn and ω0. The power transmission
coefficients aspire to zero when d →∞.
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Figure 2: Dependence of
_

Rn on width of the plate when ε1 = 1.5; µ1 = 1000; µ2 = 14; d ∈ [0.0005; 0.1];
λn = 20; ω0 = 1.2 · 106.

Figure 3: Dependence of
_

Tn on width of the plate when ε1 = 1.5; µ1 = 1000; µ2 = 14; d ∈ [0.0005; 0.1];
λn = 20; ω0 = 1.2 · 106.

Figure 4: Dependence of
_

Tn on width of the plate when ε1 = 4.5; µ1 = 1000; µ2 = 14; d ∈ [0.0005; 0.1];
λn = 20; ω0 = 1.2 · 106.

Figure 5: Dependence of Rn on thickness of the plate when ε1 = 1.5; ε2 = 1.3; µ1 = 1000; µ2 = 1500; λn =
20; ω0 = 1.2 · 106; 0.005 ≤ d ≤ 0.1.
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Figure 6: Dependence of Tn on thickness of the plate when ε1 = 1.5; ε2 = 1.3; µ1 = 1000; ε1 = 1.5; ε2 =
1.3; µ1 = 1000; µ2 = 1500; λn = 20; ω0 = 1.2 · 106; 0.005 ≤ d ≤ 0.1.

Figure 7: Dependence of Rn on thickness of the plate when ε1 = 1.5; ε2 = 8.4; µ1 = 1000; µ2 = 6500; λn =
20; ω0 = 1.2 · 106; 0.005 ≤ d ≤ 0.1.
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Abstract— Diffraction of an unsymmetrical electromagnetic wave by a long pipe coaxially
oriented inside an infinite waveguide is considered. The corresponding boundary value problem
is reduced to a system of singular integral equations concerning the Fourier component of the
surface current density. The exact solution of the above system of equations is constructed by
the Wiener-Hopf-Fok method in a class of analytical functions and it is defined in the form of
sum of partial waves.

1. INTRODUCTION

Unsymmetrical Enm (electrical or TM) and Hnm (magnetic or TE) waves (m = 1, 2, 3, . . .) differ
from symmetrical waves (m = 0) that the diffraction field of unsymmetrical waves is characterized
by two scalar functions which correspond to a longitudinal component of electric and magnetic
Hertz’s vectors according to the following equations [1]:

Πe
z = sin(mϕ + ϕ0)Π(r, z), Πm

z = cos(mϕ + ϕ0)Π̃(r, z).

The presence of the two Hertz potentials complicates the derivation of the boundary value problem
by Wiener-Hopf-Fok method [2, 3]. However the exact solution of this problem can be obtained by
some generalization of the corresponding axially symmetrical problem.

Electromagnetic fields are expressed in terms of the functions Π and Π̃ as follows:

Er = sin(mϕ + ϕ0)
(

∂2

∂r∂z
Π− i

mk

r
W Π̃

)
,

Eϕ = cos(mϕ + ϕ0)
(

m

r

∂

∂z
Π− ikW

∂

∂r
Π̃

)
,

Ez = sin(mϕ + ϕ0)
(

∂2

∂z2
+ k2

)
Π,

Hr = cos(mϕ + ϕ0)
(

∂2

∂r∂z
Π̃− i

mk

r
W−1Π

)
,

Hϕ = − sin(mϕ + ϕ0)
(

m

r

∂

∂z
Π̃− ikW−1 ∂

∂r
Π

)
,

Hz = cos(mϕ + ϕ0)
(

∂2

∂z2
+ k2

)
Π̃, W =

√
µ

ε
, k =

ω

c
.

The constant angle ϕ0 is determined by polarization of the wave impinging on the end of the circular
waveguide.

Note that electromagnetic field of Emn waves is defined by electric Hertz function Π from the
abovementioned formulas, and electromagnetic field of waves Hmn by magnetic Hertz function Π̃.

Thus it is necessary to consider jointly unsymmetrical waves Em1, Em2, . . . and Hm1, Hm2, . . .
for the given value m (m = 1, 2, 3, . . .), as they are transformed each other at reflection from the
end of the waveguide.

2. STATEMENT OF THE PROBLEM

Let two waves are incident from the right to the left at the end of the long pipe with infinitely
thin wall of radius a1 located coaxially in the basic waveguide of radius a: one is unsymmetrical
TM-wave with amplitude A and wave number h and the other is unsymmetrical TE-wave with
amplitude B and wave number h̃ (Figure 1).
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a

z

z = 0 z = l

1

a

Figure 1.

The problem solution should satisfy the following boundary conditions:

Ez = Eϕ = 0 at r = a, −∞ < z < ∞; r = a1, 0 ≤ z ≤ l, (1)
Jϕ = Hz(a1 − 0, ϕ, z)−Hz(a1 + 0, ϕ, z) = 0 at z < 0, z > l, (2)
Jz = Hϕ(a1 + 0, ϕ, z)−Hϕ(a1 − 0, ϕ, z) = 0 at z ≤ 0, z ≥ l, (3)

where Jϕ, Jz are azimuthally and longitudinal components of the surface current density.
The electrical and magnetic Hertz functions Π and Π̃ should be the solutions of the equation:

1
r

∂

∂r

(
r

∂

∂r
Π

)
+

∂2

∂z2
Π +

(
k2 − m2

r2

)
Π = 0. (4)

3. SOLUTION OF THE PROBLEM

We are looking for Hertz functions according to Equation (4) in the following form [1]:

Π = −i
πa1

2k
W

∫

C

exp(iwz)L(r, w)F (w)dw, (5)

Π̃ =
πa1

2

∫

C

exp(iwz)L(r, w)
F (w)

v
dw, (6)

where v =
√

k2 − w2,

L(r, w) =
1

Jm(va)

{
Jm(vr)(a1, a), r ≤ a1

Jm(va1)(r, a), r ≥ a1
,

L(r, w) =
1

J ′m(va)

{
Jm(vr)(a′1, a

′), r ≤ a1

J ′m(va1)(r, a′), r ≥ a1
,

(r, a) = Jm(vr)Nm(va)− Jm(va)Nm(vr),
(r, a′) = Jm(vr)N ′

m(va)− J ′m(va)Nm(vr),
(r′, a′) = J ′m(vr)N ′

m(va)− J ′m(va)N ′
m(vr),

Jm(x) is the Bessel function, Nm(x) is the Neumann function, C is the integration contour in the
complex plane w lying along the real axis and consisting of an infinitely narrow loop enveloping a
point h and h̃ from below, F and F are the decision functions.

The boundary value problem is reduced with the help of the boundary conditions (1)–(3) to the
system of the following functional integral equations:

∫

C

exp(iwz)
(

i
mw

k2a1
LF(w) + LF (w)

)
dw = 0 at 0 ≤ z ≤ l, (7)

∫

C

exp(iwz)v2LF(w)dw = 0 at 0 ≤ z ≤ l, (8)
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∫

C

exp(iwz)F (w)dw = 0 at z < 0, z > l (9)

∫

C

exp(iwz)
(

F(w) + i
mw

a1v2
F (w)

)
dw = 0 at z ≤ 0, z ≥ l, (10)

where the following notation is introduced: L ≡ L(a1, w), L ≡ L(a′1, w).
Taking into account that the edges of the pipe are secondary sources of waves, the Fourier-

component of the current density is constructed by Wiener-Hopf-Fok method as a sum from two
analytical sources in the form of natural space harmonics forward and backward:

F(w) =
1

(k − w)L−

(
C+

1 (w) +
C1

w + k

)
+

exp(−iwl)
(k + w)L+

(
C−

2 (w) +
C2

w − k
+

D2

w + h

)
, (11)

F (w) =
1

L−

(
B1

w + k
+

A1

w − k
+ E+

1 (w)
)

+
exp(−iwl)

L+

(
B2

w + k
+

A2

w − k
+ E−

2 (w)+
F2

w + h̃

)
,(12)

where C1, C2, D2, A1, A2, B1, B2, F2 are constants, C+
1 (w), E+

1 (w) are analytical functions on the
upper complex w plane, C−

2 (w), E−
2 (w) are analytical functions on the lower complex plane.

As the integral along an infinitely narrow loop of the contour C corresponds to amplitude of the
incident wave, it is easy to calculate the values of the following constants:

D2 = A
k

π2a1

L−(a1, h)
(k + h)

exp(−ihl)
Jm(va)
(a1, a)

∣∣∣∣
v=
√

k2−h2

, (13)

F2 = −i
B

π2a1
L−(a1, h̃) exp(−ih̃l)

J ′m(va)
(a′1, a′)

∣∣∣∣
v=
√

k2−h̃2

. (14)

Similarly we have

B1 = −B2
L+(a1, k)
L−(a1, k)

exp(ikl),

A2 = −A1
L+(a1, k)
L−(a1, k)

exp(ikl).

By substituting expressions (11), (12) into the system of the integral Equations (7)–(10) and
closing the integration contour C in the upper half-plane or in the lower half-plane along the infinite
semicircle according to Jordan’s lemma, it is easy to obtain the system of the linear algebraic and
functional equations, as following:

C1

2kL+(a1, k)
+

1
L−(a1, k)

(
C−

2 (−k)− C2

2k
+

D2

h− k

)
exp(ikl)

=
im

2a1

[
1

L+(a1, k)

(
E+

1 (−k)− A1

2k

)
+

1
L−(a1, k)

(
E−

2 (−k)−A2

2k
+

F2

h̃− k

)
exp(ikl)

]
, (15)

1
L−(a1, k)

(
C1

2k
+ C+

1 (k)
)

+
C2

2kL+(a1, k)
exp(−ikl)

=
im

2a1

[
1

L−(a1, k)

(
E+

1 (k) +
B1

2k

)
+

1
L+(a1, k)

(
E−

2 (k)+
B2

2k
+

F2

h̃ + k

)
exp(−ikl)

]
. (16)

(
im

a1k

L−(a1, k)
2k

C2 + L−(a1, k)A2

)
exp(−ikl) + L+(a1, k)A1

=
im

a1k
L+(a1, k)

(
C1

2k
+ C+

1 (k)
)

, (17)
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im

a1k

(
L−(a1, k)

C1

2k
+ L+(a1, k)

(
C2

2k
− C−

2 (−k) +
D2

k − h

)
exp(ikl)

)

= L−(a1, k)B1 + L+(a1, k)B2 exp(ikl). (18)

C+
1 (w) = −

∞∑

n=1

exp(iwnl)
w + wn

L+(a1, wn)
L∗−(a1, wn)

(k + wn)
(k − wn)

(
C−

2 (−wn)− C2

k + wn
+

D2

h− wn

)
, (19)

C−
2 (w) = −

∞∑

n=1

exp(iwnl)
w − wn

L+(a1, wn)
L∗−(a1, wn)

(k + wn)
(k − wn)

(
C+

1 (wn) +
C1

k + wn

)
, (20)

where wn are the zeros of L− (n = 1, 2, . . .),

L∗−(a1, wn) = lim
w→wn

(w − wn)−1L−(a1, w).

It is necessary to note, reasonably, the convergence of the infinite series, on account of exponential
convergence, and in consideration of all traveling spatial harmonics and of some damped harmonics
with imaginary wave numbers. Thus, the boundary value problem was reduced to the solution of
a finite system of linear algebraic equations.
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Abstract— A novel low phase noise oscillator with film bulk acoustic resonator (FBAR) tech-
nology is presented. The longitudinal mode FBAR and shear mode FBAR are fabricated. The
High Q FBAR also obtained from cutting AVAGO’s FBAR produce. The Clapp oscillator based
on FBAR at 1881 MHz is designed with PMBVD model and fabricated on printed circuit board.
The testing results show that the output power of this FBAR oscillator is −3.5 dBm, while the
phase noise is −130 dBc/Hz at 1MHz.

1. INTRODUCTION

Film Bulk Acoustic Resonator (FBAR), a thin film piezoelectric resonator based on bulk acoustic,
is a good candidate of integrated mass sensor chip owing to its high operating frequency, very high
Q factor (above 1000), integrated process and small size [1, 2]. Considering the high Q factor of
FBAR, using FBAR as a part of resonant network in oscillator is helpful to reduce noise. In this
paper a novel low phase noise oscillator with FBAR technology is proposed.

2. FBAR OSCILLATOR DESIGN AND FABRICATION

Considered about higher Q factor, we also get the FBAR by cutting AVAGO’s produce HPMD7904.
Figure 1 shows the transmitting part of HPMD7904 duplexer which composed with six FBAR parts
to perform the transmitting filtering. The middle FBAR at right side is used in this paper after
being decapped, cut and re-bonded. Its Q factor is over 1200. Compared with the fabricated
longitudinal mode FBAR and shear mode FBAR, the FBAR cut from HPMD7904 has a highest
Q factor. The following oscillator is designed with this type of FBAR.

Figure 1: FBAR cut from HPMD7904.

3. DESIGN AND IMPLEMENTATION OF OSCILLATOR

Figure 2 shows the Clapp oscillator circuit based on FBAR, which is modified from Colpitts oscil-
lator [3, 4].

The FBAR oscillator circuit is implemented with discrete components on the radio frequency
printed circuit board, shown in Figure 3.

We design FBAR at 1880 MHz based on PMBVD model. PMBVD [5] is a new FBAR model,
which adds pad parasitic parameter and bonding effect into MBVD (Modified Butterworth Van
Dyke) model [6].
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Figure 2: Schematic of FBAR oscillator. Figure 3: PCB Circuit of FBAR oscillator.

4. TEST RESULTS AND ANALYSIS

The FBAR oscillator is measured by the spectrum analyzer is 8563EC of Agilent and results are
shown in Figure 4 and Figure 5. The output power of FBAR oscillator is −3.50 dBm in Figure 4,
while the phase noise of FBAR oscillator is 132 dBc/Hz at 1MHz in Figure 5 with the center
frequency 1881MHz, RBW 100KHz and VBW 100 KHz. This phase noise is much lower than
traditional Clapp oscillator. Testing results show that the oscillating frequency shifts from the
designed resonant frequency by about 1 MHz. The frequency shift results from the slicing, cutting
and bonding. The depth of slicing and the shape of single FBAR part affect the resonant frequency.
And the remaining of the wire in cutting increases the insertion loss. In fact, the GND pad used as
transmission may mismatch the impedance. At last, the new bonding wire brings some parasitic
effect. Besides, all the above factors may affect the stabilization of FBAR oscillator [7].

Figure 4: Test results of FBAR oscillator: output
power.

Figure 5: Test results of FBAR oscillator: phase
noise.

5. CONCLUSION

This paper introduces a novel low phase noise oscillator with film bulk acoustic resonator (FBAR)
technology, the longitudinal mode FBAR and shear mode FBAR are fabricated. It proposes a Clapp
oscillator based on FBAR at 1881 MHz with PMBVD model and fabricated on printed circuit board,
and the testing results show that the output power of this FBAR oscillator is −3.5 dBm, while the
phase noise is −130 dBc/Hz at 1 MHz.
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Abstract— This paper investigates direction of arrival (DOA) estimation using array antenna
with large inter-element spacing. The estimation technique is based on measuring the phases of
the array elements. Since the inter-element spacing is larger than signal wavelength, the measured
phase of each element has ambiguity. The possible phase combination of array elements is a large
number. The proper phase combination is derived from the least square method. Once the
proper phase combination is defined, the signal’s DOA can be computed. Simulation results are
presented in this paper.

1. INTRODUCTION

Estimating a signal’s DOA with resolution exceeding conventional limitation has been investigated
by many authors [1–5]. Simulation studies of eigen-analysis based techniques such as MUSIC, Root
MUSIC, PRIME, ESPRIT for array antenna with inter-element spacing less than or equal to half of
signal’s wavelength have been carried out at California State Polytechnic University-Pomona [6–8].
Studies show that these advanced signal processing techniques provide satisfactory results. If the
inter-element spacing is greater than half of a signal’s wavelength, the MUSIC spectrum has spurious
peaks. One method to identify signal’s DOA is to partition the array into two independent subsets.
The common MUSIC spectrum peak is the signal’s DOA [9]. This paper presents the method of
estimating the signal’s DOA by measuring the relative phase of array elements.

Assume the array elements are placed on the x-y plane. The signal impinging the array antenna
from elevation angle θ and azimuth angle φ. The array geometry is shown in Figure 1(a). The
array antenna used in this simulation study is a 5 element non-uniformly spaced array as shown in
Figure 1(b). λ is the signal wavelength.

The received waveform at kth element uk(n) = sk(n) + wk(n) where sk(n) is the signal com-
ponent and wk(n) is the white noise component. Signal sk(n) = s(n) exp(jβk), where βk =
2π
λ sin θ(xk cosφ+yk sinφ) is the relative phase of kth element and s(n) is the signal of the reference
element.

Setting the signal phase of reference element to be zero at every snapshot, the equivalent received
waveform of kth element at sample n uk(n) = A exp(jβk) + w(n), where A is the signal amplitude.
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element
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θ
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Figure 1: (a) Array antenna geometry. (b) Elements two dimensional array.
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The received power of kth element after integrating over N snapshot is

Pk = E




∣∣∣∣∣
N−1∑

n=0

uk(n)

∣∣∣∣∣

2

 = E

[
N−1∑

n=0

sk(n)
N−1∑

n′=0

s∗k(n
′)

]
+ E

[
N−1∑

n=0

wk(n)
N−1∑

n′=0

w∗
k
(n′)

]

+E

[
N−1∑

n=0

sk(n)
N−1∑

n′=0

w∗k(n
′)

]
+ E

[
N−1∑

n=0

wk(n)
N−1∑

n′=0

s∗
k
(n′)

]
(1)

The first term can be simplified to

E

[
N−1∑

n=0

sk(n)
N−1∑

n′=0

s∗k(n
′)

]
= E

[
N−1∑

n=0

Aejβk

N−1∑

n′=0

Ae−jβk

]
= N2A2 = N2σ2

s

Since the noise is assumed to have a mean of zero, the 3rd and 4th terms are zero. The second
term can be simplified to

E

[
N−1∑

n=0

wk(n)
N−1∑

n′=0

w∗
k
(n′)

]
=

N−1∑

n=0

N−1∑

n′=0

E
[
wk(n)w∗k(n

′)
]

=
N−1∑

n=0

N−1∑

n′=0

σ2
wδnn′ = Nσ2

w

The received power of the kth element is:

Pk = N2σ2
s + Nσ2

w (2)

The SNR can be given as

SNR =
N2σ2

s

Nσ2
w

=
Nσ2

s

σ2
w

(3)

Thus integrating the received waveform over N samples improves the SNR by a factor of N .
The estimated phase of the kth element is

_

βk = tan−1

[
Im

(
N−1∑

n=0

uk(n)

)
/Re

(
N−1∑

n=0

uk(n)

)]
(4)

The estimated phase of Equation (4) is the apparent phase. The true phase could be the value
given by Equation (4) plus/minus the integer multiple of 2π.

The signal’s DOA (θ, φ) can be obtained by solving the simultaneous nonlinear equations

_

βk =
2π

λ
sin θ(xk cosφ + yk sinφ) for k = 1, 2, . . . , K (5)

where K is the number of element of the array.
Equation (5) shows that the signal’s DOA (θ, φ) related to the measured phase

_

βk in a nonlinear
manner. To simplify the computation complexity, define u = sin θ cosφ, v = sin θ sinφ, Equation (5)
transformed into linear form.

xku + ykv =
λ

2π
β̂k for k = 1, 2, . . . , K (6)

The unknowns of Equation (6) are u and v. This set of linear equations can be expressed in a
compact matrix form as:

Aw = b (7)

where

A =




x1 y1

x2 y2
...

...
xK yK


 , w =

[
u
v

]
, b =

λ

2π




_

β1
_

β2
...

_

βK




(8)
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The number of equations K is greater than the number of unknowns, thus this is an over-determined
system of linear equations. The optimal solution in the least square error sense is [10]:

ŵ =
[

u
v

]
=

(
AT A

)−1
ATb (9)

Suppose the number of possible phases of the kth element is pk, for k = 1, . . . ,K. Equation (9)
has to solve for all p1× p2× . . .× pK possible combinations of vector b. A particular vector b that
yields the minimum error energy is the desired solution. The error energy is defined as

Eo = min
_
w

E =
K∑

k=1

(
xku + ykv − λ

2π

_

βk

)2

(10)

Once the optimal solution uo, vo are found, the DOA angles are:

_

φ = tan−1

(
v0

u0

)
(11)

_

θ = sin−1

(
u0

cos
_

φ

)
(12)

Using the 5 element array antenna shown in Figure 1(b), the received waveform of kth element
uk(n) is uk(n) = sk(n) + wk(n) where sk(n) = A exp(j2πfn) exp(jβk) is the signal component and
wk(n) is the white noise. The element 1 is used as the reference element. The reference phase βk

is the difference of the measured phase at element k and element 1. The angle error αe is defined
as the angle between the estimated DOA (θe, φe) and the true signal DOA (θs, φs).

αe = cos−1(ve · vs) (13)

where ve = sin θe cosφei+sin θe sinφej+cos θek and vs = sin θs cosφsi+sin θs sinφsj+cos θsk, are
the unit direction vectors of the true signal and estimated signal and i, j, k are the unit vectors
along x, y, z directions.

2. COMPUTER SIMULATION

Suppose a signal impinging the array from (θ = 50◦, φ = 50◦), the phase calculation is based on
averaging over 100 snapshots, the scatter plots for SNR of 0 dB and 10 dB are plotted in Figure 2.
The red dot is the true signal’s DOA where the blue circles are the estimated signal’s DOA. The
scatter plots are obtained from 300 independent simulations.

When the phase estimation is based on averaging over 100 samples, the angle error for SNR
ranging between 0 dB and 10 dB are plotted in Figure 3. Blue circles are the angle error of individual
test and the red stars are the averaged angle error. The average angle error is around 0.29◦ when
SNR is 0 dB and monotonically decreases as the SNR is improved.

(a) (b)

Figure 2: Scatter plot for (a) SNR = 0 dB. (b) SNR = 10dB.
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Figure 3: Angle error as function of SNR. Figure 4: Average angle error as function of SNR.

Figure 5: Angle error as function of SNR and eleva-
tion angle.

Figure 6: Angle error as function of number of snap-
shot and elevation angle.

The average angle error as function of SNR and number of sample (N) to compute the received
phases is plotted in Figure 4. The dotted, dash and solid curves are the averaged angle error
when the phase computation is based on averaging over 2, 30 and 100 samples. This Figure
shows that increasing the number of averaging samples improves the accuracy of phase estimation.
Consequently, the average angle error is reduced to a smaller value.

The simulation study shows the average angle error depends on the elevation angle θ. For
example, fixing the signal’s azimuth angle φ at 90◦ and phase estimation is based on averaged
over 30 snapshots, the average angle error as a function of SNR and elevation angle θ is shown
in Figure 5. Figure 5 shows that as the elevation angle approaches to 90◦, average angle error
suddenly jumps to a very large value. This processing algorithm is not very effective at detecting
signals from a large elevation angle.

With SNR fixed at 10 dB, Figure 6 shows the average angle error as a function of elevation angle
and number of snapshots. As indicated in Equation (3), increasing the number of snapshot by a
factor of N has the equivalent effect of improving the SNR by the same factor of N. The average
angle error for 100 snapshots is orders of magnitude lower than N = 2. Again, as the elevation
angle approaching 90◦ the average angle error suddenly increases by an order of magnitude.

3. CONCLUSIONS

When the inter-element spacing is greater than half of the signal wavelength, MUSIC spectrum has
multiple peaks. Rather than using the MUSIC method, this paper presents DOA estimation based
on measuring the relative phases of the array elements. Conclusions of this simulation study are:

(1) Better DOA estimation can be achieved by averaging the phase estimation over larger number
of samples.
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(2) Improved DOA estimation can be obtained in a better SNR environment.
(3) Estimated angle error increases by order of magnitude as the signal’s elevation approaching

90◦.
(4) Results of this simulation study are based on array antenna shown in Figure 2. Different array

antenna may have different result. Optimal array antenna is subject to further study.

REFERENCES

1. Burg, J. P., “Maximum entropy spectral analysis,” Ph.D. Diseration, Stanford University, May
1975.

2. Schmidt, R., “Multiple emitter location and signal parameter estimation,” IEEE Transactions
on Antennas and Propagation, Vol. 34, No. 3, 276–280, Mar. 1986.

3. Hatke, G. and K. Forsythe, “A class of polynomial rooting algorithms for joint az-
imuth/elevation estimation using multidimensional arrays,” 28th Asilomar Conference on Sig-
nals, Systems and Computers, 694–699, 1994.

4. Chandran, S., Advances in Direction-of-Arrival Estimation, Artech House Publisher, 2006.
5. Roy, R. and T. Kailath, “ESPRIT-estimation of signal parameters via rotational invariance

techniques,” IEEE Transactions on Acoustics, Speech and Signal Processing, 1989.
6. Aliyazicioglu, Z., H. K. Hwang, M. Grice, and A. Yakovlev, “Sensitivity analysis for direction

of arrival estimation using a root-MUSIC algorithm,” Engineering Letters, Vol. 16, No. 3, 353,
2008.

7. Aliyazicioglu, Z. and H. K. Hwang, “Performance analysis for DOA estimation using the
PRIME algorithm,” 10th International Conference on Signal and Image Processing, 2008.

8. Bermudez, J., R. C. Chin, P. Davoodian, A. T. Y. Lok, Z. Aliyazicioglu, and H. K. Hwang,
“Simulation study on DOA estimation using ESPRIT algorithm,” Proceedings of World Con-
ference on Engineering & Computer Science, 2009.

9. Gialich, M., A. Im, T. Lee, Z. Aliyazicioglu, and H. K. Hwang, “DOA estimation using array
antenna with large inter-element spacing,” 11th International Conference on Signal Processing,
2012.

10. Haykin, S., Adaptive Filter Theory, 4th Edition, Prentice Hall, 2001.



458 PIERS Proceedings, Taipei, March 25–28, 2013

Universal Properties of Electromagnetic Pulses

John Lekner
MacDiarmid Institute and School of Chemistry and Physics

Victoria University, Wellington, New Zealand

Abstract— We survey the existing known universal properties of electromagnetic pulses, and
discuss their consequences. The established universal properties are (i) the time invariance of the
total electromagnetic energy U , momentum Pz and angular momentum Jz of the pulse, and (ii)
the inequality cPz < U . (Pulse propagation is along the z-direction.) In both (i) and (ii), the
theorems follow directly from Maxwell’s equations.
The conservation of energy, momentum and angular momentum is no surprise, but the inequality
cPz < U implies that all localized electromagnetic pulses have a zero-momentum frame (not a
‘rest’ frame, waves are never at rest). The above is of course in contradistinction to Einstein’s light
quantum, for which the momentum P is purely in one direction, and cP = U . The implication
seems to be that we cannot form a model of the photon by any pulse wave-function satisfying
Maxwell’s equations. If the momentum P and energy U formed a four-vector (cP, U), U2− c2P 2

would be a Lorentz invariant. This holds for point particles, but not universally for wavepackets.
We show however that u2 − c2p2 is a Lorentz invariant, non-negative at all space-time points (u
and p are the energy and momentum densities).
We also discuss the helicity of electromagnetic pulses, and the counter-intuitive relation between
the helicity and angular momentum of certain exactly calculable examples.

1. INTRODUCTION

Maxwell’s equations, with the electric and magnetic fields expressed in terms of the vector potential
A(r, t) and scalar potential Φ(r, t) via

E = −∇Φ− ∂ctA, B = ∇×A (1)

and with A and Φ satisfying the Lorenz condition ∇ ·A + ∂ctΦ = 0, lead (in free space) to Φ and
all components of A satisfying the wave equation

∇2ψ − ∂2
ctψ = 0 (2)

Electromagnetic pulses can then be constructed from solutions of (2). For example, the choice
Φ = 0, A = ∇× (0, 0, ψ) = (∂y,−∂x, 0)ψ gives us the transverse electric (TE) pulse with

E = −∂ctA = (−∂y∂ct, ∂x∂ct, 0)ψ, B = ∇×A =
(
∂x∂z, ∂y∂z,−∂2

x − ∂2
y

)
ψ (3)

The wave Equation (2) has an infinity of solutions, for example ψ = f(z−ct), with f an arbitrary
twice differentiable function. These solutions, and the textbook plane wave exp i(K · r − ωt) and
spherical waves r−1 exp [±iK(r ± ct)] (both with ω = cK) are not localized in space-time. The
spherical wave solutions generalize to r−1f(r ± ct), with f again any twice-differentiable function.
These solutions are singular at the origin.

Bateman [1] obtained a general solution of the wave equation in integral form. For solutions with
axial symmetry (independent of the azimuthal angle φ) the Bateman solution is, with ρ = [x2+y2]

1
2

being the distance from the z-axis,

ψ(ρ, z, t) =
1
2π

∫ 2π

0
dθ f(z + iρ cos θ, ct + ρ sin θ) (4)

We outline a proof (different from Bateman’s): the wave equation in cylindrical polars, with no
azimuthal dependence, reads (

∂2
ρ +

1
ρ
∂ρ + ∂2

z − ∂2
ct

)
ψ = 0 (5)

Carrying out the partial differentiations in (∇2 − ∂2
ct)f , and comparing with ∂2

θf gives us
(

∂2
ρ +

1
ρ
∂ρ + ∂2

z − ∂2
ct

)
f = −ρ−2∂2

θf (6)
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Operating on (4) with ∇2 − ∂2
ct therefore gives

− 2πρ2
(∇2 − ∂2

ct

)
ψ =

∫ 2π

0
dθ ∂2

θf = ∂θf
∣∣2π
0 = 0 (7)

On the propagation axis (ρ = 0) the beam wavefunction becomes

ψ(0, z, t) = f(z, ct) (8)

For example, if the on-axis wavefunction takes the form

f(z, t) =
ab

[a− i(z + ct)] [b + i(z − ct)]
ψ0 (9)

the corresponding full wavefunction obtained by integrating (4) is

ψ(ρ, z, t) =
ab

ρ2 + [a− i(z + ct)] [b + i(z − ct)]
ψ0 (10)

This wavefunction has been obtained by other means (see references in [3–6]).

2. CONSERVATION LAWS, ENERGY-MOMENTUM INEQUALITIES

The energy, momentum and angular momentum densities of an electromagnetic field, in free space
and in Gaussian units, are [2]

u(r, t) =
1
8π

(
E2 + B2

)
, p(r, t) =

1
4πc

E×B, j(r, t) = r× p(r, t) (11)

E(r, t) and B(r, t) are the real electric and magnetic fields at position r and time t. The total
energy, momentum and angular momentum at time t of an electromagnetic pulse are

U =
∫

d3r u(r, t), P =
∫

d3r p(r, t), J =
∫

d3r j(r, t) (12)

It will come as no surprise that these are all conserved quantities: the integrals in (12) are all
independent of time.

The energy and momenta of electromagnetic pulses based on the solution (10) of the wave
equation were evaluated in [3]. Proofs of the constancy of U and of P were sketched in [4]. The
conservation of angular momentum was proved in [5]. In all cases, the proofs follow from taking
the time derivatives of the quantities U , P and J defined in (12), applying Maxwell’s free-space
equations

∇ ·B = 0 ∇ ·E = 0
∇×E + ∂ctB = 0 ∇×B− ∂ctE = 0 (13)

and using elementary analytical techniques.
In order for the quantities U , P and J to exist (let alone be conserved), the corresponding

electromagnetic pulse has to be localized. The first evaluation of U for any localized pulse was
in [6]; later evaluation of energy, momentum and angular momentum for various electromagnetic
pulses found [3] that all had U > cPz, with the transverse momenta Px and Py zero. Thus these
pulses could be Lorentz-transformed into their zero momentum frames, in which the pulse converges
onto its focal region and then diverges from it, maintaining zero net momentum at all times. The
proof that U > cPz for all localized electromagnetic pulses is elementary [4]: let the total momentum
vector P point along the z direction, and consider the energy and momentum densities u(r, t) and
pz(r, t). From (11), we have

8π(u− cpz) = E2 + B2 − 2(E×B)z

= E2
x + E2

y + E2
z + B2

x + B2
y + B2

z − 2(ExBy −EyBx)

= (Ex −By)2 + (Ey + Bx)2 + E2
z + B2

z ≥ 0 (14)
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Equality of U and cPz would require u − cpz to be zero everywhere and at all times, which
from (14) requires Ez = 0 = Bz (purely transverse fields) and also Ex = By and Ey = −Bx. The
divergence equations in (13) then give

− ∂xEy + ∂yEx = 0 and ∂xEx + ∂yEy = 0 (15)

Thus Ex and −Ey would be a Cauchy-Riemann pair in the variables x and y, and satisfy
(
∂2

x + ∂2
y

)
Ex = 0,

(
∂2

x + ∂2
y

)
Ey = 0 (16)

Such harmonic functions cannot have a maximum except at the boundary of their domain, and
thus cannot be localized in x and y (for any z and t). For localized electromagnetic pulses we
therefore always have the total energy greater than c times the net total momentum

U > cPz (17)

U and P are defined by (12) as spatial integrals, independent of time in any given inertial frame.
If together they formed the four-vector (cP, U), U2− c2P 2 would be a Lorentz invariant, the same
in all inertial frames.

Such four-vectors exist for point particles, but cannot be associated (in general) with extended
wavepackets. Consider however the squares of the volume densities, u2(r, t) and p2(r, t). From (11),
we have

(8π)2(u2 − c2p2) =
(
E2 + B2

)2 − 4 (E×B)2

=
(
E2 + B2

)2 − 4E2B2 + 4(E ·B)2

=
(
E2 −B2

)2 + 4(E ·B)2 (18)

Hence u2−c2p2 is everywhere non-negative, and further it is a Lorentz invariant, since E2−B2 and
E ·B are Lorentz invariants. The Appendix has further discussion of the Lorentz transformation
of wavepackets.

3. ANGULAR MOMENTUM, HELICITY

We have seen that the energy U , momentum P and angular momentum J are all conserved (do not
change with time) for any electromagnetic pulse. The energy and momentum are also independent
of the choice of origin of the spatial coordinates (which are integrated over, see (12)). However, the
angular momentum does depend on the choice of origin: in the translation r → r−a, J → J−a×P.
Textbooks make statements such as ([7], p569) ‘the photon has vanishing mass and cannot be
brought to rest in any Lorentz frame of reference’. As we have seen, any localized electromagnetic
pulse satisfying Maxwell’s equations does have a zero momentum frame (not a ‘rest’ frame). In the
frame where P is zero the angular momentum is independent of the choice of origin, and thus we
can associate an intrinsic angular momentum with a localized electromagnetic pulse.

Suppose (as we have in this paper) that the net momentum of a pulse is along the z-direction,
P = (0, 0, Pz). A Lorentz boost at speed c2Pz/U , along the z-axis, will bring the pulse to its
zero momentum frame. The component Jz of the angular momentum is unchanged in this Lorentz
transformation. This is because the four-tensor of angular momentum Jij = XiPj − XjPi (Xi

and Pi represent components of the space-time and momentum-energy four-vectors) has the same
structure as the electromagnetic field four-tensor composed of E and B ([8], Section 2–6)

[Jij ] =




0 Jz −Jy J14

−Jz 0 Jx J24

Jy −Jx 0 J34

J41 J42 J43 0


 (19)

where

J41 = −J14 = i(ctPx − xU/c)
J42 = −J24 = i(ctPy − yU/c)
J43 = −J34 = i(ctPy − zU/c)

(20)
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For comparison, the field four-tensor, also in the Minkowski notation, is

[Fij ] =




0 Bz −By −iEx

−Bz 0 Bx −iEy

By −Bx 0 −iEz

iEx iEy iEz 0


 (21)

Since Bz is unchanged by a Lorentz boost along the z-axis, Jz will also be unchanged by such a
transformation. Thus we can regard the component of the angular momentum along the momentum
(Jz, in this paper) as the intrinsic angular momentum of the pulse.

The helicity of the pulse is +1 if the sign of Jz is the same as that of Pz (in a frame with Pz 6= 0),
−1 if the signs are opposite. There is no helicity (or the helicity is zero) if Jz is zero.

We shall give some examples of results for electromagnetic pulses based on the wavefunction (10).
The first is for the TE+iTM pulse for which

A = ∇× (0, 0, ψ) = (∂y,−∂x, 0)ψ (22)
B = ∇×A + i∂ctA, E = iB (23)

(Here B(r, t) and E(r, t) are complex; their real and imaginary parts are separately solutions of
Maxwell’s equations.) The energy, momentum and angular momentum found in [3] are

U =
π

8
a + b

ab
ψ2

0, cPz =
π

8
a− b

ab
ψ2

0, Jz = 0 (24)

For this pulse, a Lorentz boost at speed βc, β = cPz/U = (a − b)/(a + b), will bring the pulse to
its zero-momentum frame [3].

If instead we take the vector potential to be

A = ∇× [iψ, ψ, 0] (25)

with B and E defined by (23) as before, we obtain [3]

U =
π

8
a + 3b

a2
ψ2

0, cPz =
π

8
a− 3b

a2
ψ2

0, cJz =
π

4
b

a
ψ2

0 (26)

Figure 1: The energy density isosurface at u =
1
2umax, ct = −b for the wavefunction given in the
text. The pulse is travelling upward, and has neg-
ative angular momentum about the propagation di-
rection. In contrast, the energy isosurface consists
of two short right-handed screw threads.

Figure 2: The energy density (contours) and the
transverse momentum densities px, py (arrows) in
the z = 0 plane, for the same pulse and at the same
time as in Figure 1. The pulse is travelling up out
of the page.
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This example shows that non-zero angular momentum can result from a wavefunction without
azimuthal dependence: the curl operator supplies the twist.

More complex exact solutions of the wave equation have been tried, and the energy, momen-
tum and angular momentum evaluated [9, 10]. There we find the surprising result that when the
wavefunction ψ has an eimφ azimuthal dependence, the helicity is opposite to the sign of m. Since
Jz is represented by the operator −i~∂φ in quantum mechanics, Jze

imφ = ~meimφ, so there the
eimφ dependence produces Jz = ~m, the same sign as m. It is not understood physically why
electromagnetic pulses do the opposite.

Figure 1 illustrates a pulse based on ψ equal to ρ eiφ/[b + i(z − ct)] times the wavefunction
in (10), with A given by (22) and E and B by (1) (with Φ zero). The resulting energy, momentum
and angular momentum are [10]

U =
π

16
3a + b

b2
ψ2

0, cPz =
π

16
3a− b

b2
ψ2

0, cJz = −π

8
a

b
ψ2

0 (27)

Note that energy isosurface has positive helicity (right-handed), opposite to that of the angular
momentum.

4. DISCUSSION

The established universal properties of localized electromagnetic pulses are the constancy of their
energy, momentum and angular momentum in time, and the fact that their energy is always greater
then c times their momentum. As a consequence, localized electromagnetic pulses have a zero-
momentum frame. A further consequence is that we can define an intrinsic angular momentum for
such pulses.

Localized solutions of the classical Maxwell equations thus stand in contradistinction to Ein-
stein’s light quantum [11], for which U = cP , and which cannot be transformed to a zero momentum
frame.

APPENDIX: LORENTZ TRANSFORMATION OF WAVEPACKETS

For point particles of mass M , the energy and momentum are related by U2 = M2c4 + P 2c2, and
the combination (cP, U) is a four-vector, meaning that it transforms in the same way as (r, ct). It
follows that U2 − c2P 2 is a Lorentz invariant, in this case M2c4.

Electromagnetic wavepackets are extended objects, evolving in space-time, and the transfor-
mation between inertial frames is more complicated. However, as we have seen in Equation (18),
u2 − c2p2 is a non-negative Lorentz invariant, for any electromagnetic pulse.

Consider the transformation of a scalar wavefunction such as (10). A Lorentz boost along the
direction of motion (i.e. along the z-axis) at speed βc leaves the transverse coordinate ρ unchanged,
and changes z and t to z′ and t′:

z = γ
(
z′ + βct′

)
, ct = γ

(
ct′ + βz′

)
, γ = (1− β2)−

1
2 (A1)

The effect is to change the weight of the z ± ct components of ψ:

z + ct =

√
1 + β

1− β

(
z′ + ct′

)
, z − ct =

√
1− β

1 + β

(
z′ − ct′

)
(A2)

For the wavefunction in (10), a Lorentz boost with β = (a − b)/(a + b) or (1 + β)/(1 − β) = a/b
transforms ψ to [3]

ψ
(
r′, t′

)
=

abψ0

ρ2 +
[√

ab− i (z′ + ct′)
] [√

ab + i (z′ − ct′)
] (A3)

in which the forward and backward propagations are balanced. Such a choice of β brings the
TE+iTM pulse to its zero momentum frame, as we have seen in Equations (22) to (24). Moreover,
the energy in the zero momentum frame, U0 = π

4 ψ2
0/
√

ab, is equal to the square root of U2− c2P 2
z ,

so in this respect the pulse momentum and energy behave as four-vector components.
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However, other pulses constructed from the same wavefunction require a different β to bring
them to their zero momentum frame, as in the example specified by (25) and (26) for which
β = (a− 3b)/(a + 3b). For this β the wavefunction (10) is transformed to

ψ
(
r′, t′

)
=

abψ0

ρ2 +
[√

ab− i/
√

3 (z′ + ct′)
] [√

ab + i
√

3 (z′ − ct′)
] (A4)

The transformed momentum is zero, and the transformed energy is

U0 =
π

4
ψ2

0/
√

3ab (A5)

This is not (unless a = 3b) equal to the square root of U2 − c2P 2
z , for which the values in (26) give

√
U2 − c2P 2

z =
π

4
ψ2

0

√
3b

a3
(A6)

Thus the same solution of the wave equation can lead to pulses for which the energy and momenta
may or may not behave like four-vectors. In general, the Lorentz transformation of electromagnetic
wavepackets is more complicated than that of point particles, as may be expected.
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Abstract— We survey the existing known universal properties of electromagnetic beams, and
discuss the possibility of a new one. The established universal properties are the existence
of beam invariants, which follow from conservation laws, and various non-existence theorems
arising out of beam localization transversely to the direction of propagation. In both cases the
theorems follow directly from Maxwell’s equations. The conservation of energy, momentum and
angular momentum lead to seven beam invariants, the simplest of which is the integral across a
transverse section of an electromagnetic beam of the time-averaged longitudinal component of the
momentum density. This integral is the same for any transverse section: it is an invariant. This
particular invariant comes from the conservation of energy; the conservation of momentum leads
to three invariant integrals over components of the electromagnetic stress tensor, and likewise
three more invariants come from the conservation of angular momentum. The non-existence
theorems show that the properties of the textbook electromagnetic plane wave cannot be realized
for real (transversely finite) beams. They assert the non-existence of: (i) Pure TEM beam modes,
(ii) Beams of fixed linear polarization, (iii) Beams which are everywhere circularly polarized in a
fixed plane, and (iv) Beams within which the energy velocity is everywhere in the same direction
and magnitude c. In addition to these established facts, we give an elementary topological
argument for the universality of rings of zeros of the beam wave function in the focal plane,
leading to wave vortices.

1. INTRODUCTION

This paper is concerned with universal properties of electromagnetic beams, by which we mean
properties that all physical beams must have (or cannot have). It is useful however to have a
summary of the existing exact solutions of Maxwell’s equations representing electromagnetic beams,
which we give in this introduction.

For monochromatic beams, in which the time dependence of the complex fields is contained in
the factor e−iωt, all the components of E and B satisfy the Helmholtz equation,

(∇2 + K2)ψ = 0, K = ω/c (1)

This follows from Maxwell’s equations by expressing the magnetic and electric fields in terms of
the vector and scalar potentials A and Φ,

B = ∇×A, E = −∇Φ− ∂ctA (2)

and choosing the Lorenz gauge
∇ ·A + ∂ctΦ = 0 (3)

In free space, Φ and all components of A satisfy (1) (see for example [1, pp.218ff]), and so do their
derivatives such as E and B.

The textbook solutions of (1) are the plane wave exp(iK·r) and the spherical waves exp(±iKr)/r.
Physical beams are localized transversely to the direction of propagation, in contradistinction to
the textbook solutions. Deschamps [2] noted that a complex shift along the propagating direction
(the z-axis, in this paper) gives an exact solution of (1) localized transversely:

ψ =
eikR

R
, R2 = x2 + y2 + (z − ib)2 = ρ2 + (z − ib)2 (4)

This solution is singular on the circle {ρ = b, z = 0}, and so cannot represent a physical beam. One
can regularize by subtracting the complex-shifted spherically converging wave exp(−iKR)/R [3]

ψ =
sinKR

KR
= j0(KR) (5)
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and generalize to [4]

ψ`m = j`(KR) Pm
`

(
z − ib

R

)
eimφ (6)

but problems remain in the divergence of some invariants (see [5] and Section 3 below), and in the
backward-propagating components associated with the terms proportional to exp(−iKR)/R.

The Helmholtz Equation (1) is separable in cylindrical coordinates (ρ, φ, z): it reads
[
∂2

ρ +
1
ρ
∂ρ +

1
ρ2

∂2
φ + ∂2

z + K2

]
ψ = 0 (7)

This is solved by Jm(kρ)eimφeiqz provided k2 + q2 = K2, and thus also by the generalized Bessel
beams [6]

ψm(r) = eimφ

∫ K

0
dk f(k) Jm(kρ)eiqz, k2 + q2 = K2 (8)

Note that k is restricted to the interval [0,K], so q =
√

K2 − k2 is a real mapping onto [0,K].
These beams are purely forward propagating, by construction. The weight function f(k) can be
complex; it is constrained by the necessary finiteness of integral invariants (Section 3). In the next
section we shall see how f(k) is related to Bateman’s weight function.

2. BATEMAN INTEGRAL SOLUTION OF THE WAVE EQUATION

Bateman [7] considered integral representations of solutions to the wave equation (∇2 − ∂2
ct)ψ = 0.

The simplest case is that where the solution is independent of the azimuthal angle φ, in which case
it takes the form

Ψ(ρ, z, t) =
1
2π

∫ 2π

0
dθF (z + iρ cos θ, ct + ρ sin θ) (9)

We can adapt this to find the general solution of the Helmholtz Equation (1) which is independent
of the azimuthal angle. For time-dependence e−iωt = e−iKct, the function F must take the form

F (z + iρ cos θ, ct + ρ sin θ) = g(z + iρ cos θ) e−iK(ct+ρ sin θ) (10)

and then the spatial part of Ψ in (9) becomes

ψ(ρ, z) =
1
2π

∫ 2π

0
dθ g(z + iρ cos θ) e−iKρ sin θ (11)

We can verify that this is a solution of the Helmholtz equation as follows. Let G(ρ, z, θ) = g(z +
iρ cos θ) e−iKρ sin θ. A short calculation shows that (∇2+K2)G = −ρ−2∂2

θG and so 2π(∇2+K2)ψ =
−ρ−2∂θG|2π

0 = 0. Thus the ψ(ρ, z) of (11) is the most general form of the scalar wavefunction
corresponding to axially symmetric monochromatic beams.

Note that on the beam axis (ρ = 0) we get

ψ(0, z) = g(z) (12)

Thus the amplitude function g in (11) given by the axial value of the beam wavefunction.
There is a one-to-one correspondence between (11) and the m = 0 generalized Bessel beam

solution (8). Since k2 + q2 = K2 we can write ψ0(r) as an integral over q instead of over k:

ψ0(r) =
∫ K

0
dq h(q)J0

(
ρ
√

K2 − q2
)

eiqz h(q) =
q√

K2 − q2
f

(√
K2 − q2

)
(13)

The zero-order Bessel function containing the square root can be rewritten by using Bessel’s integral
([8, Section 2.21]), which transforms (13) into

ψ0(ρ, z) =
1
2π

∫ 2π

0
dθe−iKρ sin θ

∫ K

0
dq h(q)eiq(z+iρ cos θ) (14)
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Comparison of (11) and (14) shows that, for the m = 0 generalized Bessel beams, the amplitude
function g is given by

g(z + iρ cos θ) =
∫ K

0
dq h(q)eiq(z+iρ cos θ) (15)

The axial form of ψ is thus equal to the finite Fourier transform of h(q):

ψ(0, z) = g(z) =
∫ K

0
dq h(q)eiqz (16)

3. CONSERVATION LAWS AND BEAM INVARIANTS

The energy, momentum and angular momentum densities of an electromagnetic field in free space
are, in Gaussian units, given by [1]

u(r, t) =
1
8π

(E2 + B2), p(r, t) =
1

4πc
E×B, j(r, t) = r× p(r, t) (17)

Here E(r, t) and B(r, t) are the real fields. For monochromatic fields it is convenient to work in
terms of complex fields E(r) and B(r) with the real electric field being given by

E(r, t)=Re
{
E(r)e−iωt

}
=Re{[Er(r)+iEi(r)][cosωt−i sinωt]}=Er(r) cos ωt+Ei(r) sinωt (18)

The average of u(r, t) over one period 2π/ω is

ū(r) =
1
8π
{E(r) ·E∗(r) + B(r) ·B∗(r)} (19)

Likewise the cycle-averaged momentum density is

p̄(r) =
1

16πc
[E(r)×B∗(r) + E∗(r)×B(r)] (20)

The conservation of energy equation, ∇·S+ ∂tu = 0, where S = c2p is the energy flux density, has
the cycle-average

∇ · p̄ = ∂xp̄x + ∂yp̄y + ∂z p̄z = 0 (21)

Applying
∫

d2r =
∫∞
−∞ dx

∫∞
−∞ dy =

∫∞
0 dρρ

∫ 2π
0 dφ to (21) gives, for transversely finite beams

propagating in the z direction [9]

∂z

∫
d2r p̄z = 0, or P ′

z =
∫

d2r p̄z = constant (22)

We use the notation P ′
z, since dP ′

z = P ′
zdz is total z-component momentum contained in a transverse

slice of the beam, of thickness dz. Equation (22) states that the momentum content per unit length,
along the direction of net propagation of the beam, is an invariant. Note that the invariance of the
momentum content per unit length is derived from the conservation of energy.

The conservation of momentum equation is expressed in terms of the stress (or momentum flux
density) tensor

∂tpi +
∑

j

∂jτij = 0, τij =
1
4π

[
1
2
(E2 + B2)δij − EiEj −BiBj

]
(23)

Taking the cycle average gives
∑
j

∂j τ̄ij = 0, and operating with
∫

d2r gives ∂z

∫
d2rτ̄iz = 0 (i =

x, y, z). Thus momentum conservation leads to three invariants [9]

T ′xz =
∫

d2r τ̄xz = − 1
4π

∫
d2r

[
ExEz + BxBz

]

T ′yz =
∫

d2r τ̄yz = − 1
4π

∫
d2r

[
EyEz + ByBz

]

T ′zz =
∫

d2r τ̄zz =
1
8π

∫
d2r

[
E2

x + E2
y − E2

z + B2
x + B2

y −B2
z

]
(24)
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Three more invariants follow from the conservation of angular momentum, ∂tji +
∑
`

∂`µ`i = 0,

where the angular momentum flux density tensor µ`i =
∑
j

∑
k

εijkxjτk` is defined in terms of the

momentum flux density tensor τij [10]. These invariants are [9]

M ′
zx =

∫
d2r µ̄zx =

∫
d2r[yτ̄zz − zτ̄yz]

M ′
zy =

∫
d2r µ̄zy =

∫
d2r[zτ̄xz − xτ̄zz]

M ′
zz =

∫
d2r µ̄zz =

∫
d2r[xτ̄yz − yτ̄xz]

(25)

Thus there are seven universal invariants of electromagnetic beams, arising from the conservation
of energy, momentum and angular momentum. Perhaps surprisingly, the energy per unit length
of the beam, U ′ =

∫
d2r ū, is not always an invariant, although it is constant for the types of

generalized Bessel beams discussed in [6], as is J ′z =
∫

d2rj̄z.

4. NON-EXISTENCE THEOREMS

In textbooks a light beam is usually represented by a plane wave, with E, B and the propagation
vector k everywhere mutually perpendicular. This ‘beam’ can be everywhere linearly polarized
in the same direction, or everywhere circularly polarized in the same plane, and its energy is
everywhere transported in a fixed direction at the speed of light. It has been shown in [11] that
none of these properties can hold for a transversely finite beam. We shall just state the theorems,
except for the one relating to linear polarization, for which the proof in [11] is incomplete.

(i) Pure TEM beams do not exist.
(ii) Beams of fixed linear polarization do not exist.
(iii) Beams which are everywhere circularly polarized in the same direction do not exist.
(iv) Beams or pulses within which the energy velocity [12] is everywhere in the same direction and

of magnitude c do not exist.

Proof of (ii): Suppose E = (F (x, y, z), 0, 0), so the beam is linearly polarized along x̂, everywhere.
Then from the Maxwell curl equations, with e−iKct time dependence, we have iKB = ∇ × E =
(0, ∂z,−∂y)F , and iK∇×B =

(−[∂2
y + ∂2

z ], ∂x∂y, ∂x∂z

)
F = K2E. Hence (∂2

y +∂2
z +K2)F = 0 and

∂x∂yF = 0 = ∂x∂zF . The last two equations imply F (x, y, z) = f(x)+ g(z)+h(y, z), which cannot
represent a beam localized transversely in the x direction.

5. FOCAL PLANE ZEROS, AND DISCUSSION

We have seen that electromagnetic beams can be constructed from solutions of the scalar Helmholtz
Equation (1). In particular the TM, TE, ‘LP’ and ‘CP’ beams have their vector potentials propor-
tional (respectively) to

(0, 0, ψ), (∂yψ,−∂xψ, 0), (ψ, 0, 0) and (−iψ, ψ, 0) (26)

(The quotation marks indicate that the ‘LP’ and ‘CP’ beams are fully linearly and circularly
polarized only in the plane wave limit: compare theorems (ii) and (iii) of the previous section.)

What are the universal properties of physically acceptable solutions ψ? We have already seen
that seven beam invariants must exist. We also saw that certain textbook properties of electro-
magnetic beams cannot hold for laterally finite beams. Here we argue that an infinity of zeros of
ψ must occur in the focal plane.

The solutions ψ(r) of the Helmholtz equation are, in general, complex functions of position,
ψ = ψr + iψi. The real and imaginary parts ψr and ψi are (in free space) smooth functions of
position. These functions are zero on surfaces Sr and Si, and where these surfaces meet (on curves
C in space) both ψr and ψi are zero. If we write

ψ(r) = M(r)eiP (r) =
[
ψ2

r + ψ2
i

] 1
2 exp

(
i arctan

ψi

ψr

)
(27)
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Figure 1: Isophase surfaces (blue) of the j0(KR) beam, Equation (5), plotted for Kb = 6, at intervals of π/6.
(The three-dimensional picture is obtained by rotating about the z-axis.) The surfaces with phase equal to
an integer multiple of π converge onto the circles ρ = [(X/K)2 + b2]

1
2 , where tanX = X. The other isophase

surfaces converge onto the zeros of j0(KR) in the z = 0 plane, namely on the circles ρn = [(nπ/K)2 + b2]
1
2 .

Surfaces of constant modulus are shown in black.

we see that, on any such curve C, the modulus M(x) is zero, and the phase P (r) is indeterminate.
Nye and Berry [13] called these curves wave dislocations; Chapter 5 of Nye’s book [14] gives
illustrations of such phase singularities.

We give a topological argument for the existence of zeros of ψ in the focal plane, on the assump-
tion that the isophase surfaces intersect the focal plane. At the zeros of ψ the phase can be any
real number, but we exclude integer multiples of π, as explained below.

The focal plane is a plane of symmetry for an ideal beam; we can take it to be the z = 0 plane,
and can also take the phase of ψ to be zero at the origin. Then the isophase surfaces correspond
to negative P (r) for z < 0 and positive P (r) for z > 0. The surfaces P = −nπ and P = nπ can
meet where ψ is not zero, since the phase difference is an integer (n) multiple of 2π. These isophase
surfaces are concave toward the origin, since a physical beam is converging toward the focal region
for z < 0 and diverging from it for z > 0. The other isophase surfaces can only meet on the focal
plane if on it there exist curves where ψ is zero. On such curves (circles, in the simplest case) the
phase surfaces P = −π/2 and P = +π/2 can meet, for example. The surfaces with 0 < |P | < π
meet on the first zero curve, π < |P | < 2π meet on the next, and so on. Figure 1 illustrates
phenomenon, which I conjecture to be universal at the focal plane. Because of the topological
nature of the above argument, we expect the zeros to persist even when the beam is perturbed (for
example, focused by an imperfect lens or mirror). The focal plane would then be distorted to a
nearly-planar surface, and the circles of zeros to approximately circular closed curves, where the
perturbed phase surfaces ±P meet.

One counter-example to the above conjecture (of the universality of rings of zeros in the focal
plane) appears to be separable spheroidal beams, for which ψ(ξ, η, φ) = R(ξ)S(η)eimφ, with ρ =
b[(ξ2 + 1)(1− η2)]

1
2 , z = bξη. The focal plane z = 0 corresponds to ξ = 0 for ρ ≤ b and η = 0 for

ρ ≥ b. Thus if S(η) is zero for η = 0, ψ = 0 for ρ ≥ b in the focal plane, and the −P and +P
isophase surfaces can meet anywhere on the focal plane outside of the central disk ρ ≤ b. However,
such spheroidal wavefunctions have been shown to be non-physical [15].
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Abstract— RLSA antenna is a popular candidate for many applications such as Direct Broad-
cast Satellite Reception, Point to Point Microwave Link, RFID and Wimax Application. This is
due to its capability of carrying high speed signal with high directivity characteristic and capabil-
ity of beam steering and beam shaping. This paper will introduce the RLSA antenna designed at
the frequency of 26 GHz for wireless backbone application. The antenna design was utilize open
ended air gap as a separator between radiation surface and ground plane. The open air gap cavity
structure normally implemented in broadband planar antennas. This structure normally provide
a wide bandwidth and good return loss on the desired frequency. Therefore, an investigation of
this technique and hybrid with FR4 board as a cavity material will be very interesting due to
condition of easy to manufacture, lighter the antenna weight and durable. The model of RLSA
antenna at 26 GHz has been simulated. The results obtained a −25 dB of reflection coefficient,
23.68 dBi of directivity gain with wide antenna bandwidth capability. This research found an
opportunity of utilizing RLSA antenna concept for extreme high frequency band application.

1. INTRODUCTION

RLSA antenna was developed for Direct Broadcast Satellite application, point to point microwave
link application, RFID application and Wimax application [1–3]. Many design method and tech-
nique was introduced to increase the efficiency of the antenna. For point to point application,
the RLSA has been designed and developed at the frequency range of 5725–5875 MHz by few re-
searchers [2, 3]. The polypropylene has been used as a slow wave element in the RLSA structure.
This material normally give 2.3 dielectric value [2, 3]. The other potential application for this
antenna is point to point microwave link at 26 GHz frequency. Normally, parabolic antenna was
used at this frequency due to minimum loss and pencil beam characteristic. The 26-GHz frequency
band is allocated to broadband wireless access (BWA) in many parts of the world. The 26-GHz
band offers advantages such as relatively high bandwidth resulting in a much higher bit rates avail-
able to individual users when compared to frequency of around 10GHz used typically in tropical
regions [4]. It also allows the reuse of spectrum with a higher density of smaller cells resulting
in a higher network capacity in urban and rural areas. These networks are particularly suited
for network connection to small offices or suburban homes to high-capacity public switching and
backbone networks for wireless multimedia services. Wireless information required by customers
on the move includes internet, multimedia, and voice.

2. THE STRUCTURE DESIGN

The RLSA at 26 GHz antenna for Point to Point Application was designed based on Linear Polarised
Beam Squint technique. The RLSA antenna structure normally consists of a dielectric material
sandwiched by copper plate. The front plate bears the radiating element while rear plate acts as
a ground plane with feed element at the centre. The dielectric constant εr > 1 was chosen to
suppress the grating lobes. The radiating elements are arrayed so that their radiation are added in
phase along the beam direction [5, 6]. The structure of the investigated single-layer RLSA antenna
is shown in Figure 1(a). The orientation of slots is in such a direction so as to transmit and receive
waves of proper polarization, linear, and proper coupling inside the cavity.

In this research, the FR4 board with air gap distance to the ground plane has been introduced.
The thickness of overall cavity is 3.6 mm where the thickness of open air gap is 2 mm. A 50Ω single
coaxial probe coated with Teflon is used to feed the signal into the cavity as shown in Figure 1(b).
The aluminium plate is used as a platform to hold the antenna and also become a ground plane.
The FR4 with 1.6 mm thickness with 5.4 permittivity value is used as a first layer substrate to the
radiating surface.

The theoretical slot arrangement is similar to what was proposed in [2, 3]. Slot pattern has
been arranged on the aperture to provide a linear polarization. A unit radiator is defined as an
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(a) (b)

Figure 1: (a) Conventional structure within the cavity of RLSA antenna, (b) open ended air-gap structure
of RLSA antenna.

Figure 2: The slots arrangement on the surface of Air Gap RLSA.

Figure 3: Simulated reflection coefficient of Air Gap RLSA.

adjacent slot pair #1, #2, lying along the constant direction (Φ). The 180 mm diameter of RLSA
was chosen. The dielectric value has influenced the number of slots and the slots length on the
surface of the antenna. The radial arrangement of slots pair has been constructed in the area of
180mm diameter as shown in Figure 2.

3. SIMULATION RESULTS

The Air Gap RLSA was simulated using CST Studio software. Figure 3 shows the simulated
reflection coefficient of the RLSA. The air gap has been optimized from 1 mm to 2 mm of thickness.
An air gap function is tuning the resonant frequency at desired target frequency. From simulated
result, the air gap of 1.25 mm response efficiently at 26 GHz. However, for practical reason and
easy to fabricate the antenna, the air gap of 1.5 is also acceptable since the different is only 0.3 dB.
The reflection coefficient started at 15.84 GHz to 27.92GHz. When the air gap distances increase,
the bandwidth will shift towards the lower frequency. From the simulation, the dominant resonant
frequency is between 15–20GHz. This is maybe because of the slot length is not purely resonate
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(a) (b)

Figure 4: Simulated Radiation pattern for Air Gap RLSA, (a) E-plane, (b) H-plane.

at desired frequency. However, the result on 26 GHz is acceptable.
Figure 4 illustrates the radiated radiation pattern of the Air Gap RLSA at E-plane. The antenna

directivity gain recorded at 23.68 dBi with −10.4 dB side lobe level at E-plane and −13.8 dB at
H-plane. This antenna also provide 22 dB of front to the back lobe ratio at E-plane and 10 dB at
H-plane. The main lobe squinted at 9 degree from 0 degree. The radiation pattern shows high
directivity characteristic that suitable for the target application. Low side lobe and back lobe has
increase the gain of the front side of the antenna. The beamwidth of the main lobe is 6.2 degree.
From the 3D pattern, it is clearly show the concentration of the radiated energy is on the main
beam. In overall, the radiation pattern shown directive characteristic and have a potential to be
implement at point to point application.

4. CONCLUSIONS

A model of Air Gap RLSA has been simulated using hybrid air gap and FR4 dielectric material.
The 50% wide bandwidth has been recorded through this approach. A 23.68 dBi directive gain also
recorded from the simulation. The 6.2 degree beamwidth of the radiation pattern is sufficient for
high directional application. Since the proposed application was for Point to Point Link, this study
proposed the Air Gap RLSA can be a new candidate for this application.
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Abstract— This paper presents two simple techniques, a tapered feed line and small ground
slot, to significantly increase the bandwidth of planar monopole antenna with microstrip-fed. An
antenna having a half-elliptical-shaped radiator with a total size of 24×30×0.762 mm3 is used
for illustration of the two techniques. Results show that, with the use of the two techniques, an
extremely wideband characteristic of 3.1–40 GHz can be achieved.

1. INTRODUCTION

Planar monopole antennas, due to low cost, low complexity and ease of fabrication, have been
developed rapidly for uses in Ultra Wideband (UWB) wireless communications [1]. To achieve
wideband operation and stable performance for planar UWB antennas, different methods have been
proposed. These methods included using resonant structures [2], parasite elements [3], filters [4],
slots [5], different shaped radiators [6], modifying the shape of the radiator [7], adding slots on the
ground plane [8–11], and modifying the shapes of the ground planes [9, 10]. Some researchers also
combined several methods together to optimize the designs [14–17].

In this study, we propose to use two very simple approaches, i.e., a tapered microstrip feed-
line and a simple square ground slot underneath the feed line on the ground plane, to increase the
bandwidth of a microstrip-feed antenna to 40 GHz. For illustration of the two approaches, we simply
use a planar monopole antenna with a half-elliptical-shaped radiator. The effects of the tapered feed
line and the ground slot on the bandwidth of the antenna are studied using computer simulation.
Results show that, with a compact antenna size 24×30×0.762mm3, an extremely bandwidth of
3.1–40GHz can be easily obtained by optimizing the dimensions of the tapered profile for the feed
line and the slot.

2. ANTENNA DESIGN

The geometry of the proposed antenna is shown in Fig. 1. It consisted of a half-elliptical-shaped
radiator fed by a microstrip line on one side of the substrate. The feed line had a tapering shape
towards the radiator and acted as impedance transformer. The width and length of the microstrip
feed line were set at Wl = 1.7 mm and Ll = 5 mm, respectively, to achieve a 50-Ω impedance for
matching the feeding cable. For good matching, the tapered impedance transformer in the upper
part of the feed line had an upper width of Wt = 1.12mm and a length of Lt = 3 mm. The ground
plane on the other side of the substrate had a dimension of Ws × Lg. A small square-shaped slot

(a) (b) (c)

Figure 1: Geometry of proposed antenna: (a) front view, (b) bottom view, and (c) side view.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 475

Table 1: Dimensions of antenna (mm).

Ws Ls Rx Ry W1 L1 Wt Lt Lg Wslot Lslot

24 30 12 22 1.7 5 1.12 3 8 1 1

Figure 2: Photograph of prototyped antenna.
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Figure 3: Simulated S11 with different (a) Rx, and (b) Ry.

was cut at the upper edge of the ground plane right underneath the microstrip feed line to further
improve matching at higher frequencies and hence to widen the operating bandwidth. The small
ground slot had a size of Wslot×Lslot. The half-elliptical shaped radiator had a minor axis of 2×Rx
in the horizontal direction and a major axis of 2×Ry in the vertical direction. The width Ws of
the substrate was same as the length of the minor axis. The antenna was designed on a Rogers
substrate, RO4350B, having an area of Ws×Ls, a thickness of 0.762 mm, a permittivity of 3.48 and
a loss tangent of 0.004. The antenna was studied and optimized using computer simulation with
the optimized dimensions listed in Table 1. The antenna was also fabricated as shown in Fig. 2
using the optimized dimensions.

3. BANDWIDTH IMPROVEMENT MECHANISM

3.1. Effects of Radiator Dimensions

The dimensions of the radiator are important factors for impedance matching the feed line. Figs. 3(a)
and (b) show the simulated S11 with different Rx and Ry of the radiator. No ground slot was used
to obtain these results. Fig. 3(a) shows that the minor axis Rx mainly affected the operating
bandwidth (S11 < −10 dB) at high frequencies and had little effect at low frequencies. With
Rx = 12 mm, the bandwidth seemed to be widest in our design. While Fig. 3(b) shows that the
major axis Ry obviously affected the bandwidth at lower frequencies. The low-cutoff frequency was
inversely proportional to Ry. It also had some effects at high frequencies.
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3.2. Effects of Tapered Feed Line

The feed line had a tapering shape toward the radiator. The tapering shape could be considered
as a trapezoid or also could be considered as a triangle, as shown in Fig. 4, with the upper part
overlapping with the radiator. In such case, only the height d of the triangle needed to be studied
as shown in Fig. 4. Fig. 5 shows the simulated S11 of the antenna with different d, and other
parameters fixed at those shown in Table 1. In the study, no ground slot was used. It can be
seen that d mainly affected the bandwidth at high frequencies. It had no effect on the low-cutoff
frequency.

3.3. Effects of Ground Slot

Figure 6 shows the simulated S11 of the antenna with different values of Wslot and Lslot, and other
parameters maintained as in Table 1. It can be seen in Fig. 6(a) that increasing Wslot from 1mm
seriously degraded impedance matching. Fig. 6(b) shows that increasing Lslot from 1 mm also made
matching worse. Thus Wslot and Lslot were both set to 1mm. Without the ground slot, Fig. 5
shows that the antenna had a bandwidth of 3.1–30 GHz. However, with using the small ground
slot, the impedance bandwidth could be significantly increased to 3.1–40GHz as shown in Fig. 6.
Clearly, the ground slot could be used for improving impedance matching at high frequencies.

Figure 4: Front view of the antenna using half-
elliptical radiator with tapered transformer.
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Figure 5: Simulated S11 with different d in antenna
with tapered transformer.
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Figure 6: Simulated S11 of the antenna with tapered transformer and ground slot with (a) different Wslot,
and (b) Lslot.
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Figure 7: Simulated and measured S11 of proposed antenna.

4. RESULTS AND DISCUSSIONS

The S11 of the prototyped antenna was measured using the Vector Network Analyzer (VNA) Rohde
& Schwarz ZVA 24. The simulated and measured S11 of the proposed antenna with tapered feed
line and ground slot is shown in Fig. 7. The measured S11 is only shown up to 24GHz due to
the frequency range of the VNA. It can be seen that the antenna had an impedance bandwidth
(S11 < −10 dB) of 3.1–40GHz.

5. CONCLUSIONS

The design of a wideband planar monopole antenna using a simple tapered feed line and ground
slot has been presented. A planar monopole antenna having a half-elliptical-shaped radiator with
microstrip-fed has been used for illustration and studied using computer simulation. Results have
shown that a feed line with a tapering shape can increase the high-cutoff frequency to 30 GHz and
a ground slot can further increase it to 40 GHz.
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Abstract— A grounded CPW transparent ultra-wideband (UWB) antenna for Ultra High
Frequency (UHF) and microwave frequency application is proposed in this paper. The proposed
antenna covers a bandwidth starting from as low as 500 MHz to the upper limit of the FCC UWB
bandwidth of 10.6 GHz. This enables the antenna to be used for a very wide range of applications
ranging from narrow band UHF devices to high data rate UWB transceivers. The antenna is
fabricated using AgHT-8 for the CPW and radiator patch on a 1mm thick glass substrate with
an Indium Tin Oxide (ITO) ground. The AgHT-8 has a sheet resistance of 8 Ω · m while the
ITO, a sheet resistance of 4 Ω ·m. The overall size of the antenna is 64× 67mm2. The antenna
has a consistent flat 10 dB return loss across the entire bandwidth. The antenna is suitable for
integrating onto window glass of homes and buildings as it does not affect the aesthetics of the
building. The AgHT-8 layer of the antenna additionally provides sun-shielding from harmful
sun-rays and keeps the building cool thus conserving energy required for air-conditioning in
hot climates. As such the antenna provides an integrated wireless communication and energy
conservation solution for modern day homes and buildings.

1. INTRODUCTION

Since the approval by the FCC in 2002, much research has been undertaken on UWB especially
for wireless communications. Although the FCC regulated frequency range is from 3.1 GHz to
10.6GHz, research into extreme wide bands to cover the lower frequencies in the Megahertz range
to the microwave frequencies in the Gigahertz range was also continuously being carried out in the
background [1]. An extreme wideband enables the size of the antenna to be kept small for the lower
frequencies and big enough for the higher frequencies. However, the gain is compromised especially
at the lower frequencies. Nevertheless, such antennas could be used for short and medium range
communications. Designing such antennas with transparent materials enables them to be used on
window glass of homes and buildings [2, 3]. In this regard, a transparent grounded CPW microstrip
patch antenna is designed to cover from 500MHz to 18GHz. The antenna thus covers GSM’s
900MHz and 1800MHz; UMTS’ 1900 MHz and 2100 MHz; and the 2.4GHz and 5 GHz WLAN
frequency bands besides FCC’s 3.1GHz to 10.6GHz regulated range. The antenna comprises of a
microstrip patch and an extended CPW ground designed using AgHT-8 on a 1mm glass substrate
that is layered with an ITO ground on the other side of the glass.

2. ANTENNA DESIGN

The geometry of the proposed antenna along with its parameters is as shown in Figure 1(a) and
Table 1. It is a grounded coplanar waveguide (CPW) fed microstrip patch antenna inscribed on a
thin transparent conductive oxide (TCO) polymer film, AgHT-8. The overall size of the antenna is
64×67mm2. The microstrip rectangular patch is designed as an inset in the enclosed and extended
ground of the CPW. The rectangular patch of size, 27×21mm2 is fed by a feed line of width 3.5 mm.
The feed gap between the feed line and extended CPW ground is 0.25 mm. The prototype of the
antenna is shown in Figure 1(b). The SMA connector is connected to the antenna using conductive
epoxy. The DC resistance of the conductive portion of the AgHT-8 is around 25Ohms and has a
conductivity of 125,000 S/m. The surface resistivity of the AgHT-8 as noted from its trademark
name is 8 Ω·m. The AgHT film has a thickness of 0.175 mm making it suitable for use on glass of
windows and buildings.
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3. EXPERIMENTAL RESULTS

The measured return loss of the antenna prototype is as given in Figure 2. The measured −10 dB
bandwidth ranged from 800 MHz to above 18 GHz. The measured gain is shown in Figure 3. The
gain is noticed to increase gradually above 10 GHz which may provide potentials for its use in other
higher frequency applications. The gain could be effectively improved if the antenna is designed
using AgHT-4 which has a higher conductivity and lesser surface resistance of 4 Ω·m.

The measured radiation patterns are given in Figure 4. The proposed transparent antenna has
a quasi omni-directional radiation pattern at 1.8 GHz and above.

(a) (b)

Figure 1: (a) Geometry of the proposed transparent UWB antenna. (b) Prototype of the proposed antenna.

Table 1: Dimensions of the antenna geometry in Figure 1.

Parameters L1 W1 L2 W2 L3 W3 g

Size (mm) 67 64 54 52 21 27 0.25

Figure 2: Return loss of the proposed. Figure 3: Gain of the proposed antenna.
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Figure 4: Measured radiation patterns of the antenna at 0.9 GHz, 1.8 GHz, 1.9GHz, 2.1 GHz, 3.1 GHz and
10.6GHz.

4. CONCLUSIONS

A small and transparent grounded CPW UWB antenna capable of receiving and transmitting
signals at UHF and microwave frequency applications has been proposed and presented. The
antenna can be incorporated onto window glass and glass panels of buildings to support GSM,
UMTS, WLAN and UWB applications. Being transparent it maintains the aesthetics of the building
while the AgHT-8 film material it is made from provides shielding from harmful sun-rays and keeps
the building cool.
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Abstract— A dual-band WiFi printed dipole antenna is presented in this paper, the PCB size is
7mm×45.9 mm×1 mm. This long and narrow PCB antenna will be applied to the wireless AP and
has the omni-directional radiation pattern. This double-sided antenna uses parasitic capacitance
and U-shaped microstrip line to match and control the bandwidth to reduce the sensitivity of gate
size between the ground and radiator of a dipole antenna. This antenna only has the low frequency
bandwidth 2.36 ∼ 2.75GHz (390 MHz, 15.5%) and the high frequency bandwidth 4.90 ∼ 5.83GHz
(930MHz, 17.0%), these bands meets the applications of WiFi communication. The simulation
results of the return loss, pattern, pattern and current distribution will be presented in this paper
by using the software of Ansoft HFSS.

1. INTRODUCTION

With the vigorous development of the wireless communications industry, the quality of wireless
communications services needs to increase performance. Wireless communication systems keep in-
creasing emphasis on performance, how to make the characteristics of the antenna can be more
perfect, so that the overall performance can improve. Because the dipole antenna is simple, sta-
ble, easily-manufactured and omni-radiation, already widely used in the wireless communications
industry, especially the printed PCB dipole antenna is commonly used in wireless communication
systems. The WiFi AP commonly used the dipole antenna as the main antenna, the frequency band
of 802.11b/g/n/a/p/h applications are 2.4 ∼ 2.483GHz, 5.15 ∼ 5.35GHz and 5.725 ∼ 5.875GHz,
if only for the WiFi application, the other bands should not exist to reduce interference from other
communication systems.

In [1] inserts the U-shaped slot in the symmetrical dipole arms to generate 2.4/5.2 GHz WLAN
frequency bands, whose size is 5mm× 50mm× 0.4mm. The frequency bands of this antenna are
2290–2790MHz (500 MHz) and 5140–5510 MHz (370MHz). In [2] presents a dipole antenna through
the symmetrical arm of different lengths to produce the WLAN frequency band, the resonant points
are 2.45GHz, 4.25GHz and 5.5GHz, the antenna size is 5.6mm×53mm×0.8mm. In [3] describes
how to change the length and width of arms of dipole antenna to adjust the location and bandwidth
of the frequency band. In [4] describes how to adjust the frequency band by changing the spacing
of both ends of the dipole antenna pairs to generate 2.4 GHz and 5GHz dual-band. The U-shaped
slot can be used to do a better impedance matching to achieve the effective bandwidth by the
fine-tuning function were discussed in [5, 6].

In this paper, we propose one type of the WiFi dipole antenna suitable for the AP, and the
sensitivity of the pitch size of the dipole antenna to the frequency band can be reduced by the
impedance matching of the U-shaped microstrip line and the parasitic capacitance. The oscillation
point are only at 2.4/5.5 GHz, reducing the possible interference of other communications systems,
but also the frequency band, radiation pattern and gain of antenna are more stable. The remainder
of this paper will propose the simulation results of the relationship of antenna parameters to the
bandwidth, and will show the simulation results of current distribution, radiation pattern and gain
value to highlight the characteristics of this antenna.

2. ANTENNA STRUCTURE

This paper presents the antenna structure as shown in Figure 1. The feeding point of this double-
sided dipole antenna is at the middle of the upper side. The ground arm L1 and the radiator
arm L2 are the main body of the antenna placed on upper side of the substrate of thickness
H. G1 represents the intermediate position and the gate between the L1 and L2. The metal
parasitic capacitance L3 and the U-shaped microstrip line L4 on the back side are used to adjust
the performance of the impedance matching to be easier to adjust the band characteristic of the
antenna, thereby reducing the affect of the G1 size on the band. This antenna is printed on FR4
substrate with the relative dielectric constant 4.4 of thickness H = 1 mm, and the antenna area
is 7 mm × 45.9mm. This narrow type of antenna design is used to the WiFi AP application, the
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frequency bands are 2.36 ∼ 2.75GHz (390 MHz, 15.5%) and 4.90 ∼ 5.83GHz (930MHz, 17.0%),
the gain value is maintained 1.55 ∼ 1.95 dBi at the low frequency band, and is 3.05 ∼ 3.41 dBi at
the high frequency band. The radiation pattern is omni-directional. After the simulation of various
parameters, the final size of parameters are L1 = 31 mm, L2 = 13 mm, L3 = 19 mm, L4 = 9 mm,
G1 = 1.9mm, W1 = 6.5mm, W2 = 7mm, W3 = 1 mm, L = 45.9mm, H = 1 mm. The simulation
results will be presented in the following to show the influence to the bandwidth, pattern and gain
of the antenna of the various parameters, and to indicate that the antenna can indeed achieve dual
band 2.4/5.4 GHz WiFi communication requirements.

3. PARAMETERS ANALYSIS AND SIMULATION RESULTS

In the architecture of Figure 1, the total parameters are L1, L2, G1, L3, L4, G2,W2,W3, etc.. In
general, G1 is a parameter having the great influence of the band of antenna. The simulation of
relationship of G1 and the impedance matching effect does firstly. The curves of the return loss
of G1 = 1.5mm, 1.7 mm, 1.9mm, 2.1 mm, 2.3 mm are shown in Figure 3. The change of G1 does
not affect the bandwidth of the low frequency band which maintained at 370 MHz (15.1%), and
has a larger effect to the high frequency band. When the length of G1 become larger, the corre-
sponding high frequency band increases from 820 MHz to 950 MHz. For achieving the requirements
of the WiFi bandwidth to select G1 = 1.9mm, the low frequency band of 2.36 ∼ 2.75GHz and a
bandwidth of 390 MHz (15.5%), the high-frequency band of 4.90 ∼ 5.83GHz and a bandwidth of
930MHz (17.0%). From this result, the influence of G1 of the band in this architecture is smaller
than it of the single-sided dipole antenna. The curves of the return loss of L1 = 25mm, 27 mm,
29mm, 31mm, 33 mm are shown in Figure 4. The change of L1 affects the bandwidth of the low
and high frequency bands simultaneously. When the length of L1 become smaller from 33mm to
25mm, the corresponding low frequency band increases from 350 MHz to 500 MHz, the correspond-
ing high frequency band increases from 860 MHz to 1140 MHz. For achieving the requirements of
the WiFi bandwidth to select L1 = 31 mm, the low frequency band of 2.36 ∼ 2.75GHz and a
bandwidth of 390 MHz (15.5%), the high-frequency band of 4.90 ∼ 5.83GHz and a bandwidth of
930MHz (17.0%).

The curves of the return loss of L2 = 15 mm, 14mm, 13 mm, 12mm, 11 mm are shown in
Figure 5. When the length of L2 become smaller from 15 mm to 11mm, the corresponding low

Figure 1: Architecture of the proposed antenna. Figure 2: Return loss characteristics of the proposed
antenna.

Figure 3: Return losses vs. different values of G1. Figure 4: Return losses vs. different values of L1.
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Figure 5: Return losses vs. different values of L2. Figure 6: Return losses vs. different values of L3.

Figure 7: Return losses vs. different values of L4. Figure 8: Return losses vs. different values of W2.

frequency band becomes larger and then smaller, the bandwidth increase from 339MHz (13.8%) to
390MHz (15.9%) and back to 350 MHz (14.2%), the corresponding high frequency band increases
from 700 MHz (12.9%) to 1060MHz (19.6%). For achieving the requirements of WiFi bandwidth
select L2 = 13 mm, the low frequency band of 2.36 ∼ 2.75GHz and a bandwidth of 390 MHz
(15.5%), the high-frequency band of 4.90 ∼ 5.83GHz and a bandwidth of 930 MHz (17.0%). The
curves of the return loss of L3 = 25 mm, 23mm, 21 mm, 19mm are shown in Figure 6. The change
of L3 does not affect the bandwidth of the low frequency band which maintained at 370 MHz
(15.1%), and has a larger effect to the high frequency band. When the length of L3 become shorter
from 25 mm to 19 mm, the corresponding high frequency band increases from 400 MHz (7.4%) to
930MHz (17.0%). For achieving the requirements of the WiFi bandwidth to select L3 = 19 mm, the
low frequency band of 2.36 ∼ 2.75GHz and a bandwidth of 390 MHz (15.5%), the high-frequency
band of 4.90 ∼ 5.83GHz and a bandwidth of 930MHz (17.0%).

The curves of the return loss of L4 = 17 mm, 15 mm, 13 mm, 11 mm, 9 mm are shown in Figure 7.
When the length of L4 become shorter, the corresponding low frequency band increases from
250MHz (10.2%) to 370 MHz (15.1%), and the corresponding high-frequency bandwidth increase
from 430MHz (7.9%) to 930 MHz (17.0%). For achieving the requirement of the WiFi bandwidth
to select L4 = 9mm, the low frequency band of 2.36 ∼ 2.75GHz and a bandwidth of 390 MHz
(15.5%), the high-frequency band of 4.90 ∼ 5.83GHz and a bandwidth of 930 MHz (17.0%). The
curves of the return loss of W2 = 7 mm, 6 mm, 5 mm, 4 mm are shown in Figure 8. When the
length of W2 becomes shorter, the corresponding bandwidths of the low frequency band and the
high frequency band decrease. The corresponding low frequency band decreases from 380 MHz
(15.5%) to 302 MHz (12.3%), and the corresponding high-frequency bandwidth decreases from
930MHz (17.0%) to 650 MHz (12.0%). For achieving the requirement of the WiFi bandwidth to
select W2 = 7 mm, the low frequency band of 2.36 ∼ 2.75 GHz and a bandwidth of 390MHz
(15.5%), the high-frequency band of 4.90 ∼ 5.83GHz and a bandwidth of 930 MHz (17.0%).

Following the simulation results of the above parameters, the final size of parameter are L1 =
31mm, L2 = 13mm, L3 = 19 mm, L4 = 9mm, G1 = 1.9mm, G2 = 4mm, W1 = 6.5 mm,
W2 = 7 mm, W3 = 1 mm and L = 45.9 mm, H = 1mm. The changing of the size G2 and W3 only
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Figure 9: Current distribution of 2.45 GHz. Figure 10: Current distribution of 5.4 GHz.

Figure 11: 3D radiation patterns of 2.45GHz. Figure 12: 3D radiation patterns of 5.4 GHz.

Figure 13: Gain values of 2.3 ∼ 2.8 GHz. Figure 14: Gain values of 4.9 ∼ 5.9GHz.

has a small impact on the band, so there is no discussion about them. The return loss of the antenna
meets WiFi requirement shown in Figure 2. The whole frequency band for the low frequency band
is 2.36 ∼ 2.75GHz, a bandwidth of 390 MHz (15.5%), the high-frequency band of 4.90 ∼ 5.83GHz,
a bandwidth of 930 MHz (17.0%). Figure 11 presents 2.45 GHz 3D patterns. Figure 12 presents
5.4GHz 3D pattern. These patterns show that the antenna has a good omnidirectional and has a
good corresponding relationship to the current distributions of Figure 9 and Figure 10. The current
in the middle position of Figure 9 is a maximum, the wavelength of 2.45 GHz can generate a good
oscillation condition, so there is good omni-directional and stable gain, the current of Figure 10
is gathered in the above, the wavelength of 5.4GHz can generate a good oscillation condition, so
there will be a good field and stable gain. The gain value of low-frequency is also stable at the
1.55 ∼ 1.95 dBi, and the gain value of high-frequency stabilized at 3.05 ∼ 3.41 dBi, and the gain
value having a stable characteristic.

4. CONCLUSION

In this paper, an antenna structure is presented to meets the requirements of WiFi dual-band
communications. This antenna has the omni-directional radiation pattern, and has a stable gain
value changing within 0.4 dBi. Owing to the design of the parasitic capacitance and the U-shaped
microstrip line, the sensitivity of the size changing of G1, G2 to the frequency band is reduced. This
effect reducing the frequency shift due to poor welding result makes the mass production having
better reliability, which is the characteristic of this antenna architecture.
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Abstract— The paper presents the design of a dual-band monopole antenna with microstrip-
fed for use in wireless devices in the worldwide interoperability for microwave access (WiMAX)
system. The antenna radiator, with a compact size of only 14.5 × 8.7 mm2, consists of a short
stem and two branches resonating at around 2.4 GHz and 3.5 GHz for the WiMAX bands. The
antenna performance in terms of reflection coefficient, radiation pattern, peak gain and efficiency
is studied using computer simulation through the EM simulator CST.

1. INTRODUCTION

The rapid development in wireless technology has increased the demand for compact-size antennas
to be able to operate in dual-band or multi-band, e.g., for the different frequency bands in the
WiMAX system, 3G system, GSM systems, etc.. As users tend to like using thinner wireless
devices more, planar monopole antenna, due to its low profile and easy fabrication, is becoming
more popular. Many techniques using planar technology have been proposed in literature for the
designs of dual-band or multi-band antennas [1–9]. In [1–5], dual-band or multi-band monopole
antennas were designed using multi-branches. In [6], the dual-band monopole antenna was achieved
by modifying the radiator to create multiple current paths. In [7, 8], parasitic elements were used
in the monopole antennas to generate multiple resonances.

In this paper, a dual-band monopole antenna is proposed for wireless applications in the WiMAX
system. The radiator of the antenna consists of a short stem with two branches acting as monopoles
to generate two frequency bands at around 2.4 and 3.5 GHz. One branch of the radiator is folded
and the other one is meandered to achieve a compact size of only 14.5 × 8.7mm2. Computer
simulation using CST is used to study the performance of the antenna.

2. ANTENNA DESIGN

The geometry of the proposed dual-band monopole antenna with microstrip-fed is shown in Fig. 1.
The antenna is designed on a Rogers substrate, RO4350, with a size of W×L×h = 40×35×0.8mm3,
a relative permittivity of εr = 3.5 and a loss tangent of tan δ = 0.004. The microstrip feed-line has
a width of Wf = 1.8mm to achieve a 50-Ω characteristic impedance. The radiator has a short stem
and two branches, branches 1 and 2, acting as two monopoles. Branch 1 is folded and designed
to resonate at 2.4 GHz, while branch 2 is meandered and designed to resonate at around 3.5 GHz.
With such designs, the radiator achieves a compact size of only (L1+L5−W5)×L6 = 14.5×8.7mm2.
The antenna is studied, designed and optimized using the EM simulation tool CST. The optimized
dimensions are listed in Table 1.

Figure 1: Geometry of proposed dual-band antenna
for WiMAX.

Figure 2: Simulated S11.



488 PIERS Proceedings, Taipei, March 25–28, 2013

(a) (b)

Figure 3: Simulated radiation patterns at (a) 2.4 and (b) 3.5 GHz.

(a) (b)

Figure 4: Simulated (a) efficiencies and (b) realized peak gains of proposed antenna.

Table 1: Optimized dimensions of antenna (mm).

W 40 L1 3 L5 12 W1 1.5
L 35 L2 2.8 L6 8.7 W2 0.5
h 0.8 L3 4.4 L7 3 W3 0.2
Lg 20 L4 5.5 Wf 1.8 W4 0.25

3. SIMULATION AND MEASUREMENT RESULTS

With the use of the dimensions listed in Table 1, the S11 and radiation patterns are studied using
computer simulation. The simulated S11 is shown in Fig. 3 which indicates that the antenna has
bandwidths (S11 < −10 dB) of 2.26–2.42 GHz and 3.29–3.6 GHz for the lower and higher bands,
respectively. The simulated result shows that the antenna can cover the 2.3–2.4 GHz and 3.4–
3.6GHz bands for the WiMAX system.

The simulated radiation patterns at 2.4 and 3.5GHz in the x-z and x-y planes are shown in
Figs. 3(a) and (b), respectively. It can be seen that the antenna behaves like a monopole antenna
both at 2.4 and 3.5GHz.

The simulated efficiencies and realized peak gains of the antenna are shown in Fig. 4. It can be
seen that, at the frequencies of 2.4 and 3.5GHz, the simulated efficiencies are quite high at 83%
and 95%, respectively, with the corresponding gains of 1.35 and 2.5 dBi. However, these values
have to be confirmed using measurement.

4. CONCLUSIONS

A compact dual-band monopole antenna has been studied for WiMAX application using computer
simulation. The antenna radiator consists of a short stem and two branches having resonance at
about 2.4 and 3.5 GHz. The simulated results on S11, radiation pattern, gain and efficiency have
been presented. It has been shown that the antenna can cover the frequency bands for the WiMAX
system. The radiator of the antenna has a compact size of only 14.5× 8.7mm2 and so is suitable
for wireless devices.
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Abstract— A compact dual-band transparent antenna with co-planar waveguide (CPW)-fed for
wireless applications in the unlicensed industrial, scientific and medical (ISM) band is proposed
in this paper. The proposed antenna generates two bands at 2.4 and 5.8GHz for Wireless Local
Area Network (WLAN) access points and point-to-point applications, respectively. The CPW
technique is used to feed the circular radiating element. Two slots line are introduced in the
antenna to obtain the desired resonating frequencies. Results and analysis from introduction of
the slot lines are highlighted in this paper. The antenna utilizes a conductive silver coated film
(AgHT) as the core material as the substrate, making the antenna almost 82% transparent. The
proposed antenna is very small, having an overal size of 60 × 60 × 0.175mm3, when compared
to other conventional non-transparent antenna operating at the same frequencies of 2.45 and
5.8GHz. The combination of transparency and small size enables the antenna to be integrated
into any flat surface with low chances of being noticed. The antenna can be integrated into the
window glass of a building and performs as an access point to provide wireless signal around it. In
addition, the antenna can also serve as a tinted film to provide an extra layer of protection from the
sun radiation when integrated into the buildings’ windows. The integration of the antenna into
building windows will reduces the space consumption and remove the space limitation problems
faced when using the conventional non-transparent antenna. The proposed prototype antenna has
acceptable performances in terms of return loss, gain, efficiency and omni-directional radiation
pattern. Simulated and experimental results are discussed.

1. INTRODUCTION

Wireless Local Area Network (WLAN) is one of the best network used in the communication
system. According to the Federal Communications Commission (FCC), WLAN frequency is allo-
cated under unlicensed spectrum category, where it falls under the ISM band (802.11a,b,g) covering
2.400–2.484GHz and 5.150–5.350/5.725–5.825GHz [1]. Since WLAN frequency is under unlicensed
spectrum category, its frequency has been used in many applications and devices, such as Blue-
tooth, microwave oven, and cordless phone. This networks usually uses 2.4–2.5 GHz frequency for
the Access Points and 5.8 GHz for the point-to-point application.

Currently, thin film is one of the emerging technologies in the recent antenna technology and
it has been rapidly adapted into the wireless communication system over these few years. It has
attracted major attention to antenna designers due to its major advantage; very low thickness.
Thin film technology has been implemented widely in product areas, such as in x-ray detectors,
thin film photovoltaic and as well as smaller but possibly growing areas of OLED displays or e-book
readers [2]. One of the popular thin film materials is the transparent silver conductive material
(AgHT-4), which is almost transparent to the human eye with 90% transparency percentage.

Many researches have been done that combine both WLAN dual-band and CPW-fed antenna.
A simple slotted-dipole antenna fed using CPW has produced a dual-band antenna at 2.45 GHz
and 5.8 GHz [3]. A novel rhombus slot antenna that consists of CPW feeding and rhombic ring can
also produce dual-band characteristic [4]. Then, CPW-fed monopole antennas in [5] and [6] will
produce dual-band characteristic if proper slots and rings are added to the antenna design. Most
of the previous antenna works are using non-transparent material and the thickness of the antenna
is quite significant.

In this paper, a transparent dual-band antenna fed with CPW feeding is proposed. The proposed
antenna will utilized a new thin film material, conductive silver coated thin film (AgHT-4) that
is 90% transparent as the main material. The transparent antenna will covers the dual-band
frequencies of 2.45GHz and 5.8 GHz; WLAN band. The proposed antenna is very compact and easy
to manufacture. The proposed transparent antenna is integrated to existing commercial window
glass and the performances were measured.
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2. ANTENNA DESIGN

The design of the dual-band transparent antenna consists of a circular radiating element fed with a
50-Ω CPW feeding. This proposed antenna utilizes a new transparent thin film material, conductive
silver coated thin film (AgHT-4) as it main substrate. Most of the conventional antenna uses non-
transparent material such as FR-4, Rogers, Duroid and Taconic for the substrate. The proposed
antenna is based on a conventional CPW-fed circular patch antenna as in Figure 1(a). Then, a
U-slot is added to the design to enhance the reflection coefficient of the proposed antenna at the
first resonant frequency, 2.45 GHz, as in Figure 1(b). Another slot is then added in the proposed
design, as in Figure 1(c) to introduce a second resonant frequency at 5.8 GHz. The combination
of these two slots and the circular patch antenna will provide a dual-band antenna. The proposed
antenna is integrated to a 1.9mm thick glass. The geometries of the proposed design are shown in
Figure 2. This design is simulated using Computer Simulation Technology software. Overall size
of the antenna is only 60× 60× 2.075mm3.

3. RESULTS AND DISCUSSIONS

Figure 3(a) and Figure 3(b) show the current distribution at 2.45GHz and 5.8 GHz respectively.
As shown in the figure, at 2.45 GHz, most of the current are distributed at the edge of the U-slot.
Thus, the reflection coefficient of the proposed antenna at 2.45GHz is enhanced by adding the
U-slot. Meanwhile, most of the current distributed at the line slot at 5.8 GHz. It shows that the
introduction of the line slot had produced the second resonant frequency.

Figure 4 shows the reflection coefficient of the proposed antenna with and without slot. The
proposed antenna doesn’t resonates at lower frequency band when there are no slots introduced.
This may happen due to the small size of the circular patch that resonating at higher frequency
band. The proposed antenna shows a resonating frequency at 2.45 GHz when the U-slot is intro-
duced. This has proven that the U-slot has produced the 2.45 GHz. Then, another resonating
frequency at 5.8GHz is produced after the introduction of the line slot. The reflection coefficient
for the proposed antenna at 2.45 GHz and 5.8 GHz are −14.2 dB and −14.4 dB respectively. These
coefficient is acceptable because it is below the standard −10 dB set by the FCC. The bandwidth
at 2.45 GHz is 50 MHz, which is very narrow and it is very good to reduce interference with other
frequency band. However, the bandwidth at 5.8 GHz is slightly broad compared to the bandwidth

(a) (b) (c)

Figure 1: Proposed antenna design with (a) no slot, (b) U-slot, (c) U-slot and line slot.

Figure 2: Geometries of proposed antenna design.
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(a)     (b) 

Figure 3: Surface current distribution at (a) 2.45 GHz, (b) 5.8 GHz.

Figure 4: Simulated reflection coefficient of the proposed slotted antenna.

         

(a) (b) (c) (d)

Figure 5: Simulated radiation pattern at (a) 2.45GHz H-plane, (b) 2.45 GHz E-plane, (c) 5.8 GHz H-plane,
(d) 5.8 GHz E-plane.

at 2.45 GHz, with 350 MHz.
Figure 5 shows the simulated radiation pattern at 2.45 GHz and 5.8 GHz for both E-plane

and H-plane. The proposed antenna has a bi-directional radiation pattern at the first resonating
frequency, with maximum directivity gain of 2.2 dBi. This gain is comparable to other conventional
antenna in [5] and [6] that are using FR-4 substrate. Then. the radiation pattern of this antenna
become more directional and shifted in its radiating direction at the second resonant frequency,
5.8GHz. However, the maximum directivity gain at 5.8GHz is very high, with 6.38 dBi.

4. CONCLUSION

A CPW-fed transparent dual band antenna operating at 2.45GHz and 5.8GHz has been presented.
The main advantage of this proposed antenna is its transparency and its compact size. The antenna
is very thin, that it can be integrated to glass with ease. The antenna also has a good reflection
coefficient at both resonating frequencies. Then, the gain of this proposed transparent antenna is
comparable to the existing non-transparent antenna with a maximum of 2.2 dBi and 6.38 dBi at
2.45GHz and 5.8 GHz respectively. This proposed antenna can be used in WLAN applications,
where the integration with the existing system can be done easily due to its transparency and
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compact size.
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Abstract— Achieving Long Term Evolution (LTE) frequency bands (the second generation
(2G), third generation (3G), and the proposed fourth generation (4G) frequency bands) using a
small-size antenna in a compact device remains a major technical challenge. This paper surveys
the recent literature on two types of Universal Serial Bus USB LTE antennas, the Meander Line
Antenna (MLA) which is one of the alternatives of the small monopole antenna and the Slot
Patch multiband antenna (SPA), which is vital for multiband through slotting patch radiators.
Consequently a new geometrical design of multiband antenna is proposed in this paper. The
proposed antenna design operates at four separate bands: 1.5, 1.8, 1.9, and 2.6 GHz for supporting
LTE wireless device of USB dongle.

1. INTRODUCTION

In designing an antenna for any application, a number of parameters must be considered. For
instance, the antenna casing determines the antenna size, while the antenna operating environment
determines the antenna type; and the antenna applications (or, frequency bands), determine the
antenna performance. Such parameters as the impedance bandwidth, antenna gain, efficiency, and
radiation pattern are used for gauging the antenna performance. Therefore the design of LTE-
USB device antenna has two main challenges; the first one is attaining the required efficiency on a
small size antenna, and the second challenge is achieving the highest number of LTE application
bands in a separate multiband pattern. Accordingly, a considerable amount of research works
have attempted to increase the efficiency of small antennas and to optimize the characteristics of
LTE antennas. This article surveys the recent literature on two types of USB LTE antennas, the
MLA which is one of the alternatives of the small monopole antenna and the SPA, which is vital for
multiband through slotting patch radiators. The main focus is on the key features that are required
in designing LTE antennas. These are multiband features which can be achieved by making slots
over patch antennas and the wider band width; and shrink size features which can be achieved by
meandering the monopole antenna as a MLA [2].

2. MEANDERED LINE ANTENNA (MLA)

All LTE application frequency bands are in the frequency range of 700 MHz ∼ 3.8GHz, whereas
λ/4 monopole is too long to be integrated in a USB device [1]. Decreasing the height (while
maintaining fixed frequency) creates short and straight-wire monopole antenna that has a high
capacity and low radiation resistance which causes increase in voltage standing wave ratio (VSWR),
loss, and consequently a drop in radiation efficiency [1]. Creation of monopole resonant frequency
and matching it to the desired characteristic impedance can be achieved by bending the short
monopole in inverted-L shape. Meandered antenna is a developed configuration or modification
of the inverted L-antenna. Tuning monopole antenna capacitive reactance (or the total feeding
point reactance is equal to zero) can be achieved by meandering the horizontal part of the inverted
L-wire antenna in any geometric configuration [1]. The technique of meandered wire antenna was
initiated as a new design to reduce the size of the existing wire antennas such as log-periodic
dipole arrays antennas and Yagi-Uda [2]. The meander wire antenna proposed in [2] was tested
by changing the main design variables, such as the number of sections per wavelength (N) and
antenna reduction ratio β (where β = l/L, l is the reduced length after meandering and L is
overall length of the wire). It was found that the lower the value of N , the better the antenna
performance. However, the resonant resistance and bandwidth decrease as β decreases. Therefore in
most of the recently published research works, two sections per wavelength (N = 2) were proposed
for print planar meander line antennas designs [3, 4]. Table 1 shows various compact meander
antenna designs and their corresponding frequencies, bandwidths, and antenna size, as reported in
the literature. LTE requires bandwidth of 100 MHz or at least 40 MHz to cover the downlink and
uplink channels. The previously proposed LTE antenna models of meandered line designs were able
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Table 1: Various compact meander antenna designs and their corresponding parameters.

Reference Frequency Bandwidth Antenna size
[6] 710MHz 70 MHz 50× 110/2 mm2

[3] 897 MHz 185 MHz 23.5× 43mm2

[4] 2600MHz 200 MHz 10× 20 mm2

[7] 619 MHz 182 MHz 12× 50 mm2

[8] 2.4GHz 100 MHz 12× 20 mm2

(a) (b)

 

(c) (d)

LTE1 (1.92~1.98-2.1~2.17) 

LTE16 (2.01~2.025-2.58~2.60) 

 

LTE1 (2.11~2.17-1.92~1.98) 

LTE3 (1.8~1.88)-1.71~1.78) 

LTE7 (2.62~2.69-2.5~2.57) 

LTE21 (1.49~1.51-1.44~1.46) 

LTE2 (1.93~1.99-1.85~1.91) 

LTE4 (2.11~2.55-1.71~1.78) 

LTE7 (2.62~2.69-2.5~2.57) 

Figure 1: Simulated multiband slot patch antennas optimized for wider impedance bandwidth through
geometrical designs of: (a) triangle, (b) squire, (c) trapezoid, and (d) hexagonal patch antennas.

to attain enough bandwidth for the required application band. As reported in [5], for instance, a
bandwidth of 200 MHz was achieved at a frequency of 2.6 GHz through a compact size meander
antenna of dimensions 10mm × 20mm. These are 6 and 12 times lower in dimensions, compared
to the operating wavelength.

3. SLOT PATCH ANTENNA

A multiband antenna may be designed by simply making slots over patch antenna. However,
patch antennas suffer from the narrow band width [1]. The band width is usually less than the
required uplink or downlink of one of LTE-FDD application band. Therefore slot patch multiband
antennas operate at few of LTE application frequency bands [9, 10] compared to the LTE wide
band antennas reported in [11, 13]. Figures 1(a)–(d) show the various models (slot triangle, squire,
diamond, trapezoid, hexagonal) of patch antennas have been optimized for increasing the impedance
bandwidth. These types of antennas are able to operate at a few numbers of LTE application
frequency bands. Moreover they can only work as transmitter antennas for the possibility of
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inserting Antenna Tuning Unit (ATU) which can improve the narrow band efficiency [14]. Generally
small multiband antennas efficiency can be improved by using the matching networks. These
networks are usually located between the transmitter and the antenna input. More so, it has been
found that by placing the matching network components on the antenna structure at any specific
points, the best radiation efficiency can be achieved. But, such matching networks must be tuned
for each transmitting frequency band, where it cannot be tuned while the matching network is
mounted on the antenna [14]. Consequently those types of antennas are valid only for transmitter
antenna applications.

4. PROPOSED DESIGN

The proposed antenna is achieved by combining the two characteristics of the separate bands (which
can be achieved by making slots over patch antennas) and the wider band width (which is achieved
by meandering line antennas). The design has both electrical and mechanical features which allow
convenient placement of tuning elements when configured as an electrically small transmitting
antenna. The design is printed on one surface of an FR-4 substrate (relative permittivity εr =
4.7, loss tangent δ = 0.02, thickness T = 1.6 mm), which is mounted above a copper USB size
ground plane. The proposed multiband antenna has been simulated using the CST microwave
studio software. A network analyser was used for measuring the antenna matched frequencies
bands, a good agreement was attained between the simulation and measurement results. The
proposed antenna design matches four distinct bands (1450 ∼ 1510MHz, 1.701 ∼ 1.824MHz,
1.83 ∼ 2.202MHz and 2.49 ∼ 2.775MHz). Furthermore the new antenna design has good radiation
power pattern characteristics.

5. CONCLUSIONS

The most recently published works on the LTE MLA and SPA have been surveyed. All of the sur-
veyed antenna designs were analysed in order to investigate the geometrical concepts for achieving
multiband and, therefore improving the impedance bandwidth. A new electrically small antenna
(ESA) design, based on the geometrical shapes of MLA and SPA, was presented. The proposed
antenna design can successfully function as a multiband antenna and can operate at four separate
frequency bands. The antenna has been simulated by using the CST microwave studio software,
and fabricated. There is good agreement between the simulated and measured results. The an-
tenna is intended for use in the LTE frequency bands of 1.5, 1.8, 1.9, and 2.6 GHz for USB-Dongle
wireless devices.
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Abstract— In this paper, the investigation on the durability of Coplanar Waveguide (CPW)
Koch antenna is presented. Increasing demands in the use of flexible antenna makes the fabric
material being concerned. This antenna is made of fully fabric material. The radiating element
is made of pure copper fabric and patched onto a denim jean substrate with relative permittivity,
εr ≈ 2.3. The antenna is measured on the conditions of crumpled, ironed, wetted, washed, and
dried for durability investigation. It produces very well performance results for all conditions
except after it is washed. In washed condition, the return loss value decreases to −7.83 dB. It is
due to the high water content in the substrate which is influencing the originality of the substrate’s
permittivity value. Thus, it leads to the decreases of antenna’s performance. However, the return
loss value is still accepted for the fabric based antenna in wideband applications. Therefore, the
durability of the antenna to maintain its wideband frequency characteristic in various conditions
makes it has high potential to be implemented into microwave imaging application.

1. INTRODUCTION

Antenna is the main part in microwave imaging system. Recent studies are trying to apply an
antenna for microwave imaging due to the cost of using well known devices such as Computed
Tomography (CT) and Magnetic Resonance Imaging (MRI) are very expensive. Therefore, it will
limit the devices to be used frequently which cause delay in diagnose purpose [1].

Several numbers of antennas have been proposed for microwave imaging purpose [2–6]. Vi-
valdi [2] and triangular shape [3] antenna are proposed for brain cancer detection while ‘Dark
Eyes’ [4], compact ultra wideband [5] and rectangular ring microstrip antenna [6] are proposed for
breast tumor detection. However, all those proposed antennas are based on either microstrip or
metal materials which cannot be flexed or bent towards the human body shape. Therefore, a fabric
material is seen to be the best substrate for flexibility and bending requirement. In addition, it is
easy to integrate with clothes, lightweight, and compact which increases demand on its usage.

An important antenna characteristic for microwave imaging application is the wideband fre-
quency. Therefore, pulse excitation can be generated and higher resolution will be produced. A
simple wideband antenna in [7] posses 3400 MHz bandwidth (1270–4670MHz). The antenna is
developed on FR-4 microstrip substrate which is not flexible and cannot be bent. Therefore, a
fabric based antenna is inspired.

In the other hand, fabric antenna should be robust and durable to promise it can be used
frequently and long lasting for years. Therefore, an antenna using robust and durable fabric is
considered in this research. Nevertheless, the condition of antenna during crumpled, ironed, wetted,
washed, and dried is investigated. The experimental results are then discussed in the following part.

2. THE GEOMETRY OF THE ANTENNA

The geometry of the CPW Koch antenna is given in Figure 1. This fully fabric antenna is fabricated
on a robust denim jean substrate with relative permittivity, εr ≈ 2.3 and thickness, h = 0.7mm
while its radiating element is made of pure copper polyester taffeta fabric. The fabrication process
is using simple cutting and sewing by hand technique. The prototype of the fabricated fabric Koch
antenna is shown in Figure 2. The antenna is fed using microstrip line with feeder gap, g = 0.5 mm.
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Figure 1: Geometry of fabric Koch antenna. Figure 2: Prototype of fabric Koch antenna.

The durability of the antenna is first examined on crumpled condition. The antenna is crumpled
and folded for resulting crinkly lines on the radiating element. The crumpled antenna is then ironed
to make it evenly similar to the original. For the wet condition, the antenna is wiped using wet
tissues for several times. Different to wash condition, the antenna is washed and rinsed under
running tap water. Lastly, the antenna is dried under the sun to dry.

3. RESULTS AND DISCUSSIONS

The antenna is observed on its upper and lower frequencies for bandwidth determination. Figure 3
shows the simulation and measurement result of S11. Based on the figure, measured fabric an-
tenna has wider operating frequency from 1.2–8.2 GHz which consumes 6GHz or 149% impedance
bandwidth. This width of 6 GHz is 2.6 GHz bandwidth greater than antenna in [7].
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Figure 3: Return loss of the fabric Koch antenna.

The measured result of crumpled and ironed effect is presented in Figure 4. Although the antenna
circumstance has changed, it still gives good results, even better than the original condition. During
crumpled, it covers 1.16–8.29GHz while after ironed, it covers 1.02–7.91 GHz. The bandwidths are
improved for 151% and 154% respectively. These promises the antenna can be used even in crumpled
condition. However, the performance becomes better while the antenna is ironed.

Other condition is during the antenna is wetted using wet tissues. Referring to Figure 5, wetted
antenna covers wider frequency range from 1.17–9.91GHz except 1.83–1.93 GHz and 2.07–2.12 GHz.
It shows that the antenna still performs well even though in the wet condition. After it is washed,
the performance is still good. It can operate from 1.12GHz to more than 10 GHz. However, at
the middle frequency range, the reflection coefficient decreases to −7.83 dB. Even if the reflection
coefficient is decreases at the mid frequency, the return loss value of fabric antenna is still acceptable
for most cases [8]. The return loss decrement is due to the high water content in the antenna
substrate. It will change the original permittivity of the substrate and consequently decreasing the
performance of the antenna.
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The final process is to dry the antenna under the sun. Once again the antenna shows a good
performance from 1.17 GHz to more than 10 GHz as shown in Figure 5. There are certain values
between 1.45–2.12 GHz that the return loss changes and decreases to −9.34 dB. However, it still
accepted for fabric antenna operations.
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Figure 4: Measured return loss of crumpled and
ironed antenna.
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Figure 5: Measured return loss of wetted, washed,
and dried antenna.

Table 1: Radiation pattern of the fabric Koch antenna.

Frequency 

(GHz) 
3D E-plane ( φ=0) H-Plane ( θ=0) 
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According to measurement results of the fabric CPW Koch antenna, it shows a good agreement
between simulation and measurement result is obtained. Nevertheless, measurement result is better
than the simulation. This happened due to imperfection in fabrication process which is done using
hand-sewn instead of sewing machine. Therefore, there is an air trapped between substrate and
the radiating elements (patch and ground) which lead to widen the bandwidth [9]. As a result, the
proposed antenna provides a wider bandwidth in measurement compared to simulation.

The E-plane and H-plane radiation of the fabric Koch antenna is provided in Table 1. It pro-
duces bidirectional radiation pattern with multiple changes at different frequencies. The antenna’s
gain is also changes in range 3.69 dB to 5.893 dB from frequency 2 GHz to 6GHz respectively.
Nonetheless, the antenna also provides 59% to 91.2% efficiency within the operating bandwidth
which can be used in many applications especially for microwave imaging.

4. CONCLUSION

There are several numbers of antennas proposed for microwave imaging. However, the flexibility
and bending factor limits the implementation of microstrip antenna towards the multiple shape
and size of human body. Therefore, the fabric based antenna is seen as the most suitable substrate
for the flexible and bending purpose for microwave imaging. The antenna is investigated on its
durability for long lasting usage. The condition of crumpled, ironed, wetted, and dried shows a
good measurement results are obtained.
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Abstract— This paper presents P-shaped monopole antenna for WBAN application for 3.1 to
5.1GHz frequency band. The design and simulation of proposed antenna for WBAN applications
in the free space and close proximity of body surface has been done using CST Microwave Studio.
The proposed antenna was designed on the FR4 substrate with dielectric constant, εr of 4.4 and
thickness of 1.6mm. The final optimized design is 32 × 28mm2. The antenna is suitable to be
deployed for WBAN application.

1. INTRODUCTION

We are driven by communication systems in the future through the concept of being connected
anywhere at any time. An essential part of this concept is an approach that focuses on the user
in the services that are available continuously and provide systems re-configurable, modesty and
the correct guidance of the human mind. A wireless body area network that focuses on networks
consisting of the number of nodes, and units put on the human body or in the vicinity such as
everyday clothing [1].

UWB technology full bandwidth covers from 3.1 to 10.6 GHz for UWB communication appli-
cations by the Federal Communication Commission (FCC) in 2002 [2], but the full bandwidth is
inefficient system, so UWB system divided to the lower band at (3.1–5.1 GHz) and higher band at
6–10.6GHz for more efficient system [3].

The antenna is an essential element of WBAN applications for off-body, in-body and on-body
communication system [4]. The antenna designed must be considered a small size for human body
application. In addition, The antenna designed must be a consideration three layers of body tissues
(skin, fat and muscle) with relative permittivity and different thickness [5].

This paper presents a P-shaped monopole antenna for WBAN application for the lower frequency
band from 3.1 to 5.1GHz of the UWB band. The simulation results of the P-shaped monopole
antenna in free space and close proximity to body tissues has been presented taken into consideration
of different dimensions of the antenna and the human body tissues.

2. ANTENNA DESIGN

The P-shape monopole antenna is designed to be operated from 3.1GHz to 5.1 GHz frequency
band. The antenna is printed on the FR4 substrate with dielectric constant of 4.4, loss tangent of
0.02 a thickness of 1.6mm. The optimized dimension of the propose antenna is 32× 28× 1.6mm3.
The geometry and dimension of proposed P-shaped monopole antenna is shown in Figure 1.

 

(a) (b)

Figure 1: Geometry of the proposed P-shaped monopole antenna. (a) Front view. (b) Back view.
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3. RESULTS AND DISCUSSION

The P-shaped monopole antenna is simulated in the free space and with the presence of numerical
human body phantom. Figure 2 shows a comparison of VSWR of the proposed antenna in free
space and close to the human body. It can be seen that, the P-shaped monopole antenna has
achieved VSWR < 2 in the frequency range of 3.0 to 5.6GHz in the free space and close to human
body tissues. The distance between antenna and body surface is represented by d. In this analysis,
the P-shaped antenna is placed very close to the body (d = 2 mm). The VSWR shown in Figure 2
is for d is about 2 mm. It can be concluded that the antenna VSWR or return loss is more stable
although the distance is very much closer as long as the antenna is not directly touched with the
human body.

In this work, three layers of human body tissues are consist of muscle, fat and skin. The human
body dimensions are about 100× 100× 36mm3, in which the thickness of skin is 1 mm, fat is 5mm
and muscle is 30mm.

This human body effect on the performances of P-shape monopole antenna in term of gain and
SAR are tabulated in Table 1. It can be seen that the gain of the antenna when it is proximity
to the body is degraded as expected when compared with the gain in free space. In addition, the

Figure 2: Comparison of VSWR of the antenna in the free space and close to human body.

(a) (b)

 
(c) (d)
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(e) (f)

Figure 3: The radiation pattern of the P-shape antenna. (a) H-plane pattern at 3.1GHz. (b) H-plane
pattern at 4.1 GHz. (c) H-plane pattern at 5.1 GHz. (d) E-plane pattern at 3.1 GHz. (e) E-plane pattern
at 4.1 GHz. (c) E-plane pattern at 5.1 GHz.

Table 1: Comparison of gain and SAR of the antenna in the free space and close to human body.

Frequency 3.1GHz 4.1GHz 5.1GHz
In the free space Gain 2.4 3 2.4

In close body tissue
Gain 0.7 0.9 1.1

SAR (10 g) 17.3W/kg 18W/kg 19.92W/kg

numerical SAR value (reference is 1 W) can be seen increased from lower frequency (3.1 GHz) to
higher frequency (5.1 GHz). If the reference power of 1 mW is used, the SAR values will be in the
limit of allowable SAR.

Figure 3 shows that the E- and H-plane patterns in 3.1, 4.1 and 5.1 GHz of the proposed antenna
in the free space and close to human body tissues at d = 2mm. It can be seen that the E-plane
and H-plane radiation pattern is affected when the antenna placed close to the body.

4. CONCLUSIONS

In this paper P-shaped monopole antenna has been presented investigating the VSWR, gain, radi-
ation patterns and SAR in the free space and close proximity to the human body. The proposed
antenna provided an impedance bandwidth VSWR <2 from 3.1 to 5.1 GHz. The VSWR was not
affected by the proposed antenna in free space and when placed near the body at different dis-
tances from the body surface. In addition, SAR effect is increased when the antenna placed near
the body surface and with increasing frequency. The SAR of the proposed antenna are 17.3, 18 and
19.92W/kg at 3.1, 4.1 and 5.1 GHz respectively. The simulated gain obtained were 0.7, 0.9 and 1.1
to 3.1 GHz, 4.1GHz and 5.1 GHz respectively. The value of gain was reduced when the proposed
antenna is placed close to the body.
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Can There Be WDM Solitons in Fibers?
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Abstract— The existence of solitons on single wavelength beam in fiber is a marvel of nature.
For a pulse propagating on a single wavelength beam in a fiber, it is amazing that the linear
dispersive effect of pulse broadening can be cancelled exactly by the non-linear self-phase modu-
lating effect of pulse compression such that the pulse will not degrade as it propagates along the
fiber. This pulse is called a soliton. This delicately balanced condition can easily be perturbed
or destroyed, when there are co-propagating pulses on different wavelength beams, called wave-
length division multiplexed (WDM) beams, in this fiber. This degradation is due to the presence
of the non-linear cross-phase modulation effect which can act on co-propagating pulses on WDM
beams. Can nature provide another condition under which pulses on WDM beams can be formed
into WDM solitons? This paper will address this problem.

1. INTRODUCTION

The discovery in 1973 that an optical soliton [1, 2] on a single wavelength beam can exist in a fiber
is one of the most significant events since the introduction of low-loss optical fiber communication.
This means that, in principle, data pulses may be transmitted in a fiber without degradation for
long distances. This soliton discovery sets the ultimate goal in information carrying capacity for
optical fiber communication on a single wavelength beam. The existence of solitons is made possible
by adjusting the delicate balance between the dispersion effect and the non-linear effect such that
a specially shaped optical pulse can propagate in the fiber without degradation. Further increase
in information carrying capacity can be achieved if solitons on wavelength division multiplexed
(WDM) beams in a single mode fiber can be formed. However, due to the presence of complex non-
linear cross-phase modulation interaction (CPM or XPM or Kerr effect) between co-propagating
pulses on different wavelength beams, the delicate balance achieved for single wavelength solitons
can be perturbed, and it is not certain that WDM solitons can exist. This paper will examine the
possibility of forming WDM solitons, which was proposed earlier [3, 4]. Added here are examples
of how WDM solitons may be used to transmit information.

2. BIT PARALLEL WDM SOLITONS

In a wavelength division multiplexed (WDM) system, the cross-phase modulation (CPM or XPM)
effects caused by the nonlinearity of the optical fiber are unavoidable [5]. These CPM effects occur
when two or more optical beams co-propagate simultaneously and affect each other through the
intensity dependence of the refractive index. This CPM phenomenon can be used to produce an
interesting pulse shepherding effect [6]. It may be utilized to align the arrival time of pulses that
are otherwise misaligned, to produce a highly compressed pulse on a different wavelength beam [7],
or to generate time-aligned pulses in the picoseconds range of WDM beams [8].

The traditional way of transmitting solitons on WDM beams in a single-mode fiber is to make
sure that soliton pulses on each WDM beam do not overlap with those on the other WDM beams.
If overlapping occurs, rapid walk-off is designed in the system so that the overlapping time is kept
at a minimum. So, basically this type of soliton propagation on WDM beams is not much different
from the soliton propagation on a single beam case except new deleterious effects to destroy the
integrity of a soliton are added due to the overlapping and walk-off interaction problem. Therefore
the CPM effect due to the presence of neighboring WDM beams is considered to be undesirable.

On the contrary, investigations presented in References [5–7] show that the CPM effect may be
used to gain constructive new approaches to solve problems of importance. The case-in-point is the
discovery of bit parallel WDM solitons. Inspection of previous work on CPM effect [6–8] shows that
it tends to provide certain adhesion among co-propagating overlapping pulses even in the presence
of walk-off. This stabilizing effect increases the tendency for co-propagating overlapping pulses to
stay together. It was under this influence that the bit-parallel WDM solitons were found.

Let us start with an idealized fiber which is lossless (i.e., αi = 0 for all beams) and which possesses
uniform group-velocity dispersion (GVD), i.e., υgi = υg for all beams, within the wavelength range
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under investigation. The equations governing the propagation characteristics of signal pulses are

−j
∂ui

∂ξ
=−1

2
∂2ui

∂τ2
− LD

LNL


|ui|2+2

I∑

m6=i

|um|2

ui (i=1, 2, 3, . . . , I) , I =number of WDM beams. (1)

In Eq. (1), τ = (t − z/υg)/T0, ξ = z/LD, LD = T 2
0 / |β2| , LNL = 1/ (γP0), β2 is the dispersion

coefficient = dυ−1
g /dω, υg is the group velocity, and γ is the non-linear index coefficient. T0 and

P0 are, respectively, the initial pulse width and the peak power of the initial pulse, ui is the field
envelope of the propagating pulse on the ith beam.

The anomalous GVD case in which sgn(β2i) = −1 is considered [3, 4]. It is seen from the
above equation that the summation term representing the cross phase modulation effect is twice
as effective as the self-phase modulation (SPM) effect for the same intensity. This observation
also provides the idea that cross phase modulation may be used in conjunction with self-phase
modulation on the WDM pulses to counteract the GVD effect, thus producing WDM solitons.
Comparing the non-linear term for a single beam with that for the co-propagating multiple WDM
beams in Eq. (1) shows that if we choose the correct amplitudes for the initial pulses on WDM
beams and retain the hyperbolic secant pulse form, it may be possible to construct a set of initial
pulses which will propagate in the same manner as the single soliton pulse case, i.e., undistorted
and without change in shape for arbitrarily long distances. Let us choose the initial pulses as
follows [3, 4],

ui(0, τ) = [1 + 2(I − 1)]−1/2 sech(τ) (i = 1, 2, 3, . . . , I) (2)

where I is the number of WDM beams.
Using these initial pulse forms numerical simulation was carried out to solve Eq. (1). The split-

step Fourier method was used [9–12]. The fiber parameters used for the simulation are L, length of
fiber equal to 1000 km; β2, dispersion coefficient, equal to −2 ps2/km; nonlinear index coefficient,
γ, equal to 20 W−1km−1; T0, pulse width, equal to 10 ps; LD = 50 km; and LNL = 50 km. Four
cases with I = 1, 2, 3, 4 were treated. The I = 1 case corresponds to the well-known single soliton
case; here, the amplitude for the fundamental soliton is 1. For the two-beam case, the amplitude
is 3−1/2 = 0.57735. For the three-beam case it is 5−1/2 = 0.4472136. For the four-beam case,
it is 7−1/2 = 0.37796447. It is noted that the amplitude of the fundamental solitons on WDM
multibeams becomes successively smaller as the number of beams is increased. This is because the
non-linear effect becomes more pronounced when more beams are present. Numerical simulation
shows that after propagating 1000 km through this fiber the original pulse shape for all these WDM
pulses remains unchanged. It thus appears that the initial forms chosen for the pulses on WDM
beams are the correct soliton forms for WDM beams.

An example on how bit-parallel WDM (BP-WDM) solitons may carry digital data streams on 4
WDM beams is demonstrated in Fig. 1. It shows how a bit-parallel word may be transmitted by this
scheme. The key to form BP-WDM solitons is to set the magnitude of each bit to a predetermined
value for a bit parallel word based on the number of bits used to represent this word. Another
example on the comparison between single-wavelength soliton with solitons on BP-WDM beams
on a single mode fiber is hown in Fig. 2.

Figure 1: An example of Bit-parallel WD5M solitons in their information transmission.
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Figure 2: Comparison between single-wavelength solitons with solitons on bit-parallel wavelength division
multiplexed beams on a single mode fiber.

Preliminary results have shown that if the relative walk-off is kept below a certain value, all co-
propagating pulses tend to stay together and co-propagate at an average group velocity. The shapes
of these pulses may also be altered somewhat, but the information carrying ability is maintained.
This means the BP-WDM solitons are quite robust [13]. Furthermore, because of the cohesive
affects, due to CPM and pulse shepherding, some of the deleterious effects (such as Raman effect,
the third order dispersion effect, and self-steepening effect) that may be present for the case of
soliton propagation on a single beam may be diminished.

The existence of optical solitons on wavelength division multiplexed beams in a fiber is not only of
fundamental interest but also has enormous implications in the field of optical fiber communications.
It is conceivable that multiple terabits of information can be sent through a single fiber in the bit-
parallel wavelength division multiplexed format without degradation.
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Abstract— Two types of bidirectional fiber amplifier are proposed and experimentally demon-
strated, including EDFA and hybrid fiber amplifier in C + L band. A single-wavelength pump
source is used to pump both the C band and L band fiber amplifiers. Using different pump-
ing power and wavelength the average gains are about 10.72 dB for the hybrid fiber amplifiers
and 15.4 dB for the EDFA, respectively, with a launched wavelength tunable signal power of
−10 dBm. The average noise figures areabout 5.17 dB and 5.1 dB for the C band and L band
EDFA, respectively.

1. INTRODUCTION

The rapid growth of data traffic in optical communications and optical networks demands extensive
research into wideband optical amplifiers as the roles they play have become increasingly important.
Both L and Erbium-doped fiber amplifier (EDFA) and Raman fiber amplifier operating in C + L
band wavelength-division-multiplexing (WDM) systems are now a mature technology. So far, there
are many methods to amplify the C + L band signals such as EDFA, Raman fiber amplifier
(RFA) and semiconductor optical amplifier (SOA). For the C band, EDFA is a mature and widely
used technology, owning to its higher gain and lower noise figure (NF) than other methods. RFA
is a convenient method to amplify various wavebands, and it has even lower NF than that of
EDFA [1]. We have studied theoretically both serial-type scheme and parallel-type hybrid amplifier
scheme [2, 3]. Both dispersion compensation and power equalization are realized by adjusting
the fiber Bragg grating (FBG) reflectivity and the pumping ratio. In addition, compared to the
unidirectional EDFA, bidirectional EDFAs can not only reduce the complexity of the optical system,
but also reduce the cost of transmission optical fiber. In this paper, we proposed and experimentally
demonstrated two kinds of bidirectional fiber amplifiers. The amplification range covers both the
C band and L band signals. We use a single wavelength pump laser diode for both the C band and
L band. Moreover, we employ concept of residual pumping power reuse to optimize both the gain
efficiency of C + L band signals.

Figure 1: Pump-sharing to C-band EDFA and L-band RFA concept.
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Figure 2: (a) Amplification mechanism of EDF [4], (b) distribution of pump power.

EDFOC1

OC2

1

2 3

1

23

Pump LD

Pump 

Reflector

WDM

WDMWDM

C-Band

L-Band

C-Band

L-Band

DCF

OC 1

OC2

1

2 3

1

23

Pump 

Reflector
WDM

WDM

C-Band

L-Band

C-Band

L-Band

RC

EDF

DCF

Pump LD

(a) (b)

Figure 3: (a) The proposed C + L band hybrid amplifiers using a single-wavelength pump laser source, and
(b) the proposed C + L band Erbium doped fiber amplifiers using a single-wavelength pump laser source.

2. THEORY

2.1. Raman

The Raman shift concept is illustrated in Fig. 1. For a pump source at 1495 nm for example, the
corresponding gain peak can be described using the following equation [5]:

∆λ = −λ
∆f

f
= −λ2 ∆f

c
= 94.9 nm (1)

where ∆f = −13THz and ∆λ = 94.9 nm are the total amount of detuning with respect to the
pump frequency and wavelength, respectively. The maximum gain occurs at 1589.5 nm in the L-
band region. The C-band EDFA can also use the same 1495 nm pump laser diode (LD). The gain
is only a little smaller than that using 1480 nm.

2.2. EDFA

The amplified concept of EDFA using single wavelength pump LD in C + L band is illustrated in
Fig. 2(a). First, the pump LD injected into the front-ends of EDF, the population inversion enables
the EDF to absorb pump light and generate C band amplified spontaneous emission (ASE). After
the pump light running out, C-band amplified spontaneous emission is absorbed by the rear end
EDF again and generates L band ASE. Therefore, the length of EDF is key factor on generating L
band ASE.

2.3. Pump Sharing

We use concept of pump sharing for gain equalization and saving cost. Fig. 2(b) depicts the pump
sharing concept. We provide the X% and Y % of pump power for the C band and L bandfiber
amplifier, respectively. (X + Y = 100%). we divide pump power by an optical ratio coupler (RC)
and a pump reflector, respectively.
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3. EXPERIMENTAL SETUP

3.1. Hybrid Fiber Amplifiers

Figure 3(a) shows the proposed bidirectional hybrid, C + L-band EDFA/RFA for WDM appli-
cations. The C-band EDFA is for the downstream signal amplification. In this case, the length
and absorption coefficient of EDF are 3 m, 12.4 dB/m@979 nm and 18.79 dB/m@1531 nm, respec-
tively. The L-band RFA for the upstream signal amplification consists of a dispersion compensat-
ing fiber (DCF). Here, the fiber loss, dispersion and dispersion slope for the DCF are 0.4 dB/km,
−95 ps/nm/km and −0.62 ps/nm2/km, respectively. The residual pump power was then routed to
the C-band erbium-doped fiber (EDF) via a pair of WDM couplers. Since the residual pump power
may still be too much for the EDFA, a ratio pump reflector was placed between the WDM pair to
reflect part of the residual pump back to the L-band RFA for further pumping. The left hand side
optical circulator (OC) is used to add the C-band signals to the EDFA as well as receive the L-band
signals from the RFA. The right hand side OC is used to add the L-band signals to the RFA as
well as receive the C-band signals from the EDFA. The signals for both bands have unidirectional
paths thank to the inter-port isolation of the OCs. Note that the DCF plays a dual role as both
the gain medium and dispersion compensator for the RFA.

3.2. EDFA

Figure 3(b) depicts the proposed bidirectional C + L band EDFAs for WDM application. The C
band EDFA is for the downstream signal amplification at the upper path, and the L band EDFA
is for the upstream signal amplified at the lower path. The C-band EDFA consists of a wavelength
division multiplexer (WDM), EDF parameters are identical to the case in Fig. 3(a). The residual
pumping power can be re-absorbed and reused by the EDF1 after it loops back to the EDF1 by the
FBG-based pump reflector. The L-band EDFA is constructed by a WDM and 10 m-long EDF. The
absorption coefficient of EDF2 (RightWaveTM EDF LRL Reduced Length) is 10 dB/m@1480 nm
and 33.5 dB/m@1530 nm. The pump power of 200mW was used only one pump LD. We assign
60mW of pumping power to C-band EDFA. The residual pumping power can be reabsorbed by
C-band EDFA again.

(a) (b)

(c) (d)

Figure 4: Measured gain and NF profiles using a tunable laser source, respectively, for (a) C-band EDFA
gain, (b) L-band RFA gain, (c) C-band EDFA NF, (d) L-band RFA NF.
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(a) (b)

(c) (d)

Figure 5: Measured gain and NF profiles using a tunable laser source, respectively, for (a) C-band EDFA
gain, (b) L-band EDFA gain, (c) C-band EDFA NF, (d) L-band EDFA NF.

4. RESULTS AND DISCUSSION

Three input power conditions of −20/−15/−10 dBm were set for each channel into the C + L
band fiber amplifier. Seven WDM channels were measured step by step, in 5 nm spacing, from
1530–1560 nm for the C-band signals. Similarly, seven WDM channels were measured step by step,
in 5 nm spacing from 1570–1610 nm for the L-band signals.
4.1. Hybrid Fiber Amplifier
Figures 4(a) and 4(b) show the gain profiles of the EDFA and RFA, respectively, for different
launched power (Pin) levels. The average gains are 11.35 dB for the C-band EDFA and 10.08 dB
for the longer band of L-band RFA, respectively, for −10 dBm launched power for each channel.
The power variation between C- and L-bands could be further smaller if the pump reflector have
precisely controlled at 43% in reflectance. Figs. 4(c) and Fig. 4(d) show the NF characteristics
of the EDFA and RFA, respectively, for different launched power levels (Pin). The average NF is
6.13 dB for the C-band EDFA and 4.20 dB for the L-band RFA, respectively.
4.2. EDFA
Figures 5(a) and (b) show the gain profiles of the C-band and L band EDFAs, respectively, for
different launched powers (Pin). For −10 dBm launched power, the average gains are 15.25 dB
for the C band EDFA and 15.54 dB for the L band EDFA, respectively. Figs. 5(c) and (d) show
the noise figure (NF) characteristics of the C band and L band EDFAs, respectively, for different
launched power levels (Pin). The average NFs are 5.11 dB for the C band EDFA and 5.08 dB for
the L band EDFA, respectively.

5. CONCLUSION

Two C + L band amplifiers, either hybrid EDFA/RFA or EDFA were experimentally investigated
and demonstrated. A single-wavelength pump source was shared between the C-band and L-band
fiber amplifier. Gain equalization between these two bands can be further improved by adjusting
the pump reflector reflectivity. In hybrid EDFA/RFA. Using 550 mW pump power at 1495 nm and
a launched signal power of −10 dBm, the average gains were 11.35 dB for the EDFA and 10.08 dB
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for the RFA, respectively. The average NFs were 6.13 dB for the EDFA and 4.20 dB for the RFA,
respectively. In C + L band EDFA, with −10 dBm signal power, the average gains were 15.25 dB
for the C-band EDFA and 15.54 dB for the L-band EDFA. The average NFs were 5.11 dB for the
C-band EDFA and 5.08 dB for the L-band EDFA, respectively.
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Abstract— We report a single-frequency fiber laser using a saturable absorber Incorporated
subring cavity as mode filters. The linear-cavity based fiber laser is constructed using an optical
circulator and a partial reflectance fiber Bragg grating as the cavity ends. At 1550.82 nm, the
laser output is 6.25 dBm and the signal-to-noise-ratio is 53.2 dB and with linewidth less than
1MHz in stable operation. The pumping efficiency is 10% improved by recycling the residual
pump power to gain medium.

1. INTRODUCTION

Single frequency lasers have attracted much research interest because of their potential applications
in long-haul and/or high-speed optical communications [1, 2]. Up to now, various techniques have
been investigate to obtain a stable single frequency operation, such as using fiber Bragg gratings
(FBGs), the Fabry-Pérot etalon, saturable-absorber filter inside the cavity, passive multiple-ring
cavities, integrating two cascaded FFP filters, using an un-pumped erbium doped fiber (EDF) as a
narrow bandwidth auto tracking filter for fiber ring lasers and so on [3–5]. Some high output power
fiber lasers have also been demonstrated [6, 7]. For short length fiber lasers, low-pump absorption
typically limits the output power for single-frequency EDF lasers. Linear cavity fiber laser requires
fewer intracavity components and connecting fiber than that of a unidirectional ring-cavity fiber
laser. This makes it more attractive. However, the requirement for several to ten meters of cavity
length is still unavoidable. Several linear-cavity fiber laser issues were studied such as mode-locked
laser or multiple wavelength laser [8, 9]. However, single frequency operation in a linear-cavity fiber
laser is seldom addressed when compares to ring-cavity fiber lasers. In this paper, we experimentally
demonstrate, for the first time to our knowledge, the linear cavity fiber laser by incorporating a piece
of un-pumped EDF as the saturable absorber and a subring cavity as mode filter. Experimental
results are given for fiber laser characteristics and wavelength stability.

2. LINEAR-CAVITY FIBER LASER SCHEME

The original diagram of fiber laser cavity shown in Fig. 1(a) consists of an OC, a FBG, a segment of
erbium doped fiber (EDF) as the gain medium. The gain medium EDF is 3 m in length which has
absorption of 18.79 dB/m at 1531 nm. The Er3+ ion density, fiber diameter, numerical aperture and
meta-stable lifetime are 5.0 × 1024 (1/m3), 125µm, 0.22 and 10 ms respectively. A 1480/1550 nm
wavelength division multiplexing (WDM) coupler and a 1480 nm pumping source in backward
pumping scheme is used to recycling the residaul pumping power. At the cavity end, the OC has
low inter-port insertion of 0.5 dB for the lasing signal and 80% reflectance for the pumping source.
Fig. 1(b) shows the proposed single frequency operation by adding one subring cavity and a piece
of un-pumped EDF as saturable absorber.The Er3+ ion density, fiber diameter, numerical aperture
and meta-stable lifetime are 5.0 × 1024 (1/m3+), 125µm, 0.22 and 10ms, respectively. And the
fiber loss is 6.24 dB/m at 1530 nm.

In experiment, the residual pumping power can travel back to the gain medium to increase
the pumping efficiency up to 10%. A C-band FBG has 3 dB bandwidth of 0.2 nm (25GHz) and
40% transmission for lasing serves as a mode-restricting element to restrict the possible noise. The
narrow band FBG thus provide enough discrimination to prevent one polarization state from lasing
and keep the laser output at a linearly polarized state. However, the fiber laser can be tuned over
the gain bandwidth of the EDF, from 1530 to 1565 nm, using a tunable FBG as either mechanism
in our research described previously [10, 11]. To analyze the laser characteristics, Fig. 2(a) shows
lasing power stability of < 0.09 dB and wavelength variation of < 0.03 nm are observed in 30 minutes
interval. Fig. 2(b) shows laser power and optical signal-to-noise ratio (SNR) versus various lengths
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Figure 1: (a) The OC-based linear-cavity fiber laser and (b) the proposed linear-cavity fiber laser including
a subring cavity incorporated a piece of absorber.
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Figure 2: (a) Lasing power stability and wavelength variation in 30 minutes observation, (b) lasing power and
optical signal-to-noise ratio (SNR) against various lengths of saturable absorber, and 2(c) lasing wavelength
at 1550.82 nm using 2 m saturable absorber.

(namely, 0.0, 0.5, 1.0, 1.5 and 2.0 m) of unpumped saturable absorber. Both of them are decreased
in dB but values are still in acceptable range even the saturable absorber length is increased up
to 2 m. Fig. 2(c) shows the emission spectrum of the fiber laser at 1550.82 nm using 2 m saturable
absorber. The SNR is determined by the amplified spontaneous emission (ASE) and is larger than
53.2 dB and its output power is 6.25 dBm.

3. SINGLE-FREQUENCY OPERATION

The single frequency operation is verified using a subring cavity integrated saturable pump absorber.
Consider the effect of subring cavity, the round-trip cavity length of the main cavity and subring
cavity are 36m and 2 m, corresponding to 5.5 MHz and 102.1 MHz of free spectra range (FSR),
respectively. The laser mode oscillates only at a frequency that satisfies the resonant conditions of all
cavities [2]. One polarization controller (PC) inside the linear cavity is used to align the polarization
state of lasing signal for optimization. According to the Vernier effect for mode suppression, the
effective FSR becomes the least common multiple number of all FSR’s. Considering the effect of
saturable absorber, spatial-hole burning effect is generated which leads to slight refractive index
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Figure 3: Measured frequency spectra for the proposed fiber laser, (a) without subring cavity or absorber,
(b) with subring cavity only, and (c) with both subring cavity and absorber, respectively.

change in the absorber, and a weak Bragg grating with very narrow reflection bandwidth is thus
generated. Tests were first carried out for Fig. 3(a) without an un-pumped EDF as the saturable
absorber nor subring cavity, (b) with subring cavity only to reduce most of the modes numbers and
(c) with both subring cavity and 2 m saturable absorber, respectively. The laser can successfully
suppress multimode operation and obtain a narrow line width of 967 kHz. The single-frequency
operation is realized using this EDF saturable absorber. Compares the optical SNR of Figs. 3(a)
and (c), its value is reduced from 57.6 dB to 53.2 dB and the signal power is 3.59 dB decreased
after using subring cavity integrated saturable absorber. These experimental results reveal another
interesting feature that as the threshold values increase with length of the saturable absorber but
the slope efficiency remains constant around 10%. The slope efficiency may further improved if the
mode-mismatch between fibers and fusion splice losses are reduced.

4. CONCLUSION

A single frequency linear-cavity OC-based fiber laser has been demonstrated using a subring cavity
integrated a saturable absorber. The pumping efficiency is improved up to 10% by recycling the
residual pump power to the gain medium using the OC. Experimental results show this fiber laser
has high optical SNR of 53.2 dB and narrow line width of less than 1MHz. Beside the power
and wavelength are stable, the fiber laser is compact, easily to construct and cost-effective. With
these merits as mentioned above, the proposed linear cavity fiber laser has a number of potential
applications in long-haul and high-speed optical communications.
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Generation of Terahertz, Microwave, Radio Waves from a
Laser-excited Wire Antenna
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Abstract— We report a laser-excited wire antenna (LEWA) generating radiation covering
a spectrum from radio to THz frequencies. When the wire was irradiated by a mode-locked
Ti:sapphire laser with a 160-fs pulse width, focused to 280 GW/cm2 intensity on the wire, we
detected the THz radiation with a 3-THz bandwidth, reaching the detection limit of our electro-
optic sampling system. The amplitude of the detected THz signal was comparable to that
generated from a ZnTe emitter under the same experimental condition. The microwave LEWA
was driven by a Nd:YAG laser amplifier producing 40-mJ pulse energy in a 460-ps pulse width.
We installed the LEWA in front of an S-band metal waveguide, which functions as a spectral
filter to pass and reject the radiation above and below the cutoff frequency of 2.08GHz for
the dominant TE10 waveguide mode. By using a ring antenna, we measured 1.7 and 2.6 GHz
microwave signal before and after the waveguide, respectively. In a separate experiment, the radio
wave was further produced from a LEWA with its laser-excited tip biased at an anode voltage
+500V. When irradiated by a laser pulse with 42mJ energy in a 7 ns pulse width, the LEWA
generated radiation power 3–4 orders of magnitude higher than that from a direct laser-excited
antenna without the biased voltage. The radiation power scales with the square of the laser
induced photocurrent between the antenna tip and the anode (800 A in our case). With a higher
biased anode field and shorter-wavelength excitation laser, this antenna has a potential to reach
MW-GW radiation power in the microwave or even in the millimeter-wave spectrum.

1. INTRODUCTION

There are many methods to generate a THz radiation pulse. One of the methods is to irradiate a
voltage-biased photoconductive switch with an ultrafast laser pulse to create a transient radiation
current [1]. In this scheme, the carrier recombination time of the photoconductive material limits
the radiation bandwidth. Optical rectification (OR) which is induced by the incidence of ultra-fast
laser pulse in a nonlinear optical material can be used to generate THz radiation pulses. The THz
radiation generated by this method often suffers from dispersion and absorption of the material.
A metal-rod antenna with a driven electronic circuit is often used in transmitting and receiving
the radio-wave and microwave signals. Since the relaxation time in a metal is extremely short
(on the order of 10–19 s) [2], it has a great potential to generate ultra-broadband radiation from
a fast transient current in a metal According to some earlier experimental data [3, 4], the near-
zone radiation signal was measured from an ns-laser excited metal rod with a 4-GW/cm2 laser
intensity on the rod tip. However, the far-zone radiation signal was too small to be measured with
the same experimental conditions. The transient current is the source of the radiation, and it is
induced by thermionic emission of electrons at the laser irradiating area. Recently, a group in at
Rice University reported that a thin metal wire with a cross-section area comparable to the THz
wavelengths can functions as a low-loss THz waveguide [5], although, to our knowledge, such a
thin wire has never been used as an active element to generate THz radiation. Theoretically, it is
possible to use a high-power fs laser to kick out electrons from the tip of a short metal wire to emit
THz radiation [6]. It was also theoretically proposed that the pondermotive force of a short pulse
laser incident on dense hot plasma could induce low-frequency radiation [7]. In the following, we
first report an experimental demonstration of THz-wave radiation from a direct laser-excited wire
antenna (LEWA) in comparison with that from a ZnTe OR emitter under the same laser focusing
condition. We further present microwave and radio-wave radiation from a sub-ns laser excited thin
wire as a supporting evident to the measured THz radiation.

2. LASER EXCITED THz-WAVE ANTENNA

Figure 1 illustrates the device of the LEWA. The electric-discharge-machining (EDM) brass wire
with a 250-µm diameter is LEWA radiation component. An EDM brass wire with a diameter of
0.25mm is sandwiched between two 2.1-mm thick grounded copper frames each having a 1-mm
diameter aperture at the center. One surface of the input frame was ruled with a groove to hold
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Figure 1: The LEWA device for generating THz radiation. A thin wire with a diameter of 0.25mm is
sandwiched between two circular copper frames each having a 1-mm diameter aperture at the center. One
surface of the input frame was ruled with a groove to hold the wire across the aperture. A 10× microscope
objective lens focuses the laser pulse on the wire. Photographs below show (left to right) inserting the wire
into the groove, covering the input frame with the output one, and bolting together the two frames.
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Figure 2: (a) Detected time-domain THz signal from the LEWA and the ZnTe emitter. The two signals are
comparable in amplitude. (b) The power spectrum of the LEWA is clearly broader than that of the ZnTe
emitter.

the wire across the aperture. The laser aperture on the ruled surface was further machined into
a cone shape to collect the THz radiation in the forward direction. The experiments pump laser
using a mode-locked Ti:sapphire laser (Mai Tai HP) with pulse width of 160 fs (inferred from a
230-fs autocorrelation width with an assumed Gaussian pulse shape) and a 80-MHz repetition rate,
producing a maximum average power of 2.2 W at 800 nm. The lase we first split 250-mW power for
the probe beam of the EO sampling system and sent the remaining laser power to the pump beam
of the THz emitter. The laser pulse was focused at normal incidence on the wire target have 5-µm
radius by a 10× microscope objective lens. The peak laser intensity on the LEWA wire was about
280GW/cm2. Since a plane polarized light is more absorptive to copper [8], the laser polarization
was aligned perpendicular to the axial direction of the wire. At normal incidence, the incident laser
is plane polarized to the curve surface of the wire.

Our THz pulse was detected by the standard electro-optic (EO) sampling technique [9, 10] with
a 1-mm thick 〈110〉 ZnTe crystal (∼ 3THz detection bandwidth [11]). The THz pulse was collected
and focused to the ZnTe crystal at normal incidence by using a pair of off-axis parabolic mirrors
with the F number = 1.5. We installed a black polyethylene filter between the two mirrors to
block the scattered pump laser. The probe beam passed below the 2nd off-axis mirror to reach
the ZnTe crystal with a 10-deg. incidence angle. The experiment was carried out in a clean-room
environment with humidity maintained between 40 and 45%.

Figure 2(a) shows the measured THz pulse from the LEWA (red curve) with its full amplitude
normalized to one, indicating a temporal width of about 160 fs (FWHM). For comparison, the plot
also shows the detected THz signal from a 1-mm thick 〈110〉 ZnTe emitter (blue curve) installed
at the same location of the LEWA. Under the same experimental condition, the field amplitude of
the THz signal measured from the ZnTe emitter is comparable to that measured from the LEWA.
The temporal width of the THz radiation from the LEWA is smaller than that of the ZnTe emitter,



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 521

implying a broader radiation bandwidth for the LEWA. Figure 2(b) shows the power spectra of the
THz signals generated from the LEWA (red curve) and the ZnTe crystal (blue curve). The 7.5 THz
plot range is set by the 40-µm step size of our scanner in the EO sampling system. Indeed, the
spectral bandwidth of the LEWA is evidently broader than that of the ZnTe emitter.

The measured 160-fs THz pulse width has reached the detection limit of the 1-mm thick ZnTe
crystal (0.44/3THz ∼ 150 fs for a Gaussian pulse). We should point out that each spectral curve
in Figure 2(b) is a multiplication of the radiation spectrum and the transfer function of the mea-
surement system [11]. Although the plot range has exceeded the detector bandwidth, the ratio of
the two curves, which is independent of the measurement system’s transfer function, can still be
informative for bandwidth comparison.

In the EO sampling measurement, we use an optical chopper to modulate the pump laser
beam at 10 Hz with a modulation duty cycle of 50%. The 250-µm diameter EDM wire showed no
degradation in radiation performance after tens of hours of laser irradiation. However, a thinner
EDM wire with a 100-µm diameter was melt in a few minutes under the same incident laser power.

3. LASER EXCITED MICROWAVE ANTENNA

We attached the same EDM wire with a 250-µm diameter to the metal frame of an S-band copper
waveguide, as illustrated in Figure 3. The waveguide’s three dimension width (along x), height
(along y), and length (along z) are 7.2, 3.4, 30.0 cm, respectively. Both ends of the wire were
grounded to the waveguide edges. The waveguide having a cutoff frequency of 2.08 GHz and
dominant mode is TE10. The next higher-order mode is TE20, having a cutoff frequency of 4.16 GHz.
The axial direction of the LEWA is aligned along y and centered to the waveguide, so that TE
modes are the preferred modes of excitation in the waveguide. To efficiently excite the S-band
radiation with a short and strong enough laser pulse, we employed a flash-lamp pumped Nd:YAG
laser amplifier to increase the pulse energy of a passively Q-switched Nd:YAG laser from 70µJ to
about 40 mJ in a 460-ps laser pulse width. The laser was focused to the wire with an intensity of
30TW/cm2 for an estimated laser radius of 14µm.

Figures 4(a) and (b) show the temporal radiation signals detected by a receiver antenna installed
before and after the waveguide, respectively. Figures 4(c), (d) are the corresponding power spectra
of (a), (b). It is seen from Figure 4(c) that the reflected radiation is peaked at 1.7 GHz, having a high
frequency cutoff at about 2GHz. In Figure 4(d), the transmitted radiation is peaked at 2.6 GHz,
having a low frequency cutoff slightly above 2 GHz. The copper waveguide simply functions as a
radiation filter, passing and rejecting radiations with frequencies above and below the frequency
cutoff of the TE10 mode at 2.08 GHz.

4. LASER EXCITED VOLTAGE-BIASED RADIO WAVE ANTENNA

Figure 5 shows our experimental setup of the proposed voltage-biased antenna. The transmitting
antenna is a 20-cm long copper wire with a 2-mm diameter. One end of the antenna is grounded
through a 0.05-resistor and the other end is mounted on an insulator frame as a photocathode. A
laser pulse is incident on the photocathode to induce electron emission in air. The photoemission
from the photocathode generates a pulsed return current in the antenna rod entering the ground.

Figure 3: The experimental setup to further verify radiation from a direct laser excited thin wire. A sub-
ns laser pulse is incident on a thin wire with its both ends grounded to a copper waveguide. The copper
waveguide functions as a spectral filter to pass and reject the radiation above and below the cutoff frequency
of the dominant TE10 mode.
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(a) (b)

(c) (d)

Figure 4: (a), (b) The temporal radiation signals measured by a receiver antenna before and after the
waveguide, respectively. (c) The power spectrum of (a), showing reflected radiation with spectral components
below the TE10 cutoff frequency. (d) The power spectrum of (b), showing transmitted spectral components
above the TE10 cutoff frequency.

(a) (b)

Figure 5: (a) Experimental setup of the photo-plasma switched radiation antenna. (b) The detail equipment
of voltage-biased anode, the anode consists of a hollow rivet with a 1.8 mm diameter holding on a thin acrylic
plat. The Teflon disc locks with the acrylic plate mounting on an optical transition stage.

The antenna current can be deduced from a measured voltage across the 0.05-resistor. In front
of the photocathode we installed a tube anode with an inner diameter of 1.8 mm and a length of
3mm. The gap between the tube anode and photocathode is 0.5mm. The tube anode is biased
with a voltage between 0 and 500 V during our experiment. At 500 V, the peak electric field on
the cathode surface is about 1 kV/mm, which is approximately one third of the air-breakdown
field. A Nd:YAG Q-switched laser, producing a maximum energy of 42 mJ at 1064 nm over a 7 ns
pulse width, is incident on the antenna tip with an intensity of 10.2 TW/cm2. We detect the
electromagnetic radiation by using a 40-cm monopole antenna situated at a location 10m away
from the transmitting antenna. The receiving antenna is directly connected to the coaxial input
port of an oscilloscope with 50-termination. Both the longitudinal axes of the transmitting and
receiving antennas were aligned along the primary polarization direction of the radiation field.

Figure 6 shows (a) the temporal and (b) the spectral signals of the far-field radiation measured
at 10 m away from the photo-plasma switched antenna for several anode voltages. It is seen from
the plots that, without the anode voltage, the signal is undetectable and buried under noise. This
could be the reason that no far-field radiation data were presented in previous publications [4, 5].
On the other hand, with the anode voltage > 100V, clear radiation signals were recorded in the
far zone by our 40-cm monopole receiver antenna. The spectrum of the measured far-zone signal is
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Figure 6: (a) The temporal and (b) the spectral signals of far-field radiation measured at 10 m away from
the photo-plasma switched antenna for several anode voltages. Without the anode voltage, the radiation
signal is undetectable by our receiver antenna. The radiation spectrum is peaked at ∼ 170MHz, which is
slightly larger than the inverse of the laser-pulse duration.

peaked at about 170 MHz, which is slightly larger than the inverse of the 7-ns laser pulse width due
to the multi-photon emission process at the photocathode. The low frequency spectral components
are attributable to oscillations in some circuit elements.

5. CONCLUSION

In this paper, we report the THz-wave radiation, microwave radiation and radio waves from a thin
copper wire directly be illuminated by a 160 fs laser a sub-ns laser and ns laser, respectively. A thin
metal wire helps to confine a highly directional current for radiation generation. The relaxation
time order of metal is 10−19 s, insinuate the possibility of generating ultra-broadband radiation from
a fleet transient state current and a dominant mechanism is photoemission in an LEWA [3, 12]. In
our experiment, the work function of the copper wire is 4.7 eV [13], which is about three times of
the incident photon energy. The pulse width of generated THz radiation pulse is shorter than the
original incident laser pulse because of the multi-photon emission process, giving rise to a radiation
bandwidth wider than the incident laser bandwidth. For the THz LEWA experiment, we could
not study the pulse-shortening effect in details due to the bandwidth limit of our ZnTe detector.
Actually, we did not calibrate our EO sampling detector to determine the absolute power radiated
but the measured radiation amplitude was comparable to that generated from a ZnTe THz emitter
under the same laser system. To compare the THz LEWA and THz air-plasma technique [14], the
first one just need a moderate laser power from a Ti:sapphire laser oscillator but the other one
necessitate a high-power laser amplifier. In our design, the THz LEWA emitter is simply a short
EDM wire, whose cost is cheap, compared with that of a THz photoconductive antenna or an OR
crystals. The LEWA radiation technique presented in this paper is remarkably simple, economic,
and broadband.
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Abstract— This work demonstrates a successful fabrication of an arc-induced long period fiber
grating (AI-LPFG) based on a flat-clad fiber (FCF) with arbitrary grating periods. The FCF
with asymmetric structure would make the characteristics of the FCF-AI-LPFG anisotropic. The
spectral transmissions and sensing capabilities of the proposed FCF-AI-LPFGs have been exper-
imentally investigated. The measurement results show that the optical and sensing properties
of the FCF-AI-LPFGs are very similar to those of the general LPFGs based on the single-mode
fiber (SMF).

1. INTRODUCTION

Arc-induced long-period fiber gratings (AI-LPFGs) written by electric-arc discharge techniques [1]
are so popular because they do not need to be hydrogen loaded or highly germanium-doped for the
expensive UV-laser exposure fabrication [2] or custom grooved [3]. Many kinds of AI-LPFGs, based
on single mode fibers (SMF) [4], dual concentric core fibers, special-doped (nonstandard) fibers,
hollow core fibers [5], pure-silica-core fibers [6] photonic crystal fibers [7], and photonic band gap
holy fibers have been presented. By use of the heating and thermal effect, a flexible and low-cost
arc-induced technique which can fabricate a periodical LPFG structure in any kinds of material
and structure waveguides will become possible and easier.

In this study, we experimentally demonstrated a new AI-LPFG by using another type of fiber
that called flat-clad fiber (FCF). The used FCF is only a traditional single-mode fiber but with a flat-
cladding. This FCF with asymmetric structure of cladding diameters respectively of about 120µm
and 80µm causes the sensing characteristics of the AI-LPFG to be anisotropic. Experimental results
show that the optical and sensing properties of the FCF-AI-LPFGs are very similar to those of the
general LPFGs based on the single-mode fiber (SMF). However, fabricating method of arc-induced
LPFG by point to point writing would be much easier, more flexible, and moreover the expensive
UV-writing laser is not required. We believe such a simple and inexpensive FCF-AI-LPFG may be
very useful in many applications, especially in directional bending measurement.

2. EXPERIMENTS AND RESULTS

The experimental set up for fabricating the proposed FCF-AI-LPFG is shown in Fig. 1. The
original FCF is only a traditional single-mode fiber with flat-cladding as shown in the inset (a)
of Fig. 1. The FCF-AI-LPFG was fabricated simply by using an Ericsson FSU-975 commercial
fusion splicer, and as it does not rely on any particular tapering station or precise optical stages.
The bare FCF without its protective coating was placed between the electrodes of a fusion splicer,
while its electrode-arc direction was fixed along the short axis of cladding of the FCF. Given an
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80µm 72µm(a) (b) 

Figure 1: Schematic diagram of the experimental
setup and cross-sectional views of the FCF with (a)
before and (b) after arc-discharged.
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Figure 2: The transmission spectra of the fabri-
cated FCF-AI-LPFGs with Λ = 500 and 600 µm,
respectively.
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appropriate arc power, arc duration, and stretching distance, the arc processes can be successively
fabricated to form the proposed FCF-AI-LPFGs. The cross-sectional views of the flat-clad fiber
before and after arc-discharging are also displayed in the inset (a) and (b) of the Fig. 1 respectively.
One can see the photography; there is a slightly different size of the AI-FCF to the original FCF.
The diameter of the cladding was reduced to a cladding diameter of about 115µm (long axis: dL)
and 72µm (short axis: dS) from original diameters of 120µm (long axis) and 80µm (short axis)
respectively. In the measurement, a broadband light source (BLS) is launched into the fiber device
and the transmission spectra are readily measured by using an optical spectrum analyzer (OSA).

The transmission spectra of the fabricated FCF-AI-LPFGs with grating period of Λ = 500 and
600µm are respectively shown in Fig. 2. We can fabricate the FCF-AI-LPFGs has only one resonant
wavelength dip within the whole measurement range of 1250∼1650 nm. The resonant wavelength
dip at 1444 nm even over 35 dB is achieved by the method in the case of Λ = 500µm FCF-AI-LPFG
with only six periods.

To further investigate the sensing capability of the FCF-AI-LPFGs, the devices are tested under
strain, bending and refractive index sensing. Spectral responses of the Λ=600µm FCF-AI-LPFG
with different strains are displayed in Fig. 3. The wavelength dip is shifted toward the shorter
wavelength side as the strain is increased. The strain was applied by moving the fiber holder on
the optical translation stage. The strain is expressed by the parameter ε, ε = ∆L/L0, where the
L0 is original length, and ∆L denotes stretched length. The sensitivity of the strain responses of
the proposed FCF-AI-LPFG are shown in Fig. 4. The strain sensitivity of the wavelength shift
has a linear relationship with −2.8 pm/µε in the case. Furthermore, wavelength shifts of the dip
of the same device with different bending curvature are also plotted in Fig. 5. Bending sensitivity
presents a quadratical relation to the bending curvature (m−1), as shown in Fig. 6.

Figure 7 shows the experimental spectra of the proposed FCF-AI-LPFG at different surrounding
The wavelength dip is shifted toward the shorter wavelength side as the refractive index increased
and further demonstrated similar results to those of the general UV-writing LPFG.
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Figure 3: Transmission spectra of the Λ = 600 µm
FCF-AI-LPFG with different strains.
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Figure 7: Transmission spectra of the Λ=600 µm FCF-AI-LPFG with different external refractive index
surrounding.

3. CONCLUSIONS

Arc-induced long-period fiber gratings based on the flat-clad fiber have been fabricated and demon-
strated in the study for the first time. The successfully fabricated FCF-AI-LPFGs with different
grating period have been obtained and measured under sensing parameters of strain, bending and
external refractive index. The properties of the proposed devices with simple, flexible fabrication,
large extinction ratio (35 dB) and narrow bandwidth even with anisotropic properties which are
very practical in many fields of applications, especially in directional bending measurement. The
related results will be discussed in the forthcoming paper.
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Abstract— In this paper, we experimentally demonstrated the optical frequency quadrupling
generation and characterized a directly modulated 625Mbps baseband data carried up on a
15GHz radio over fiber (ROF) signal by using twice optical carrier suppression (OCS) modulation.
The measured results show that the 625 Mbps/15GHz signal was successfully transmitted and the
low power penalty of only 0.5 dB was obtained. The effectiveness of the proposed technique was
feasible without high frequency mixer and narrow band optical notch filter to generate 15GHz
frequency quadrupling ROF signal.

1. INTRODUCTION

The distribution of radio frequency (RF) signals over optical fiber link has advantages of low
attenuation, high capacity, broadband bandwidth, and low cost. Under these advantages, radio
over fiber (ROF) system is interested for the applications such as mobile communications, wireless
large area networks, and fixed wireless access services [1]. The optical millimeter-wave (mm-wave)
used in ROF is a promising frequency resource for optical-wireless access networks. But the optical
mm-wave is difficult to generate in electrical domain which it must be spend more costs to purchase
electrical configure devices to achieve. Hence, it is a attracting way that mm-waves/microwave is
generated and processed in optical domain. The most common way to generate an mm-wave signal
was to use the optical heterodyne technique. The important issue associated with this technique
was that the two wavelengths applied to a photo-detector (PD) for heterodyne must be phase-
correlated. Recently, a few schemes for realizing this technique have been reported, such as using
single-sideband modulation (SSB) with low-frequency local oscillator (LO) signals [2], using an
optical phase-locked loop (OPLL) as two pumps to generate the four-wave mixing (FWM) process
in the semiconductor optical amplifier (SOA) [3], and SSB modulation based on an injection-locked
distributed-feedback laser diodes (DFB-LDs) laser [4]. The first method must be based on a stable
notch filter for wavelength collimation, and it was not easy to achieve because of the sensitivity
of environmental factors. The second method, to achieve effective OPLL, the two lasers should
be selected to have narrow line-widths, and have a positive impact on the signal quality of the
microwave/mm-wave. The last method using external-injection technology has a difficult problem
in wavelength collimation.

In this work, we proposed the generation of optical microwave using two cascaded low-speed
optical intensity modulators (IMs) and a tunable electrical phase shifter without any optical filter.
A directly modulated baseband signal can be casually up-conversion on the microwave frequency
at minimum transmission point of the modulator. Finally, we analyzed the transmitted character-
ization of 625 Mbps/15 GHz ROF signal.

2. EXPERIMENT SETUP

A direct modulated optical carrier based on cascade carrier suppression modulation quadruple
frequency technique for micrometer-wave ROF signals over PON was proposed as shown in Fig. 1.
A distributed-feedback laser diodes (DFB-LDs), operated at central wavelength of 1550 nm and
directly modulated with a 625Mbps baseband signal, was used as an optical carrier. Instead of
using external modulation with a high frequency electrical mixer, the proposed direct modulation
in this work is a low cost approach. The 1550 nm modulated optical carrier is then coupled into
the first optical modulator (IM1) via a polarization controller (PC). A 3.75 GHz RF driving signal
was split two branches, one branch directly applied to IM1. Another branch of RF signal was first
coupled to a tunable electrical phase shifter, which can adjust the phase of RF signal, then applied
to the second modulator (IM2). The DC bias voltage applying on two modulators was adjusted to
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Figure 1: Experiment setup (PG: pattern generator; VOA:
variable optical attenuator; LPF: low pass filter).

Figure 2: L-I curve of the used DFB-LD at
25◦C and the inset is optical spectrum of
DFB-LD with directly modulating 625Mbps
baseband signal.

a value of the minimum transmission point of optical modulator to obtain two second-order optical
sideband with optical carrier suppression. Two polarization controllers are used to adjust the
polarization states of the light-waves entering the MZMs to minimize the polarization-dependence
loss. The technique of quadruple frequency will be discussed in the following [5].

The output of continue light wave from a DFB-LD can be expressed as

Eo(t) = Eo cos(ωot)

where Eo is optical field amplitude, and ωo is the frequency of laser source. The voltage of a RF
driving signal for the first modulator can be expressed as

V1(t) = Ve1 cos(ωet + ϕ1)

where Ve1 is amplitude of the electric signal, and ωe and ϕ1 are frequency and phase of electric
signal, respectively. If the DC voltage of the modulator is tuned to suppress all even-order optical
sideband, the optical field at the output of the first modulator can be approximately expressed as

Eout1(t) = J1(β1)Eo{cos[(ωo − ωe)t− ϕ1] + cos[(ωo + ωe)t + ϕ1]}
where β1 is the phase modulation index of the first modulator. The voltage of RF driving signal
for the second modulator can be expressed as

V2(t) = Ve2 cos(ωet + ϕ2)

where Ve2 is amplitude of the electric signal, and ϕ2 is phase of electric signal. The DC bias voltage of
the second modulator was also operation in the case to suppressing all even-order optical sidebands.
Similarly, the optical field at the output of this modulator can be appropriately expressed as

Eout2(t) = J1(β1)J1(β2)Eo{cos[(ωo − 2ωe)t− ϕ1 − ϕ2]
+J1(β1)J1(β2)Eo{cos[(ωo + 2ωe)t + ϕ1 + ϕ2] + J1(β1)J1(β2)Eo cos(ωot− ϕ1 + ϕ2)
+J1(β1)J1(β2)Eo cos(ωot + ϕ1 − ϕ2)

where β2 is the phase modulation index of the second modulator. The phase deviation, ϕ1 − ϕ2,
can be adjusted by the tunable electrical phase shifter. The overlap of two sidebands on the ωo will
be interfered and contracted when the phase deviation is π/2. Therefore, the two optical sidebands
separated by four times the RF driving frequency of 15GHz are obtained.

The obtained 625 Mbps/15 GHz signal was then amplified by an Erbium doped fiber ampli-
fier (EDFA) for optical loss compensation before transmitted through a 10 km single mode fiber
(SMF). After transmission, the optical carrier coupled into an optical attenuator in keeping with
the sensitivity of photo-detector (PD). Then, the ROF signal was detected by a PD with 3-dB
bandwidth of 20 GHz and down-converted by an electrical mixer with a 15 GHz RF signal. The
optical spectrum and the electric spectrum were characterized by optical spectrum analyzer (OSA,
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Figure 3: Optical spectrum of the output of the first
the intensity modulator.

Figure 4: Optical spectrum of the output of second
intensity modulator.

(a) (b) (c)

Figure 5: Optical and electrical spectrum measured at the output of the second modulator. (a) Optical
spectrum before optimum phase adjusting or after optimum phase adjusting. (b) Electrical spectrum without
optical overlap sideband suppression. (c) Electrical spectrum with optical overlap sideband suppression.

Advantest Q8384) and electrical spectrum analyzer (ESA, Rohde & Schwarz FSEK30), respec-
tively. In addition, the recovered 625 Mbps baseband signal was examined in electrical eye diagram
and bit-error-rate (BER) by a 20 GHz digital communication analyzer (DCA) and a signal quality
analyzer (SQA).

3. RESULTS AND DISCUSSION

Figure 2 shows the light-current (L-I) characteristics of the used distributed feedback laser diode
at temperature of 25◦C the inset is the spectrum of DFB laser diode biasing at DC 70mA and
modulating with 625 Mbps baseband signal. The total power of DFB laser diode is 6.53 dBm and
the central wavelength is 1537.8 nm.

Figure 3 is the output spectrum of the first intensity modulator. Optical carrier suppression and
two sidebands are observed when the 3.75 GHz RF driving signal was applied on this modulator.
The spacing of two sidebands is 7.5 GHz and the carrier suppression ratio is 12.32 dB. Fig. 4 shows
the output spectrum of the second intensity modulator with carrier suppression after an optimum
phase adjusting of RF signal. Here, we can see that the spacing of two sidebands is up-conversion
to 15 GHz and the carrier suppression ratio is increasing to 28.6 dB.

Figure 5(a) shows the optical spectrum at the output of the second modulator before and
after adjusting the phase of RF signal between two modulators to an optimum value by a tunable
electrical phase shifter. Fig. 5(b) shows the electric spectrum at the output of the second modulator
before phase adjusting to optimum value. Here, the highest intensity of this electric spectrum is
at the 7.5 GHz due to the constructive interference of the overlap sideband. Fig. 5(c) shows the
electric spectrum with the highest intensity of 15 GHz after the phase adjusting to an optimum
value which because the overlap sideband are destructive interference.

The 625 Mbps/15GHz ROF signal was down-converting by an electrical mixer with a 15 GHz
RF signal. The eye diagrams of the 625 Mbps signals measured at back-to-back (B2B) and 10 km
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Figure 6: Bit-Error-Rate measurement curves and eye diagrams of 625 Mbps/15 GHz signals of BTB and
with 10 km transmission.

fiber link are shown in the inset of Fig. 6. The qualities of the obtained eye diagrams are very clear
at B2B and after transmitting 10 km SMF. The Bit-Error-Rate (BER) as a function of the receiver
power at B2B and transmitting 10 km SMF is shown in Fig. 6. The receiver powers at B2B and
10 km are −16.43 dBm and −15.96 dBm, respectively. The power penalties which are about 0.5 dB
after 10 km transmission are presented in our system.

4. CONCLUSIONS

The proposed a direct modulated optical carrier based on cascade carrier suppression modulation
quadruple frequency technique for microwave ROF signals over PON was successfully demonstrated
in this paper. The DC bias voltage applied on two modulators is adjusted to a value of the minimum
transmission point of optical modulator to obtain two second-order optical sideband with optical
carrier suppression. The central carrier will be eliminated without using an optical filter and can
be appropriately adjusted by an electrical phase shifter. The receiver power of −15.96 dBm was
obtained, and the power penalty of about 0.5 dB after 10 km transmission is presented in our system.
The proposed technique has a great potential for application in wireless access networks operating
at mm-wave band.
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Abstract— Ethernet Passive Optical Networks (EPONs) are proposed to overcome the band-
width bottleneck at access networks due to its simplicity, cost effectiveness and wide spread
deployment. The traditional PON architecture is bounded by the nature of tree topology, where
data must be transmitted from node to central node before it could be redirected to another node
which causes performance waste. To resolve this issue, a Sub-OLT component is assigned on the
proposed star-ring based EPON architecture to control the partial traffic in the ring. All ONU’s
AF and BE traffics will be sent to Sub-OLT then transport to the OLT. On the other hand, all
ONU’s EF traffic (including Sub-OLT traffic) is transmitted directly at the assigned DBA time.
In addition, to achieve high reliability and low-cost for deployment, a significant fault-tolerant
mechanism on star-ring based EPON architecture is proposed in this article to provide protection
against link fiber failure and ring fiber failure. This paper also proposes a Star-Ring Dynamic
Bandwidth Allocation (SR-DBA) scheme on star-ring based EPON to handle dynamic band-
width allocation process by OLT and Sub-OLT respectively. The simulation results show that
the fault-tolerant SR-DBA can provide high system performance for different failure situations
in terms of packet delay and expedited forwarding (EF) jitter, especially in high traffic loads.

1. INTRODUCTION

The Passive Optical Network (PON) technology, which features data deployment through passive
components, has gained the most attention in the industry. It deploys a single optical fiber through
a passive star coupler to transmit signal to multiple premises. There are no active components
found in PON architecture between the optical line terminal (OLT) that resides in a Central Office
(CO) and multiple optical network units (ONUs), therefore, it is considered a great deployment
advantage. EPON offers low transmission waste, low deployment cost, and high-speed broadband,
thus making it a leading direction for broadband communication research. EPON can support
downstream broadcast; data is broadcast downstream from the OLT to multiple ONUs. Packets
are transmitted from OLT go through a splitter before reaching multiple ONUs. When the data
reaches the ONU, it accepts or discards the packets according to the logical link ID (LLID) which is
uniquely addressed for each ONU. To avoid packets collisions, the upstream traffic of EPON utilizes
Time-division Multiplexing (TDM), in which an ONU can only transmit packets in a dedicated time-
slot. Since EPON lacks packet segmentation and reassembly mechanism, whenever the dedicated
time-slot is insufficient for transmitting a packet, the packet must be resend in the next dedicated
time-slot hence reducing efficiency. In addition, a considerable amount of bandwidth is wasted
when time slots are not being allocated to full capacity.

Due to the fundamental limitation of EPON, numerous dynamic bandwidth allocation (DBA)
techniques [1, 6, 7] were innovated to enhance the efficiency of upstream traffic. The Interleaved
Polling with Adaptive Cycle Time (IPACT) [1] mainly uses a polling scheme to deliver packets to a
central OLT and then controls the allocation of bandwidth to ONUs based on the Grant and Report
messages provided by the Multi-Point Control Protocol (MPCP) mechanism in EPON. Bandwidth
is allocated to each ONU according to the capacity indicated on the Service Level Agreement (SLA)
In addition, based on the upstream mechanism of EPON, the OLT computes the bandwidth needed
by each ONU upon receiving report message from each ONU. This polling mechanism, however,
produces an idle period during each computation. Prediction-based bandwidth allocation may
improve both fairness issues and idle period issues. On the other hand, under non-uniform or burst
of traffic, efficiency could be compromised because inaccurate predictions.

The ITU-T Recommendation G.983.1 [5] describes four types of protection network. The first
type of protection network is the link protection between OLT and splitter connection. Any error
occurs in the OLT or splitter note may cause failure. Second type of protection network is to
add a backup OLT module to eliminate the shortcoming of the first type of protection. The third
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protection network is to add a feeder fiber between all links and nodes. Data will be sent to both
working link and backup link simultaneously to form a full protection when a fault occurs. However,
this type of protection network not only increases deployment cost, it also wastes resource because
the ineffectiveness of loading share between protection link and backup link. The fourth type of
protection network can offset the drawback of the third type of protection by adding more splitters
and feeder fiber even though the cost of deployment is the highest.

In [2], the authors proposed a star-ring based architecture in PON to protect the network when
challenged with failure through operations of different components with an emphasis on hardware
enhancement. The operation principle behind the network protection is using two backup feeder
fibers to connect OLT and Remote Nodes (RN). A 2 × N Array Waveguide Granting (AWG) is
used in RN to connect to ONUs through tree-based network. The ring-based part is formed by
connecting all ONUs with one optical fiber. When link failure occurs between RN and ONU,
the effected ONU will be connected to neighboring ONU through ring and still be able to receive
data. However, this architecture cannot provide protection between RN and ONU. In this paper,
we propose a bandwidth allocation algorithm for OLT and Sub-OLT in a star-ring architecture
and the corresponding protection mechanisms that enable the star-ring architecture to categorize
traffic into different classes (such as EF, AF and BE) and solve the issues of low outbound and
inbound (within ONUs) transmission efficiency with a traditional point-to-multipoint tree-based
structure combined with a high transmission efficiency of the ring architecture. Moreover, through
these two different networks, an uplink redundant solution is provided. This architecture possesses
two independent DBA scheme for OLT and Sub-OLT respectively to support efficient bandwidth
allocation under error or normal condition.

2. PROPOSED METHOD

We propose the bandwidth allocation algorithms for OLT and Sub-OLT in star-ring architecture
and designs both ONU and Sub-OLT components of ring network in reference to [4] to ensure that
data can be transmitted in speed of light in a ring network. This architecture utilizes the traditional
tree-based structure within its network to transmit delay sensitive traffic with narrow-band nature
(like the EF Traffic). In addition, it utilizes ring architecture to transmit inbound (within ONUs)
EF traffic and all AF and BE traffics to OLT. The QoS-based DBA scheduling mechanism for star-
ring architecture [3] was our previously research result, however, the DBA of Sub-OLT was not
studied in this thesis. In ring architecture, data transfer between ONUs accounts for a significant
proportion of the traffic. Without an appropriate Sub-OLT DBA that provides higher transmission
efficiency, both inefficiency and waste of bandwidth may become issues. The Sub-OLT DBA that
we propose will allow ONUs on the ring to transmit data on each uplink time slot. To avoid data
collision, AF and BE traffic will be uniformly uploaded by Sub-OLT, thus resolving the issue of
without appropriate Sub-OLT DBA. In terms of fault-tolerance, this paper proposes the protection
mechanism featured by the star-ring architecture. There are dual optical fibers in this architecture
that can support backup for one another. When an error occurs in tree-based structure or in the
ring architecture, it can quickly be detected and recovered.

The DBA within [4] operates in a ring topology, where OLT controls and dedicates time slot
according to the grand/report message provided by MPCP for EPON. Report message and data
transmitted by ONU are transferred or exchanged from one ONU to the next in a ring, hence,
every ONU receives report message and data frame of other ONUs. The action of data transfer
by any ONU will prompt a DBA algorithm to secure the time slot for next cycle in order to
avoid data collision. In other words, the next uplink bandwidth is predicted based on the current
needs in the ring and the need of that ONU. A report message will always be placed before the
data transmission when any ONU uploads data for transmission to eliminate idle period. This
architecture is extremely suitable for local traffic. However, it is inefficient for situations where
large volume of outbound data transmission is required.

The method we propose can improve the issues generated in [2, 4] by categorizing different classes
of traffics. The EF traffic of each ONU is sent by tree structure, and AF and BE traffic of each ONU
is transmitted by ring architecture. This architecture can enhance the efficiency of transmission
between ONUs and distinguish inbound and outbound traffic as well as use feeder fiber to achieve
protection function. It is able to improve the utilization efficiency of all classes of traffic in the entire
ring. Figure 1 shows the star-ring architecture. As the figure indicates, EF traffic is transmitted
by traditional tree structure. OLT broadcasts the downstream traffic to each ONU through PSC.
For upstream traffic, OLT designates the uplink time slot to each ONU then respectively uploads
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Figure 1: Proposed star-ring architecture.

Figure 2: EF end-to-end delay. Figure 3: AF end-to-end delay.

ONU EF traffic through the upstream process. AF and BE traffic are uploaded through Sub-OLT
in a single-direction ring, which connects ONUs in a ring topology. Upon receiving outbound AF
and BE traffic from ONU and/or EF traffic in the ring, Sub-OLT uploads the traffic to OLT.
For inbound traffic, the Sub-OLT takes the processed traffic and downstream it to star-ring for
transmission.

3. PERFORMANCE ANALYZE

The results show the performance in one normal situation and two kinds of fault situation: ONU-
Splitter link fault and ring fault. ONU-Splitter link fault means the fault on the link between ONU
and splitter, and ring fault means the fault on the link of the ring. When ONU-Splitter link fault
occurred, EF traffic on the fault ONU are transmitted to its neighbor ONU and the neighbor ONU
will relay it to OLT. In addition, AF and BE traffic on the fault ONU are still transmitting to Sub-
OLT. In the ring fault situation, the proposed mechanism renews the original star-ring structure
to traditional tree structure. The DBA scheme is changed from our previous SRDBA [8] to IPACT
DBA.

In Figure 2, ONU-Splitter link fault situation is almost the same with the normal type. The
reason is that only one ONU’s EF traffic are effected because of fiber fault between ONU and
splitter, the influence is not worth mentioning. In the ring fault situation, the DBA algorithm is
changed to IPACT DBA That’s why the EF traffic delay is worse than the other two situations
In Figure 3, the AF traffic has to be transmitted to sub-OLT before it is transmitted to OLT in
the star-ring structure Therefore, the AF delay is higher than ring fault situation which renews
the original star-ring structure to traditional tree structure and the DBA scheme is changed from
SRDBA to IPACT DBA. However, the AF delay in ring fault situation is well at loading is higher
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Figure 4: BE end-to-end delay. Figure 5: Jitter.

than 80%. In Figure 4, the result of BE delay is similar to AF traffic. The star-ring structure has a
good performance before 80%. However, the BE traffic delay is raised tremendously when loading
is over 80%. The reason is that BE traffic is starvation in IPACT DBA scheme when loading is
over 80%. SRDBA keeps performance well then BE End-to-End delay is stable and acceptable.

In Figure 5, SRDBA has a great result in jitter. Because the EF traffic is transmitted to OLT
directly by tree structure without any competition with AF and BE traffic. We can see that the
result is similar when loading is small, but it has a tremendous difference in hard loading. The
jitter performance is raised tremendously when loading is over 70% in IPACT DBA scheme.

4. CONCLUSIONS

In this paper, a meaningful star-ring based EPON architecture is proposed to reduce the local
traffic transmitted to OLT and enhance bandwidth efficiency. This research also proposed using
a Sub-OLT component to control the partial traffic in the ring. In addition, we modify the ONU
structure in all optical to reduce the optical-electrical conversion delay. The highest priority traffic
(EF) of each ONU is sent to OLT by tree structure; meanwhile, the minor priority traffic (AF and
BE) of each ONU are transmitted to Sub-OLT by ring architecture to ensure Quality of Service
(QoS). In this paper, we proposed a Sub-OLT DBA in star-ring architecture. By improving the
components of ONU, the SR-DBA work successfully. The aims of this paper are improving EF end
to end delay, jitter, and system performance between ONUs. Not only that we have proved our
aims, we have also proven that the hierarchical DBA can improve the system throughput. Because
the local ring bandwidth still has redundant bandwidth, it seems that we can increase the local
traffic by letting each ONU get more bandwidth. In the future, we will discuss the DBA mechanism
and prediction scheme in the proposed architecture.
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Abstract— IPTV is one of the killer multimedia applications for the next-generation network,
yet provides exciting new revenue and opportunities for service providers. Despite all the attrac-
tive IPTV services, it also requires high-speed access networks with the functions of multicasting
and Quality-of-Services (QoS) guarantee. In the access networks, Ethernet Passive Optical Net-
work (EPON) is regarded as one of the best solutions to meet the higher bandwidth demands.
In this paper, we propose a broadcasting mechanism for IPTV in EPON by using the Single
Copy Broadcast (SCB). In our mechanism, a table is constructed in the Reconciliation Sublayer
(RS) of ONUs and OLT to handle the IPTV requests. Simulation results have shown that our
proposed mechanism can improve the QoS metrics in terms of bandwidth consumption, packet
loss, and queue length.

1. INTRODUCTION

Newly evolving multimedia applications such as high-definition television (HDTV), Internet Pro-
tocol Television (IPTV), and Video-on-Demand (VoD) in recent times become one of the most key
services for network operators. It is predicted that 1.2 million minutes of video content will cross
the network every second in 2016 and the sum of all forms of video traffics (TV, VoD, Internet, and
P2P) will be approximately 86 percent of global consumer traffic by 2016 [1]. These applications
have brought the network operators to offer higher bandwidth to their residential and business
subscribers. Among these applications, IPTV is one of the killer multimedia applications for the
next-generation network, yet provides exciting new revenue and opportunities for service providers.
IPTV offers digital television services over Internet Protocol (IP) for the subscribers at a lower
cost. These IPTV services include the live television, time-shifted television, and video on demand
(VoD) [2]. Despite all the attractive IPTV services, it also requires high-speed access networks with
functions of multicasting, Quality-of-Services (QoS) guarantee and so on. In the access networks,
Ethernet Passive Optical Network (EPON) is considered as one of the best solutions due to its
simplicity, low-cost and high data rate. The EPON architecture consists of a centralized optical
line terminal (OLT) and number of splitters. The OLT is connected to multiples associated op-
tical network units (ONUs) over point-to-multipoint topologies to deliver the packets and reduce
the costs relative to the maintenance power. Because EPON is a broadcasting by nature in the
downstream direction, therefore the OLT will broadcast the control messages and data packets and
is selectively extracted by their destination ONU. In addition, the SCB is introduced so that the
OLT can forward the broadcast packets to multiple recipients without multiple duplications for
each ONU [3].

To carry the IPTV traffic in the EPON several multicasting algorithms based on Mac Address,
LLID, and IGMP snooping are proposed [4–6]. Most of the previous works used the IGMP to
deliver the multicasting for IPTV service. The IGMP is a protocol to maintain the multicast
membership between the routers in order to support multicast communication. To implement
IGMP multicasting, the ONU needs a processor to perform IGMP snooping and the 802.1D entity
should be added in ONU. The OLT should broadcast multicast traffic to run IGMP snooping; and
also needs software to snoops IGMP and configures 802.1D entity in ONU through OAMPDUs.
Moreover, the use of multicast LLID is not scalable since the limitation of Logical Group ID, which
essentially for ONUs to identify the number of multicast group address. Finally, the previous
studies also have not mentioned of how to distinguish the IPTV traffic from the other traffics in
real PON-based networks. Consequently, to tackle the aforementioned problems and chanllenges,
in this paper, we propose a new mechanism, which emulates the multicasting mechanism by using
the SCB and a table that manages the IPTV requests. Simulation results have shown that our
proposed mechanism can improve the QoS metrics in terms of bandwidth consumption, packet loss,
and queue length.
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2. PROPOSED ARCHITECTURE

In our proposed mechanism we construct a table at the ONU and a table at the OLT in RS to
manage the IPTV requests. The ONU table contains channel name, user MAC address, and user
IP address fields, whereas the OLT table consists of channel name and the ONU LLID. In the
downstream direction, the OLT sets the broadcast LLID to the IPTV packets and sends it via SCB
port thus all ONUs will accept these packets. The tables are used to manage the requests and
broadcast the streams to ONUs. This table also helps the OLT to decide whether to start/stop the
broadcasting channel. We use a ONU to support routing function in layer three. We add a record
to the routing table to distinguish the IPTV request sent by the user. When the request comes from
the user the ONU table checks to find any previous request from the user. If the user has a record
(value) in the table first the current value should be deleted from the table and new value adds to
the table. Deleting the value from the table means to leave the channel and adding a new value
means to join a channel in the proposed mechanism. In the other words each user can have a record
in the ONU table. The join algorithms is shown in Fig. 1(a). If the requested channel is already
broadcasted by the OLT and the name of the broadcast channel exists in the ONU table, the ONU
will start to broadcast the requested channel to the user and add the user MAC and the requested
channel in the table by Add ONU (user MAC, ch name) function. If the request is not in the ONU
table that means it is not broadcasted from the OLT. The request should be sent to the OLT.
Consequently the OLT passes it to the IPTV server. When the data starts to send from the IPTV,
the OLT receives these packets and by examining the source address of the packets are sent via SCB
port. When the OLT starts to broadcast the channel the function Add OLT() is executed to add
the channel name to the OLT table. The operation in OLT is shown in Fig. 1(b). After any change
to the OLT table it is necessary that OLT informs the ONUs to know about current broadcasted
channel. The OLT should decide to continue or stop the channel broadcasting. Fig. 1(c) shows the
algorithms for the continue/stop broadcasting. When a user leaves the channel, the corresponding
ONU removes the user’s MAC address from the ONU’s table with the Remove ONU (User MAC,
Ch name) function. The function Filter ONU Table (Ch name) is designed to filter the ONU’s
table. This function return removes LLID request to the OLT if no longer user watching the
channel after the OLT uses Remove OLT (ONU LLID, Ch name) to remove ONU’s LLID from the
OLT’s table. At the same time, OLT uses Filter OLT Table (Ch name) to filter the OLT’s table if
the OLT finds no ONU for the channel in the table, it will stop broadcasting the channel.

(a) (b) (c)

Figure 1: (a) ONU operation; (b) OLT opera tion; (c) algorithm to stop the broadcasting.
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3. SYSTEM PERFORMANCE

In this section, we present the results from our simulation experiments conducted to evaluate the
bandwidth consumption, packet loss, and packet delay in the downstream direction. The OLT uses
the First-In-First-Out (FIFO) for the packet queuing with finite buffer space. The system model
is set up with 5 to 40 HD channels with 10 Mbps bit rate per channel. We assume that up to
20% of the total traffic is used for IPTV traffic. The distance from ONUs to OLT is assumed to
range between 10 to 20 km. Moreover, for the traffic model considered here, the packet generation
followed the self-similarity and Long Range Dependence (LRD) [8], and the packet size is followed
the trimodal [9]. The access number of the user for each channel is followed the same as in [10]
and compared our proposed mechanism (i.e., “SCB”) with unicast and multicast mechanisms. The
simulation parameters are summarized in Table 1.

3.1. Bandwidth Consumption

Figure 2 shows the bandwidth usage of unicast, multicast and the proposed mechanism (i.e., SCB)
versus the number of channels. It can be observed the unicast mechanism has the highest bandwidth
usage because it is required to send the dedicate data to the users. The bandwidth usage is rapidly
increased, and it occupied the available bandwidth with just around 40 channels. T multicast

Table 1: Simulation Parameters.

Parameters Value
Number of HD channels in the system 5, 10, 20, 25, 30, 35, 40

Downstream link capacity 1 Gbps (200 Mbps for IPTV traffic) [1]
OLT-ONU distance (uniform) 10–20 km

OLT processing time 5 µs
HD channel Bit rate 10Mbps

Figure 2: Bandwidth usage.

(a) (b)

Figure 3: (a) Packet loss; (b) queue length.
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mechanism can reduce the bandwidth usage around 10% of the available bandwidth. On the other
hand, our proposed mechanism has the lowest bandwidth consumption because the OLT will send
the packet by using SCB, thus each packet needs broadcast once. Our proposed mechanism can
improve the bandwidth utilization to over 90% compared with the unicast mechanism and improve
9% compared to the multicast mechanism.

3.2. Packet Loss and Queue Length
Figure 3(a) shows the packet loss of the unicast, multicast and SCB mechanisms, respectively. We
define the packet loss is where there is no bandwidth available and no buffer space to provision the
IPTV traffic. It is shown that the unicast mechanism begins to drop the packet when the number of
channel exceeds 25. Because there is no longer available bandwidth to satisfy the IPTV traffic in the
downstream direction. The packet loss for both multicast and SCB mechanisms are zero because
the bandwidth can satisfy the IPTV traffic sent by the IPTV server. Fig. 3(b) compares the queue
length of unicast, multicast and SCB mechanisms versus the number of channels, respectively. It
is shown that the unicast mechanism needs bigger buffer space to accommodate the packets in
the OLT buffer space. However, for the multicast and SCB, the number of packet in the queue is
always zero, because the bandwdith is available and there is no need to buffer the packets in the
OLT buffer space.

4. CONCLUSIONS

In this paper, we proposed a mechanism to manage the IPTV request by constructing the tables
in the ONUs and OLT R Sublayer (RS). We developed three algorithms to maintain the tables in
ONUs and OLT. In the ONU, if there is a record for the requested channel, the broadcasted packet
is sent to the user without going to the OLT and IPTV server; otherwise, the request will send to
the ONU queue. Furthermore, if there is a change in the ONU table or when the new channel starts
to broadcast, the OLT table will be updated. Finally, an algorithm is proposed to aware the OLT
to stop broadcasting the channel. Simulation results have shown that our proposed mechanism
outperforms the bandwidth usage up to 90% compared to the unicast and 9% compared to the
multicast mechanism.

REFERENCES

1. Cisco, “Cisco visual networking index: Forecast and methodology,” 2011–2016, 2012.
2. Xiao, Y., X. Du, J. Zhang, F. Hu, and S. Guizani, “Internet protocol television (IPTV): The

killer application for the next-generation internet,” IEEE Communications Magazine, Vol. 45,
No. 11, 126–134, Nov. 2007.

3. http://standards.ieee.org/getieee802/download/802.3av-2009.pdf.
4. Sue, C. C., C. Y. Hsu, Y. S. Su, and Y. Y. Shieh, “A new IPTV channel zapping scheme

for EPON,” First International Conference on Ubiquitous and Future Networks, 131–136,
Jun. 2009.

5. Cheng, C. and L. Wang, “Research on a method to carrying IPTV in EPON,” 4th International
Conference on Wireless Communications, Networking and Mobile Computing, 1–4, Oct. 2008.

6. Ikeda, H., J. Sugawa, Y. Ashi, and K. Sakamoto, “High-definition IPTV broadcasting archi-
tecture over gigabit-capable passive optical network,” Global Telecommunications Conference,
2242–2246, Nov. 2007.

7. Wu, J., Y. Nie, H. Yoshiuchi, and H. Ikeda, “Building multicast controller for carrier-grade
IPTV service over ethernet passive optical network,” Second International Conference on Sys-
tems and Networks Communications, 47, Aug. 2007.

8. Erramilli, A., P. Pruthi, and W. Willinger, “Fast and physically-based generation of self-similar
network traffic with applications to ATM performance evaluation,” 29th Conference on Winter
Simulation, 997–1004, Dec. 1997.

9. http://www.ieee802.org/3/efm/public/jul01/presentations/sala 1 0701.pdf.
10. Choi, J., A. S. Reaz, and B. Mukherjee, “A survey of user behavior in VoD service and

bandwidth-saving multicast streaming schemes,” IEEE Communications Surveys and Tutori-
als, Vol. 14, No. 1, 156–169, 2012.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 541

The Influence of the Electromagnetic Wave on the Nonlinear
Quantum Acoustoelectric Current in a Quantum Well

N. V. Hieu1, 2, N. Q. Bau1, and N. V. Nghia1

1Faculty of Physics, Hanoi University of Science, Vietnam National University, Hanoi, Vietnam
2Faculty of Physics, Danang University of Education, Danang, Vietnam

Abstract— The influence of the electromagnetic wave on the nonlinear quantum acoustoelectric
(QAE) current in a quantum well (QW) is investigated for an acoustic wave whose wavelength
λ = 2π/q is smaller than the mean free path l of the electrons and in the region ql À 1 (where
q is the acoustic wave number). The dependence of the QAE current jQAE on the frequency
of external acoustic wave ωq, the temperature T , the amplitude E0 and frequency Ω of the
electromagnetic wave are obtained by using the quantum kinetic equation in the case of relaxation
time of momentum τ constant approximation. Numerical calculation is done, and the result is
discussed for a typical AlGaAs/GaAs/AlGaAs QW. The computational results show that the
dependence of the QAE current jQAE on the external acoustic wave frequency ωq, the frequency
of electromagnetic wave Ω and the QW’s width L is non-monotonic, the cause of appearance
peaks attributes the transition between mini-bands n → n′. The quantum theory of the QAE
current in a QW is newly developed.

1. INTRODUCTION

When an acoustic wave is absorbed by a conductor, the transfer of the momentum from the
acoustic wave to the conduction electron may give rise to a current usually called the acoustoelectric
(AE) current, jAE , in the case of an open circuit, a constant electric field, EAE . The study of
this effect is crucial, because of the complementary role it may play in the understanding of the
properties of the low-dimensional systems (superlattices, QW, quantum wire . . . ) which, we believe,
should find an important place in the acoustoelectronic devices. The study of the AE effect in bulk
materials have received a lot of attention [1–5].

It is well known that in low-dimensional systems, the energy levels of electrons become discrete
and are different from other dimensionalities [1]. In certain conditions, the decrease in dimension-
ality of the system for semiconductors can lead to dramatically enhanced nonlinearities [2]. So the
nonlinear properties, especially electrical and optical properties of semiconductor quantum wells,
superlattices (SL), quantum wires, and quantum dots have attracted much attention in the past
few years, for example, the linear absorption of a weak electromagnetic wave caused by confined
electrons in low-dimensional systems has been investigated [3–5]. Calculations of the nonlinear
absorption coefficients of an intense electromagnetic wave by using the quantum kinetic equation
for electrons in bulk semiconductors [6], in quantum well [7] and in quantum wire [8] have also been
reported. Also, the AE effect have been studied in detail in bulk semiconductors by using both the
Boltzmann classical kinetic equation and quantum method [9–15].

In recent years, the acoustoelectric effect in low-dimensional structures have been extensively
studied experimentally and theoretically. So far, however, almost all those works [16–24] have
been studied theoretically by using the Boltzmann classical kinetic equation method, and are, thus,
limited to the case of the electron-external acoustic wave interaction. The acoustoelectric effect in
superlattices [16–18], the acoustoelectric current in one-dimensional channel [19], acoustoelectric
effect in a finite-length ballistic quantum channel [20], AC in a ballistic quantum point contact [21],
AC through a quantum wire containing a point impurity and AC in submicron-separated in a
quantum wire [22, 23], and acoustoelectric effect in a carbon nanotube [24] have also been studied.
In addition, the influence of the electromagnetic wave on the acoustoelectric effect has been studied
theoretically in a SL by using the Boltzmann classical kinetic equation [25]. However, the calculation
of the QAE current jQAE and influence of the electromagnetic wave on QAE current in QW by
using the quantum kinetic equation method is still open for study. In the present work, we use
the quantum kinetic equation method to study the influence of the electromagnetic wave on the
acoustoelectric current jQAE induced by the electron-external acoustic wave interactions and the
electron-internal acoustic wave (internal phonons) scattering in a QW and the present work is
different from previous works [16–24] because 1) the QAE current is not only a result of the electron-
external acoustic wave interaction, but also due to the electron-internal phonons scattering in the
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sample, 2) we use the quantum kinetic equation method, 3) we calculated the influence of a strong
electromagnetic wave on jQAE .

This paper is organized as follows. In Section 2, we outline a quantum kinetic equation for
electrons confined in a QW. The analytical expression for QAE current in the case of the electron-
external acoustic wave and electron-internal phonons scattering is obtained in Section 3. The
numerical results and brief discussions are presented for a specific QW AlGaAs/GaAs/AlGaAs are
in Section 4. Finally, we come to a conclusion in Section 5.

2. QUANTUM KINETIC EQUATION FOR ELECTRONS IN A QUANTUM WELL IN
THE PRESENCE OF AN ELECTROMAGNETIC WAVE

We use a simple model for a QW, in which an electron gas is confined by the infinite potential
along the Oz direction (along the Oz direction, the energy spectrum of electron is quantized or
the motive direction of electron is limited) and electrons are free on the (x-y) plane. It is well
known that the motion of an electron is confined QW and that its energy spectrum is quantized
into discrete levels in the Oz direction. Let us suppose that the external acoustic wave of frequency
ωq is propagating along the quantum well axis (Oz). When

ωq/η = csq/η ¿ 1; ql À 1, (1)

where η is the frequency of the electron collisions, q is the modulus of the external acoustic wave-
vector and l is the electron mean free path. The acoustic wave is considered in the region ql À 1.
Under such circumstances, the external acoustic wave can be interpreted as monochromatic phonons
having the 3D phonon distribution function N(~k), and can be presented the acoustic flux by a δ-
function distribution in ~k-space N(~k) = (2π)3

ω~qcs
Φδ(~k − ~q ), where Φ is the flux density of external

acoustic wave (external phonon) with frequency ω~q. In the presence of an external acoustic wave
with frequency ω~q, the Hamiltonian of the electron-external phonon and electron-internal phonon
system in a QW in second quantization representation can be written as (we select ~ = 1):

H = H0 + He−ph; H0 =
∑

n,~p⊥

εn

(
~p⊥ − e

c
~A(t)

)
a+

n,~p⊥
an,~p⊥ +

∑

~k

ω~k
b+
~k

b~k
, (2)

He−ph=
∑

n,~p⊥,n′,~q

C~qUn,n′(~q )a+
n,~p⊥+~q⊥

an′,~p⊥c~q exp(−iω~q t)+
∑

n,~p⊥,n′,~k

D~k
In,n′(~kz)a+

n,~p⊥+~k⊥
an′,~p⊥(b~k

+ b+

−~k
),

(3)
where n denotes the quantization of the energy spectrum in the Oz direction, n = 1, 2, . . . ; a+

n,~p⊥
and

an,~p⊥ (b+
~k

and b~k
) are the creation and the annihilation operators of the electron (internal phonon),

respectively, c~q is the annihilation operators of the external phonon. | n, ~p⊥〉 and | n′, ~p⊥ +~k⊥〉 are
electron states before and after scattering, ~A(t) is the vector potential of an external electromagnetic
wave ~A(t) = e

Ω
~E0 sin(Ωt), Ω is the frequency of electromagnetic wave. The electron energy takes

the simple form

εn,~p⊥ =
~p2
⊥

2m
+

n2π2

2mL2
(4)

Here, m is the effective mass of electron, L is the width of the QW, and ~p⊥ is the transverse
component of the quasi-momentum in the (x-y) plane. Un,n′(~q ) is the matrix element of the
operator U = exp(iqy − λlz):

Un,n′(~q ) =
(−1)n+n′ exp(−λlL)− 1

λlL + (n+n′)2π2

λlL

− (−1)n−n′ exp(−λlL)− 1

λlL + (n−n′)2π2

λlL

, (5)

where λl = (q2 − ω2
q/c2

l )
1/2 is the spatial attenuation factor of the potential part the displace-

ment field, C~q and D~k
are the electron-external and electron-internal phonon interaction factor,

respectively and takes the form:
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C~q = iΛc2
l (ω

3
~q/2ρ0ΞS)1/2, Ξ = q

[
1 + σ2

l

2σl
+

(
σl

σt
− 2

)
1 + σ2

t

2σt

]
,

σl = (1− c2
s/c2

l )
1/2, σt = (1− c2

s/c2
t )

1/2, | D~k
|2= Λ2~k

2ρ0cs
,

(6)

here Λ is the deformation potential constant, cl and ct are the velocities of the longitudinal and the
transverse bulk acoustic wave, cs is the velocity of the acoustic wave, ρ0 is the mass density of the
medium, S = LxLy is the surface area and

In′,n(kz) =
2
L

∫ L

0
dz sin

(
n′π
L

z

)
sin

(nπ

L
z
)

exp(ikzz). (7)

In order to establish the quantum kinetic equations for electrons in QW, we use the electron
distribution function fn,~p⊥ = 〈a+

n,~p⊥
an,~p⊥〉t:

i

(
∂fn,~p⊥

∂t

)

ac

= 〈[a+
n,~p⊥

an,~p⊥ ,H]〉t, (8)

where 〈Ψ〉t denotes a statistical average value at the moment t; 〈Ψ〉t = Tr(Ŵ Ψ̂) (Ŵ is the density
matrix operator). Starting from the Hamiltonian Eqs. (2) and (3), Eq. (8) and realizing operator
algebraic calculations, we obtained the quantum kinetic equation for electrons in QW:

(
∂fn,~p⊥

∂t

)

ac

= −
∑

n′,~q

| C~q |2| Un,n′(~q ) |2 N(~q )
∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)
exp(−isΩt)

×
{
− fn,~p⊥ − fn′,~p⊥+~q⊥

i(εn′,~p⊥+~q⊥ − εn,~p⊥ − ω~q − lΩ + iδ)
− fn,~p⊥ − fn′,~p⊥+~q⊥

i(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − lΩ + iδ)

+
fn′,~p⊥−~q⊥ − fn,~p⊥

i(εn,~p⊥ − εn′,~p⊥−~q⊥ − ω~q − lΩ + iδ)
+

fn′,~p⊥−~q⊥ − fn,~p⊥

i(εn,~p⊥ − εn′,~p⊥−~q⊥ + ω~q − lΩ + iδ)

}

−
∑

n′,~k

| D~k
|2| Un,n′(~q ) |2 N(~q )

∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)
exp(−isΩt)

×
{
− fn,~p⊥ − fn′,~p⊥+~q⊥

i(εn′,~p⊥+~q⊥ − εn,~p⊥ − ω~q − lΩ + iδ)
− fn,~p⊥ − fn′,~p⊥+~q⊥

i(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − lΩ + iδ)

+
fn′,~p⊥−~q⊥ − fn,~p⊥

i(εn,~p⊥ − εn′,~p⊥−~q⊥ − ω~q − lΩ + iδ)
+

fn′,~p⊥−~q⊥ − fn,~p⊥

i(εn,~p⊥ − εn′,~p⊥−~q⊥ + ω~q − lΩ + iδ)

}
(9)

Eq. (9) is fairly general can be applied for any mechanism of interaction. In the case of vanishing
electron-internal phonon interaction, it give the same results as these obtained in [16–18].

3. ACOUSTOELECTRIC CURRENT

It is assumed that the external acoustic wave propagates perpendicularly the Oz axis of the QW.
After a new equilibrium has been established, the distribution function f of the electrons will obey
the condition

∂fn,~p⊥/∂t = (∂fn,~p⊥/∂t)ac + (∂fn,~p⊥/∂t)th = 0, (10)

(∂fn,~p⊥/∂t)ac, the rate of change caused by the electron-external acoustic wave and inertial phonons
interaction; (∂fn,~p⊥/∂t)th, the rate of change due to the interaction of the electron with thermal
phonons, with the impurities, and with one another. Substituting Eq. (9) into Eq. (10) we obtained
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the basic equation of the problem:

(∂fn,~p⊥/∂t)th = π
∑

n′,~q

| C~q |2| Un,n′(~q ) |2 N(~q )
∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)

×
{

[f(εn,~p⊥)− f(εn′,~p⊥+~q⊥)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ − ω~q − lΩ)

+ [f(εn,~p⊥)− f(εn′,~p⊥+~q⊥)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − lΩ) + [f(εn,~p⊥)− f(εn′,~p⊥−~q⊥)]

× δ(εn′,~p⊥−~q⊥ − εn,~p⊥ + ω~q − lΩ) + [f(εn,~p⊥)− f(εn′,~p⊥−~q⊥)]δ(εn′,~p⊥−~q⊥ − εn,~p⊥ − ω~q − lΩ)
}

+ π
∑

n′,~k

| D~k
|2| In,n′(kz) |2 N(~k)

∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)

×
{

[f(εn,~p⊥)− f(ε
n′,~p⊥+~k⊥

)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − ω~k
− lΩ)

+ [f(εn,~p⊥)− f(ε
n′,~p⊥−~k⊥

)]δ(ε
n′,~p⊥−~k⊥

− εn,~p⊥ − ω~q + ω~k
− lΩ)

}
. (11)

We linearize Eq. (11) by replacing f(εn,~p⊥) with fF (εn,~p⊥)+f1, where fF (εn,~p⊥) is the equilibrium
Fermi contribution function. As indicated in [26] (∂fn,~p⊥/∂t)th = −f1/τ~p; τ~p is the momentum
relaxation time. Thus,

f1 = τ~pπ
∑

n′,~q

| C~q |2| Un,n′(~q ) |2 N(~q )
∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)

×
{

[f(εn,~p⊥)− f(εn′,~p⊥+~q⊥)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ − ω~q − lΩ)

+ [f(εn,~p⊥)− f(εn′,~p⊥+~q⊥)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − lΩ) + [f(εn,~p⊥)− f(εn′,~p⊥−~q⊥)]

× δ(εn′,~p⊥−~q⊥ − εn,~p⊥ + ω~q − lΩ) + [f(εn,~p⊥)− f(εn′,~p⊥−~q⊥)]δ(εn′,~p⊥−~q⊥ − εn,~p⊥ − ω~q − lΩ)
}

+ π
∑

n′,~k

| D~k
|2| In,n′(kz) |2 N(~k)

∑

l,s

Jl

(
e ~E0~q⊥
mΩ2

)
Jl+s

(
e ~E0~q⊥
mΩ2

)

×
{

[f(εn,~p⊥)− f(ε
n′,~p⊥+~k⊥

)]δ(εn′,~p⊥+~q⊥ − εn,~p⊥ + ω~q − ω~k
− lΩ)

+ [f(εn,~p⊥)− f(ε
n′,~p⊥−~k⊥

)]δ(ε
n′,~p⊥−~k⊥

− εn,~p⊥ − ω~q + ω~k
− lΩ)

}
. (12)

The quantum acoustoelectric current jQAE in the direction of external acoustic wave vector ~q
is expressed:

jQAE =
∑

n

2e

(2π)2

∫
v~pf1d~p⊥, (13)

v~p is the electron velocity is given by v~p = ∂εn,~p/∂~p.
Substituting Eq. (12) into Eq. (13) and solving for a non-degenerate electron gas, τ~p is taken to

be constant, we obtain for the acoustoelectric current:

jQAE =A1

∑

l

1
l[(lΩτ)2 + 1]

∑

n,n′
| Un,n′ |2 exp

(
− π2n2

2mL2kBT

)
(B+ −B−)

+ A2

∑

l

1
l[(lΩτ)2 + 1]

∑

n,n′

π

L
(2 + δn,n′) exp

(
− π2n2

2mL2kBT

)
(C+ − C−), (14)

where

A1 =
(2π.e)2Φ ∧2 τc4

l ω
3
~qE0

4ρ0c2
smΩ3

exp
(

εF

kBT

)
, A2 =

2e2 ∧2 τ(2mkBTπ)1/2E0

8m2(2π)3ρ0csω~qΩ3
exp

(
εF

kBT

)
,
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B± =
(

1 +
D2±

mkBT

)
exp

(
− D2±

2mkBT

)
, D± =

q

2
+

m∆n,n′

q
± m(ω~q − ω~k

− Ω)
q

,

C± = exp(−F±)
[1
2

(d±
c

)3/2
K3[2(d±c)1/2] + 2a±

d±
c

K2[2(d±c)1/2] + 2b±
(d±

c

)1/2
K1[2(d±c)1/2]

]
,

F± = −∆n,n′ − Ω± ω~k

2kBT
, a± = mkBT + m∆n,n′ −mΩ±mω~k

, b± =
(
m∆n,n′ −mΩ±mω~k

)
,

d± =
(m∆n,n′ −mΩ±mω~k

)2

2mKBT
, c =

1
8mkBT

, ∆n,n′ =
π2

2mL2
(n2 − n′2),

here, εF is the Fermi energy, kB is the Boltzmann constant, Kn(x) is the Bessel function of 2nd
order.

The Eq. (14) is the analytical expression of QAE current in QW in the case momentum relaxation
time is a constant. In the case of the vanishing electron-internal phonon interaction. This result
give the same result obtained by using Boltzmann kinetic equation in a quantum well.

4. NUMERICAL RESULTS AND DISCUSSIONS

To clarify the results that have been obtained, in this section, we consider the AE current. This
quantity is considered as a function of the temperature T , the acoustic wave number q, the acoustic
intensity Φ, and the parameters of the AlGaAs/GaAs/AlGaAs QW. The parameters used in the
calculations are: σ = 5300 kgm−3 , τ = 10−12 s, m = 0.067m0, m0 being the mass of free electron,
Φ = 104 W m−2, cl = 2.103 m s−1, ct = 18.102 m s−1, cs = 8.102 m s−1.

Figure 1 present the dependence of the QAE current density on the frequency ωq of the external
acoustic wave at different values for the frequency of electromagnetic wave. Fig. 1 shown some
maxima when the condition ω~q = ω~k

±∆n,n′+lΩ (n 6= n′) is satisfied. This result is different from the
acoustoelectric current in a bulk semiconductor [9–15], because in a bulk semiconductor, when the
ω~q increase, the acoustoelectric current increases linearly. The cause of the difference between the
bulk semiconductor and the QW is characteristics of a low-dimensional system, in low-dimensional
systems, the energy spectrum of electron is quantized and exists even if the relaxation time τ of the
carrier does not depend on the carrier energy. In Fig. 1, there are two peaks. This is attributed to
the transitions between mini-bands (n → n′), and the two peaks correspond to (n = 1 → n′ = 2)
and (n = 2 → n′ = 3) transitions or intersubband transitions as the main contribution to jQAE .
When we consider the case n = n′. Physically, we merely consider transitions within sub-bands
(intrasubband transitions), and from the numerical calculations we obtain jQAE = 0, where mean
that only the intersubband transition (n 6= n′) contribute to the jQAE . In superlattices [16–18], the
acoustoelectric current density appears even if the intrasubband transitions. This can be explained
by assuming that only electrons whose momenta comply with the condition ω~q = ω~k

±∆n,n′ + lΩ
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Figure 1: Dependence of the jQAE current density
on the frequency ωq of the external acoustic wave at
different values of the frequency of electromagnetic
wave Ω = 8×1013 s−1 (solid line), Ω = 9×1013 s−1

(dot line), Ω = 10 × 1013 s−1 (dashed line). Here
T = 50 K, εF = 0.038 eV, n = 1 → 3, n′ = 1 → 3.
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Figure 2: Dependence of the jQAE current density
on the width of the quantum well at different values
of the frequency of electromagnetic wave Ω = 7 ×
1013 s−1 (solid line), Ω = 7.5 × 1013 s−1 (dot line),
Ω = 8 × 1013 s−1 (dashed line). Here T = 50 K,
εF = 0.038 eV, n = 1 → 3, n′ = 1 → 3.
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Figure 3: Dependence of the jQAE current density on the frequency of electromagnetic wave at different
values of temperature T = 50 K (solid line), T = 53K (dot line), T = 55K (dashed line), εF = 0.038 eV,
n = 1 → 3, n′ = 1 → 3.

(n 6= n′) contribute considerably to the effect.
Figure 2 shows the dependence of the jQAE on the width of the QW for different values of

the electromagnetic wave frequency Ω. Fig. 2 shows that influence of electromagnetic wave on
the jQAE is strong, when the frequency of electromagnetic wave increase the position of the peaks
change and the peaks move to the smaller QW width when the frequency of the electromagnetic
wave increases. Fig. 3 shows the dependence of the jQAE on the electromagnetic wave frequency.
The figures show that the dependence of jQAE on the electromagnetic wave frequency is strong
and nonlinear. The figures also show that when we consider different transitions, we obtain peaks
at different values of L when the condition ω~q = ω~k

±∆n,n′ + lΩ (n 6= n′) is satisfied. Moreover,
Fig. 2 shows that the peaks move to the smaller width when the frequency of electromagnetic wave
increases. In contrast, Fig. 3 shows that the position of the maxima nearly are not move as the
temperature is varied, because the condition ω~q = ω~k

±∆n,n′ + lΩ (n 6= n′) does not depend on the
temperature.

5. CONCLUSION

In this paper, we have obtained analytical expressions for the jQAE in presence of the external
electromagnetic wave in a QW by using the quantum kinetic equation for the distribution function
of electrons interacting with an external acoustic wave and internal phonons. We have shown the
strong nonlinear dependence of jQAE on the frequency ωq of the external acoustic wave, the width
L of the QW and the frequency of electromagnetic wave. The importance of the present work is the
appearance of peaks when the condition ω~q = ω~k

±∆n,n′ + lΩ (n 6= n′) is satisfied, the results are
complex and different from those obtained in bulk semiconductors [9–15] and the superlattices [16–
18]. Our result indicates that the dominant mechanism for such a behavior is electron confinement
in the QW and transitions between mini-bands n → n′. The jQAE exists even if the relaxation
time τ of the carrier does not depend on the carrier energy, and the results are similar to those for
superlattices [16, 18]. This differs from bulk semiconductors, because in bulk semiconductors [9–15],
the acoustoelectric current vanishes for a constant relaxation time.

The numerical results obtained for the AlGaAs/GaAs/AlGaAs QW show that influence of the
electromagnetic wave on the jQAE is strong.
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Dyson Equations for Dense Random Media Composed of Dielectric
or Metallic Nanoscale Scatterers

Gerard Berginc
Thales, France

Abstract— We develop a general formalism based upon Green functions to calculate the elec-

tromagnetic field scattered by a random medium with rough boundaries. We give an expression

of the effective permittivity, which is extended to random media with different types of particles

bounded with randomly rough interfaces.

1. INTRODUCTION

In this paper, we consider the coherent component of the electromagnetic wave field inside random
media bounded with randomly rough surfaces. The subject of our interest concerns a random
medium consisting of statistical ensembles of different scattering species and artificial material
structures developed on base of dielectric or metallic resonant particles. The intent of this paper
is to establish new formulas for the effective dielectric constant which characterizes the coherent
part of an electromagnetic wave propagating inside a random medium with randomly rough in-
terfaces. The starting point of our theory is the multiple scattering theory. Quantum multiple
scattering theory has been transposed in this electromagnetic case. We give a formal solution for
the scattering operator by introducing the T-operator formalism. We show that the T-operator
satisfies a Lippman-Schwinger equation. Then we introduce the Quasi-Crystalline Coherent Poten-
tial Approximation (QC-CPA), which takes into account the correlation between the particles with
a pair-distribution function. This function describes the correlation between two distinct particles.

2. DYSON EQUATION AND EFFECTIVE PERMITTIVITY

In the following we consider harmonic waves with exp(−iωt) pulsation. The structure, we consider
in this paper is defined by a first semi-infinite medium (medium 0) with a permittivity ε0, a random
layer (medium 1) with a permittivity ε1(ω) bounded by rough interfaces and another semi-infinite
medium (medium 3) with a permittivity ε2(ω). The layer contains discrete scatterers randomly
distributed. To calculate the scattered field we introduce the Green functions associated with the
different media. With the source inside the medium 1 the Green functions satisfy the following
propagation equations:

∇×∇× Ḡ01
SV (r, r0)− ε0(ω) K2

vac Ḡ01
SV (r, r0) = 0 , (1)

∇×∇× Ḡ11
SV (r, r0)− εV (r, ω) K2

vac Ḡ11
SV (r, r0) = δ(r− r0) Ī , (2)

∇×∇× Ḡ21
SV (r, r0)− ε2(ω) K2

vac Ḡ21
SV (r, r0) = 0 , (3)

The superscripts indicate respectively, the receiver location and the source location in the media
0, 1 and 2 and the subscript SV shows the interactions between the random volume and the rough
interfaces are taken into account in the Green function, Kvac ≡ ω/c. Inside the medium with the
permittivity ε1(ω), we consider a set of N scatterers which we take spherical with a radius rs and
a permittivity εs(ω). In the following we consider two types of scatterers with different radii and
permittivities, they are noted a and b. The formulas can be generalized to N types of particles.
The permittivity εV for the layer is given by:

εV (r, ω) = ε1(ω) +
Na∑

a=1

(εa(ω)− ε1(ω))Θa(r− ra) +
Nb∑

b=1

(εb(ω)− ε1(ω))Θb(r− rb) , (4)

where r1, . . . , rN are the positions of the centers of the particles, Na + Nb = N is the total number
of particles and Θa,b describes the shape of the particles. We can notice that the results can be
generalized to non-spherical particles:

Θa,b(r) =
{

1 if ‖r‖ < ra,b

0 if ‖r‖ > ra,b
, (5)
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with ra,b the radii of the particles. We impose boundary conditions on the two rough surfaces. The
solutions of the propagation equations are unique if we impose the radiation condition at infinity.
We now define the potential function, which describes the interaction between the wave and the
particles and then we give the expression of the Green function. The previous system of differential
equations with boundary conditions can be transformed into integral equations. With the source in
the medium 1 we have the following system of integral equations related to the potential function:

Ḡ01
SV = Ḡ01

S + Ḡ01
S · V̄11 · Ḡ11

SV , (6)
Ḡ11

SV = Ḡ11
S + Ḡ11

S · V̄11 · Ḡ11
SV , (7)

Ḡ21
SV = Ḡ21

S + Ḡ21
S · V̄11 · Ḡ11

SV , (8)

where the Green functions Ḡij
S are given in [1]. They describes the field scattered by a slab with

rough boundaries where the scatterers have been replaced by an homogeneous medium characterized
by an effective permittivity εe(ω). The following operator notation is used:

[
Ā · B̄]

(r, r0) =
∫

V1

d3 r1 Ā(r, r1) · B̄(r1, r0) . (9)

And the potential function can be written as:

V̄11(r, r0, ω) = δ(r− r0) V̄1(r) , (10)
V̄1(r, ω) ≡ K2

vac(εV (r, ω)− εe(ω))Ī , (11)

The effective permittivity will be determined using the Coherent-Potential Approximation (CPA)
and the Quasi-Crystalline Approximation (QCA). Our aim in this paper is to find a system of
equations, with which we can calculate the effective permittivity. The Equation (7) is solved by
iteration and we have the development:

Ḡ11
SV = Ḡ11

S + Ḡ11
S · V̄11 · Ḡ11

S + Ḡ11
S · V̄11 · Ḡ11

S · V̄11 · Ḡ11
S + . . . (12)

We can rewrite the Lipmann-Schwinger Equation (7) in introducing the transition operator T̄11
SV ,

which is defined by:
Ḡ11

SV = Ḡ11
S + Ḡ11

S · T̄11
SV · Ḡ11

S . (13)
With the definition of (13) and the Equation (7) we can deduce the expression of the operator T̄11

SV

in function of V̄11 :

T̄11
SV = V̄11 + T̄11

SV · Ḡ11
S · V̄11 . (14)

The transition operator T̄11
SV contains all the scattering processes involved in the random medium.

This T -operator is useful to calculate the average field over the volume disorder 〈Ḡ11
SV 〉V . We obtain

the Dyson equation in which the potential operator is replaced by the mass operator, which contains
all irreducible diagrams in the Feynman representation. The mass operator can be expressed with
〈T̄11

SV 〉V . The averaged electric field satisfies a Dyson equation with a mass operator related to
the effective dielectric permittivity of the homogenized structure. To determine εe(ω) we use the
coherent potential approximation (CPA), which is defined by:

〈
Ḡ11

SV

〉
V

= Ḡ11
S . (15)

Using (13), we can demonstrate that (15) is equivalent to:
〈
T̄11

SV

〉
V

= 0̄ . (16)

3. EXPRESSION OF THE DIFFERENT SCATTERING OPERATORS

The scattering operator t̄11
ri

for a particle with a permittivity εsi located at the point ri inside an
infinite homogeneous medium is given by the following equations with the scattering potential v̄11

ri
:

t̄11
ri

= v̄11
ri

+ v̄11
ri
· Ḡ∞

1 · t̄11
ri

, (17)

v̄11
ri

(r, r0) = (2π)2 δ(r− r0)v̄1
ri

(r), v̄1
ri

(r) = K2
vac(εsi − ε1)Θs(r− ri)Ī. (18)
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Ḡ∞
1 is the Green function in an unbounded homogeneous medium with the effective permittivity

εe. And the operator T̄11
SV can be written as:

T̄11
SV =

N∑

j=1

t̄11
j +

N∑
i,j=1
i6=j

t̄11
j · Ḡ11

S · t̄11
i +

N∑
i,j,m=1
i 6=j,i6=m

t̄11
j · Ḡ11

S · t̄11
i · Ḡ11

S · t̄11
m + . . . (19)

t̄11
S,ra

is the scattering operator for a particle located at ra inside the layer, this operator takes into
account the interactions of the field with the rough surfaces.

t̄11
S,ra

=
[
Ī− v̄11

ra
· Ḡ11

S

]−1 · v̄11
ra

, (20)

We write Ḡ11
S = Ḡ∞

1 + δḠ11
S , δḠ11

S is the Green function describing the wave interactions with the
boundaries of the effective medium. We can show that:

t̄11
S,ri

= t̄11
ri

+ t̄11
ri
· δḠ11

S · t̄11
S,ri

, (21)

If we renormalize the permittivity of the particle by ε̄s = εsi − (ε1 − εe), we have the relations:

V̄1
ri

(r) = K2
vac(εsi − ε1)Θs(r− ri)Ī , (22)

= K2
vac(ε̄s − εe)Θs(r− ri)Ī . (23)

Hence the operator t̄11
ri

is the scattering operator for a particle with a permittivity ε̄s surrounded
by a medium of permittivity εe (see Fig. 1). The operator t̄11

S,ri
describes the scattering from a

particle located at the point ri inside the volume V1 bounded by the rough interfaces. If we iterate
the Equation (21), we obtain:

t̄11
S,ri

= t̄11
ri

+ t̄11
ri
· δḠ11

S · t̄11
ri

+ t̄11
ri
· δḠ11

S · t̄11
ri
· δḠ11

S · t̄11
ri

+ . . . , (24)

The first term of the Equation (24) describes the scattering from the particle and the following
terms represent the interaction between the particle and the rough surfaces, which is given by δḠ11

S

(see Fig. 1). We now introduce the scattering operator C̄11
SV,ri

, which represents the field scattered
by a particle located at ri taking into account the interactions between the other particles and the
rough surfaces (see Fig. 1). We can show that this operator is given by:

C̄11
SV,ri

= t̄11
S,ri

+
N∑

j=1, j 6=i

t̄11
S,ri

· Ḡ11
S · t̄11

S,rj
+

N∑

j=1, j 6=i

N∑

k=1, k 6=j

t̄11
S,ri

· Ḡ11
S · t̄11

S,rj
· Ḡ11

S · t̄11
S,rk

+ . . . (25)

4. AVERAGING OPERATORS

We now average C̄11
SV,ri

with the conditional average 〈. . . 〉V ; ri
using the conditional probability of

finding a particle at ri given a particle at rj and the CPA hypothesis (i = a or b). We obtain the
expression:

〈
C̄11

SV,ri

〉
V ;ri

= t̄11
S,ri

+ ni t̄11
S,ri

· Ḡ11
S ·

∫

V1

d3rj

[
g(‖rj − ri‖)

〈
C̄11

SV,rj

〉
V ;ri,rj

−
〈
C̄11

SV,rj

〉
V ;rj

]
, (26)

z z
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where we used the approximation ni ' (Ni − 1)/V1 which is valid for a large number of particle
(N À 1). We also defined a pair-distribution function g(‖rj−ri‖) = p(rj |ri)/p(rj). It only depends
on the distance between the two particles if we suppose that the distributions of the particles are
statistically homogeneous and isotropic. p(rj) defines the density probability to find a particle
at the point rj . p(rj |ri) is the conditional probability to find a particle at rj given a particle
at ri. The Quasi-Crystalline Approximation (QCA) states that 〈C̄11

SV,rj
〉V ;ri,rj

= 〈C̄11
SV,rj

〉V ;rj
.

This approximation is strictly valid when the particles have a fixed position, as in a crystal. The
Quasi-Crystalline Approximation consists in omitting the fluctuation of the electromagnetic field,
interacting with a particle located at rj , due to a deviation of a particle located at ri from its average
position. Under the QC Approximation the effective permittivity εe(ω) satisfies the following system
of equations:

(2π)2δ(r− r0)εeK
2
vacĪ = (2π)2δ(r− r0)ε1K2

vacĪ + na

∫

V1

d3ra,
〈
C̄11

SV,ra
(r, r0)

〉
V ;ra

+nb

∫

V1

d3rb,
〈
C̄11

SV,rb
(r, r0)

〉
V ;rb

, (27)

〈
C̄11

SV,ri

〉
V ;ri

= t̄11
S,ri

+ nit̄11
S,ri

· Ḡ11
S ·

∫

V1

d3rj [g(‖rj − ri‖)− 1]
〈
C̄11

SV,rj

〉
V ;rj

. (28)

The Equation (28) can be simplified by omitting the contribution δḠ11
S due to the rough boundaries

in Ḡ11
S = Ḡ∞

1 + δḠ11
S if the following condition is satisfied: K ′′

e H À 1 with K ′′
e = ImKe. We define

the extinction length as le = 1/2K ′′
e . The previous condition means that the slab thickness must

be greater than the extinction length. With this condition we replace in (28) the Green function
Ḡ11

S by Ḡ∞
1 and the operator t̄11

S,ri
by t̄11

ri
.

5. CONCLUSION

The expression of the permittivity developed in this paper has been extended to random media
with different types of particles and bounded by rough surfaces. This extended formulation of
the effective permittivity is then used to calculate the coherent fields and incoherent intensities
scattered from a three-dimensional disordered medium with discrete scatterers and randomly rough
interfaces.
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Abstract— By using the simulation of the electromagnetic railgun system, the influence effect
of several parameters to the performance of the system characteristics is analyzed, including
the number of capacitance groups in the pulse power source, the value of capacitances and
their sequence trigger time, the value of adjustable wave inductance and resistance, current-
carrying diode resistance and thyristor resistance, rail resistance gradient and inductance gradient
parameters. The acceleration time and the exit velocity of armature are taken as the system
performance. On the basic of parameter sensitivity analysis, more reasonable values of the
parameters can be determined and designed, which can help the design of electromagnetic rail
gun systems.

1. INTRODUCTION

The operation process of electromagnetic railgun system is involved with the mutual coupling of
mechanical, electromagnetic, thermal, and other physical processes [1]. The design of the system
may concern with the principle of electromagnetic emission, the technique of pulsed power sequence
control, the numerical simulation or modeling, the dynamic load characteristics, the material prop-
erty of armature and rails, and so on [2–13]. The numerical simulation or modeling of the system is
of significance for the design. From the circuit point view, Software Simulink is widely used for the
simulation [5–10]. While the electromagnetic field distribution in the railguns are usually analyzed
the finite element method software, such as ANSYS software [11].

By the simulation, the parameter sensitivity of the system can be obtained, which can help the
design. The influence effect of the parameters to the performance of the system characteristics
can be analyzed in details by the numerical simulation, which is the main advantage of the simu-
lation relative to the physical experiment. The parameters of the electromagnetic railgun system
may include the value of capacitances, the value of adjustable wave inductance and resistance,
current-carrying diode resistance and thyristor resistance, rail resistance and inductance gradient
parameters. The acceleration time and the exit velocity of armature are taken as the system
performance. Those parameters are analyzed in this paper.

2. ELECTROMAGNETIC RAILGUN CIRCUIT MODEL

The basic structure of electromagnetic railgun is composed of high pulsed power supply, two root
conductor rails, and an armature sandwiched between the rails. The armature can slide forward.
The working principle of the system is that: a huge value of current produced by the high pulse
power source flows through the rails and the armature, the current produces a big magnetic field
interacted with the current inside the armature, and the electromagnetic force is formed which
speeds the armature forward.

The electromagnetic railgun lumped parameter model of the equivalent circuit diagram is shown
as Fig. 1, in which Ci is the energy storage capacitance, Dj is the thyristor that controls Ci discharge
sequence. Rci is the equivalent current-carrying diode resistance of capacitance branch. Dk is the
current-carrying diode that is for inductance discharge provide current-carrying diode loop after
capacitance putting out, Rxi is the current-carrying diode equivalent resistance, Lsi is the adjustable
wave inductance, Rsi is the adjustable wave resistance, Rbi is the cable equivalent resistance of the
capacitance connected to the orbit, Lbi is the cable equivalent inductance, Rx and Lx are the
armature movement equivalent resistance and the inductance respectively. Ra is the armature
resistance, Rx = Rx0 + R′x, Lx = Lx0 + L′x, Rx0 and Lx0 are the orbit equivalent resistance and
the armature inductance in the initial position respectively, R and L′ are the rail resistance and
the rail inductance gradient respectively. The variable footnote is i = 1, 2, . . . , n, j = 1, 3, 5, . . . , n,
k = 2, 4, 6, . . . , n to indicate different groups of the pulse power modules.
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Figure 1: Electromagnetic railgun lumped circuit
model.

Figure 2: Influence to the current and the velocity
by the value of capacitance.

3. ANALYSIS OF SYSTEM PARAMETER SENSITIVITY

A simulation model and the parameters come from the model in [13]. The simulation in [13] was
conducted with PSPICE. The results were verified by the test data provided by Miguel Del Güercio
in U.S. Army Research Laboratory [7]. A set of railgun experimental apparatus were given in [7],
which gave the value of the capacitor, inductor, cable parameters and the power module. Totally
eighteen power modules were used and operated at the same time or discharge as trigger time
sequence. Based on this model, we have analyzed the parameter sensitivity.

3.1. System Parameter Setting

The total energy of test capacity storage is 4.5MJ. The puled power source consists of 18 groups
of modules, which can be operated at the same time and by sequential discharge. The value of
capacitance is 4.2422 mF. The charged voltage on the capacitance is 5 kV and 6.5 kV respectively
for two different experiments. The thyristor resistance Rc is 3.65mΩ. The current-carrying diode
resistance Rx is 6.65 mΩ. R′ is 0µΩ/m and L′ is 0.46µH/m. The armature quality is 0.23 kg.
The initial position x0 is 0 m. The rail length l is 3 m. The cable resistance Rb is 9.18 mΩ. The
cable inductance Lb is 3.22µH. Adjustable wave inductance Ls of the former 9 modules is 60µH at
the same time trigger. The adjustable wave resistance Rs is 2 mΩ. Ls and Rs of other 9 modules
are 24µH and 1 mΩ. The former 9 modules adopted time sequence trigger, other 9 modules are
according to the delay in 0.3 ms time sequence trigger.

3.2. Influence by the Capacitance Parameter

The charging capacitance C determines the energy storage, which provides necessary energy to
the system operation. The value of capacitance is set to three different situations, but the voltage
on the capacitance keeps the same, by which the influence of its characteristic parameters to the
system output is observed, i.e., the velocity of the armature. In Fig. 2, the current i(t) and the
armature velocity v(t) are given for three value of capacitance. It comes to the conclusion that the
value of capacitance influences the pulse current peak and the armature outlet velocity.

3.3. Influence by the Adjustable Wave Inductance Ls

In order to see the influence of the adjustable wave inductance with the current waveform and the
armature velocity, three values of the inductance is chosen. Fig. 3 gives the results. By observing
the current waveform regulation characteristics, it comes to the conclusion that functions of the
adjustable wave inductance are almost the same as the capacitance. The value of adjustable wave
inductance mainly influences the pulse current peak and the arriving time, as well as the armature
acceleration time. Ultimately, it affects the armature outlet velocity. When the adjustable wave
inductance is down to smaller, the pulse current peak is higher, the descent is faster and the
armature acceleration time is shorter. Therefore Ls has some effect on the armature final exit
velocity.
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Figure 3: Influence to the current and the velocity
by the adjustable inductance.

Figure 4: Influence to the current and the velocity
by the adjustable resistance.

Figure 5: Influence to the current and the velocity
by the current-carrying diode resistance.

Figure 6: Influence to the current and the velocity
by the rail inductance gradient.

3.4. Influence by the Adjustable Wave Resistance Rs

The adjustable wave resistance only produces negative effects to the system. By analyzing the
influence of Rs can get the maximum resistance which is allowed in the system. Fig. 4 gives the
results of current and velocity with three values of the resistance. By observing the resistance
parameters characteristic curve, we can see that Rs does not have apparent effect on the pulse
current peak and the peak time. In a similar way, Rs has no obvious effect on the armature
acceleration time. Ultimately Rs is not of obvious influence for the armature outlet velocity.

3.5. Influence by the Current-carrying Diode Resistance Rx

The analysis of current-carrying diode resistance Rx is similar with the adjustable wave resistance
Fig. 5 shows the influence to the current and the velocity. From the results with three different
value of Rx and the influence of other resistances, we can see that Rx has a significant impact on
the pulse current peak and the peak time. Rx mainly plays a role in the pulse current decline, and
reduces the acceleration time of the armature. Consequently, it leads to the decrease of armature
outlet velocity.

3.6. Influence by the Thyristor Resistance Rc and the Rail Resistance R

The analysis of thyristor resistance Rc and the rail resistance R is similar to the analysis of other
resistances. The simulation results indicate that Rc has no obvious influence on the pulse current
peak and the peak time as well as armature acceleration time and the armature outlet velocity.
Resistance R mainly effects the pulse current decline stage. The value of the resistance is smaller,
the current decline is slower, and the armature acceleration time is longer. Consequently, the
armature velocity is greater.

3.7. Influence by the Rail Inductance Gradient L′

The rail inductance gradient L′, i.e., the changing ratio of the inductance against the length of
the rails, is proportional to the electromagnetic force on the armature. In principle, the bigger
is the inductance gradient, the better to the system. The simulation results as shown in Fig. 6
indicate that the relationship between the armature acceleration and the inductance gradient. By
the results we can see that the rail inductance gradient mainly influences the pulse current decline
stage. The value of rail inductance gradient is larger, the pulse current descent speed is faster,
and the armature acceleration time is shorter. The rail inductance gradient effects the armature
acceleration greatly.
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4. CONCLUSION

The charging capacitance C determines the energy storage. Therefore, the value of capacitance
influences the pulse current peak and the armature outlet velocity greatly. The rail inductance
gradient is proportional to the electromagnetic force on the armature. Therefore, the value of rail
inductance gradient determines the armature acceleration.

The resistance in the system only produces negative effects to the system, which decreases the
efficiency of the system. The current-carrying diode resistance Rx has a significant impact on the
pulse current peak and the peak time. The rail resistance R effects the pulse current decline stage.
The adjustable wave resistance Rs and the thyristor resistance Rc have slight effect on the armature
acceleration.
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Abstract— There may be an additional contact resistance on the interface of conductor regions
caused by the change of material property, i.e., the resistivity. The simulation of the contact re-
sistance is very important to get the Joule-heat losses of the conductors. However, it is difficult
or impossible to model and calculate the contact resistance by using the traditional finite element
method (FEM). A new method to model the contact resistance has been proposed in this article,
with the help of the contact element in FEM software ANSYS. The contact element meshes the
interface between conductors directly. With the parameter of “surface conductivity”, equations
can be set up to couple the value elements of the conductors. We have implemented the simula-
tion of contact resistance on the interface of different shape regions. Some examples of contact
resistance calculation under different contact conditions are given and compared to those given
by other methods. It is shown that using the contact element of ANSYS can model the contact
resistance more easily and accurately, with a great advantage over other methods.

1. INTRODUCTION

There is an additional contact resistance on the interface when two conductors meet together,
caused by the change of material property. Contact resistance is made up of two parts, according
to traditional electrical contact theory. One part is called shrinking resistance caused by current
shrinking at contact spots, the area of which occupies only a small proportion of the whole interface.
The other part is called membrane resistance caused by membrane attached to the interface [1].

The contact resistance is normally much greater than the resistance of the conductors, and so
with the Joule heat losses. Therefore, it is very important to calculate the contact resistance to
get the Joule heat losses. There are some problems to calculate the contact resistance by using the
traditional finite element method. First, the contact domain is much smaller than the domains of
conductors, which makes the size of elements used very small and the numbers huge. The other
problem is that it is difficult to model the complex contact conditions on the interface with the
finite element method.

A “thin-layer” model has been proposed by some articles, which use a thin layer with a different
resistivity from the conductors to model the contact resistance [2–4]. However, the domain of the
thin layer is still very small compared to the domains of the conductors, so elements with small
size are still needed and the number of the elements is also huge. The other problem with the
“thin-layer” model is that the accuracy of the calculated contact resistance has a great dependence
on the choice of the length and the resistivity of the layer. The relationships between the contact
resistance and the two factors have also been studied in these articles.

Other articles focus on modeling the shape of the interface to solve the current distribution
under different contact conditions [5]. However, the shape of the interface can be very complex to
model accurately.

2. APPRAOCH FOR MODELING THE CONTACT RESISTANCE BASED ON ANSYS

It is very convenient and efficient to use the contact element provided by the software ANSYS to
solve contact problems. The contact element in ANSYS is a special surface element to identify and
mesh the interface. The contact element has many real constants to reflect contact conditions. Sur-
face conductivity is one of the real constants to reflect the conductive performance of the interface
between conductors. Its definition is given as follows:

J = ECC × (V1 − V2) (1)

where J is the current density in a contact element on the interface, ECC is the surface conductivity
of the contact element, V1 and V2 are the voltage of the two sets of conductors’ nodes on the interface
respectively.

The traditional concept of conductivity is based on volume. Suppose a block of conductor is
inserted with current I, and the voltage of the two faces where the current goes into and out are
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V1 and V2 respectively. The conductor is so thin that the section which is perpendicular to the
current is of the same size all along the current, and the area of the section is S. The length of
the conductor is l and the conductance of the conductor is G. The definition of the traditional
conductivity γ is given as follows:

I = G× (V1 − V2) = γS/l × (V1 − V2) (2)

The current density in the conductor is J , so that I = JS. With this, (2) can be changed to:

J = γ/l × (V1 − V2) (3)

The relationship between the traditional conductivity and the surface conductivity can be obtained
by comparing (3) with (1). Then we can get:

ECC = γ/l (4)

It is shown that the surface conductivity is traditional conductivity divided by the length of the
conductor with the unit of S/m2. As to the contact problems, conductivity γ can be seen as an
equivalent conductivity of the contact domain, and the length l is the length of the contact domain.
According to (4), a smaller value of ECC means a smaller value of the conductivity of the contact
domain γ or a greater value of the length of the contact domain l, which means that the conductive
performance of the interface is worse. While a greater value of ECC means a better conductive
performance of the interface.

3. IMPLEMENTATION OF CONTACT RESISTANCE SIMULATION

Figure 1 gives a model where there are two blocks of conductors with the same size and material.
The length, width and the height of the conductors are all 20 mm, and the material is copper with
a resistivity of 1.72× 10−8Ω ·m. The two conductors contact through a whole surface. The mesh
is also shown in Fig. 1.

The procedure of implementing the contact resistance simulation by ANSYS is: (1) open the
Contact Wizard to create contact elements, (2) choose the two surfaces of the conductors comprising
the interface and define them as contact surface and target surface respectively, (3) set the surface
conductivity to 1 × 108 S/m2, (4) mesh the interface by the contact elements as shown in Fig. 2,
(5) apply a current of 1 A on the surface at the end of a conductor (against the interface), (6) couple
the electric potential of the nodes on the surface to make the surface equipotential, (7) set the
electric potential of the surface at the end of the other conductor to zero, (8) choose static solving
type to solve the problem.

The resistance for the whole system is R = (U1−U2)/I, where U1 and U2 are the electric potential
on the surfaces at the end of the two conductors respectively, and I is the current in the conductors
with the value of 1 A. U2 has been set to zero and U1 can be got in post process, with a value of
2.672× 10−5 V. Therefore, it can be calculated as R = 2.672× 10−5 Ω. The resistance for the two
conductors with a perfect contact is R0 = ρl/S, where ρ is the resistivity of the conductors equaling
to 1.72×10−8 Ω ·m, l is the length of the two conductors with a value of 2×20mm = 40mm, and S
is the area of the section of the conductors equaling to 20 mm× 20mm = 400 mm2. Consequently,
it can be calculated that R0 = 1.72 × 10−6 Ω. It can be seen that the value of R is greater

(a) (b)

Figure 1: (a) The geometry model of the two conductors and
(b) the elements of the meshed conductors.

Figure 2: Contact elements.
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than the value of R0, with an additional contact resistance Rc. Therefore, the contact resistance
Rc = R−R0 = 2.5× 10−5 Ω.

Different contact resistances under different contact conditions can be got by altering the value
of surface conductivity with other options as the same approach described above. The results are
listed in Table 1. It is shown in Table 1 that the contact resistance declines linearly as the value
of surface conductivity increases. When the surface conductivity is greater, the contact resistance
gets closer to zero. On the other hand, if the surface conductivity is smaller, the contact resistance
is of a greater value.

In addition to modeling two conductors contacting through surface, using the contact element
in ANSYS can also model conductors contacting through several spots, which is more similar to
the real contact conditions. This can be realized by setting different values of surface conductivity
to contact elements at different positions on the interface. Different contact shapes on the interface
can be modeled and more accurate contact resistances can be got with this function.

Take the two blocks of conductors shown above for example. Suppose that two conductors
contact through one spot in the centre of the interface. First, create the geometry models of
the conductors in ANSYS and mesh them with element type SOLID69. Then, use the Contact
Wizard to define contact surface and target surface respectively, with the value of ECC set to 0.1.
This means the whole interface has a poor conductive performance. After that, create a new real
constant set (menu in ANSYS: Preprocessor — Real Constants — Add) with the value of ECC set
to 1 × 1012. Then come the key option: choose the contact element in the centre of the interface
and modify the real constant set of the element to the new one just created, using the function
of modifying elements in ANSYS (menu in ANSYS: Preprocessor — Modeling — Move/Modify
— Elements — Modify Attributes). By this option, only the centre of the interface has a good
conductive performance and the model of two conductors contacting through one spot in the centre
is created, as shown in Fig. 3. Apply the same excitations and boundary conditions as the example
above and solve the model. The distributions of current density in the conductors and on a section
perpendicular to the current are shown in Fig. 4 and Fig. 5 respectively. It can be seen that the
current density in the centre of the interface is much higher than at other positions. Contact
resistance of this model can be calculated with a value of 5.148×10−6 Ω. Nakamura gave a formula
for the contact resistance at a square conductive spot [6], as shown in (5):

Rc = ρ/2L (5)

where ρ is the resistivity of the conductors and L is the length of the square spot on one side, which
is the length of the elements on one side here. Using (5), contact resistance of this example can be
calculated with a result of 4.73× 10−6 Ω. The value calculated using contact element in ANSYS is
close to this value and the accuracy of the contact element method is testified.

Figure 3: The model of single
spot.

Figure 4: Current density in con-
ductors under single-spot contact.

Figure 5: Current density on
a section of conductors under
single-spot contact.

Table 1: Different contact resistances with different values of surface conductivity.

Surface Conductivity (S/m2) 104 106 108 1010 1012

Contact Resistance (Ω) 0.25 2.5× 10−3 2.5× 10−5 2.5× 10−7 2.5× 10−9
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Figure 6: The model of several
spots.

Figure 7: Current density in con-
ductors under several-spots con-
tact.

Figure 8: Current density on
a section of conductors under
several-spots contact.

Similar to the example in part B, modeling of conductors contacting through several spots can
also be done using the function of modifying elements in ANSYS. After creating the geometry
model of the two conductors and meshing them, choose the contact element at four positions in the
centre of the interface as contacting spots, as shown in Fig. 6. Using the options introduced in part
B to set the surface conductivity of the contact elements at the four spots to 1× 1012, while others
set to 0.1. After solving the model, the distributions of current density in the conductors and on
a section perpendicular to the current are shown in Fig. 7 and Fig. 8 respectively. It can be seen
that the current density at the four spots on the interface are much higher than at other positions.
Contact resistance of this model can be calculated, with a result of 3.236 × 10−6 Ω. Greenwood
proposed a formula to calculate the contact resistance at several round conductive spots [7], as
shown in (6):

Rc =
ρ

2
∑

ai
+

ρ

πn2

∑

i6=j

∑ 1
dij

(6)

where ρ is the resistivity of the conductors, n is the number of round spots, ai is the radius of the
ith spot (1 ≤ i ≤ n), dij is the distance between the centre of the ith spot and the jth spot.

Square spots are modeled in this example instead of round ones, so the former part of (6) should
be modified to (5), the formula to calculate contact resistance at a square spot. So we get a new
formula to calculate contact resistance at several square conductive spots, as shown in (7):

Rc =
ρ

2nL
+

ρ

πn2

∑

i6=j

∑ 1
dij

(7)

where L is the length of the square spot on one side. Other parameters have the same definitions as
in (6). Using (7), contact resistance of this example can be calculated with a result of 3.385×10−6 Ω.
The result using contact element in ANSYS is close to this value and the accuracy of the contact
element method is testified.

4. CONCLUSION

Calculating the contact resistance by using the contact element in ANSYS has a great advantage
over the traditional finite element method. The interface between conductors is meshed by the
contact elements in ANSYS, which makes it not necessary to employ volume elements with small
size and a great number of elements. The different contact resistance under different contact
conditions can be modeled easily by modifying the surface conductivity of contact element. Besides,
by setting different values of surface conductivity to contact elements at different positions on the
interface, the different contact shapes can be modeled and more accurate contact resistance and
the Joule-heat loss can be obtained.
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Abstract— The calculation of the power frequency electric and magnetic fields around the
high-speed railway is of importance to evaluate the living environment situation of residents
along railway. In this paper, the electric field is calculated by the finite element method (FEM).
In the calculation, the mesh generation with the freedom coupling method on interfaces is adopted
to model the thin transmission lines and the large surrounding air region. This method is able
to reduce the demand of element number and increase the calculation accuracy greatly. By the
calculation results, a conclusion is made that the electric field intensity on the platform of the
ordinary railway structure is less than the environment standard limit.

1. INTRODUCTION

With the rapid development of high-speed railway, the power frequency electric and magnetic fields
around high-speed railway have been more and more concerned. The calculation of the power
frequency electric and magnetic fields is of importance to evaluate the living environment situation
of residents along railway.

Presently, the railway power supply in China mainly contains direct supply, booster transformer
(BT) supply and auto transformer (AT) supply. The AT power supply is the main style in the
development of the high-speed railway. Therefore, the research of the electric and magnetic fields
by AT power supply is an important issue in the construction of railways. In the past, the research
of the similar issue was made by simplified model, which only considered a piece of contact line
and track. Thus, the calculation results couldn’t satisfy the practical engineering requirements.
Besides, the power frequency electric and magnetic fields emitted by three kinds of power supply
modes can be calculated by the image method, which provides important reference [1].

However, considering the influence of the boundary such as the roof of the platform shell and
the train carriage, the power frequency electric field can’t be calculated by the image method. The
FEM has advantages in calculation of the irregular electric field region in comparison with the image
method [2]. Whereas in this issue, the size of the transmission lines (in mm) are much shorter than
the computation region (in m). Obviously, it is a thin transmission lines and large surrounding air
region issue. The mesh generation plays an important role in increasing the calculation accuracy
and efficiency.

2. VALIDATION OF THE CALCULATE BY THE FEM

2.1. Freedom Coupling Method
The traditional FEM requires the continuity of the mesh on the interface of domains, i.e., all the
nodes on the interface must be used by the neighborhood domain (Fig. 1(a)). The characteristic
of the simulation is that the size of transmission lines is very small, but the air region form the
line to the ground is very large relatively. Therefore, if the transmission lines with small region
are generated small size of elements, the size of elements in the air and near the transmission
lines must be also small, which will generate huge number of elements in the air with large region.
Consequently, large computer resource is needed for the simulation by the traditional FEM.

(a) Traditional FEM (b) Freedom coupling method

Figure 1: Comparison of the mesh generation by the traditional FEM or the freedom coupling method.
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Table 1: Selection of the parameters in model.

Contact line Catenary line Feeder Guard line Track
Radius (mm) 6.6 5.9 7.7 4.7
Voltage (V) 27.5 k 27.5 k −27 k 250 250

An efficient method is adopted for the simulation, which is the freedom coupling method. By
this method, the continuity of mesh is not required, and the mesh can be generated as shown in
Fig. 1(b), in which the circle can be the transmission line. It is clear that the number of mesh in
the air can be made mush less than the traditional FEM. The freedom coupling method is included
in software ANSYS. By the freedom coupling method, we calculate the electric field on the ground,
and acceptable results have been obtained.

The following is its basic process: First, when establishing geometric model, the two computation
regions shouldn’t do the Boolean operation to make sure the interface of domains is independent.
Second, mesh is generated without regard of the continuity of mesh on the interface. Then, select
all the nodes on the interface belonged to the region, which is generated small size of elements, and
define the nodes as node component. Similarly, define the elements as element component, which
belong to the other region. Finally, the node component and the element component should be
coupled by the freedom coupling method.
2.2. Validation of the Freedom Coupling Method
The geometry of the transmission lines is showed in Fig. 2. The geometry of the polyline track is
showed in Fig. 3. And the selection of parameters is show in Table 1.

As the transmission lines are very small, each line is enclosed by a circle as showed in Fig. 4. In
the other hand, the transmission lines are very close. Therefore, a region can be created to enclose
all the lines, in which small size elements are generated in circles. And the interface between the
big circle and the small one is coupled by the freedom coupling method. The sketch of the mesh
generation in the local region is showed in Fig. 5.

The calculation points out that with the same level of mesh generation accuracy, the total
number of elements is 9,217 by the freedom coupling method, and the one is 23,043 when calculated
by the traditional FEM. So the number of elements is reduced heavily and the calculation efficiency
is increased greatly. In the other hand, the results indicate the maximum relative error of voltage
between the two methods is lower than 1.5%. In summary, the freedom coupling method has a
great advantage in calculation efficiency.

In addition, the distribution of equipotential lines is given in Fig. 6, which is calculated in the
regular electric field region. Considering the image method is available in this situation, the electric
field is calculated by the image method as well. The maximum relative errors of voltage between
the two methods are showed in Table 2, where the horizontal distance from the origin to 50m
in different vertical height. As is showed in Table 2, the maximum relative errors are lower than
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Figure 5: Sketch of the mesh
generation.

Figure 6: Distribution of space
equipotential lines.
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Table 2: Maximum relative error compared with the results by image method in different height.

Vertical height (m) Maximum relative error
2 1.72%
3 0.71%
4 0.69%
5 0.70%

2.0%. So the results can satisfy the practical engineering requirements. In conclusion, the freedom
coupling method has high calculation accuracy, and can be applied to practical engineering issue.

3. ANALYSIS OF THE ELECTRIC FIELD AROUND RAILWAY PLATFORM

The geometry of the railway platform is showed in Fig. 7, in which the selection of the parameters
is showed as well. The region A2 is the transmission line region and the parameters is described
above. The region A4 uses the infinite boundary elements to simulate the infinite boundary, to
indicate that the filed spreads to the infinite space. The region A1 (or A3) is the air region. The
boundary L2 (or L4) simulates the platform wall and L1 (or L3) simulates the roof of the platform
shell.

The distribution of equipotential lines on the platform is showed in Fig. 8, where the part (a)
is the situation that includes the train carriage, and part (b) is the other one. As can be seen
from Fig. 8, due to the influence of the train carriage, the voltages decrease greatly adjacent to the
ground. What is more, Fig. 9 shows the comparison of electric intensity in different vertical height
in the platform. We can draw a conclusion that the maximum of the electric field intensities is less
than 1,200 V/m.
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Figure 9: Comparison of electric field intensity in different height.

According to the recommended standard of the China state environmental protection adminis-
tration, the limited value of the power frequency electric field intensity is 4 kV/m in the residential
area [3]. In addition, the literature [4] indicates that it is safe to the health of residents if the power
frequency electric field intensity is less than 5 kV/m. Obviously, the electric field intensity of the
railway is less than the standard limit within 2m of the platform ground.

4. CONCLUTIONS

In the simulation by the FEM, the mesh generation with the freedom coupling method on interfaces
is an efficient and powerful approach to model the thin transmission lines and the large surrounding
air region, as well as the problems composed by relatively small and huge regions. Software ANSYS
has the coupling method. This method is able to increase the calculation accuracy and efficiency
greatly. Besides, by the calculation results, the electric field intensity of the ordinary structure
railway is less than the national environment standard limit within 2m of the platform ground.
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Abstract— The current study proposes a polynomial mixture model that has better precision
than general models for describing real situations. Signal separation can be achieved using an
information maximization criterion that does not require the probability density function of
observed signals. Numerical simulation was performed in the current study to illustrate the
efficiency of the proposed method.

1. INTRODUCTION

The separation of instantaneous linear mixtures has been extensively studied in the past. However,
a nonlinear mixture model is generally more realistic and accurate than a linear model in many
practical applications. The current study aims to investigate and develop efficient solutions for
BSS. The proposed model is different from general models [1, 2], and it is simpler than the PNL
mixture. The elements of mixing and separating matrix are polynomial expression no long real
numbers like in [1, 2], it is clear that the real number is an especial case of polynomial expression,
polynomial model is more realistic and accurate.

The rest of the current paper is organized as follows. Section 2 presents the polynomial model.
Section 3 discusses the information maximization criterion. Finally, experimental results and related
discussions are given in Section 4.

2. MULTI-COMPONENT SIGNAL MODEL

Equations, figures, tables and references should follow a sequential numerical scheme in order to
ensure a logical development of subject matter.

For equations, Assuming that the number of sensors and sources are M and N , respectively,
then BSS algorithms can be separated into the following three categories: under-determined (M <
N), determined (M = N), and over-determined (M > N). In the current study, the under-
determined algorithms were not considered, and the over-determined BSS problem can be described
using the following noise-free linear model:

X(t) = A · S(t), A = (Aij)M×N , Aij ∈ R (1)

where X(t) = {xi(t), i = 1, 2, . . . , M}T are sensor signals, S(t) = {si(t), i = 1, 2, . . . , N}T are
source signals, and A is the mixing matrix. Based on some assumptions were made to solve the
problem [3], any N independent signals of M sensor signals exist. Without loss of generality, let
x1(t), x2(t), . . . , xN (t) be independent of one another. Therefore,

xi(t) =
N∑

j=1

bijxj(t), ∃bij 6= 0, i = N + 1, N + 2, . . . ,M




xN+1(t)
xN+2(t)

...
xM (t)


 =




bN+1,1 bN+1,2 . . . bN+1,N

bN+2,1 bN+2,2 . . . bN+2,N
...

... . . .
...

bM1 bM2 . . . bMN







x1(t)
x2(t)

...
xN (t)


 = B̃(M−N)×N




x1(t)
x2(t)

...
xN (t)


 (2)

Let

B =
(

IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)

M×M

(3)
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where I is the unitary matrix. Multiplying the two sides of Equation (1) by B yields

(
IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)



x1(t)
x2(t)

...
xM (t)


=

(
IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)
A




s1(t)
s2(t)

...
sN (t)


 (4)

Based on Equations (2) and (3)

(
IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)



x1(t)
x2(t)

...
xM (t)


 =




x1(t)
...

xN (t)
. . .

0(M−N)×1




(5)

Let A =

(
A1

. . .
A2

)
, where A1 is the N ×N sub-matrix of A, and A2 is the (M −N)×N sub-matrix

of A.

(
IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)
A=

(
IN×N 0N×(M−N)

−B̃(M−N)×N I(M−N)×(M−N)

)(
A1

. . .
A2

)
=




A1

. . .
−B̃A1 + A2


. (6)

Based on Equations (4)–(6), the following equation can be obtained:



x1(t)
...

xN (t)
. . .

0(M−N)×1




=




A1

. . .
−B̃A1 + A2







s1(t)
s2(t)

...
sN (t)


 . (7)

If −B̃A1 + A2 6= 0, then at least one non-zero element, b1, b2, . . . , bk (1 6 k 6 N), exists. Based on
Equation (7), the equation can be obtained:

∑
k

bksk(t) = 0. sk(t) are independent of one another;

therefore, ∀bk = 0. This assumption conflicts with the former assumption; thus, −B̃A1 + A2 = 0.
Equation (7) is then transformed into the following equation:




x1(t)
x2(t)

...
xN (t)


 = A1




s1(t)
s2(t)

...
sN (t)


 , A1 = (aij)N×N (8)

Based on the derivation above, we can conclude that (1) ⇒ (8). That is, the obtained simplifying
over-determined model can be turned into the determined case (M = N). Without loss of generality,
let M = N . Thus, A is a non-singular N ×N mixing matrix. Based on Equation (1), the following
equation can be obtained:

xi =
∑

k

aiksk (9)

In Equation (9), the mixing signal xi consists of linear source signals sk (k = 1, 2, . . . , N). The
model is simple and easy to understand, but it is too deliberately restricted in the real world.
Thus, a more general model was considered as follows: xi =

∑
k

fk(sk), where the function fk is

continuous in (−∞, +∞). Based on Weierstrass function approximation theory, fk(sk) ≈
n∑

j=0
ajs

j
k.

The current study presents the polynomial mixing model in Figure 1(a), where the elements of
A are polynomials rather than real numbers as in usual models [1, 2]. In the proposed model,
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(a) (b)

Figure 1: Block diagram of the proposed polynomial, (a) mixing structure and (b) separating structure.

Aij( ) = aij0 + aij1( ) + aij2( )2 + . . . + aijn
( )n. Moreover, the polynomial mixing model turns into

the usual mixing model when aij0 = aij2 = . . . = aijn
= 0. Thus, the polynomial mixing model is

considered more general than the usual mixing model, which is a particular case of the polynomial
mixing model. Symmetrically, the corresponding separation structure is shown in Figure 1(b).
Similarly, Wij( ) = wij0 + wij1( ) + wij2( )2 + . . . + wijn

( )n. Definition

Aij( ) ∗ sk = aij0 + aij1sk + aij2s
2
k + . . . + aijn

sn
k

Wij( ) ∗ xk = wij0 + wij1xk + wij2x
2
k + . . . + wijn

xn
k (i, j, k = 1, 2, . . . , N)

(10)

Thus, the mixing data mode can be expressed in matrix form as follows:

X(t) =




A11( ) A12( ) . . . A1N ( )
A21( ) A22( ) . . . A2N ( )

. . . . . . . . . . . .
AN1( ) AN2( ) . . . ANN ( )


 ∗




s1(t)
s2(t)
. . .

sN (t)


 = A ∗ S, and the separating mode is given

by

Y (t) =




W11() W12() . . . W1N ()
W21() W22() . . . W2N ()

. . . . . . . . . . . .
WN1() WN2() . . . WNN ()


 ∗




x1(t)
x2(t)
. . .

xN (t)


 = W ∗X.

3. INFORMATION-MAXIMIZATION FOR BLIND SEPARATION

A set of signals is independent if its joint PDF p (s1, s2, . . . , sN ) can be decomposed as: p (s1, s2, . . . ,

sN ) =
N∏

i=1
pi(si), where pi(si) is the PDF of source signal si(t). The statistical independence of the

sources is the main assumption. Let Y = (y1, y2, . . . , yN ) be the estimated source signal vector and
pY its PDF. As proposed by author [4], the statistical independence of the output signal can be

measured using the Kullback-Liebler (KL) divergence between pY and
N∏

i=1
p(yi): KL(pY ,

N∏
i=1

p(yi)) =
∫

pY log pY

NQ
i=1

p(yi)
dY , which is equal to Shnnon’s mutual information I(Y ) between the components of

output vector Y . I(Y ) can be rewritten as: I(Y ) =
N∑

i=1
H(yi)−H(Y ). H(y) = − ∫

p(y) log p(y)dy

denotes the entropy of y. I(Y ) is nonnegative and reaches its minimum value or vanishes if and only

if pY =
N∏

i=1
p(yi). In other words, minimizing the KL divergence can make the estimated source

signals independent [1]. Considering the separation structure in Figure 2, the joint probability
density function of output Y can be expressed as follows:

pY (y) =
pX(x)
|det J | ,

J =
∂Y

∂X
=

∂(y1, y2, . . . , yN )
∂(x1, x2, . . . , xN )

=




∂y1

∂x1
. . . ∂y1

∂xN

. . . . . . . . .
∂yN

∂x1
. . . ∂yN

∂xN


 =




∂W11∗x1
∂x1

. . . ∂W1N∗xN

∂xN

. . . . . . . . .
∂WN1∗x1

∂x1
. . . ∂WNN∗xN

∂xN




(11)
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Figure 2: The source signals.
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Figure 3: The polynomial mixing signals.
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Figure 4: The separated signals.

where det(?) denotes the operation for computing the determinant. Therefore, the joint entropy of
Y is given by H(Y ) = H(X) + log |detJ | (12). The optimal solution for the information-theoretic
criterion can be obtained when the maximum entropy of Y is reached. H(x) does not contain any
parameters of the separation system; therefore, it will become zero when its gradient is considered
with respect to the parameters. Using the gradient ascent learning algorithm to maximize the
second term, the derivative of the entropy function H(Y ) should be considered with respect to the
parameter Ω. Based on Equations (10)–(12), the following can be obtained: J = (Jij)N×N , Jij =
n∑

k=1

kwijk
xk−1

j . Let Ω = {Ωij , 1 6 i, j 6 N}, Ωij = (wij1 , wij2 , . . . , wijN
). ∂ log|det J |

∂Ω = ∂ log|det J |
∂J · ∂J

∂Ω ,

∂ log|det J |
∂J = (J−1(Ω, X)), ∂J

∂Ω =
N∑

i,j=1

∂J
∂Ωij

, ∂J
∂Ωij

=

[ 0 0 0
0 Jij 0
0 0 0

]
, Jij =

k∑
n=1

nxn−1
j .

4. SIMULATION RESULTS

This section presents the two experiments conducted to test the efficiency and performance of the
proposed algorithm. The following sub-Gaussian signals are used as source signals: s1(t) = sin(20t)
and s2(t) = sin(40t) cos(10t). These signals are mixed using the following matrix:

M =
(

0.45( ) + 0.96( )2 0.72( ) + 0.84()2

0.37( ) + 0.65( )2 0.21( ) + 0.76()2

)

Figures 2–4 show the source signals, the polynomial mixtures X(t), and the separated signals,
respectively. As shown in Figure 4, the proposed algorithm provides a clear separation of the
original source signals without any knowledge.
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Abstract— The ‘near-weightlessness’ movement in electromagnetic fields can be described with
the octonion. The octonion is separated into two parts, the quaternion and S-quaternion. The
quaternion is propitious to depict the feature of gravitational fields, while the S-quaternion is
suitable to describe the property of electromagnetic fields. The comparability of the quaternion
and S-quaternion enable the concept of weightlessness and near-weightlessness in the gravitational
field to extend into the electromagnetic field. From the condition of similar ‘near-weightlessness’
in the electromagnetic field, it reveals that the electromagnetic potential will impact the ‘orbital’
movement of the trial charge in the S-quaternion space, and then to interfere the measurement
precision. The deduction coincides with the Aharonov-Bohm experimental result as well as the
uncertainty principle in the quantum mechanics. This means that adopting the existing electric
measuring method is unable to avoid the electromagnetic potential to interfere the ‘orbital’
movement of trial charges and other physical quantities in the S-quaternion space.

1. INTRODUCTION

J. C. Maxwell was the first to describe simultaneously the feature of electromagnetic field with two
methods, the quaternion and the vector terminology. However the existing study reveals that it is
not successful to adopt directly the quaternion to depict the electromagnetic field. The octonion
can be separated into two components, the quaternion and the S-quaternion. The S-quaternion is
similar to the imaginary number of the complex number. The quaternion is propitious to depict
the feature of gravitational fields, while the S-quaternion is suitable to describe the property of
electromagnetic fields [1].

In the quaternion space for gravitational fields, the radius vector and the integral of gravitational
potential can be combined together to become the compounding radius vector, and the related
function space is called the quaternion compounding space. The latter is suitable to describe the
movement feature of particle, which is in weightlessness and near-weightlessness in the gravitational
field. The inference can explain the overspeed phenomenon of stars on the fringe of galaxy [2]. The
concept of weightlessness and near-weightlessness in the gravitational field can be extended into
the electromagnetic field, to depict the movement feature of trial charge.

In the S-quaternion space for the electromagnetic field, the radius vector and the integral of
electromagnetic potential can be combined together to become the compounding radius vector, and
the related function space is called the S-quaternion compounding space. The latter is suitable
to depict the movement feature of charged particle, which is in similar ‘weightlessness’ and ‘near-
weightlessness’, in the electromagnetic field. The deduction is consistent with the Aharonov-Bohm
test result [3] and the uncertainty principle in the quantum mechanics to a certain extent.

2. QUATERNION COMPOUNDING SPACE

In the quaternion space, the basis vector is {ii}. The quaternion radius vector is Rg(ri) = iiri,
the quaternion velocity is Vg(vi) = c♦ ◦ Rg, the quaternion angular velocity is Yg(yi) = ♦ ◦ Vg,
and the quaternion angular acceleration is Zg(zi) = −♦∗ ◦ Yg. Herein ◦ denotes the quaternion
multiplication. ♦ = ii∂i, with ∂i = ∂/∂ri. ∇ = ii∂i. i0 = 1. i = 0, 1, 2, 3. j = 1, 2, 3.

In the quaternion space for the gravitational field, the quaternion physical quantity is Xg(xi),
which is the integral of quaternion field potential Ag(ai), that is, Ag(ai) = ♦ ◦Xg. The quaternion
field strength is Bg(hi) = ♦ ◦ Ag, the quaternion field source is Sg(si) = −♦∗ ◦ Bg/µg. Herein the
gravitational constant is µg < 0. By comparison with the classical gravitational theory, there is,
Sg = mVg. m is the mass density. r0 = v0t. v0 is the speed of light, and t is the time.

According to the definition of quaternion physical quantity and the feature of quaternion oper-
ator ♦, the definition of gravitational field source deduces the gravitational field equations in the
quaternion space, including the law of gravitation.

∇ · b = 0, ∇∗ × g/v0 + ∂0b = 0, (1)
−µgs0 = ∇∗ · g/v0, − µgs = ∇∗ × b + ∂0g/v0, (2)
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where Sg = s0 + s. Bg = h0 + h. h = b + g/v0. The gauge equation is chosen as h0 = 0.
In the gravitational theory, the planet revolving around the sun M can be considered as one

particle. The above equations are able to describe the planetary orbital movement, when the planet
movement is in weightlessness.

In the quaternion space for the gravitational field, the quaternion radius vector Rg and the
quaternion physical quantity Xg can be combined together to become the quaternion compounding
radius vector R̄g = Rg +krxXg, or the quaternion compounding physical quantity X̄g = Xg +KrxRg,
with Krx = 1/krx. The quaternion compounding radius vector R̄g can be considered as the radius
vector in the quaternion compounding space (function space). In the quaternion compounding
space, the compounding velocity is V̄g = v0♦ ◦ R̄g = Vg + v0krxAg, the compounding angular
velocity is Ȳg = ♦ ◦ V̄g, and the compounding angular acceleration is Z̄g = −♦∗ ◦ Ȳg. Similarly
in the gravitational field, the compounding field potential is Āg = ♦ ◦ X̄g = Ag + (Krx/v0)Vg, the
compounding field strength is B̄g = ♦ ◦ Āg = Bg + (Krx/v0)Yg, and the compounding field source
is S̄g = −♦∗ ◦ B̄g/µg. Herein S̄g = mV̄g. S̄g = Sg + Zg/(µgkrx). Zg = (µgk

2
rxmv0)Ag.

According to the definition of quaternion compounding physical quantity and the feature of
quaternion operator ♦, the definition of compounding field source deduces the gravitational field
equations in the quaternion compounding space, including the field equation similar to the law of
gravitation. In the gravitational theory, the planet revolving around the sun M is considered as one
particle still. The above equations are able to describe the deviation amplitude of the planetary
orbital movement relative to the weightlessness movement.

3. GRAVITATIONAL NEAR-WEIGHTLESSNESS

In the quaternion compounding space, expanding the definition of compounding field source, S̄g =
−♦∗ ◦ B̄g/µg, yields the gravitational field equations as follows,

∇ · b̄ = 0, ∇∗ × ḡ/v0 + ∂0b̄ = 0 , (3)
−µg s̄0 = ∇∗ · ḡ/v0, − µg s̄ = ∇∗ × b̄ + ∂0ḡ/v0, (4)

where S̄g = s̄0 + s̄. B̄g = h̄0 + h̄. h̄ = b̄ + ḡ/v0. The gauge equation is chosen as h̄0 = 0.
In case S̄g = 0, one solution of the above is B̄g = 0. When h̄ = 0, the planet movement is in

weightlessness in the gravitational field of the sun M . That is, ḡ = g + a = 0 and b̄ = b + y = 0.
Herein the linear acceleration is, a ≈ dv/dt, in the quaternion space. Rg = r0 + r. r = ijrj . The
angular velocity is y ≈ ∇× v. Vg = v0 + v. v = ijvj .

In the movement model for the revolution and rotation of the planet orbiting around the sun
M, the equation ḡ = 0 determines the ellipse trajectory for the revolution, while b̄ = 0 ascertains
the angular speed for the rotation. In the static gravitational field, there are, s̄ = 0 and b̄ = 0.
When s̄0 6= 0, Eq. (4) reveals that the field strength is, ḡ = g + a 6= 0. When the planet orbiting
around the sun M is considered as one particle, the above is applied to describe the radii variation
of trajectory for the planet in near-weightlessness. The above deduces three kinds of cases,

(1) ḡ = 0. It means that g + a = 0, and the planetary orbital movement is in weightlessness.
According to classical gravitational theory, the calculation yields the planetary radii r and the area
speed C. In the polar coordinate system (r, ϕ), the sun M is on the point of origin, the planetary
orbital radii is r = p/{1+e cos(ϕ−δ)}. Herein p = C2/(f1M), the gravitational constant is f1 > 0,
and the solar mass is M . e and δ are the coefficients.

(2) |g′| < |g|, with g′ = g− ḡ. It means that g′+a = 0, and the gravitational strength becomes
weakened, the planetary orbital movement deviates from the weightlessness, and the planetary
orbital radii increases. In the polar coordinate system (r, ϕ), the sun M is on the point of origin,
in case ḡ is proportional to (f/r2), the planetary orbital radii is r = p/{1 + e cos(ϕ− δ)}. Herein
p = C2/(f2M), f2 is the equivalent gravitational constant, 0 < f2 < f1, and f is the coefficient.
According to the conservation of angular momentum and the invariance of area speed, the planetary
orbital radii increases, while the planetary orbital speed decreases.

(3) |g′| > |g|, with g′ = g− ḡ. It means that g′+a = 0, and the gravitational strength becomes
strong, the planetary orbital movement deviates from the weightlessness, and the planetary orbital
radii decreases. In the polar coordinate system (r, ϕ), the sun M is on the point of origin, in case ḡ is
proportional to (f/r2), the planetary orbital radii is r = p/{1+e cos(ϕ−δ)}. Herein p = C2/(f3M),
f3 is the equivalent gravitational constant, f3 > f1, and f is the coefficient. According to the
conservation of angular momentum and the invariance of area speed, the planetary orbital radii
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decreases, while the planetary orbital speed increases. Similarly in the movement model for the
star orbiting around the galaxy center M ′, the stars on the fringe of the galaxy can be considered
as one particle, the orbital speed of stars could be different to the theoretical value of classical
gravitational theory. The prediction coincides with the experimental measuring results.

The above states that the mass density m, velocity Vg, and field potential Ag of the quaternion
compounding field source S̄g will impact the planetary orbital radii and speed. In the case of
ḡ 6= 0, the planetary orbit is still ellipsoidal and stable in the static gravitational field. Similarly
in the quasi-static gravitational field, in case the quaternion compounding field source S̄g alters
endlessly, it will cause the field strength ḡ and the planetary orbital radii r to change continuously
and accordingly. This will impact the planetary orbital radii of the solar system during it is in the
growth phase, stable phase, and decline phase.

4. S-QUATERNION COMPOUNDING SPACE

The octonion can be separated into two components, the quaternion and S-quaternion. Similarly
the complex number is able to be decomposed into two parts, the real number and the imaginary
number. The contrast reveals that the S-quaternion is similar to the imaginary number of complex
number. The quaternion is propitious to depict the feature of gravitational fields, while the S-
quaternion is suitable to describe the property of electromagnetic fields. The method adopting the
quaternion to study the feature of gravitational field can be extended to introduce the S-quaternion
to explore the property of electromagnetic field.

In the S-quaternion space for the electromagnetic field, the basis vector is {Ii}. The S-quaternion
radius vector is Re(Ri) = IiRi, the S-quaternion velocity is Ve(Vi) = v0♦ ◦ Re, the S-quaternion
angular velocity is Ye(Yi) = ♦◦Ve, and the S-quaternion angular acceleration is Ze(Zi) = −♦∗◦Ye.

In the electromagnetic field, the S-quaternion physical quantity is Xe(Xi), which is the integral
of field potential Ae(Ai), that is, Ae(Ai) = ♦ ◦Xe. The physical quantity Xe(Xi) can be considered
as the generalizing of the magnetic flux and Hertz vector. The S-quaternion field strength is
Be(Hi) = ♦ ◦ Ae, and the S-quaternion field source is Se(Si) = −♦∗ ◦ Be/µe. By comparison with
the classical theory, there are, Ve = Vg ◦I0, and Se = qVe. Herein q is the density of electric charge,
and the electromagnetic constant is µe > 0.

According to the definition of S-quaternion physical quantity and the feature of quaternion
operator ♦, the definition of electromagnetic field source deduces the electromagnetic field equations
in the S-quaternion space, including the Maxwell’s equations.

∇ ·B = 0, ∇∗ ×E/v0 + ∂0B = 0, (5)
−µeS0 = ∇∗ ·E/v0, − µeS = ∇∗ ×B + ∂0E/v0, (6)

where Se = S0 + S. Be = H0 + H. H = B + E/v0. S0 = S0I0. H0 = H0I0, with H0 = 0.
After transferring the above equations into that in the quaternion space, it is found that the

above is identical with Maxwell’s equations in the classical electromagnetic theory, except for the
opposite plus-minus sign of term ∂0E. Moreover expanding the above into the scalar equation will
yield the same conclusion.

In the S-quaternion space for the electromagnetic field, the trial charge revolving around the
electric charge can be considered as one particle. The above equations are able to describe the
‘orbital’ movement and ‘radii’ of the trial charge, when the movement of trial charge is in similar
‘weightlessness’. In the octonion space, the octonion radius vector is, R = Rg + kegRe, with keg

being the coefficient. For the trial charge, the quaternion radius vector Rg is independent to the
S-quaternion radius vector Re. In some simple cases, the radius vector Rg is able to be solved from
the weightlessness condition, while the radius vector Re from the similar ‘weightlessness’.

In the S-quaternion space for the electromagnetic field, the S-quaternion radius vector Re and
the S-quaternion physical quantity Xe can be combined together to become the S-quaternion
compounding radius vector R̄e = Re + krxXe, or the S-quaternion compounding physical quantity
X̄e = Xe +KrxRe. The S-quaternion compounding radius vector Re can be considered as the radius
vector in the S-quaternion compounding space (function space). In the S-quaternion compounding
space, the compounding velocity is V̄e = v0♦ ◦ R̄e = Ve + v0krxAe, the compounding angular
velocity is Ȳe = ♦ ◦ V̄e, and the compounding angular acceleration is Z̄e = −♦∗ ◦ Ȳe. Similarly in
the electromagnetic field, the compounding field potential is Āe = ♦ ◦ X̄e = Ae + (Krx/v0)Ve, the
compounding field strength is B̄e = ♦ ◦ Āe = Be + (Krx/v0)Ye, and the compounding field source
is S̄e = −♦∗ ◦ B̄e/µe. Herein S̄e = qV̄e. S̄e = Se + Ze/(µekrx). Ze = (µek

2
rxqv0)Ae.
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According to the definition of S-quaternion compounding physical quantity and the feature
of quaternion operator ♦, the definition of compounding field source deduces the electromagnetic
field equations in the S-quaternion compounding space, including the Maxwell’s equations. In the
electromagnetic theory, the trial charge revolving around the electric charge can be considered as
one particle still. The above equations are able to describe the deviation amplitude of the ‘orbital’
movement of the trial charge relative to the ‘weightlessness’ status.

5. ELECTROMAGNETIC NEAR-WEIGHTLESSNESS

In the S-quaternion compounding space, expanding the definition of compounding field source,
S̄e = −♦∗ ◦ B̄e/µe, yields the electromagnetic field equations as follows,

∇ · B̄ = 0, ∇∗ × Ē/v0 + ∂0B̄ = 0 , (7)
−µeS̄0 = ∇∗ · Ē/v0, − µeS̄ = ∇∗ × B̄ + ∂0Ē/v0, (8)

where S̄e = S̄0 + S̄. B̄e = H̄0 + H̄. H̄ = B̄ + Ē/v0. S̄0 = S̄0I0. H̄0 = H̄0I0, with H̄0 = 0.
In case S̄e = 0, one solution of the above is B̄e = 0. When H̄ = 0, the movement of the trial

charge is in similar ‘weightlessness’ in the electromagnetic field of the positive charge Q. That is,
Ē = E + ae = 0, and B̄ = B + Y = 0. Herein the linear acceleration is, ae ≈ dV/dt, in the
S-quaternion space. Re = R0 + R. R = IjRj . R0 = R0I0. The angular velocity is Y ≈ ∇ ×V.
Ve = V0 + V. V = IjVj . V0 = V0I0.

In the movement model for the ‘revolution’ and ‘rotation’ of the trial charge ‘orbiting’ around
the positive charge Q, the equation Ē = 0 determines the radii of ellipse ‘trajectory’ for the trial
charge ‘revolution’, while B̄ = 0 ascertains the angular speed for the trial charge ‘rotation’.

It should be noted that the equations Ē = 0 and B̄ = 0 belong to the S-quaternion space,
and cannot be measured directly in the quaternion space. That is because that the measurement
method of the physical quantity in the S-quaternion space is different to that in the quaternion
space. For instance, the electromagnetic strength E and the electromagnetic source S0 belong to
the S-quaternion space, and are only measured indirectly until to now. As the octonion product of
E and S0, the Coulomb force, F = E · S0 = ijFj , belongs to the quaternion space, and is able to
be measured directly in the quaternion space.

In the static electric field, there are, S̄ = 0 and B̄ = 0. When S̄0 6= 0, Eq. (8) reveals that the
field strength is, Ē = E + ae 6= 0. When the trial charge orbiting around the positive charge Q
is considered as one particle, the above is applied to describe the trajectory variation of the trial
charge, which is in similar ‘near-weightlessness’. The above deduces three kinds of cases,

(1) Ē = 0. It means that E+ae = 0, and the ‘orbital’ movement of the trial charge is in similar
‘weightlessness’. The calculation yields the radii R and the area speed C of the trial charge. In the
polar coordinate system (R, φ), for the S-quaternion space and (r, ϕ) for the quaternion space, the
positive charge Q is on the point of origin, the ‘orbital’ radii of trial charge are r = (k1Q/f)1/2 and
R = p/{1 + e cos(φ − θ)}, when f is one constant. Herein p = (−C2/f)1/3, the electromagnetic
constant is k1 > 0. e and θ are the coefficients.

(2) |E′| < |E|, with E′ = E − Ē. It means that E′ + ae = 0, and the electric strength will
become weakened, the ‘orbital’ movement of the trial charge deviates from the ‘weightlessness’,
and the orbital radii of the trial charge increases. In the polar coordinate system (R, φ), for the
S-quaternion space and (r, ϕ) for the quaternion space, the positive charge Q is on the point of
origin, the ‘orbital’ radii of trial charge are R = p/{1+e cos(φ−θ)} and r = (k2Q/f)1/2, in case Ē is
proportional to (k/R2) and f is one constant. It means that the ‘orbital’ radii R of the trial charge
keeps unchanged, while r decreases. Herein p = (−C2/f)1/3, k2 is the equivalent electromagnetic
constant, 0 < k2 < k1, and k is the coefficient.

(3) |E′| > |E|, with E′ = E − Ē. It means that E′ + ae = 0, and the electric strength will
become strong, the ‘orbital’ movement of the trial charge deviates from the similar ‘weightlessness’,
and the ‘orbital’ radii of the trial charge decreases. In the polar coordinate system (R,φ), for the
S-quaternion space and (r, ϕ) for the quaternion space, the positive charge Q is on the point of
origin, the ‘orbital’ radii of trial charge are r = (k3Q/f)1/2 and R = p/{1+e cos(φ−θ)}, in case Ē is
proportional to (k/R2) and f is one constant. It means that the ‘orbital’ radii R of the trial charge
keeps unchanged, while r increases. Herein p = (−C2/f)1/3, k3 is the equivalent electromagnetic
constant, k3 > k1, and k is the coefficient.

The above states that the charge density q, velocity Ve, and field potential Ae of the S-quaternion
compounding field source S̄e will impact the ‘orbital’ radii and speed of the trial charge. In the
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case of Ē 6= 0, the ‘orbit’ of the trial charge is still ellipsoidal and stable in the static electric field.
Similarly in the quasi-static electric field, in case the S-quaternion compounding field source S̄e

alters endlessly, it will cause the field strength Ē and the orbital radii R of the trial charge to
change continuously and accordingly. This will impact the ‘orbital’ radii of the trial charge, during
it is in the growth phase, stable phase, and decline phase.

At the present time, the physical quantity being able to measure directly belongs to the quater-
nion space. And the physical quantity in the S-quaternion space is only measured indirectly, in-
cluding the electromagnetic potential, the ‘orbital’ radii of trial charge, and the velocity of charged
particle etc.. The above analysis reveals that the electromagnetic potential has an influence on the
‘orbital’ radii and velocity of charged particle. This prediction coincides with the Aharonov-Bohm
test in the quantum mechanics, in which the magnetic flux impacts the electron movement.

Moreover adopting existing electric measurement method cannot obviate the electromagnetic
potential to interfere the electron movement to a certain extent. It means that the electric mea-
surement system will disturb the ‘orbital’ movement of trial charge during the measuring period,
and then to interfere the measurement precision further. This conclusion is consistent with the
uncertainty principle in the quantum mechanics.

6. CONCLUSIONS

The octonion compounding space can be separated into the quaternion compounding space and
the S-quaternion compounding space. The quaternion compounding space can be used to describe
the particle movements in weightlessness and near-weightlessness in the gravitational field, while
the S-quaternion compounding space can be applied to depict that in the electromagnetic field.

In the quaternion compounding space for gravitational fields, the condition that the quaternion
compounding field strength is equal to zero can be used to describe the movement trajectory of
particles in weightlessness. The condition that the quaternion compounding field strength is not
equal to zero can be used to depict the trajectory of particles in near-weightlessness. The conception
of weightlessness and near-weightlessness can be extended to the electromagnetic field.

In the S-quaternion compounding space for electromagnetic fields, the condition that the S-
quaternion compounding field strength is equal to zero can be used to describe the movement
‘trajectory’ of trial charges in similar ‘weightlessness’. The condition that the S-quaternion com-
pounding field strength is not equal to zero can be used to depict the movement ‘trajectory’ of trial
charges in similar ‘near-weightlessness’.

It should be noted that the research for the movement ‘trajectory’ of trial charges in similar
‘weightlessness’ and ‘near-weightlessness’ has examined only one simple case, which the compound-
ing field strength of the static electric field is direct proportional to (k/R2). Despite its preliminary
characteristics, this study can clear indicate that the field potential of the static electric field has an
influence on the movement ‘trajectory’ of trial charges in similar ‘near-weightlessness’. The static
electric field potential of measuring instruments is able to force the movement ‘trajectory’ of trial
charge deviate from that in similar ‘weightlessness’. The inference agrees with the Aharonov-Bohm
test and the uncertainty principle in the quantum mechanics to a certain extent.
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Abstract— The moiré effect usually is not considered a fundamental topic of theories of radi-
ation, even though it is quite commonly observed. It concurs to the characterization of images
obtained by catadioptric systems, but escapes geometrical optics constructions. For the purpose
of imaging in other frequency ranges, it could be worth to recognize it.

1. INTRODUCTION

This paper proposes some considerations on the moiré effect, a rather common effect that owes
its name to the visual appearance of some silk fabric. It is often identified with a wavy pattern,
and explained as beat between two periodical structures differing from each other in orientation or
period dephasing only. It is deployed in various ways in the analysis of mechanical structures, but
it may cause some inconveniences during image sampling.

As an optical effect, it is held subject of explanations within the framework of radiation theories.
In addition, for any linear theory such explanations are expected to extend smoothly over all
frequency ranges where the theory holds. The small signals detected in electromedical applications,
or surveying, for example, behave linearly, therefore the moiré effect is expected to occur in those
frequency ranges too. However, scattering targets do not behave linearly, let alone their emissions. If
the electrical constitutive parameters of bodies behaved linearly, by now the underlying codes would
have been cracked. Instead, in order to interpret the received signal, one has to laboriously recognize
the effects brought about by the illumination supplied. As regards pictures, data acquired from a
given subject in a different frequency band may not match the corresponding photography, and such
recognition can be more difficult in non-optical ranges. Thus, even when handling imaging issues,
information and telecommunications theories tend to lean on the modern theoretical approaches to
fundamental physics, and concentrate on statistical models of matter and radiation. On the other
hand, telecommunications breakthroughs could ease alternative approaches, such as the analysis of
SAR data transposed into the optical band, pioneered in the 60s by Leith and Upatnieks. In that
case, electromagnetism could be made to develop its own distinctive approach to the interpretation
of received signals.

As the moiré is a wavy effect belonging to stigmatic images, in the following we summarize how
analytical mechanics associates systems of points to their normal vibration modes, the energetic
interpretation of such modes, and their dualism interpretation in relation to Fourier optics, as
the wave part of quantum mechanics. Indeed, the moiré shows up mostly in diffractive optics
applications.

2. POINTS AND WAVES IN ANALYTICAL MECHANICS

The efficiency of the conversion of mechanical vibrations to electrical emissions depends on many
experimental parameters, even though the conversion itself is reversible. Moreover, the electrical
signals can be made much cleaner than the mechanical vibrations that they originate from, or can be
generated with no mechanical counterpart. In the golden era of mechanical reductionism, however,
those kinds of vibrations were assimilated, since electromagnetic oscillations were attributed to
aether.

The general problem of determining the motion of a linear mechanical system was tackled by
Lagrange. He hypothesizes that the reversible motion of a system of N material points of mass
mj (j = 1, . . . , N) can be brought back to statics by balancing small independent displacements
of the active forces against the inertial ones, for each tiny time interval1 δt. Let’s write active
forces as Psδps (s = 1, . . . , r), where ps is the line of action of Ps, while the x component of the
inertial displacement of the j -th mass is mj ẍjδxj . If system constraints are holonomic2 and time-
independent, then the inertia too varies along constant directions ps ∀δt. Constraint equations let

1Spatial and temporal variables are not symmetric.
2An holonomic constraint is a finite expression that can be used to reduce the degrees of freedom of the system and express

free coordinates qn as a function of Cartesian ones (xj , yj , zj).
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us introduce free coordinates qn (n ≡ s = 1, . . . , r ≤ 3N), and write the difference between the
work done by inertial forces and the active ones along those lines of action as:

δL(q, dq) =
∑r

n=1(
dδT
δdqn

− δT
δqn

+ δV
δqn

)δqn = 0, where the δqn quantities can be varied independently
from one another3. T is a quadratic expression of the dqn, while V corresponds to the potential
energy only if the forces Pn are conservative. In the latter case T is not only quadratic but also
homogeneous in the dqn, and the Lagrangian L = T (dqn) + V (qn) represents total energy.

For small oscillations, the elastic restoring force on each mass mj vanishes at equilibrium. Now,
for each mj , the displacement from its equilibrium position (x̄j , ȳj , z̄j) can be referred as three free
coordinates qn, yielding a total of r = 3N in this case. The values of qn are very small, and vanish
at equilibrium. Furthermore, as δV/δqn|(x̄j ,ȳj ,z̄j) = 0, the first significant term in the expansion
of V is the quadratic one. Discarding higher order terms, the Euler-Lagrange equations become:
d( δL

δdqn
) − δL

δqn
= 0 (n = 1, . . . , r). If the motion of each mj is actually cyclic4, then one obtains

homogeneous wave equations q̈n+Kqn = 0. However, qn = An sin(t
√

K+θn) is not the n-th general
solution: This motion depends indeed on the initial conditions (qn|t=t0 , q̇n|t=t0), which determine
An and θn, but the K depends on the coupling between the other masses. If all of the N masses
are identical and equidistant to one another, and each mass has but a single free coordinate, then
the n-th general solution qn =

∑N
j=1 Aj sin(t

√
Knj + θj) is the sum of N harmonic functions. Since

the motion of each mass is given by qn, knowledge of the normal modes — to wit, the spectrum
— is not sufficient to determine the motion of the system. In order to compute the latter, it is
necessary to invert the matrix of the normal modes An sin(t

√
Kjn + θn). Analytical mechanics

provides for no dualism: The partial solution consisting of the determination of the normal modes
is not equivalent to the determination of the motion.

For the conceptual developments of statistical mechanics, and for the representations of quantum
mechanics dualism, descriptions based on the phase space became increasingly popular. They stem
from the Hamiltonian function H =

∑r
n=1(

δL
δdqn

)dqn − L, which differs from the Lagrangian by a
Legendre transformation with respect to the δqn. The Hamiltonian introduces kinetic momenta
pn = δL/δdqn =

∑r
m=1 amndqm + an as conjugate variables of the qn, which vary independently of

them. The variation δH =
∑r

n=1(
∂H
∂pn

δpn + ∂H
∂qn

δqn) gives the canonical equations5 dqn = ∂H/∂pn

and dpn = −∂H/∂qn , which, given 2r initial conditions, describe in the phase space the motion of
the point that represents the system. Probabilistic interpretations, r → ∞, attribute a spectrum
with countably infinitely many frequencies to the resonator.

3. SPECTRAL ISSUES

For an alternative to the elastic theory of aether, electromagnetic energy has been assimilated
to heat radiation. To deal with heat conduction, Fourier introduced serial expansions based on
trigonometric functions, that allow successive approximations more easily than those based on
polynomials. He determined analytical expressions of the temperature T (qn) as functions of the
positions qn along homogeneous rods6. He found out that the law of heat flow variation per uni-
tary cross-section, δQ/δt = −k∆T/∆q (∆q = qn − qn−1 for a sample subdivided into segments of
the same length), also holds when the temperature of one end of the rod is driven according to a
given periodical rule. Fourier didn’t bother considering thermodynamical equilibrium. According
to him, variations of temperature are independent causes, and sum up at each point qn. His con-
clusion is that each term of the expansion represents a real oscillation of the flow, which cannot
be seen because of the damping effect of the medium. Boltzmann described the oscillating heat
flow by assigning cyclic coordinates 〈qn〉 in each point7, and represented thermodynamical quanti-
ties by potentials. Statistical mechanical reduction of thermodynamics brings to the Hamiltonian
formulation.

Fourier believed that his method to do oscillating conduction flow could be extended to the
3By δ and d, we denote the two kinds of variations, independent of one another. The former variations are compatible

with the constraints. The latter ones are determined so as to counter the active forces, thus their directions are near the
corresponding kinematic velocities.

4Since the spring constant is a tensor, its components along the three coordinate directions have to be in a simple ratio
among themselves, possibly equal to one another.

5The first, for example, is obtained reversing the kinetic motion matrix
Pr

m=1 amn (pm − am).
6The experiments were carried out using rods of various sections and lengths, whose ends were in thermal contact with heat

reservoirs of different temperatures.
7Cyclic coordinates were introduced by Helmholtz to treat steady flows in thermodynamic cycles. They are called cyclic

because, in the Lagrangian, their kinetic energy T = T (dqn) does not depend on the free coordinates.
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oscillations of radiant heat. Instead, it took quantum theory to assign normal modes to radiant
heat8. Classical statistics derives the vibration modes of a radiation inside a cavity as a function of
temperature in two ways. The first one, from a statistic thermodynamics point of view, considers a
gas of N independent molecules with mean energy ε̄, and associates an energy distribution 〈E〉 ∝
exp(−ε̄/kBT ) to its temperature T . It is valid at high frequencies only. The second one, of analytical
mechanics derivation, counts the amount of steady synchronous oscillation frequencies of aether
comprised in the interval [ν, ν+dν] in a unitary volume, and comes to the asymptotic value N(ν) =
8πν2/c3. Turning to the energy density, one gets u(ν, T ) = N(ν)kBT by the equipartition theorem.
That formula holds also replacing aether with N oscillator molecules at thermal equilibrium that
absorb and emit heat radiation. In either case, the formula approximates the black body radiation at
low frequencies only. However, by quantizing energy, one gets an interpolation that approximates
the curves obtained by Rubens and Kurlbaum at any frequency, the Planck’s curve: u(ν, T ) =
8πν2

c3
ε̄

e
ε̄

kBT −1
= 8πhν3

c3
1

e
hν

kBT −1
. Planck’s constant, h =

∫∫
dpndqn =

∮
pn(qn)dqn, n = 1, . . . , r,

dimensioned as energy times time, implies that the system phase space is subdivided into cells
of volume Ω. N linear oscillators in a volume ΩN yield energy E = Nhν = ΩNν and entropy
S = kBN ln(Ω/ΩN ). In general, those N linear oscillators are spread among M energy level cells,
which is what differentiates Planck’s statistics from the equipartition of energy. Thus, normal
modes are not attributed to the molecules, but to the cells. Atomic spectra don’t display those
energies, but behave according to Ritz’s combination principle. The correspondence principle —
the beginning of quantum interpretation — considers limN→∞ dE/dN = hν rather than E.

4. DUALIST APPROACHES

After it was clarified that perturbation theory is not about deformation of electrons’ orbits, but
about transitions between different orbits, electromagnetic waves were included back into quantum
theory as entities complementary to matter. The purpose of that early dualism — wave as radiation
vs. particle as matter — was a microscopic description of electrodynamics, analogous to the sta-
tistical mechanics description of thermodynamics. Bohr regarded radiation’s absorption as related
to refraction, in the same way as diffraction was related to Bragg reflection. But Einstein showed
that the absorption and emission processes correspond to energetic jumps, and require that the
exchanged energy be located in the photon. Before recognizing the necessity of field quantization,
dualism was considered an ability to describe atomic systems according to either Schrödinger’s
wave theory or Heisenberg’s particle theory. In both cases, the uncertainty principle9 requires the
operators corresponding to conjugates dynamical variables qn and pn to assume values in mutually
reciprocal spaces. Therefore, the phase space was split into a configuration space and an impulse
space. But the photoelectric process of detection requires the field to be quantized. That so-called
second quantization derailed the concept of wave-photon dualism. Indeed, the eigensolutions of
the wave equation — quantized according to Dirac — are constructed by creating and annihilating
photons, basing on eigenstates of the particle number operator, known as Fock states. Incoherent
solutions are interpreted as fluctuations of the number of photons. Coherent solutions correspond
to the probability of having N photons in a coherent state. Coherent states, which are linear com-
binations of Fock states, were introduced by Glauber in order to describe laser radiation, thereby
founding quantum optics. Rather than being the quantity mapped out by an interference pattern,
the phase is the expected value of the phase part of the annihilation operator. Finally, quantum
electrodynamics (QED) requires the uncertainty principle to be extended to the time-energy pair
of conjugate variables. Such extension conflicts with Lagrange’s conception of time as a parameter
rather than a dynamical variable. In 1931, Landau and Peierls discussed with Bohr the concep-
tual difficulties raised in quantum theories about the ability to make predictable measurements of

8Boltzmann derives the relationship u ∝ T 4 (Stefan-Boltzmann law) of the radiant energy density u from absolute tempera-
ture T after thermodynamics. From Q = TS = E + pV = uV + pV differentiating with respect to V and then positing V = 1
and taking into account (∂S/∂V )T = (∂p/∂T )V , one has T (∂p/∂T )V = p + u. Substituting p = 1/3u, which is the radiation
pressure, one has T (∂u/∂T )V = 4u.

9The uncertainty principle dates 1927. It precludes the possibility to measure a coordinate and its conjugate momentum in a
precise manner at the same time. In Heisenberg’s picture, it originates from Schwarz inequality (1/2~|Ẋ|)2 = |〈XH −HX 〉|2 6
∆X2∆H2 when c-numbers are replaced by q-numbers. In Schrödinger’s picture, the same uncertainty principle is expressed by
Fourier transform. Originally, Schrödinger formulated his wave equation by analogy with the Hamiltonian optics of rays and
wave fronts. He interpreted eigenstates of the wave function of atoms in the momentum space as steady oscillations having
p = ~k, transitions between eigenstates (as per Ritz’s combination principle) as spatial beats, and associated a wave packet to
any free particle. If, in the corresponding position space, that wave function represents a density, then, by the analysis of the
Lagrangian given in Section 2 for a finite number of points, such density must be interpreted probabilistically.
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the physical quantities that they deal with. Notwithstanding Bohr’s and Rosenfeld’s exhaustive
reply, and the discovery of the Lamb shift, and many others quantum effects of radiation, including
squeezed states, that argument clarified the importance of new points of view on this subject.

5. DIFFRACTION PATTERNS IN THE STIGAMTIC IMAGES

Fourier optics derived from physical optics, spurred on by telecommunication theory. While it
shares with physical optics the representations of photon trajectories and wave fronts, duality
obtains an independent meaning. Telecommunications don’t relate signals and spectra: They
deal with the transmission of whatever encoded information, irrespective of its meaning, and are
just concerned with defining the frequency band to transmit signals, as determined by Shannon’s
findings. However, analog optical information processing relates diffraction with the images. It
regards holograms as a means to capture the optical field, and deals with them as if they were
frequency filters, in the sense that a zone-plate can replace a lens10. Therefore, in Fourier optics
the wave pattern ceases to act as an approximation of order higher than that of the light ray, and
becomes the dual counterpart of the image point in the same approximation, i.e., that of linear
response. In the following, we’ll investigate the moiré. It lends itself to illustrate a duality suitable
for imaging purposes, inasmuch as it is often related to an interference pattern observed on the
image plane. To say that a moiré is a spatial beat among gratings of similar periods means that it
is a composition of either the gratings’ pitches and hence the beat is an image — or that the moiré
is an interference and hence the gratings are diffraction patterns, too. While a dual transformation
between a (flat) image and its diffraction pattern can be performed by means of a lens, setting up
reciprocal spaces to represent image points and spatial frequency points is futile unless radiation is
encoded. Let’s examine some specific cases as examples. Hutley et al. [1] used the moiré to magnify
the average graphical element of a motif. In their experiments, the fringes are caused by the beat of
an array of lenticular lenses with the underlying graphics, and are observed onto the support frame.
Each fringe appears as a possibly magnified image of the repeated graphical element. However, since
the graphics is in the lenses’ focal plane, the images should not appear sharp to an eye looking at
the frame. Nevertheless, they do, because the light sources that illuminate gratings appear on focus
together with their diffraction patterns [2]. In Ramachandran’s paper, the images of the source
appear in the scattering pattern of lycopodium powder11. In practice, interferential effects confer a
distinctive aspect to the image, and disallow its point-by-point construction. That argument is also
relevant for the general understanding of diffraction. For another example, consider the irregular
grating formed by foliage protruding above a track on a sunny day: When watched against the
light, that is interpreted as light diffraction, while, looking downward, it is interpreted as shadows
cast against the ground. Instead, the above discussion implies that the shadow is the diffraction
pattern of the branches and the light spots belong to the moiré. In fact, in case of partial solar
eclipse those spots are crescent-shaped. Thus, if diffraction is considered an attribute of the received
signal, rather than a feature of light, then it is natural to recognize that object images are not, in
general, either stigmatic or wavy.

In telecommunications, it is customary to encode images to be transmitted, and decode them
with a prior established error bounds. Therefore, especially in surveying, it may make sense to
ask whether illuminating a scene with some encoded radiation might make the image processing
similar to that adopted for encoded signals. To acquire the pictures, a grating with two independent
pitches is conceptually superimposed to the signal12. Subsequently, the encoded part of the echoes
gets decoded, but, differently from telecommunications, that part is not the one that contains

10Crystallography originates from physical optics and involves dualism too. However, its crystal lattice models are abstracted
from diffractograms considered in the reciprocal space, for example according to Ewald. Instead, holograms, as well as diffraction
patterns of diffractive optics, have a visible relationship with stigmatic images. Moreover, X rays can only be collimated whereas
both diffraction pattern and images are obtained by focusing. That kind of visible dualism — of a space onto itself — can be
made explicit by establishing a specific geometrical model.

11Ramachandran demonstrates that bright spots in the diffraction patterns obtained with lycopodium powder are copies of the
light source, and that such behavior is typical of diffraction patterns obtained from non-point sources. The single components
of the motif, those ones magnified by moiré effect in Hutley et al., are situated at the focal plane of the lenses, and therefore
their images are projected at infinity. In diffractive-optical terms a diffraction pattern is observed together with the image when
the corresponding planes coalesce. In such conditions, it is hard to tell whether the beat is an interference between the gratings
rather than their diffraction patterns.

12Roughly, in airborne radar systems microwave impulses are encoded in part directly by the emitting device and in part
due to the aircraft motion relative to the target. Magnetic resonance imaging is based on a similar encoding: The frequency
response of the hydrogen resonating peak of water depends on the magnetic field, which is varied according to two independent
linear functions. In principle, the value of the frequency allows to locate the region that originated the response. In both cases,
the aliasing due to the encoding is known and gets filtered off.
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the information sought. The returned echoes contain also the information-carrying part, to which
physical theories assign characteristic properties. That part has neither photon nor wave properties,
as far as interpreting the images goes: It only becomes a kind of signal when received. In fact,
the conversion step for the scattered radiations is performed differently by different receivers13:
Typically, unencoded parts that a human eye would recognize as moiré, if any, are not necessarily
decoded as such if they are reconstructed point by point.

6. CONCLUSIONS

Image analysis is usually based on statistical models of both the radiation and active or passive
radiators. The wave-particle dualism, to which wave theories relate the Fourier transform, is among
the most influential concepts in telecommunications. We examined the moiré effect in order to bring
out a distinction between the radiation, as usually considered, and signals. At least in its original
acceptation, the moiré is a non-local effect of the weft, observable together with the fabric. We
interpreted it as an interferential effect seen with the image. Accordingly, the moiré would fit in
the framework of a geometric model that goes beyond geometrical optics, by providing alternatives
to one-to-one relationships between object points and image points. In the optical range, the moiré
is focused and recognized as such. However, it might contribute to signals — or noise — during
image acquisition in any frequency range.
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Abstract— The authors report on an analytical solution of the propagation, reflection and re-
fraction of broadband electromagnetic signals within multilayer optical materials. The presented
solution is processed in the Matlab program, which is suitable for a specifically oriented detailed
analysis of a general problem.
The paper includes a theoretical analysis and references to the generated algorithms. Comparison
of the parameter changes is supported by graphical outputs of the algorithms. Algorithms created
in the Matlab environment are verified by means of programs based on the finite element method,
namely the ANSYS program.
Inhomogeneities and regions with different parameters generally appear even in the cleanest
materials. During the electromagnetic wave passage through a material there occurs an amplitude
decrease and a wave phase shift; these phenomena are due to the material characteristics such as
conductivity, permittivity, or permeability. Any incidence of a wave on an inhomogeneity results
in a change in its propagation. The change manifests itself in two forms, namely in the reflection
and refraction. In addition to this process, polarization and interference may appear in these
waves.
The methods described in this paper are well-suited for the analysis of beam refraction to the other
side from the perpendicular line during the passage through the boundary. This phenomenon
occurs in metamaterials.

1. INTRODUCTION

Inhomogeneities and regions with different parameters generally appear even in the cleanest ma-
terials. During the electromagnetic wave passage through a material there occur an amplitude
decrease and a wave phase shift; these phenomena are due to the material characteristics such as
conductivity, permittivity, or permeability. If a wave impinges on an inhomogeneity, there occurs
a change in its propagation. The change manifests itself in two forms, namely in reflection and
refraction. In addition to this process, polarization and interference may appear in these waves.

It should be notify that in terms of the general theory is the frequency interval from 0 to 100 GHz
(the area that deals with electricity and magnetism) and the interval 0.1 to 10 THz PHZ (studied
in optics) no principled difference. The idea of a solid as the atomic structure of the opposite
assumption connection environment, it is necessary to understand the material properties that
describe the response of the environment, such as mean values of a sufficient number of atoms.

In the Matlab program, algorithms were created that simulate reflection and refraction in a
lossy environment on the boundary between two dielectrics. The reflection and refraction are in
accordance with Snell’s law for electromagnetic waves as shown in Fig. 1(a). The form of Snell’s
law is as follows [1]:

sin θ0

sinθ2
=

k2

k1
=

√
jωµ2 · (γ2 + jωε2)√
jωµ1 · (γ1 + jωε1)

, (1)

where k is the wave number, γ is the conductivity, ε the permittivity, µ the permeability, θ0 angle
of incidence and θ2 angle of refraction. Relation (1) is defining for the boundary line between
the dielectrics medium. Interpretation of the Fresnel equations and Snell’s laws is simple in the
case of the refraction on boundary line between the dielectrics medium. In case of refraction in a
lossy medium, according to relation (1), angle θ2 depends on wave numbers k1 and k2, which are
generally complex; then, in medium 2 an inhomogeneous wave is propagated.

This complicates the physical nature of the phenomena and brings qualitatively new phenomena.
Areas of constant phase generally do not merge with areas of constant amplitude, then wave is not
completely transverse. Areas of constant amplitude are parallel to the interface, but the same areas
of phases are generally oblique to it. The resulting EMG waves are propagated in the coordinate
system in the direction un2. An electromagnetic wave is understood as the electric field strength
and the magnetic field strength.
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For simplicity, we will analyse separately the E vector parallel to the boundary (also known
as TE wave) as indicated in Fig. 1(a) and the H vector parallel to the boundary (also known as
TM wave). For the TE wave, electric field strength of the reflection and transmission beams is
expressed according to the equation

Er = E1e−jk1un1×r, Et = E2e−jk2un2×r, (2)

where E1 is calculated from the intensity on boundary line E0 and reflection coefficient ρE , and
E2 is calculated from the intensity on boundary line E0 and transmission factor τE . For numerical
modelling, there is a suitable relation in the form:

Er =
µ2k1 cos θ0 − µ1

√
k2

2 − k2
1 sin2 θ0

µ2k1 cos θ0 + µ1

√
k2

2 − k2
1 sin2 θ0

E0 · e−jk1 un1×r,

Et =
2µ2k1 cos θ0

µ2k1 cos θ0 + µ1

√
k2

2 − k2
1 sin2 θ0

E0 · e−jk2 un2×r.

(3)

These relations are calculated from the basic variable and they facilitate an acceleration of the
calculation process. We use atypical formulas for calculating the magnetic components:

Hr = −
µ2

µ1
k1cosθ0 −

√
k2

2 − k2
1sin

2θ0

µ2cosθ0 + µ1

k1

√
k2

2 − k2
1sin

2θ0

E0

ω
· e−jk1 un1·r

Ht = − 2k2cosθ0

µ2cosθ0 + µ1

k1

√
k2

2 − k2
1sin

2θ0

E0

ω
· e−jk2 un2·r

(4)

2. OBLIQUE INCIDENT WAVE ON A LAYERED MEDIUM

For a layered heterogeneous medium, an algorithm is derived for the reflection of the electric
component on several layers, Fig. 1(a). Interpretation of the propagation of electromagnetic waves
on a layered heterogeneous medium is expressed by the relation

Erl = EilρEl · e−jkl unrl×rl , Etl = EilτEl · e−jkl untl×rl , (5)

where Erl and Etl are the reflection and refraction electromagnetic waves on the boundary line
(l = 1, . . . ,max) according to Fig. 1(a), Eil is the amplitude electric field strength on boundary
line l, ρEl and τEl are the reflection coefficient and transmission factor on boundary line l, kl is the
wave number of the layer, rl is the electromagnetic wave positional vector on boundary line l, untl

and unrl are the unit vectors of propagation direction.

(a) (b)

Figure 1: Reflection and refraction of the electromagnetic waves on a layered medium for the TE wave:
(a) layout, (b) in Matlab for 5000 cycles.
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3. OBLIQUE INCIDENT WAVE IN MATLAB PROGRAM

Response is dependent on the thickness d of each layer. Figs. 2 and 3 show the response of the
environment 5 layers of the same thickness. Wave at a frequency of 700 THz during the transmission
from a material with parameters εr = 1, µr = 1 and γ = 0 S/m at the incidence of the wave on
the boundary 1 at the angle of 30◦ (according to Fig. 1(b)), into a material 1 with parameters
εr = 2.5, µr = 1 and γ = 870 S/m, where the wave is reflected and refracted. Furthermore, the
wave propagates trough material 2 with parameters εr = 81.6, µr = 1 and γ = 4.4 · 10−6 S/m,
material 3 with parameters εr = 2.5, µr = 1 and γ = 1200 S/m, 4 with material parameters
εr = 8.5, µr = 1 and γ = 150 S/m. In the material 5 with parameters (εr = 81.6, µr = 1 and
γ = 4.4 · 10−6 S/m), the wave reflects only, because we assume no backward waves in the most
bottom medium. Selection of material parameters is only a test, thus has not special meaning.

Figure 2 shows the response of layers of thickness d = 10 · λ, where λ is the wavelength of

Figure 2: The intensity of electric and magnetic component of TE wave outside layered medium for d = 10·λ.

Figure 3: The intensity of electric and magnetic component of TE wave outside layered medium for d = λ/10.
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the wave, which is sent from a source in the form of a single pulse. All five layers have the same
thickness. The response is shown for the electric field strength E and magnetic field strength H
for TE wave, i.e., the amplitude and the phase. Fig. 3 shows the same response, but for the layer
thickness d = λ/10. From Figs. 2 and 3, it is obvious different shape. For thicknesses d > λ
waveforms have the same character as in Fig. 2 and for thicknesses d < λ waveforms have the same
character as in Fig. 3.

4. CONCLUSIONS

The paper includes a theoretical analysis of and various references to the generated algorithms,
which are verified using numerical models. Analytical solution of the propagation, reflection, and
refraction of wideband electromagnetic signals within multilayer optical materials is very time-
intensive if realized in the Matlab program; this fact is further illustrated in Fig. 1(a), which shows
both components of the electromagnetic waves.

This method is nevertheless suitable for a specifically oriented detailed analysis of a general
problem. Algorithms created in the Matlab environment are verified by means of programs based
on the finite element method, namely such programs as Comsol and ANSYS.

Methods described in this article are well-suited for the analysis of beam refraction to the other
side from the perpendicular line during the transmission through the interface. This phenomenon
occurs in metamaterials.
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Analysis of Distortion Factor of Three Phase Linear Synchronous
Motor
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Abstract— The relationship between the E.M.F and the distortion factor in a magnet arrange-
ment was compared and verified. The use of a linear motor suitable for each magnet arrangement
was determined from the perspective of magnetic energy efficiency. (e.g., generator use, industrial
use, high speed drive use, etc.).

1. INTRODUCTION

It is important to take into account the influence of the distortion factor in the design of a linear
motor. A distortion factor expresses the grade of distortion of a wave, and it is a ratio of the effective
value of the overall higher harmonic wave contained in the distorted wave to the effective value of
the fundamental wave. Since an effective current value will also increase if the distortion factor
becomes high, electric power increases at I2R, and it becomes important to know whether high
thrust can lower the distorted rate of the E.M.F wave pattern from vibration and overheating [1].
Past research has been published about the Distortion Factor. The types of motor techniques of
this research are also varied [2–5]. This report describes the E.M.F and the distortion factor.

2. STRUCTURE AND PRINCIPLE OF LINEAR SYNCHRONOUS MOTOR

A schematic structure of the Linear Synchronous Motor (abbreviated as LSM) is shown in Fig. 1.
The length units used are mm. The mover is composed of permanent magnets and shaft. The
shaft has ϕ5 in the outer diameter. A rare earth Ne-Fe-B (Br = 1.29T) type permanent magnet is
used for the magnets. The Radial array has a magnetic material shaft, and the Halbach array and
Interior array have a shaft made of a non-magnetic material. The core of the stator is made of a
silicon steel (35H300). The excitation coil has a three-phased structure. The number of windings
in one slot is 37 turns. Detailed specifications are shown in Table 1 [6–11].

3. FINITE ELEMENT ANALYSIS OF LSM

3.1. Calculation of Interlinkage Flux

First, Interlinkage flux was calculated. The software used in this analysis was developed by our
group [12]. A finite element model and the calculated results are shown below. The number of
elements is 74000. The calculated value of the Interlinkage flux is shown in Fig. 2.

Core(35H300)

Coil

Permanent magnet

Shaft 

10

3.8

(

r  ma

 R  T
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Magnetic ring
1.2           1.2

1.2
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1.2           1.2
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(a) Radial array (b) Halbach array

(c) Interior array 
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φ

Figure 1: A schematic structure of LSM.
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(a) Radial array (b) Halbach array

(c) Interior array

Figure 2: Calculated value of Interlinkage flux.

Table 1: Summary specification.
PPPPPPPPItem

Type
Radial array Halbach array Interior array

External dimensions 12 mm
stroke 30 mm

Number of magnet 8 24 16
Number of pole & slot 8p-18s

Number of phase 3
Structure of magnet Radial magnet Radial & Thrust magnet Radial & Thrust magnet +

shaht material magneric non-magnetic

3.2. Calculation of the E.M.F and the Distortion Wave

The Distortion wave is considered as a superposition of sine wave, and if y(t) is defined as the time
function of distortion wave with cycle T ,

y(t) = y(t + T ) = b0 + b1 cos(ωt) + b2 cos(2ωt)
+b3 cos(3ωt) + . . . a1 sin(ωt) + a2 sin(2ωt) + a3 sin(3ωt) + . . .

= b0 +
∞∑
n

[an sin(nωt) + bn cos(nωt)] = b0 +
∞∑
n

An sin(nωt + θn) (1)

where, A1 is the amplitude of the basic wave, An is the n harmonic, b0 is the average value of
the Distortion wave. The purpose of a Distortion factor is to express the grade of distortion of a
waveform. Generally it is defined as a ratio of the total of the effective value of an overall height
harmonic ingredient (V2 ∼ Vn) and the effective value of a fundamental wave (V1) which is included
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in the waveform. Generally it is expressed with the following.

v(t) = V o +
∑

n

Vn sin(nωt− θn) (2)

An effective value is expressed below,

|V | =

√
1
T

∫ T

0
v2(t)dt (3)

|V | =
√

V 2
0 + |V1|2 + |V2|2 + |V3|2 + . . . (4)

It becomes a sin wave of the sum of the square of the effective value of each higher harmonics wave.
Also, the definition of the rate of harmonic distortion,

D =

√
|V2|2 + |V3|2 + . . .√

|V1|2
(5)

where, V1 is the Basic wave, V2 is the second higher harmonics wave, V3 is the third higher harmonics
wave.

The calculated value of the E.M.F and the Distortion factor is shown in Fig. 3.
Next, I calculated the thrust due to current. Fig. 4 shows the Magnetic flux density of the

Halbach array. The result series is shown in Table 2.
In all the arrangement, Distortion factor was about 10%. There is no big problem at the object

for dynamos, or slow running, but during high speed driving, there is a concern that heat generation
becomes high.

Next, In order to lower the Distortion factor, the magnetic aspect ratio was fluctuated. (refer
Fig. 5).

The analysis results are shown in Table 3 and Fig. 6.

(a) Radial array (b) Halbach array

(c) Interior array

Figure 3: Calculated value of the E.M.F wave and the Distortion factor.
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at 0.5A(rated) at1.5A 

2.0[T]   1.0[T]   0[T] 

Figure 4: Magnetic flux density.
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Figure 5: Aspect ratio.
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Figure 6: Higher harmonic wave.

Table 2: Series of result.
XXXXXXXXXXItem [Unit]

Type
Radial array Halbach array Interior array

Interlinkage flux [wb] 0.00126 0.00140 0.00116
E.M.F [V] 0.00197 0.00216 0.00173

Distortion facto [%] 9.76 8.68 10.85

Thrust [N]
at 0.5 A 1.09 1.28 1.03
at 1.5 A 3.24 3.78 3.06

Table 3: Calculated results of aspect change.
XXXXXXXXXXItem [Unit]

Type Type A Type B Type C Type D Type E

Interlinkage flux [wb] 0.00140 0.00136 0.00137 0.00113 0.00128
E.M.F [Wb/s] 0.00216 0.00214 0.00222 0.00152 0.00208

Distortion factor [%] 8.68 6.38 9.11 9.91 9.05
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4. CONCLUSION

The E.M.F of three distinct models and the relation of their Distortion factors were checked, and
the fundamental cause and effect relationship between the Distortion factor from fluctuating a
Halbach type aspect ratio and the induction voltage was checked. E.M.F has a downward tendency
when the rate of an aspect ratio is large. In the future, I would like to pursue tests which lower the
Distortion factor.
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Abstract— To avoid the limitation of being used in the anechoic chamber, a new 3-D SAR
imaging based RCS Measurement technique is developed, which can be used outdoor. The basic
idea of the RCS Measurement technique is come from 3-D SAR imaging technique, which can
reconstruct the target’s 3-D distribution of scattering characteristics. Owing to its advantages
of 3-D resolving power, it can spatially distinguish the targets’ RCS from environment. The
scattering explanation and the RCS prediction principle of the technique are introduced. As val-
idation, the measurement simulations of RCS for 3-D complex-shaped perfect electric conductor
electric-large targets, such as a car-like object, are presented.

1. INTRODUCTION

Most traditional RCS Measurement systems need to be placed in an anechoic chamber to reduce the
environment noise, but the sizes of targets are limited by the anechoic chamber [1, 2]. To overcome
this defect, the RCS Measurement technique based on 3-D SAR imaging is developed, which can
be used outdoor and measure large targets, such as flights and tanks.

The basic idea of the RCS Measurement technique is come from 3-D SAR imaging technique,
which acquire the scattering electric field in a large 2-D/3-D spatial scale, and reconstruct the
target’s shape and scattering characteristics by signal processing techniques [3, 4]. The mechanism
of RCS Measurement via 3-D SAR imaging can accurately be explained using the Stratton-Chu
equation. For perfect conductor, the 3-D image is related to the electric current density [5], and
the received Electric-field is related to the electric current density, as a result, the RCS can be
calculated as the ratio of the received Electric-field to the transmit Electric-field.

Owing to its advantages such as high resolution and 3-D imaging, 3-D SAR imaging technique
can spatially distinguish the scattering characteristic of the different parts of complex objects,
or distinguish the targets’ RCS from environment. By selecting the region of interested (ROI)
manually (pick out the electric/magnetic currents in the ROI using the prior information on the
target’s shape), we can obtain the scattering characteristic in the ROI, and calculate its RCS easily.

As validation, the scattering fields are computed using widely accepted software FEKO based on
physical optics. The IFFT algorithm is adopted for step-frequency data to form a high-resolution
range image, and the 3-D BP algorithm is adopted to form a focused 3-D image. The technique of
imaging and the measurement of RCS for a 3-D complex-shaped perfect electric conductor electric-
large target, such as a car-like object, are presented.

2. PRINCIPLE

In this section, the scattering explanation of 3-D SAR image will be introduced. Then, by using
3-D SAR image, the RCS prediction technique is presented.

2.1. Scattering Explanation of 3-D SAR Image

3-D SAR imaging technique acquire the scattering electric field in a large 2-D/3-D spatial scale,
and reconstruct the target’s shape and scattering characteristics by signal processing techniques.
When the transmitter is fixed, since the transmitted signal and the geometry of the transmitter
and targets remain unchanged during the observation session, the coherence of scattering electric
field is well preserved, which is crucial for SAR system. Under this consideration, the mechanism
of 3-D SAR imaging can be explained using the scattering theory, which separates the scattering
phenomenon into three stages:

Firstly, the incident electromagnetic wave inspires the induced electric/magnetic currents on
the targets;



590 PIERS Proceedings, Taipei, March 25–28, 2013

Secondly, the induced electric/magnetic currents produce the receiver array propagating in
free space;
Thirdly, the 3-D imaging method is employed to obtain 3-D image.

This procedure is accurately described by the Stratton-Chu equation [6, 7], or electric (magnetic)
field integral equation (EFIE/MFIE) for perfect conductor. Due to limitation of length, this paper
will only discuss the perfect conductor situation.

The aim of 3-D SAR imaging is to reconstruct the targets’ scattering characteristics from the
acquired data. For perfect conductor, the magnetic current density ~M can be ignored, and the
imaging results of 3-D SAR with fixed transmitter are the estimations of the electric current density
~J for perfect conductor [5].
2.2. RCS Prediction Using 3-D SAR Image
In this section, we will discuss the RCS prediction using 3-D SAR image with fixed transmitter.

Since 3-D image can completely separate the electric/magnetic current of target and ambient
interference (such as ground, wall and turntable, etc.) spatially, RCS prediction using 3-D SAR
image can relax the requirement to the measurement environment, which is available for outdoor
measurement.

As we stated in last subsection, for perfect conductor, 3-D SAR image reflects the accurate
electric current density. By selecting the electric current density of object, we can reconstruct the
scattering field (received and reconstructed voltage exactly) as:

vROI =
∫

ROI

jω~Jψdp′ (1)

where, ROI means region of interested, i.e., the region that includes the target and excludes the
environmental disturbance. ~J denotes the volume electric current density, ψ denotes the green
function ω enotes the temporal frequency, p′ denotes the coordinates of target.

By set a reference point, we can easily calculate the RCS of ROI:

σROI =
(

vROI

vr

)2 (
RROI

Rr

)2

σr (2)

where, RROI means the range from the target to the center of the virtual receiving array, vr means
the received and reconstructed voltage of reference point, Rr means the range from the reference
point to the center of the virtual receiving array, σr means the RCS of reference point.

Equation (2) indicates that using 3-D SAR image, we can predict the backscattering RCS of the
target in the ROI. Owing to using of a reference point to be the RCS criterion, we can avoid many
system errors (such as the interchannel phase incoherence and amplitude of variation).

3. SIMULATION EXPERIMENT

In this section, to study the EM characteristic of complex-targets, the well-known electromagnetic
calculation software which named FEKO is used to calculate the scattered fields and RCS of targets.
The IFFT algorithm is adopted for step-frequency data to form a high-resolution range image, and

Figure 1: Geometry of transmitter and target, since
the geometry remains unchanged during the obser-
vation session, the electric/magnetic current is al-
ways same.

Figure 2: Geometry of receiver array and scatter-
ing field, the receiver acquires the scattering electric
field over a large spatial scale, then 3-D image can
be obtained by using 3-D imaging method.
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Table 1: The system parameters.

carrier frequency 2GHz
Bandwidth 1GHz

Size of receive array 2m× 2 m
system resolution 0.15m× 0.15m× 0.15m

Observation angle

Idea Point

Figure 3: Geometry of the
ideal point model.
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Figure 4: Comparison of imaging based result and FEKO result for RCS
of the ideal point.

the 3-D BP algorithm is adopted to form a focused 3-D image. Three examples are presented to
verify the precision of 3-D SAR imaging based RCS prediction by compared with FEKO results.

The system parameters are listed in Table 1.

3.1. Ideal Point Model

The EM characteristic of ideal point accords with the traditional scattering centers model, which
has no spatial variation of scattering characteristic from different observation angle. Fig. 4 shows
the comparison of imaging based result and FEKO result for RCS of the ideal point.

From it, we can find that, the imaging based result is mainly consistent with FEKO result,
which indicates that the 3-D SAR imaging based RCS measurement is capable of measuring the
RCS of the ideal point.

3.2. Flare Model

The EM characteristic of flare does not accord with the traditional scattering centers model, and
the spatial variation of scattering characteristic from different observation angle is significant, which
will cause slight system derivation of RCS. Fig. 6 shows the comparison of imaging based results
and FEKO results for RCS of an flare.

From it, we can find that, the variation trend of imaging based result is approximately consistent
with FEKO result, but there is a difference between the values of two RCS results. The difference
is caused by two reasons:

The discrete 3-D resolution will cause some loss of small scattering characteristic during the
changing of observation angle;
The receive array acquire the scattering electric field in a large 2-D/3-D spatial scale which
has the spatial variation of scattering characteristic, as a result, the RCS result of imaging
based method can be considered as the sum of RCSes in the range of a large observation angle,
but not the exactly the RCS of a single observation angle.

According to above two reasons, the correction and optimization of this method will be studied
in the future to predict the exactly RCS.

3.3. Car-like Model

Figure 8 shows the comparison of imaging based results and FEKO results for RCS of a car-like
model with size of 1 m by 1m, which does not accord with the traditional scattering centers model.



592 PIERS Proceedings, Taipei, March 25–28, 2013

Observation angle

Flare model

Figure 5: Geometry of the
flare model.
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From it, we can find that, the variation trend of imaging based result is approximately consistent
with FEKO result, but there is a difference between the values of two RCS results, which are
consistent with the conclusions and reasons in last subsection.

4. CONCLUSIONS

Since the 3-D image can separate the electric/magnetic current of target and ambient interference,
the 3-D SAR imaging based RCS Measurement technique is available for outdoor measurement.
From simulations, this technique is capable of measuring the RCS of ideal point which accords with
the traditional scattering centers model. Due to the discrete 3-D resolution and using large array
to receive data, the measuring of RCS of actual target is roughly accurate and has some errors,
which will be studied in the future.
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GRECO Based Spotlight SAR Imaging Simulation Method
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Abstract— SAR (Synthetic Aperture Radar) simulation plays a significant role in radar target
recognition for its convenience in data supporting. Radar signal and EM scattering characteristic
are usually two independent sources of SAR simulation, which are based on different method. The
former is currently the main contribution to SAR research. Since GRECO (Graphical Electro-
magnetic computing) could compute the EM scattering characteristic of complex electrically large
target with fast speed and acceptable error, generating SAR image based on it has great practical
values. This paper introduces a GRECO based spotlight SAR imaging simulation method, which
simulates and calculates the target scattered field and generates the SAR data, and then further
processes the SAR image. The result of the real complex target proves the method’s effectiveness.

1. INTRODUCTION

SAR has wide attention in the world for its characteristic of all day long, all-weather and high
resolution etc.. The SAR echo and image simulation technology of complex target, is not only the
foundation to realize the model based automatic target recognition system, but also provides a
large amount of data supporting for recognition algorithm research. Be different from simulation
aim at SAR system, complex target simulation needs not only simulation of echo and imaging, more
need to simulate various mechanisms of electromagnetic scattering waves, such as edge diffraction,
multiple scattering, coating materials, etc.. Its formation echo should include information such
as target scattering electromagnetic wave amplitude, phase, polarization, in-band response and
response in aperture.

According to the difference of selected electromagnetic calculation method and SAR simulation
model, domestic and overseas scholars have proposed many methods: Spanish scholars [1] using
graphical electromagnetic computing method for SAR simulation, its advantage is electromagnetic
calculation can be speed up by used graphics card, and calculating in real-time, it is mainly suit-
able for the high frequency calculation. Scattering calculation in literature [2] although has a
comprehensive consideration, but its echo simulation model is simple, and does not apply to wide
bandwidth, large aperture work mode. Literature [3] gives a kind of ISAR simulation method, but
the plane wave incidence hypothesis may not apply to the near field imaging system.

In view of the above present research situation, this paper proposes a method of complex target
SAR echo and image simulation based on target scattering characteristics. The method based on
graphical electromagnetic computing, visual simulate target complex scattering field in different
location and frequency to build echo, so as to avoid the stable scattering center hypothesis. The
simulation echo contains the target response on changing frequency and angle of view, it is more
suitable for the large angle and wide bandwidth work mode. Changing the traditional plane wave
incident to spherical wave, can make accurate simulation of near or far field mode. In addition, the
method can simulate the single and multiple scatter of target and the variable polarization effect,
has the ability of the whole polarization simulation.

2. SYNTHETIC APERTURE RADAR IMAGING PRINCIPLE

Synthetic aperture radar’s main working modes have Spotlight SAR, Stripmap SAR and ScanSAR,
etc., this paper mainly aims at Spotlight SAR imaging simulation method.

Spotlight SAR imaging geometrical relationship as shown in Figure 1, set R0 as the minimum
slope distance of radar platform, Vp as the platform speed, ψ as angle of depression, ϕ as azimuthal
central angle, and T as the flight time. SAR system launches a linear frequency modulation
signal, pulse transmitting frequency is fp and carrier frequency is f0, antenna’s actual length is La,
transmitted pulse bandwidth is B0, pulse width Tp, and LFM ratio is |Kr| = B0/Tp, the transmit
signal can be expressed as [4]:

s (τ, η) = A0ωr (τ) ωa (η − ηc) cos
(
2πf0τ + πKrτ

2
)

(1)

In Equation (1), A0 is transmitted pulse amplitude, for constant; τ is the range time; η is azimuth
time; ηc is the deviating time of beam center. In the simulation, in order to simplify, assume SAR
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for side looking, it has ηc = 0; ωr(τ) = rect(τ/Tp) is the range envelope; ωa(η) = [sinc(αLa/λ)]2 is
azimuth envelope; λ is carrier wave length; α is angle of slant distance and the most short distance
in oblique plane, as shown in Figure 1.

Target complex backscattering field is σ(τ, η, θ), the echo signal is convolution of target complex
backscattering field and radar signal, the SAR receives the echo signal can be expressed as

s′r (τ, η) = σ (τ, η, θ)

⊗
{
A0ωr(τ−2R (η)/c) · ωa (η−ηc) · cos

[
2πf0 (τ − 2R (η)/c)+πKr (τ−2R (η)/c)2

]}
(2)

SAR antenna receive signal like Equation (2), and the signal after quadrature demodulation is
expressed as

sr (τ, η) = σ (τ, η, θ)

⊗
{

A0ωr(τ−2R (η)/c) · ωa (η) · exp{−4jπf0R (η)/c} · exp
{

jπKr (τ−2R (η)/c)2
}}

(3)

Equation (3) is the expression of time domain SAR echo signal. In theory, directly based on
Equation (3), through the time SAR echo signal calculation, it can be realized SAR image simulation
by the imaging algorithm processing, but it has a huge computation and very low efficiency. This
paper realize the SAR image simulation through calculating the frequency domain echo signal,
and compared to the time domain method, the method can effectively improve the SAR image
simulation efficiency. For quick calculation of echo signal, make Equation (3) to Fourier transform
in range based on principle of stationary phase (POSP), it is

Sr (fτ , η) = σ′ (fτ , η, θ)
⊗{

A0ωr(fτ ) · ωa(η)·exp{−4jπf0R(η)/c}·exp{−4jπfτR(η)/c}·exp
{−jπf2

r /Kr

}}
(4)

In the low angle, instantaneous slant distance between radar and target can approximate for
parabolic:

R (η) =
√

R2
0 + V 2

p η2 ≈ R0 + V 2
p η2/2R0 (5)

While put Equation (5) into Equation (4)’s index items, and set Ka = 2V 2
p /λR0 = 2V 2

p f0/cR0, it
is

Sr (fτ , η) = σ′ (fτ , η, θ)⊗
{

A0ωr (fτ ) · ωa (η) · exp
{
−4jπ (f0 − fτ )

R0

c

}
· exp

{−jπKaη
2
}

· exp

{
−4jπfτ

V 2
p η2

2R0c

}
· exp

{
−jπ

f2
r

Kr

}}
(6)

Figure 1: Spotlight SAR imaging geometrical rela-
tionship.
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Further, according to the azimuth time-frequency relationship, fη = −Kaη, substituting in Equa-
tion (6), the azimuth Fourier transform of signal is

Sr (fτ , fη) = A0σ
′ (fτ , fη, θ) · ωr (fτ ) · ωa (fη)

· exp
{
−4jπ (f0 − fτ )

R0

c

}
· exp

{
−jπ

f2
η

Ka

}
· exp

{
−jπfτ

f2
η R0λ

2

2V 2
p c

}
· exp

{
−jπ

f2
r

Kr

}
(7)

And by fη = 2Vp sin (ϕ)/λ, it is

Sr (fτ , fη) = A0σ
′ (fτ , ϕ, θ) · ωr (fτ ) · ωa (fη)

· exp
{
−4jπ (f0 − fτ )

R0

c

}
· exp

{
−jπ

f2
η

Ka

}
· exp

{
−jπfτ

f2
η R0λ

2

2V 2
p c

}
· exp

{
−jπ

f2
r

Kr

}
(8)

Equation (8) is the two dimensional frequency domain SAR echo signal model. The key of
frequency domain SAR echo signal simulation is to calculating target’s complex scattering field,
σ′(fτ , ϕ, θ).

3. GRAPHICAL ELECTROMAGNETIC COMPUTING

The calculation of target’s RCS can use graphical electromagnetic computing method. Graphical
Electromagnetic Computing is J. M. Rius’s suggestion, to overcome shortcomings of traditional
high frequency calculation method in the calculation of the memory space, calculation accuracy
and calculation speed [5].

This is a kind of fast high-frequency RCS prediction method, using the OpenGL displayed
target on a computer screen in real-time, the target view point set in monostatic radar position,
is the part show on screen is the part of target where radar wave can exposure to, computer
hardware automatic will blank off the invisible parts. Through the set of specific illumination
model, light source characteristics and materials, from screen pixel point of red, green, blue three
color component (R, G, B), it can be computed the pixel’s normal vector (nx, ny, nz) on the surface
of the corresponding target. Z value can read from the depth buffer (z-buffer), target location
coordinates x, y value is obtained from the relative position of the screen coordinate system.
After acquired x, y, z, nx, ny, nz by graphics accelerator card, we can calculate electromagnetic
scattering characteristics of target by use high frequency numerical method, general process is
shown in Figure 2.

Based on GRECO, using high frequency approximation method such as physical optics and
physical diffraction, and subsequently obtain the scattering field:

[
Es

h
Es

v

]
= −jk exp (−jkr)

2πr (1− n2)
·
∫

Fp

[
Rhn2

x −Rvn
2
y (Rh + Rv) nxny

(Rh + Rv) nxny Rhn2
y −Rvn

2
x

] [
Ei

h
Ei

v

]
(ẑ · n̂) exp (2jkz) ds (9)

In which, Fp is the surface integral interval, Ei is the incident field, Es is the scattering field, h and
v respectively stands for horizontal and vertical polarization. n̂ (nx, ny, nz) is the normal vector of

medium surface element. Put Equation (9) in the RCS definition equation, σ = lim
R→∞

4πR2| ⇀

Es/
⇀

Ei|2,
find out the target’s complex scattering field under different polarization, σ′(fτ , ϕ, θ).

4. SAR IMAGING SIMULATION BASED ON GRECO

Figure 3 shows SAR simulation system solutions given in this paper. The system can calculate
the target scattering field through the simulation, further process generating SAR image. The
system mainly consists of three parts: the graphical electromagnetic computing module, GRECO
post-processing module and SAR imaging processing module.

Graphical electromagnetic computing module, using graphical electromagnetic computing (GRE-
CO) method which had been described above, according to the input of the target model, target
motion parameters, and radar parameters, simulate the radar data acquisition process, and cal-
culate relative posture sequence between the target and the radar. It calculates the target every
gesture of complex scattering field σ′ (fτ , ϕ, θ) visually in real-time.

GRECO post-processing module, this module will substitute the complex scattering field data
σ′(fτ , ϕ, θ) in Equation (8), according to the input of the radar parameters, restore it to two
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Figure 4: A ship’s 3D module and simulate result.

dimensional frequency domain SAR echo signal model Sr(fτ , fη), provides a data basis for SAR
image processing.

SAR image processing module, to verify the validity of the simulation system, this paper only
simply using Range-Doppler imaging algorithm, namely to SAR echo signal range Fourier transform,
range migration compensation, finally do azimuth Fourier transform and then can get target SAR
image.

Using the above process, simulate a ship for SAR image, set radar’s movement in 10000 meters
high above target, radar move 500 meters, data sampling points is 128, radar wave center frequency
is 10 GHz, bandwidth is 500MHz, V V polarization, we can get a imaging results as shown in
Figure 4(b).

We can see the target outline from the image, can see clearly that the distribution of strong
scattering source, such as scattering points at the top of the image corresponding the small platform
on ship top, deck and cabin top is flat structure, and radar observation direction is located in the
radial direction of reflection, so most of the strong scattering point focus on deck and the cabin top
surface. For simply, this paper adopts simple imaging algorithm, imaging results verify the validity
of this method. This method can take further optimize measures to get a more clear image.

5. CONCLUSIONS

In this paper, aim at SAR imaging problems of complex target, research SAR image simulation
method based on the GRECO high frequency electromagnetic scattering characteristics calculation.
This method firstly according to SAR platform parameter and SAR imaging geometry, calculate
target’s electromagnetic scattering characteristics, based on this, it further according to SAR system



598 PIERS Proceedings, Taipei, March 25–28, 2013

parameters, generate SAR raw echo data, and finally use the Range-Doppler imaging algorithm
processing, get target’s SAR image. This paper verifies the validity of this method, through the
SAR image simulation results of actual target. As a SAR image simulation method study, in the
present simulation, in order to simplify, this paper only consider a simple Range-Doppler imaging
algorithm, the subsequent will further research and optimize the SAR imaging processing.
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Abstract— The widely used multi-stage cascade structure and the employed low-frequency
diode rectified bridge in the front-end PFC rectifier, result in the low efficiency of LED drivers.
Meanwhile, the electrolytic capacitor with large capacitance is used as decoupling capacitors is
also an obstacle to the overall long-term reliability of the LED lighting product. To overcome
these limitations, a bridgeless SEPIC-derived AC/DC converter without electrolytic capacitors is
proposed in this paper. Furthermore its isolation type is easy to couple with our studied twin-bus
configuration for increasing the overall efficiency of LED drivers. A 50-W hardware prototype
has been designed, fabricated and tested in the laboratory to verify the converter validity under
universal input voltage condition.

1. INTRODUCTION

Due to the rapid progress of in the semiconductor manufacture and package technology, LEDs
have been considered for the general-purpose lighting [1]. Compared with conventional artificial
light- sources, high power LEDs have numerous advantage, such as higher efficacy, a maximum of
100,000 h of lifetime, and so on [2]. Currently, to obtain sufficient luminance, many LEDs have
to be connected and arranged in parallel LED strings. Driving multiple LED stings in parallel
from an offline power source poses challenges in many aspects of power supply design. First of all,
high power factor, and low-input-current harmonics are becoming the mandatory design criteria for
LED drivers. In general lighting application, ballasts with input power exceeding 25-W are required
to comply with stricter requirements as stated in IEC 61000-3-2-Class C [3] and Energy Star [4].
State-of-the-art LED driver shows that long lifetime and high efficiency are also the main design
consideration of LED power supply for matching LED virtues. Additionally, the PWM dimming is
also desired to further power saving.

A lot of work has been directed toward power factor correction (PFC) topologies and control
schemes in LED application over the past decades [5–7]. These topologies are suitable for different
power levels and customer requirements. However, these topologies have several common draw-
backs. First of all, electrolytic capacitors with large capacitance are usually used as the storage
capacitor in the previously mentioned LED lighting drivers. However, the lifetime of electrolytic
capacitors is much shorter than the potential lifetime of LEDs. Hereafter, a low frequency diode
rectified bridge is inserted between the EMI filter and the PFC stage, which degrade the overall
system efficiency. Furthermore, the typical solution for LED drivers is employing the multi-stages
cascade structure. Such a cascade configuration can help LEDs achieving good operating perfor-
mance. However too many power handle stages results in the lower efficiency and relatively high
cost.

This paper proposed a novel bridgeless SEPIC-derived AC/DC converter for LED lighting appli-
cation. Though this topology appears similar to the presented bridgeless SEPIC circuit in [8], the
operational characteristics are quite different. In the proposed circuit, the special DCM is employed
to make the bus capacitor decouple the pulsating input power and constant output power. By al-
lowing a relatively voltage ripple, the proposed AC/DC converter is able to eliminate electrolytic
capacitors while maintaining desired the performances such as high power factor, low output ripple
et al.. Additionally, this proposed circuit is not difficult to match our presented Twin-Bus con-
figuration in [9]. The detailed operating principle and design consideration are described in the
following sections. A laboratory prototype with 50-W power level has been built and tested to
verify the presented topology.

2. PROPOSED BRIDGELESS AC/DC CONVERTER

Figure 1(a) shows the proposed bridgeless SEPIC-derived AC/DC converter. Though this topology
appears similar to the presented bridgeless SEPIC circuit in [20], the operational characteristics
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are quite different. Before describing the operation principle, the following assumptions are made:
(1) The input voltage vin is ideal sinusoidal. (2) The switching frequency (fs) is much higher than
the ac line frequency (fl). (3) The voltages VC1, and V0 can be considered constant during switching
period Ts.

The operation of this converter is symmetrical in two half line cycles of input voltage. Therefore
the converter operation is explained during one switching period in the positive half line cycle of
the input voltage. The schematics operations during one switching cycle can be divided into four
distinct intervals as shown by the equivalent circuits in Figure 2. The theoretical waveforms during
a switching period are plotted in Figure 1(b). The converter analysis starts at the instant t0.

Interval 1: [t0, t1]: Prior to this interval, the currents through Lb and L0 are at zero level. This
mode starts by turning S1 and S2 on. When the switch S1 and S2 is turned on at t0 simultaneously,
the diodes D0 is reverse biased. Therefore, capacitor C1 is as the charging power supply of induc-
tance L0. The corresponding equivalent circuit is shown in Figure 2(a). Hence, the currents iLb and
iL0 begin to increase linearly by slope of vin/Lb and VC1/L0 as shown as Figure 1(b), respectively.
This interval ends by turning off the switch S1 and S2. Based on the aforementioned operation,
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the following equations can be derived:

iLb
(t) =

vin

Lb
t (1)

iL0(t) =
VC1

L0
t (2)

iS1 = iLb
(t) + iL0(t) =

(
vin

Lb
+

VC1

L0

)
t (3)

Interval 2: [t1, t2]: When the switch S1 and S2 are turned off, capacitor C1 is as the discharging
power supply of inductance Lb. Meanwhile the output diode D0 begins to conduct carrying the sum
of iLb and iL0. Thus, currents iLb and iL0 decrease linearly at rates proportional to (VC1 +V0−vin)
and V0, respectively. The corresponding current waveforms are shown in D2TS of Figure 1(b).
Figure 2(b) shows the equivalent circuit at this interval. This interval is not ends until the current
iLb reaches zero level. Similarly, the current of inductor Lb and L0 (iLb and iL0) and diode current
iD0 can be described approximately as:

iLb
(t) =

vin

Lb
D1Ts +

Vin − VC1 − V0

Lb
t (4)

iL0(t) =
VC1

L0
D1Ts − V0

L0
t (5)

iD0(t) =
(

vin

Lb
+

VC1

L0

)
D1Ts +

vin − VC1

Lb
t−

(
V0

L0
+

V0

Lb

)
t (6)

Interval 3: [t2, t3]: In this interval, the current iL0 continues to decrease through the output
diode D0. This interval ends when the current of D0 reaches zero. The corresponding equivalent
circuit is plotted in Figure 2(c).

Interval 4: [t3, t4]: This interval is a freewheeling stage where all semi-conductors are off and
all branch currents are zero. The converter stays in this state until the switch S1 and S2 are turned
on again.

3. CONTROL STRATEGY

It needs to note that the switches S1 and S2 can be driven in the following two ways: (1) as shown
in Figure 3(b), the switch S1 and S2 are driven by the same signal with switching frequency fs;
(2) the switch S2 keep turning on at the positive half line cycle, the switch S1 is turned on and off
with switching frequency fs. Accordingly, the switch S1 keeps turning on at the negative half line
cycle. In this paper, to make the control circuit be simply, the driven way (1) is employed.

From the operation principle descripted in Section 2, the voltage control mode only is good
enough to adjust constant output voltage. Figure 3 shows the detailed implemented circuit of
the aforementioned control strategy. Driver IC IR2110s is used to drive switch S1 and S2 with
same control signal. Although control IC UCC38C44 is designed based on peak current mode,
it is not difficult to modify as voltage control mode by adding resister RS1, RS2 and bipolar
transistor Q1. In addition, FOD2742 is 8-PIN SOIC error amplifier optocoupler consisting of the
popular KA431 precision programmable shunt reference and an optocoupler, which is employed to
implement isolation and output feedback regulation.

4. EXPERIMENTAL VERIFICATION

To verify the presented bridgeless SEPIC-derived AC/DC converter, a laboratory prototype with
the following specifications was designed and tested. The prototype is arranged with Twin-Bus
output stage to comply with the Twin-Bus configuration. Universal input voltage: vin = 90vac,
60Hz. Twin-bus output voltage: V01 = 50Vdc, V02 = 45Vdc. Rated output power: P0 = 50 W.
Switching frequency: fs = 53 kHz.

The schematic diagram of the laboratory prototype is shown in Figure 4, which was used to
convert the universal ac line voltage into the twin-bus voltage V01 and V02, and provides a high
power factor and low harmonics to meet the standard such as IEC 61000-3-2 Class C. The PFC
inductor Lb is split into two smaller ones (Lb1 and Lb2) integrated in same core to reduce the
common-mode EMI.
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Figure 3: Control strategy and implemented circuit.
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Figure 5: Experimental results under 90V input voltage condition. (a) Measured vin, iin, V01 and V02.
(b) Measured vin, iLb, vC1 and V01. (c) Experimental waveform at peak value of the positive half cycle.
(d) Experimental waveform at peak value of the negative half cycle.

Figure 5 shows the experimental waveform at 90 V input voltage and full load. In Figure 5(a),
the input current iin have a near-sinusoidal waveform and is in phase with the input voltage vin.
Thus the high PF with 0.96 can be achieved. The third and fourth channel in Figure 5(a) shows the
measured waveform of output voltage V01 and V02. As can be seen, the output voltage is regulated
well with small voltage ripple. Figure 5(b) is the experimental waveforms of inductor current iLb

and bus voltage vC1. It can be observed that the capacitor voltage vC1 bhas the relatively large
double line-frequency (120 Hz) ripple ∆vC1. Meanwhile, the waveforms of Vds1, Vds2, VD02 during
the switching period Ts are provided for the positive and negative half line cycle of the input voltage
vin, respectively.

5. CONCLUSION

A bridgeless SEPIC-derived AC/DC topology without electrolytic capacitors is studied in this
paper. The basic circuit operating principle and design consideration are described in detail to
achieve the desired performance. Its isolation type is easy to couple with our proposed twin-bus
configuration for increasing the total efficiency of LED drivers.

Additionally, it is noteworthy that the way (2) can be employed to further improve the efficiency.
Future work is to improve the efficiency by this operation mode.
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Abstract— This study is intended to investigate the irregularities induced from medium-scale
traveling ionospheric disturbances (MSTIDs) over Wuhan (30.51◦N, 114.41◦E) in China. We
employed the data came from the GPS receiver and the digisonde at Wuhan. The data were
limited in 2000 when sun was in high solar activity period. The events of MSTIDs were derived
from the perturbations of total electron content (TEC) of GPS data. The GPS phase fluctuation
index and the spread F occurrences were calculated and examined from the GPS and digisonde
observations, respectively. We explored the seasonal and nighttime occurrence rates as well
as the one-to-one correspondences for these phenomena. We discovered that, for the seasonal
variations, three phenomena all are highly active in summer, which confirms that irregularities
over Wuhan mainly relate to MSTIDs. Moreover, all spread F types have a minor occurrence
peak in winter but none for the MSTIDs and the GPS phase fluctuations. Besides, none of large
GPS phase fluctuations event had occurred during observation periods, which indicates that the
strength of irregularities related to MSTIDs are weaker than that of equatorial plasma bubbles.
For the nighttime variations, the frequency spread F occurs earlier than other spread F types
which implies that disturbances start at the altitude near the F -region peak. For the one-to-one
correspondences, the occurrence rates of each spread F type and GPS phase fluctuations are low
during MSTIDs occurred. This implies that smaller scale irregularities which are observed as
spread F or GPS phase fluctuations may only appear in some phase of MSTIDs.

1. INTRODUCTION

In the mid-latitudes ionosphere, the most conspicuous irregularity phenomenon is Medium-Scale
Traveling Ionospheric Disturbances (MSTIDs). The MSTIDs is a kind of wave-like perturbations
which modulates ionospheric electron density and height. Its horizontal wavelength is about several

(a) (b)

Figure 1: (a) The location of instruments and their field-of-view. The triangle represents the location of the
GPS receiver and the digisonde. The larger and smaller circles represent the field-of-view of the GPS receiver
and the digisonde, respectively. (b) An example of TEC temporal perturbations with MSTIDs signatures.
The TEC perturbations is the TEC temporal variation subtracted its one hour running mean. The TEC
temporal variation is derived from the pair of the Wuhan GPS receiver and the GPS satellite PRN 29 on
the day 148 in 2000.
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hundred kilometers and the period is 15–60 minutes. The wave front of most nighttime MSTIDs
aligns from northwest to southeast, and which travels in the southwest direction with horizontal
velocity 15–250 m/s [1]. It has been found that smaller scale irregularities can be generated and
embed in MSTIDs structures [2]. Moreover, many statistical studies show that MSTIDs are common
in two solstice seasons, especially in summer [3–6]. In this study, we choose the city Wuhan as our
experiment location. We collect the GPS and the digisonde data, and explore nighttime occurrence
rates of spread F , GPS phase fluctuations, and MSTIDs in 2000.

2. DATABASED

The data used in this study come from the GPS receiver and the digisonde which setup at Wuhan
(30.5◦N, 114.4◦E, 20◦N MLAT) in China (see Figure 1(a) for instrument locations and field-of-
view). In this study, we focus on the nighttime date (18-06 local time) in 2000 when sun was in

(b)

(a)

(c)

Figure 2: The monthly occurrence rates of spread F and Fp as well as MSTIDs. The occurrence rate in the
figure is the percentage of days on which at least one event occurred in a day in a month.



606 PIERS Proceedings, Taipei, March 25–28, 2013

the high solar activity phase. For the digisonde, we inspect each ionogram and categorize those
into No Spread F (NSF), Frequency Spread F (FSF), Range Spread F (RSF), and Mixed Spread
F (MSF) four types. Regarding the GPS, we derive the GPS phase fluctuation index (Fp) which
represents the strength of irregularities [7]. The index has two criteria Fp > 200 and 50 < Fp < 200
which represent the strong and medium irregularities, respectively. If Fp < 50, it will treats as
the background noise. To retrieve the signature of MSTIDs, we adopt the method proposed by
Kotake et al. (2006) [8]. We first select the Total Electron Content (TEC) temporal data with
the length longer than two hours, and then subtract its one hour running mean to get the TEC
perturbations (see Figure 1(b) for example). We manually inspect these perturbations and pick
up whose period and amplitude corresponding to MSTIDs characteristics. Furthermore, we also
categorize these MSTIDs events into severe and medium two levels in which the severe level indicates
the TEC perturbation larger than one TECu (1 TECu = 1016 electrons/m2) and the medium level
is 0.5 TECu.

3. RESULTS

Figure 2 shows monthly occurrence rates of spread F and Fp as well as MSTIDs. The occurrence
rate in the figure is the percentage of days on which at least one event occurred in a day in
a month. The results of the figure can be summarized as follow: (1) Three spread F types,
50 < Fp < 200, and two MSTIDs levels all are highly active in summer (May, June, July and
August). (2) No Fp > 200 event occurs during whole observation periods. (3) All three spread
F types have a minor occurrence peak in winter (January, February, November, and December).
(4) The ionosphere seems very stable during equinoxes (March, April, September, and October)
because all phenomena have very low occurrence rates.

Figure 3 displays the hourly occurrence rates of spread F and Fp in equinoxes, summer, and
winter. The occurrence rate is the number of event divided the total number of data in an hour
in the season. In the figure, the equinoxes and winter parts can be ignored because the occurrence
rates are too low. For the summer part, two important results are (1) high spread F occurrence
rates can last for a long time but Fp only occur around midnight, and (2) FSF occurs earlier than
other spread F types.

In this study, the method we used to detect MSTIDs is inappropriate to examine the nighttime

(a) (b)

Figure 3: The hourly occurrence rates of spread F and Fp in summer, winter, and equinoxs tree seasons.
The occurrence rate is the number of event divided the total number of data in an hour in the season.
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variations of MSTIDs occurrences because the distributions of data points changes from day to
day. However, we have examined the one-to-one correspondences between MSTIDs and spread F
or Fp. The results show that the occurrence rates of FSF, RSF, and MSF during severe MSTIDs
are 39%, 1%, and 31%, respectively. In the same time, 50 < Fp < 200 has 20% occurrence rates.

4. CONCLUSIONS

We spotlight five important points to draw our conclusions.

(1) The high occurrence rates of three spread F types, 50 < Fp < 200, and two MSTIDs levels
in summer confirms that irregularities over Wuhan mainly relate to MSTIDs.

(2) All spread F types have a minor occurrence peak in winter but none for MSTIDs and GPS
phase fluctuations.

(3) None of Fp > 200 event occurs during observations which indicates that the strength of
irregularities related to MSTIDs is weaker than that of equatorial plasma bubbles in the
low-latitudes ionosphere

(4) The earliest occurrence of FSF implies that disturbances related to MSTIDs start at the
altitude near the F -region peak.

(5) The results of one-to-one correspondences implies that smaller scale irregularities which are
observed as spread F or GPS phase fluctuations may only appear in some phase of MSTIDs.
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Abstract— Ionospheric irregularities will exert scintillations on electromagnetic waves if the
waves pass through them. So they are interesting for ionospheric propagation at the magnetic
equator and low latitudes. The irregularities during solar maximum period were examined by
tracking stations of the global position system, which were located in the India-Ocean sector
in both southern and northern hemispheres. The results show that the significant nocturnal
ionospheric irregularities appear equinoctial dominance at low latitudes. Besides, there is an
equinoctial asymmetry of occurrence rate of irregularities, i.e., the rate seems larger during
spring (March–April) than autumn (September–October) over the eastern sector, while appears
larger during autumn than spring over the western sector. Moreover, the equinoctial asymmetry
can reverse over the eastern sector when solar activity is going to reach maximum during the
rising phase of a solar cycle.

1. INTRODUCTION

Ionospheric irregularities can exert amplitude and phase scintillations on electromagnetic waves if
the waves traverse them [1]. This effect may cause severe signal fading and loss of lock at a receiver.
Therefore, ionospheric irregularities are interesting for electromagnetic wave propagation.

Ionospheric irregularities usually occur in the F region of the ionosphere, and can be observed
by high frequency (HF) radio sounding as spread F, which is a spread of HF echo trace on the
ionogram [2]. In addition, the irregularities can also be observed by global navigation satellite sys-
tem (GNSS), such as the global positioning system (GPS), and the observation result is consistent
with that of spread-F echoes [3]. Furthermore, some strong irregularities can reach the top of the
ionosphere and can be observed by satellite [4].

Although there have been a few studies of nocturnal ionospheric irregularities with HF sounding
in a local geographical region [5] and with satellites at the top of the ionosphere [4] during high solar
activity period, there may be some characteristics of irregularities which would not yet be revealed
very well over the Indian-Ocean Sector. The objective of this study was to investigate the occurrence
of nocturnal ionospheric irregularities over the Indian Ocean during solar maximum period by GPS
signals observed from the ground. The noticeable results were equinoctial asymmetry of occurrence
rate of irregularities and this asymmetry might be reverse during the transition from middle to high
solar activity in the rapidly rising phase of a solar cycle.

2. DATABASE AND METHOD

Six GPS tracking stations of the International GNSS Service (IGS, http://www.igs.org; [6]) were
found in the India-Ocean sector. Their marker names were BAHR, SEY1, IISC, MALD, LCKI,
and DGAR. For the sake of readability, these stations are represented by Bahrain, Seychelles,
Bangalore, Maldives, Lucknow, and Diego Garcia, respectively. The locations of the stations and
the fields of view at the height of 400 km with 15◦ elevation angle over the stations are shown in
Figure 1 as triangle marks and dash circles, respectively. Bangalore and Maldives are near and on
the opposite sides of the magnetic equator (the 0◦Nm magnetic latitude as shown in Figure 1);
Seychelles and Diego Garcia are near the southern equatorial anomaly (about −15◦Nm magnetic
latitude) formed by the equatorial plasma fountain [7]; and finally, Bahrain and Lucknow are at
the crest of the northern equatorial anomaly and close to middle latitudes.

Equatorial ionospheric irregularities are mainly plasma bubbles, which often occur in the F layer
of the ionosphere after sunset over the geomagnetic equator. The irregularities are originally formed
in the bottom-side region of the F layer and then rise and may up to the top of the ionosphere
by nonlinear Rayleigh-Taylor instability [7]. They also elongate along geomagnetic fields off the
equator to low latitudes. GPS phase fluctuations, which were practically the time variation of
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Figure 1: Locations of the GPS tracking stations in Indian-Ocean sector.

(a) (c) (e)

(b) (d) (f)

Figure 2: Examples of GPS phase fluctuations.

high-pass-filtered total electron contents (TEC), were used as an indicator to detect equatorial
ionospheric irregularities [8]. For quantitatively characterizing GPS phase fluctuations, the hourly
index Fp was defined for all satellites available to a station [9]. The index Fp is the average of all
the quarterly index fp of available satellites in an hour multiplied by 1000. The index fp is the
median value of absolute phase fluctuations of a satellite in a 15-minute interval. The magnitude of
Fp indicates the strength of existing irregularities: Fp ≤ 50 represents the GPS phase fluctuations
come from background noise of irregularities; Fp > 200 means the GPS signal is severe influenced
by strong irregularities; 50 ≤ Fp < 200 stands for the existence of moderate irregularities. An
example of strong irregularities on September 27, 2012 at Bangalore is shown in Figures 2(a)–2(c),
demonstrating TEC, phase fluctuations, and the index Fp, respectively. During 14–17 UT (19–
22 LT), the TECs obtained by available satellites were not only deeply depleted but also severe
fluctuated, and the index Fp was high, as shown in Figures 2(a) and 2(c).

Other kind of irregularities at low latitudes may come from middle latitudes, such as traveling
ionospheric disturbances (TID) [10, 11]. They often cause GPS phase fluctuations at an Fp value
of around 50, and fluctuate two or more TEC curves. An example on June 8, 2012 at Lucknow is
shown in Figures 2(d)–2(f) demonstrating moderate irregularities during 17–18 UT (22–23 LT).

The significant high solar-activity years of the nearest past were 2000–2002, and their yearly
sunspot numbers were 120, 111, and 104, respectively. The present year, 2012, was in the rising
phase of the 24th solar cycle with sunspot numbers of about 65. It is middle and going to reach
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(a) (c) (e)

(b) (d) (f)

Figure 3: Monthly occurrence rates of nocturnal ionospheric irregularities.

high solar activity. Considering whether sufficient amount of data collected at these stations and
for result comparisons between these stations, the data adopted in this study were those recorded
at Bahrain and Seychelles during 2001, at Bangalore and Maldives during 2000, and at Lucknow
and Diego Garcia during 2012. Thus, the nocturnal ionospheric irregularities occurred in the time
interval of 1800–0600 LT were detected by examining the GPS phase fluctuations in Fp index
derived from the aforementioned database, with the elevation angles of GPS satellites greater than
15◦. Besides, both the bobble irregularities with Fp > 50 and the TID-like irregularities were
processed in this study to describe the morphology of ionospheric irregularities at the equator and
low latitudes.

3. RESULTS AND DISCUSSION

Figure 3 shows the monthly occurrence rates of nocturnal ionospheric irregularities over Bahrain,
Seychelles, Bangalore, Maldives, Lucknow, and Diego Garcia. The number of observation days
was at least 20 for each month. The cross symbol denotes not available or lack of data. The
monthly occurrence rate of irregularities is the percentage of days on which at least one significant
Fp occurred in a day in a month. First, over both Bangalore and Maldives near the magnetic
equator, Figures 3(c)–3(d) show that the occurrence rates in general were dominant in equinoctial
months (March–April and September–October). In addition, the occurrence rates in December-
solstice months (D months: November–February) in general surpassed those in June-solstice months
(J months: May–August). Moreover, the distributions of occurrence rate on the opposite sides
of the magnetic equator (Bangalore and Maldives) accord with each other. Second, near the
equatorial anomaly, over both Seychelles and Diego Garcia, the occurrence rates in general were
also equinoctial dominant and minimum in J months as shown in Figures 3(b) and 3(f), similar
to those over Bangalore and Maldives. Finally, over both Bahrain and Lucknow, the equinoctial
dominance is not clear, and the occurrence rates in D months did not obviously surpass those in J
months yet, as shown in Figures 3(a) and 3(e).

The results observed by GPS phase fluctuations over Bangalore are consistent with those of
previous studies observed by spread-F echoes over the Indian region [5], indicating that the GPS
can also be a useful tool to investigate the ionosphere. In addition, the results obtained by ground-
based GPS stations are also similar to those obtained by satellites at the top of the ionosphere
(top-side irregularities) [4], indicating that the low latitude irregularities mainly come from the
magnetic equator (bobble irregularities generated by nonlinear Rayleigh-Taylor instability). Be-
sides, comparing to in situ satellite observations [4], the occurrence rates of irregularities in this
study are much higher, indicating that more irregularities are observed by the ground stations (i.e.,
bottom-side irregularities, developing under the top of the ionosphere). Finally, the irregularities
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in J months at the crest of the northern equatorial anomaly seem not similar to the bobble irreg-
ularities at the equator, and probably come from middle latitudes; this is consistent with previous
studies [4, 5, 10, 11].

There are two interesting findings in this study in the following. (1) The occurrence rates
in equinoxes are asymmetry during solar maximum; the rate in spring (March–April) is slight
higher than autumn (September–October) over the eastern Indian Ocean, while that is opposite
over the western India Ocean. (2) The equinoctial asymmetry seems to have unusual solar-activity
dependence in the eastern Indian Ocean; the rate in autumn is higher than spring when solar activity
is going to reach maximum during the rapidly rising phase of a solar cycle. This can be seen at
Diego Garcia during 2012 (Figure 3(f)), and also is consistent with that over Bangalore during
2012 although not shown here. Recently, a few studies have suggested that the transequatorial
meridional neutral wind would play important roles in the Indian region, such as the probability
for equatorial irregularities to occur in equinoxes [12]. Therefore, more data will be examined in
the future to discover the mystery of ionospheric irregularities over the Indian-Ocean sector.

4. CONCLUSIONS

This work has investigated the equatorial ionospheric irregularities over the Indian-Ocean sector
during solar maximum period by using the GPS. The aforementioned results and discussion can
lead to the following conclusions. (1) The low latitude irregularities often develop in equinoctial
and December-solstice months over the Indian-Ocean sector. (2) The low latitude irregularities
mainly come from the magnetic equator. (3) At the crest of equatorial anomaly, the irregularities
in June-solstice months should not be neglected and they probably come from middle latitudes.
(4) The occurrence rates in equinoxes are asymmetric and maybe caused by the transequatorial
meridional wind. (5) The equinoctial asymmetry of occurrence rates seems to have the opposite
outcome during the transition from middle to high solar activity.
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Abstract— This is a note to a basic understanding of an elasto-plastic behavior of plate around
epicenter in a process of tsunami earthquake. In this work, the author introduces a concept of
the dynamics for the problem noticed a case as is that in his manner in order to help for an
evaluation of the interested process in nature. Formation of earth crust, linear process of crust,
yielding and breaking process in nature are also introduced. Divergent and convergent zones are
noted in relation to seismic and volcanic zone. Nonlinear process in energy release and energy
transfer should be seen in a fault interface. A set of equivalent parameters should be introduced
for updating the existing models. Some of applied magneto-hydrodynamics suggests to have an
advanced research in order to construct an updated model for the purpose.

1. INTRODUCTION

This work is a note to a basic understanding of an elasto-plastic behavior of plate around epicenter
in a process of tsunami earthquake. In this work, the author introduces a concept of the dynamics
for the problem in a case as is seen in nature.

2. FORMATION OF EARTH CRUST

It has been well understood the earth is one of the planets in the solar system.
At the birth of the earth, some primitive particles consisted by an original elements found on

the earth at present were in a stage of a nebular rotating around the sun. To the details about solar
system of the related planets, it can be seen some illustrative publication introducing the planets
in a scope of “Astronomy”.

The first phase of the earth is considered that was a spherical fire ball rotating on an orbit
around the sun. The particles had gathered to the center to form the core of the earth. This
process resulted to concentrate the particles energy when the heavy elements had been produced
under a high temperature with a high pressure in the core.

The earth has been rotation itself during the rotating motion on the orbit and a thin sheath
was formed to cover the core. The materials in the core had been electro-conductive property to
produce the earth’s magnetic field.

Between the sheath as the earth surface layer and the earth’s core, a kind of the primitive
magma had been existed to maintain the geomagnetic field.

A part of the energy inside the earth surface layer was radiated into the space to cooling down of
the earth surface. This resulted to decrease the earth surface area, then, the magma and core had
to be in a stage of higher temperature under a corresponding pressure in a balance of the forcing
inside of the earth.

3. EARTH CRUST

Generally, it is understood that the properties of the elements existing on the earth surface in the
field of physics and chemistry.

It can be taken that the earth crust is a spherical shell with an elastic property. A more exact
note must be as that the crust could be understood to be formed by an equivalent material in order
to introduce a concept of an equivalent elastic shell.

Assuming a slipper condition between the crust as the earth crust and the magma driven by
the electromagnetic dynamo effect of the motions of the core consisting materials, then, the earth
crust could be consisted by several plates to cover the earth surface. The magma acts to form a
divergent belt zone of the crust, for example, as the mid-Atlantic ridge, and the convergent zone,
as the grand trough of in the northeast Africa. There are various patterns can be seen as found in
the map published for official use or citizen use in brief.

Now, assuming an equivalent elastic plate instead of the real earth crust, a formulation of
stress-strain relation in a model crust which is isotropic and uniform.
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Generally, this relation can be written as follows, that is, a displacement X in relation to a
external forcing F in a Cartesian rectangular co-ordinate Oxyz,

X = M× F, (1)

where, X = X(x, y, z) for displacement vector, and, F = F(x, y, z) for forcing vector, and, the
notation M is a tensor specifying the parameters of the elastic material which can be written as in
following form, i.e.,

M = |Mijk |,
∣∣∣∣∣

Mxx Mxy Mxz

Myx Myy Myz

Mzx Mzy Mzz

∣∣∣∣∣ , for (two of x, y, and z), (2)

by using simple multiplyer mark X for convenience.
Assuming that density ρ and volume V which are related to the interested forcing to the mass

related to the displacement, it can be written as,

X = ρV, (3)

In case of the spherical co-ordinate O(rθφ), the above tensor should be expressed after a proper
mathematical transfer of the variables.

A simplest case must be the symmetric tensor, when the following conditions are satisfied, i.e.,
Mxy = Myx = O, Mxz = Mzx = O, and, Myz = Mzy = O, respectively. This case is one of the
simplest examples so that the tensor can be degenerated as a case of equation for a vector field.
In other word, the vector field of an elastic process in a solid material can be easily analyzed as a
process of a linear process by using a linear differential equation.

This linear problem is understood as a case for Hook’s law. In a case of the earth crust, it is
essentially equivalent and same mathematical procedures can be applied. In the field of structural
engineering, this linear problem had been developed so that an advanced work of an extended
non-linear problem is their up-dated work.

The author is unfortunate that he could never have seen any step in some nonlinear seismic
process in the field of seismology.

Then, the equation of motion for the interested elastic material in a solid phase can be written
in a form of mathematical equation referring to the relation forcing and displacement as written
in (1), i.e.,

d(ρX)/dt = d(M× F)/dt. (4)

where, d()/dt = ∂()/∂t + v∇() for the velocity vector the mass in motion.

4. YIELDING OF CRUST

As far as we concern that the elastic process in the range of the linear process, it is easy to solve if
the considering elastic process in a solid material which is isotropic and uniform.

It is well understood that there is an yielding point where it is a critical stage for the solid
material in the scope of elasticity.

In a case of a forcing action is beyond the critical condition, the interested solid material shift
its motion of a linear process to another motion of nonlinear process under some condition to the
next stage for breaking start as a nonlinear process. Then, the expression as seen in (4) cannot
hold in the nonlinear process.

Apparent creeping must be a familiar process for us. Several materials familiar to us in the
daily life or to structure engineers in the public productions at their research in advance, are the
result of scientific applications of the creeping though any one of their processes never have been
effectively formulated or applied for seismic event as earthquake.

In nature, the crust is in a stage of a complicated structure with some undulations after several
processes of stratification were completed. So that it is necessary to introduce any one of the
equivalent solid material model for the earth crust.

5. PLASTIC PROCESS

When it is a case of the minor yielding, the solid material can get some recovery of its elastic
property. Degree of the recovery is depending on the effect of forcing and on the elasticity of the
interested solid material.
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In the phase of a yielding, any one of the elastic materials deformation starts to be fast even when
any forcing or loading is faded out. In this phase, a creeping as a nonlinear process is significant
up to get to the breaking phase.

This breaking phase can be seen even in the cases of some products produced with a consideration
not to yield or not to break down.

6. BREAKING OF CRUST

The earth is radiating out its energy into the space, so that the earth surface is cooling down to
make ease a growth in an apparent thickness of the crust.

Unfortunately, the amount of the energy loss at the earth surface radiation into the space is not
evaluated yet in the author’s concern. Nevertheless, this amount of the energy release should be
effective to see the new crust formation time to time, for example, on the mid-Atlantic ridge where
the magma is actively producing a new crust along the ridge from the Arctic Sea to the Antarctic
zone in the Atlantic.

7. DIVERGENT OF EARTH CRUST

This belt covering the mid-Atlantic zone is one of the divergent zones of the earth plates. Neverthe-
less, there might be a little scientific work about the details of the degree of this crustal divergent
in relation any energetics.

8. CONVERGENT OF EARTH CRUST

One of the convergent zones is just over-up location to the circum-Pacific seismic zone and the
active volcanic zone.

The most significant convergent of the earth crusts must be in the northwestern Pacific. In this
convergent zone, there might has been repeated several tsunami earthquake when the creeping and
breaking of the related plates have been seen in order to maintain the earth’s spherical shape which
might be necessary to maintain the geomagnetic field generated by the conductive materials inside
of the earth crust.

Then, the energetic magma actions must be closely related to the geomagnetism. This geomag-
netic field is surely produced. after an inductive effect of the motions of conductive materials inside
of the earth surface.

9. FAULT INTERFACE

As far a case of problems on a fault interface formed after an seismic event at and around an
epicenter of an earthquake, the equation of motion noted above for an elastic body can be applied
if rewriting the velocity vector c of the sound speed instead of V = (dX/dt) in the Equation (4).

In this case, the elastic parameters defined at a static condition without any consideration of
time. In some case, the time is introduced as a parametric factor though the author would not
agree to use any factor defined for static conditions for any case of dynamic processes of the elastic
material in a solid phase. Now, the author has to note that another parameters defined for dynamic
conditions.

Nevertheless, it should be a careful application of the equation for any case after breaking in
any elastic dynamics.

It should be some mechanisms of energy release and of energy transfer processes in the interested
material of solid phase. Exactly speaking, a transitional zone around the fault interface should be
realized in a solid mechanics of material.

Then, it can be found a way to introduce a set of equivalent parameters for the earth crust.
With this, a proper model in an advanced scheme could be constructed.

10. MAGNETOHYDRODYNAMICS

In the historical age, geomagnetic field was understood as a simple dipole magnetic field.
In the last half of the 20 century, it was developed a model of magnetohydrodynamics (in brief,

MHD) that the planets’ magnetic fields could be formulated and undertood.
In the early 21 century, this magnetohydrodynamics has been applied in order to realize the

planets in the solar system after introducing the spacecraft monitoring of the magnetic fields of the
planets though nobody knows what is appropriate for exactly realize the other planets even in an
adjusted scaling for the earth.
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It should be introduced an advanced research for finding new dynamical processes in a newly
defied parameter.

11. CONCLUSIONS

Divergent and convergent zone of the earth surface are noted in relation to tsunami earthquakes
observed on the earth crust. The motion of magma inside the earth crust is effective at considering
the specific geophysical process found essentially at a nonlinear plastic process but a linear elastic
process. Once a seismic fault is formed in the crust, an advanced understanding is required for
realizing any dynamical processes on the fault interface. Problems on energy release and energy
transfer are important even in a scope of plate mechanics.

As far as the author concerns, it can be noted that an application of magnetohydrodynamics is
helpful for reaizing geomagnetic field in a planet as well as for a global understanding of the earth
crust process which might be closely related to significant seismic events on the earth.

As for the planets in the solar system, magnetohydrodynamics has been applied well for realizing
the magnetic processes monitored by the spacecrafts.
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A Geomagnetic Polar Drifting Path Evolution on the Geographic
Earth Surface

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This work concerns to a geomagnetic polar drifting path projected on the geo-
graphic earth surface. Under several assumptions, a specific sun spot positioning is considered
for a convenient reference at modeling of the geomagnetic poloidal and toroidal modes is taken
to be possible instead of the case of the solar spot model of eleven year cycle. This may lead to
a consistent geomagnetic polar drifting path evolution on the geographic earth surface.

1. INTRODUCTION

This work concerns to a geomagnetic polar drifting projected on the geographic earth surface under
several assumptions. A specific trend of the sun spot motion is considered a convenient reference
at modeling of the geomagnetic poloidal and toroidal modes is taken to be possible to consider
instead of the case of the solar spot model of eleven years cycle. This may lead to a consistent
geomagnetic polar drifting path projected on the geographic earth surface.

2. REMANENT MAGNETISM

Nagata [1] had worked in the field of rock magnetism. He observed remanent magnetism of the
rocks consisting the earth surface which could be taken when the solid rocks were formed after
appeared on the surface of the spherical earth crust. His illustration for about 700 million years
before present had been taken to show that the rock magnetism had been complicated processes
on the earth surface. Then, Rikitake [2] simply introduced Nagata’s illustration in brief in his text
without any comment about a theoretical background though the fact has that the rock magnetism
could give us the geomagnetism when the rock was to be solid as a memory of the solid rock was
formed on the earth surface.

3. ASTRONOMICAL UNDERSTANDING

There have been an understanding of that the magma inside the spherical earth crust has a common
reference of the pole positions as north pole Boreares and as south pole Austraius. The astronomers
even at present say that the magma motion in the lower latitude is in a higher speed motion than
that in the higher latitude. Now, the author tends to express it that is a certain constant angular
velocity of the earth around the pole axis.

4. SIMILARITY OF MAGNETIC MODES

One of the theoretical solutions for the solar magnetic fields was obtained by Stix [3]. In his model,
a solution was reduced on the basis of a magnetohydrodynamics for the spherical sun. The trend of
the sun spot translation in a eleven year cycle was fit for his mathematical solution, His model did
not to be considered a shell as a surface layer. Then, the author has get to consider an application
of. Nevertheless, the author takes it not to be in geomagnetic polar wondering but to be in drifting.

5. MODELLING GEOMAGNETIC POLAR DRIFTING PATH

For the author’s convenience, an application of Stix model is taken to introduce for constructing a
model of the geomagnetic polar drifting path. In the past, it was taken to be a polar wondering.
Then, taking as that problem is to find a geographical projection of the earth’s magnetic polar
drifting for the geological time scale of 700 million years under several bold assumptions. In this
case, a spherical shell is considered not to affect to the geomagnetic field generated by a spherical
material of high temperature and high pressure. Then, the solution can be reduced in a form quite
similar to the case of Stix model for the poloidal mode and for the toroidal mode.
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6. GEOGRAPHICAL EVOLUTION OF GEOMAGNETIC POLAR DRIFTING PATH

Now, A reference frame work is the geographical co-ordinating, that is, same to consider the earth’s
center as the origin for (r, φ, θ), where, the notations r, φ, and θ denote radial distance from the
origin to location on the earth surface, φ for latitude, and, θ for longitude, respectively.

Then, the geomagnetic pole with an inclination angle κ relative to the geographic frame can
be written follows, i.e., the geomagnetic pole position projected on the geographic position on the
earth surface can be written as that, (for convenience, when κ = 0),

r = R0(cos θ), φ = r0(sin θ), θ = (ωt + ε) +
N∑

n=0

(2nπ), for n = 1, 2, 3, . . . , N(< 7× 108),

where, the notation of R0 is the radius of the earth as an assumed sphere in rotating at an angular
velocity ω (annual rotation rate is taken as 2π) at time t (unit is one year), and the notation ε is
an arbitrary constant determined as the initial condition of the earth.

Assumptions are as that the initial and terminal geomagnetic positions are P0 and Pt, respec-
tively. This means that the position P0 is at a location just neighbor the geographic equator in the
northern hemisphere, and that the position Pt is at a location in the arctic zone of the geographic
frame.

When time interval is taken as 700 million years, then, the expression of P0 at t = t0 is written
as P0 = (r0, φ0, θ0), for example, and, the expression of Pt at present is written as (Pt = rt, φt, θt).

Then, the spiral path is an expression of the geomagnetic drifting path.
This means that the magneto-hydrodynamic equation must be solved to fit for the above ex-

pression of the positioning for the geomagnetic drifting path.
Nevertheless, it should be considered that the above expression could be fit well to a model

earth shaping an approximated spherical surface.
Adding to the above, the author has to note that this path tells only a consistency of the trend

of the data for the rock magnetism, obtained, for example, by Nagata and the other scientists in
the field of rock magnetism on the planet earth.

A more details should be discussed later for the exact shape of the earth or for the earth surface
defined on the basis of the geoid as the reference of the most precise model of the earth. Then,
satellite data for a geodetic process should be considered as much as for the other processes on
the earth monitored by the satellites under the operation for the purpose of the earth surface
observation.

7. ASSUMPTIONS AND CONDITIONS

Assume the earth’s rotation is constant for the considering geological time period on the spherical
earth which is formed as that a spherical thin shell corresponds to the earth surface crust, and
that, the material inside the shell is acting to generate the geomagnetic field even it is under some
conditions of a high temperature and a high pressure always steadily.

8. EXPECTED PATH

Consider that the north pole is in the tropical zone, first, just neighbor the equator in the northern
hemisphere in the geographical frame work following the specific path for the sun spot starting
the lower latitude neighbor the equator and moves on the north pole to the polar zone in a time
of seven years on the surface of the planet sun. Similarly let us consider that the polar position
of geomagnetic field moves from a certain position of lower latitude just neighbor the northern
hemisphere to the magnetic north pole in the polar zone just neighbor the geographic north pole
in a geological time of 700 million years. A schematic illustration could be shown for helping what
path might be possible. In Figure 1, an expected geomagnetic polar drifting path. Tracking of this
path, it could be seen when a specific zone was just neighbor the geomagnetic pole projected on
the geographic frame work. Figure 2 might help what patter could be assumed for the purpose
in this work. The author tends to consider the interested process as geomagnetic polar drift in a
trend but polar wondering without at random. Nevertheless, the author would insist what should
be right.

9. MERIDIONAL SPEED FROM TROPICAL ZONE TO ARCTIC ZONE

For a convenience, assuming the geomagnetic pole drifting path is starting at a point on a latitude
of 20◦ north and terminate at a geomagnetic pole on a latitude of 70◦ north in the northern
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Figure 1: Geophysical polar drifting schematically
illustrated for the geographic northern hemisphere
during the time period for 500 million years before
present (or 500 My BP).

Figure 2: Geomagnetic polar drifting. Speed of the
drifting on the path when the earth’s rotation should
be also taken to be account of consideration.

hemisphere, an approximate meridional speed to the north could be evaluated as 50 degree along
a meridional line, for example, in 500 million years. That is, numeral a primitive evaluation gives
that speed can be taken for 500 km (5×105 km) during 5×108 years, then, the interested speed is in
an order of 10−3 meter per year (or an order of one mm per year). That is, the amount of the path
shift is one cm per ten year on the earth surface. This amount of the path shift from south to north
might be hard to distinguish out of the other displacements appeared after the other dynamical
effects. This small numeral speed might had never considered in the ages of the geological dawn,
then, the scientists in the fields of geology and the related scientific fields had taken it negligible
for a long time.

10. CONCLUSIONS

The author introduced a possible dynamical process for the polar drifting path evolution under
several assumptions. This looks as if it were so simple that no one of the scientists takes it to be
important. In the age of rock magnetism about sixty or seventy yean ago, the geomagnetic drifting
was called as “geomagnetic polar wondering” which faintly suggesting it as that were irregular
variations. Now, the author believes that it was not wondering with any effect out of the scientific
factors and it should be much better to call as “geophysical drifting” on the bases of the scientific
data, rather than “geophysical wondering” which suggests no scientific evaluation had been given.
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Electromagnetic Process at a Crustal Fault Formation for Tsunami
Earthquake on the Planet Earth

Shigehisa Nakamura
Kyoto University, Japan

Abstract— This work concerns to an electromagnetic process at a crustal fault as a seismic
tsunami generation. Special references are the data of satellite monitoring, and of geophysical
process at a specific tsunami earthquake. The data shows that the pattern of the earth surface
displacement is quite similar to a water flow pattern out of a reservoir through a conduit in
a hydraulic field. This fact tells us that the earth surface displacement pattern indicates the
crust is in motion pointing to an epicenter of the earthquake for forcing the crust driven by the
magma under the crust. This process might be consistent to induce an impulsive impact in the
ionospheric layers just above the seismic epicenter.

1. INTRODUCTION

The author introduces his recent work which concerns to an electromagnetic process at a crustal
fault as a seismic tsunami generation. Special references are the data of satellite monitoring, and of
geophysical process at a specific tsunami earthquake. The data shows that the pattern of the earth
surface displacement is quite similar to a water flow pattern out of a reservoir through a conduit
or an orifice in a hydraulic field. This fact tells us that that the earth surface displacement pattern
indicates the crust is in motion pointing to an epicenter of the earthquake for forcing the crust
driven by the magma under the crust. This process might be consistent to induce an impulsive
impact in the ionosphere just above the seismic epicenter. This could be named as an ionospheric
tsunami earthquake.

2. DATA SOURCE

In this work, the author takes his reference out of the data obtained by the satellite monitoring,
and of geophysical process at a specific tsunami earthquake.

Special reference is that obtained at the seismic event occurred on 11 March 2011. There are
already many research works in a various form of publications. Though, the author would not
introduce these publications in this work.

3. EARTH SURFACE DISPLACEMENT

The earth surface displacement pattern at the seismic event on 11 March 2011 was issued by the
National Geographic Survey Institute after processing the satellite data. The reduced result shows
that the pattern of the earth surface displacement is quite similar to the water outflow pattern
around a conduit in the hydraulic field.

This must be a crustal motion under the earth surface driven by a certain active magma’s global
motion. Then, the crust motion should be forced to act as an elastic plate. When the forcing to
the crust increases to get to the yield zone, it should be considered as a creeping process of an
elasto-plastic material in a three-dimensional problem.

When the earth surface displacement gets to a point, the material of the crust should be in the
phase of breaking. That is, the initial phase of the fault formation of the crust. Then, the seismic
fault is started to grow.

Nevertheless, the seismologists have only a measure for specifying seismic event as earthquake
on land by introducing a set of seismic parameters. Though these parameter are defined in a scope
of phenomenological aspect so that any energetics could not be considered for the parameters.

Now, the author has to notice that the set of the seismic parameters for any one of the past
tsunamis should not be applied as a set of the tsunami source without any consideration for energy
transfer mechanism from the crust as the solid phase to the sea water layer as the liquid phase.

4. ELECTRIC POTENTIAL

Following to the above noted process of the earth surface displacement pointing the epicenter of
the earthquake, the electric field pattern on the earth surface should be has never learned about
such a process of any transitional electric field.
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It must be possible to consider the maximum of the electric potential is jus at the point of the
epicenter of the interested earthquake if the pattern of the earth surface displacement is corresponds
to the pattern of the electric density variation.

Some piezoelectric effect must be also considered as one of the minor factors.
In the cases of our human daily life, the electric field of the earth surface is not considered

important factor. Only the cases of thunder storm, it is necessary to escape from any destructive
and harmful event at the electric discharge.

In this work, the author simply demonstrates that a maximum of the electronic potential is
possible at the seismic epicenter.

5. ENERGY SOURCE

Now, let us consider about the energy source for the earth surface displacement and electric potential
disturbance.

Generally, it has been to be rational to consider that the magma motion is effective to the
present status of the crusts covering the planet earth.

As far as the author concern, the magnetic north pole (Mp) considered to be at the location
at the north Siberia. An inclination of the magnetic north pole relative to the rotation axis of the
planet earth must be taken into account of consideration.

On 14 April 2010, one of the subglacial volcanoes erupted in Iceland. This affected the human
activities in the European area. The volcano is active yet but the magma at the volcano has been
rocked so that never comes out to the ground surface. In 2011, several minor eruptions were seen
at the other volcano in the Iceland.

6. PATH OF ENERGY TRANSFER

The author tend to easily consider that the magma at the volcanoes in Iceland released its enormous
amount of energy by this time though the rest of its energy must be transferred on a path on the
large circle to get to the east boundary of the Eurasian plate. Then, the magma transferred under
the crust up to the Japan main land acted as a conduit just neighbor the east boundary of the
Eurasian plate at the seismic event. That is, to say, the high energy of the magma at Iceland
located on the Atlantic mid-ocean ridge must be possibly the energy source of the seismic event off
the east coast of the Japan main island.

When the magma gets to a point area where is take as a target to concentrate to act a crust
motion of elastic body, the force around the concentrating area the motion must be not to follow
to Fook’s law for a elastic property for the material of the crust, then, the interested elastic process
shifts to a creeping process. As a final stage, it could be seen a start of breaking at the concentrating
point area. This point area could be an epicenter of a seismic fault formation.

Then, it must be possibly seen boldly that the path of the magma motion along a latitudinal
line and the referring earth magnetic meridian crosses rectangular in angle as an approximation.

Then, a motion of magma is effective to pull down in the point area of the crust, a fault is
formed along a magnetic meridional line to pass the interested point area. In this case, a seismic
fault as called “Normal Fault” must be the formed fault. The fault can be spread depending on the
impulse-forcing effect at releasing to exhaust energy effective to the fault formation in the crust.

Motion of an impulsive magma push up in the point area of the crust, another fault formation
process should be seen, i.e., a seismic fault as called “Reversal Fault”.

It should be an advanced research on yielding and breaking process of elastic material as an
equivalent material for realizing the earth surface displacement pattern just around the point area.
This may be effective to have a more reasonable seismic model for a tsunami earthquake.

7. RESPONSE OF IONOSPHERE

As seen above, the electric field seems to reacted to form a pattern of convergent electric field in
the author’s assumption.

It must be fortunate that it was informed that a response of ionosphere to the seismic shock has
been found. That is, a monitoring system of the Radio Communication Research Organization had
cached some systematic disturbances at the time of the interested seismic event. It was reported
that the observed disturbances in the ionosphere just above the were propagated radially to form
a set of growing circles.
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The increase of the maximum electric potential on the earth surface at the seismic event must
be trigger of the disturbance in the ionosphere. The disturbance must surely be detected in the E
layer and successively in the F1 and F2 layers.

When the peak of the electric potential is satisfies to discharge or release its energy, a lightning
should be seen.

In our understanding of the lightning between the cloud (Cumulus) and the ground surface, a
lightning originated at the bottom of the cloud to grow branching to get to the ground in an order
of 10−3 sec as written by Schonland in the mid of the twentieth century. It is understood that the
lightning is appears repeatedly so that our eye watch impression is a certain width of the lightning
path though the path is not a straight line boldly.

8. IMPACT TO IONOSPHERE

The author noted above a response of ionosphere after an seismic fault formation with some con-
sideration of the atmospheric layers covering the planet earth.

Assuming a process of a fault formation at a tsunami earthquake, the pattern of the earth
surface displacement on land and undersea just around the interested epicenter, i.e., an empirical
formula of a seismic disturbance R is described as follow,

R =
N∑

i=1

Ri(t) exp[i(kiri − fit)], (1)

where, the notations of ki and fi are wave number and frequency in a space (r, t) with the consider-
ing radial coordinate r(r, θ, φ) in a time scale “t”, for convenience. It should be strictly distinguished
the suffix “i” from the mathematical term for the reaction of i2 = −1.

The fault formation is a continuous process to form a discontinuous gap stretching from the
epicenter to both sides for infinity on a fault line. This process is a release of an energy release
on the earth crust out of the material in a solid state into the ocean water layer in a liquid phase
and into the atmospheric layer in a phase of gas on the planet earth. The other expression of R
described in (1) can be shown as follow, i.e.,

R =

t∫

0

R0(t) exp[i(kr− ft)]drdt (2)

Then, the released energy should be transferred in a mechanical energy for tsunamis and in an
electromagnetic energy for induce disturbances in the ionospheres. Some ionization process of the
gas molecules in the atmosphere must be found generally above the convection zone or at the
altitude in the thermosphere or the much higher altitudes.

In the ionosphere just above the epicenter, the energy transferred from the earth surface gives
an energetic impact to the ionosphere, for example, to the E layer.

In this work, the origin must be taken as a point for the convergence pattern of the earth surface
displacement just around the epicenter. This suggests that a typical energy transfer from epicenter
to the ionosphere must be seen along the vertical axis upward.

There must be induced a resonant response to the energetic impact. This response E can be
described as shown below, i.e.,

E = δ(k − k0)

t∫

0

E0(t) exp[i(kr− ft)]drdt. (3)

The delta function in mathematics is introduced for a demonstration for a specific resonant mode
induced in the interested ionosphere. That is,

δ(x) = 1 for x = 0, and, δ(x) = 0 for x as all of real numerals (4)

This expression of E in (3) must be well expected even when looking at the author’s experiment
in relation to “Richtenbergsche Figuren” which is noted as in the next section, a phenomenological
pattern is found to be similar to each other in a case of seismic fault formation in a process of energy
transfer in a global scale and in a case of lightning at a high voltage as a high electric potential
induced by an induction motor for an indoor experiment.
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9. RICHTENBERGSCHE FIGUREN

What disturbance in the ionosphere monitored should be realized at present status of the knowledge
in the fields of electromagnetics.

When the response of the ionosphere is an induction process of static electricity, the lightning
could show a set of ring form disturbances in the layer.

Once, the author has had a chance to use an induction motor to produce several thousand volts
or about a thousand volt for his purpose in order to see a specific pattern of electric discharge.

In 1957, Schonland had already published his photographic shots of the lightning patterns in
every 4000 frame per a second in his text. In 1950s, Yuiti Tamura had had to promote an application
of his model of lightning in Kyoto University.

An instrument was arranged to place a- sheet of glass plate (ca20 cm square) 3 mm thick as an
isolator between the pole tip (about 10 cm spacing). The glass surface was held to be horizontal.
In the center part of the glass, a bit of mixed powders is set in a form of a small mound. Two
kinds of the powders were used, i.e., the one is that of sulphur (S) and cinnabar (HgS) in this case.
When the induced electric voltage is set to be 3000 volt between the two pole tips, lightning for
releasing electric potential energy is performed.

A lightning for a short time less than 1 second is in a condition of voltage rate 3000/0.3, i.e.,
104 V/m. Then, the mixture of the two powders are separated, and each one of the powders showed
different in their electric response to the lightning after a high voltage induced by the induction
motor, i.e., a concentric reciprocally collared ring pattern by yellow and red powders around the
pole tip position as the center point of the glass surface.

This ring pattern is obtained during the author’s indoor experiment in 1952 to 1953 after
introduction of “Richtenbergsche Figuren” by Dr. Takafusa Yoshida for about ten years since
1936. The author found the term of the “Richtenbergsche Figuren” in an Encychropedia in 1954
April though no details of any reference could not found even in the Electric Engineering School of
Kyoto University.

10. SPLITE

It is informed that some of the astronauts reported about a lightning (called as “a splite”) from
the ground surface upward to the space. The splites has been observed at the eye-watch counting
through the window of the space shuttle by the several astronauts.

Then, assuming the similar procedure for some conditions, it could be estimated well the splites
must be appears when the electric potential difference between the ground surface and the E layer
(altitude — 100 km) is, say, beyond 108 Volt under a bold assumption.

The scientists have had confirmed several splites which radiate a bright lightning shot at the
ionization of the particles in a visible color band at altitude of 13 km. The brightness of the splites
dissipates after the energy loss in the process of ionization.

It is sure that each of the splites must act a specific performance at the electric energy releases
on the earth surface to the space even after aircraft monitoring of them through the ionospheric
layers covering the atmospheric layers on the planet earth.

11. CONCLUSIONS

The author introduced his work concerning to electromagnetic process at a crustal fault as a seismic
trigger of tsunami generation on the planet earth. Reference data were obtained by processing
satellite monitoring signals. Pattern of the earth surface displacement for a specific case of the
earthquake is noted in relation to seismic fault formation.

Electric potential disturbance is noted in relation to the monitored earth surface displacement
at the seismic event. Energy source of the earthquake about the magnetic north pole of the planet
earth is noted in relation to a volcanic activity on the Atlantic ocean-ridge. The energy transfer
process is also noted in brief. Response of the ionosphere just above the seismic epicenter is
noted with some consideration of electric energy release. A brief note is given about an indoor
experiment of lightning as an electric discharge at a high electric voltage induced by an induction
motor as a similar response can be seen though this fact was consistent to what noted before 1900
as “Richtenbergsche Figuren”.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 623

Scattering of Light from Rough Surfaces, the Limits of Validity of
Geometric Optics Approximation Method

Imed Sassi and Mehdi Khemiri
Laboratory of Physico-chemical of Materials, Faculty of Science of Monastir

University of Monastir, Monastir, Tunisie

Abstract— The geometric optics approximation (GOA) for predicting wave scattering from
rough surfaces is developed. The GOA consists of ray tracing the energy incident on a rough
surface until it leaves the surface after having incurred multiple rebounds. The effects of the
direction of incident light and optical properties of rough surfaces on the scattering and the
backscattering of light are presented. For one-dimensional rough surfaces, the GOA is quantified
by comparisons with the exact electromagnetic theory calculations. Shadowing affects and the
multiple scattering are studied for Gaussian random rough surfaces. The regions of validity of the
approximation method for TE and TM polarization are quantified. For dielectric rough surfaces,
the integral method (IM) is used to determine the domains of validity of the GOA. Using that
method represents a significant reduction in computational time and memory.

1. INTRODUCTION

The analytical approaches have considered both rigorous electromagnetic theory method and ap-
proximate models. Rigorous electromagnetic theory methods provides exact solutions without any
restriction. Scattering of light by randomly rough surfaces is a multiple scattering problem. The
Kirchhoff approximation (KA) and the first order perturbation solution account only for simple
scattering. Therefore their domain of validity is restricted to small slopes. The geometric optics
approximation (GOA) solution account for multiple scattering, and used for any rough surfaces.
In this approach the energy incident on a rough surface is traced through multiple interactions
with the surface until it leaves the surface, and Fresnel reflection is applied to each local point
of interaction. The integral method (IM) has the advantages that it puts no restrictions on the
surface roughness, optical constants of surface materials, incident angles and incident wavelength
and shadowing are takes into consideration.

In this work, the influences of incident angle, the optical properties and the nature of polariza-
tion to reflectivity of random rough dielectric surfaces are presented. Our goal is to determine the
domains of validity of GOA method for reflection. Therefore comparisons between GOA and IM
solutions are quantified. We consider a one-dimensional Gaussian random rough surface character-
ized by the Gaussian distribution of heights [1, 2]. The surface is characterized by the correlation
length and the rms deviation. The directional reflectivity from a material surface is the radia-
tion property of interest. The regions of validity of the approximate method for one-dimensional
dielectric surfaces are quantified by comparison with the integral method.

2. SURFACE REFLECTION FROM THE INTEGRAL METHOD

The incident field is:
U (inc)(x, z) = exp(i(α0x− β0z)), (1)

where: α0 = k0 sin θ0, β0 =
(
k2

0 − α2
0

)1/2 and k0 = 2π/λ.
The total field y component is a solution of Helmholtz wave equations:

• in air (or vacuum) zone,

∇2U (1)(x, z) + k2
0U

(1)(x, z) = 0, z > h(x), (2a)

• in the metal zone,

∇2U (2)(x, z) + k2
0ε(ω)U (2)(x, z) = 0, z < h(x), (2b)

By the use of Green’s second theorem and boundary conditions we can derive the integral equations
for the scattered electromagnetic field. This field is expressed in terms of the unknown field and
its normal derivative (source functions).
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From integral equations giving a field at any point M(x, z), one can obtain a pair of coupled
integral equations for the source functions H(x) and L(x) for TM polarization case and the source
functions E(x) and F (x) for TE polarization:

A numerical method used to solve these equations, as described in references [3, 4], consists in
converting the infinite systems of integral equations into two a finite systems of linear equations as
follows [1, 2].

In this subsection we define the surface radiative properties in both cases TE and TM polariza-
tion. Using the Poyinting theorem relation [3, 4], the bi-directional reflection function is expressed
as:

ρ′′λ(θ0, θr) =
π

cos θr

dΦr

dΩr

dΦ0
dΩ0

, (3)

where Φ and Ω are the radiant power flow and solid angle, and the subscripts 0 and r denote
incident and reflected respectively.

The directional hemispherical reflectivity is obtained by integrating the bidirectional reflectivity:

ρ′∩λ(θ0) =

π/2∫

−π/2

ρ′′λ(θ0, θr) cos θrdθr, (4)

3. DESCRIPTION OF THE GEOMETRIC OPTICS APPROXIMATION

We describe in this section the steps used to calculate the reflectivity of the rough surfaces in the
geometric optics approximation method. Surface groove is assumed to be locally plane and smooth.
This approximation to the electromagnetic theory predictions of surface scattering, traces ray from
incidence until it leaves the surface asperities. Elements of analytic geometry and reflection Snell’s
law are considered to determine the number of local points of impact inside grooves, associated to
an incident ray.

An incident monochromatic pencil of parallel rays strikes the surface under the incidence angle
θ0. We consider N equally spaced points situated on the straight line defined by: z = hmax(x),
depending on the geometrical shapes and the roughness of surface. In the most case, the number is
equal to 512 for random rough surfaces, increased to 1024 for very rough surfaces. An incident ray
from a point of coordinate xj = (2j−N)

2N Lx includes Nj local reflection points inside relief surface,
which Lx is the length of the sample and j is an integer varied from 0 to N (N is the number of the
incidents rays). The ratio

(
1− ρ′λ(ξ1)× ρ′λ(ξ2)× . . .× ρ′λ(ξNj

)
)
, represents the power absorbed by

the surface, with ξi designates the absolute of the local reflection angle and ρ′λ(ξi) is the directional
spectral reflectivity which is determined by using Fresnel formula [2].

The directional hemispherical reflectivity of the surface is expressed as:

ρ′∩λ(θ0) =
1
N

N∑

j=1




i=Nj∏

i=1

ρ′λ(ξi)


 (5)

4. RESULTS

The radiative property quantified is the directional hemispherical reflectivity. The results about
the random rough surfaces are averaged over 200 rough surface profiles, for a dielectric materiel of
refractive index: n = 1.41 and 1.43. The surface profile function h(x) characterized by the corre-
lation length τ and the rms deviation σ. From the comparison between IM and GOA solutions,
we are able to quantify the limit value of τ/λ that defines the validity of geometric optics approx-
imation (GOA), for a fixed values of σ/λ and θinc. In order to determine the domains of validity
of the GOA, we define the criterion, Cr, is the absolute value of the ratio of the difference in the
reflectivity calculated by the approximate and by the exact solutions to the reflectivity calculated
by the exact solution. If Cr is less than a limit criterion Crlim (equal to 7%) the geometric optics
approximation is considered valid.

The GOA is considered valid if the ratio τ/λ is greater than τlim/λ. In order to investigate
how the validity of the approximate method depends on multiple reflection, we introduce the
mean square slope γlim =

√
2σ/τlim and angle βlim =arctg(γlim). Thus, for transverse magnetic

polarization the GOA is valid when the mean square slopes of surfaces is less than γlim. In other
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words, these regions of validity are defined by β < βlim for the three considered values of σ/λ. The
table below resume the results for the two case of polarization:

• Effects of the roughness and the nature of polarization for for the same parameters: λ =
0.6328µm, θinc = 1◦, n = 1.43.

σ/λ τlim/λ γlim (TM) βlim (TM) τlim/λ γlim (TE) βlim (TE)
1 28 0.050 2.89 13 0.11 6.21

1.5 46 0.046 2.64 36 0.058 3.37

• Effects of the optical properties for the same parameters: λ = 0.6328µm, θinc = 1◦ and
σ/λ = 1.

n τlim (TM) γlim (TM) βlim (TM) τlim (TE) γlim (TE) βlim (TE)
1.41 30 0.047 2.69 15 0.094 5.38
1.43 28 0.050 2.89 13 0.108 6.21

5. CONCLUSION

We investigate the influence of the incident angle, the roughness and the dielectric permittivity
on the accuracy of the geometric optics approximation. The influence of the multiple scattering
and the nature of polarization are studied, in several different situations. The regions of validity
of the geometric optics approximation for random rough surfaces are quantified. From the results
obtained in this paper, some important conclusions can be drawn concerning the domains of validity
of the GOA for reflection:

• The GOA has the ability to predict both specula and diffuse reflection. Using this method
causes significant reduction in computational time and memory.

• The domains of validity of the geometric optics approximation for reflection become more
extended when the dielectric permittivity of random rough surfaces increases.

• The range of validity of the geometric optics approximation is broader for TE than for TM.
• Using the geometric optics approximation represents a significant reduction in computational

time and memory.
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Modulation in the Spectral Degrees of Polarization of Stochastic
Electromagnetic Higher-order Bessel-Gauss Pulsed Beams
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Abstract— Taking the stochastic electromagnetic higher-order Bessel-Gauss pulsed (HBGP)
beams as a typical example of stochastic spatially and spectrally partially coherent electromag-
netic pulsed beams, the analytical expression for the spectral degree of polarization of stochastic
electromagnetic HBGP beams propagating in free space is derived. The modulation of beam or-
der, radial spatial frequency, pulse duration and temporal coherence length on the spectral degree
of polarization of electromagnetic HBGP beams is illustrated through numerical calculations.

1. INTRODUCTION

In 2003 Wolf proposed the unified theory of coherence and polarization of stochastic stationary elec-
tromagnetic beams [1–3]. Since then, lots of work has been made on the propagation of stochastic
stationary electromagnetic beams [4–6]. Some theoretical predictions were confirmed experimen-
tally [7]. On the other hand, statistical optical pulses represent a wide class of partially coherent
fields that find numerous applications in areas as diverse as optical imaging and fiber optics [8]. Re-
cently, a scalarmodel of partially coherent pulses was introduced byPääkkönen et al. [9]. Lajunen et al.
described the coherent-mode representation for partially coherent Gaussian Schell-model scalar
pulses [10]. In this paper, we extend the investigation of partially coherent pulses to vector case,
and study the changes in the spectral degree of polarization of stochastic electromagnetic HBGP
beams propagating in free space.

2. THEORETICAL FORMULATION

In the space-time domain the electric mutual coherence matrix of a stochastic electromagnetic
HBGP beams at the source plane z = 0 is given by

←→
Γ0 (ρ1, ρ2, t1, t2) = [Γ0

ij(ρ1, ρ2, t1, t2)] = [〈E∗
i (ρ1, t1)Ej(ρ2, t2)〉] ,

(i = x, y; j = x, y unless otherwise stated), (1)

where Ei and Ej are components of the electric field E(ρ, t) at the plane z = 0, The asterisk denotes
the complex conjugate and the angular brackets denote the ensemble average.

To simplify the analysis it is assumed that the electric vector components in the x and y
directions are uncorrelated at the plane z = 0 [3, 11], i.e.,

Γ0
ii(ρ1, ρ2, t1, t2) = AiJn (αiρ1) Jn (αiρ2) exp

[
−ρ2

1 + ρ2
2

4σ2

]
exp [in (ϕ1 − ϕ2)]

× exp
[
− t21 + t22

2T 2
0

− (t1 − t2)2

2T 2
ci

+ iω0(t1 − t2)
]

(2a)

Γ0
xy(ρ1, ρ2, t1, t2) = Γ0

yx(ρ1, ρ2, t1, t2) = 0, (2b)

where n denotes the order of the Bessel function Jn(·) of the first kind αi is the radial spatial
frequency of the i component of the electric vector [12]. ρi and ϕi denote radial and azimuthal
coordinates of position vector ρi(ri, ϕi), respectively. T0 is the pulse duration and Tci describes
the temporal coherence length of the i component of the electric vector. σ denotes the waist of
Gaussian beam ω0 is the carrier frequency.

By using the Fourier-transform

W 0
ij(ρ1, ρ2, ω1, ω2) =

1
(2π)2

+∞∫

−∞

+∞∫

−∞
Γ0

ij(ρ1, ρ2, t1, t2) exp [−i(ω1t1 − ω2t2)] dt1dt2, (3)

*Corresponding author: Chaoliang Ding (dingchaoliang2006@126.com).
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the cross-spectral density matrix at the plane z = 0 can be derived and given by
←→
W0(ρ1, ρ2, ω1, ω2) =

[〈
W 0

ij(ρ1, ρ2, ω1, ω2)
〉]

, (4)

where

W 0
ii(ρ1, ρ2, ω1, ω2) =

T0Ai

2πΩ0i
Jn (αiρ1) Jn (αiρ2) exp

(
−ρ2

1 + ρ2
2

4σ2

)
exp [in (ϕ1 − ϕ2)]

× exp
[
−(ω1 − ω0)2 + (ω2 − ω0)2

2Ω2
0i

]
exp

[
−(ω1 − ω2)2

2Ω2
ci

]
, (5a)

W 0
xy(ρ1, ρ2, ω1, ω2) = W 0

yx(ρ1, ρ2, ω1, ω2) = 0, (5b)

Ω0i =

√
1
T 2

0

+
2

T 2
ci

, (Spectral width of the i component of the electric vector) (6)

Ωci =
Tci

T0
Ω0i. (Spectral coherence width of the i component of the electric vector) (7)

The cross-spectral density matrix of stochastic electromagnetic HBGP beams at the plane z > 0
in the free-space propagation is expressed as [13]

←→
W(r1, r2, z, ω1, ω2) =

ω1ω2

4π2c2z2
exp [i(ω2 − ω1)z/c]

∫∫ ←→
W 0(ρ1, ρ2, ω1, ω2)

× exp
{

i

2cz

[
ω2(r2 − ρ2)2 − ω1(r1 − ρ1)2

]}
d2ρ1d

2ρ2, (8)

On substituting from Equation (4) into Equation (8), the elements of the cross-spectral density
matrix of stochastic electromagnetic HBGP beams at the plane z > 0 are given by

Wii(r1, r2, z, ω1, ω2) =
T0Aiω1ω2

2πΩ0ic2z2
exp

[
i(ω2 − ω1)z

c

]
exp

[
i

2cz
(ω2r

2
2 − ω1r

2
1)

]
exp [in(θ1 − θ2)]

× exp
[
−(ω1 − ω0)2 + (ω2 − ω0)2

2Ω2
0i

]
exp

[
−(ω1 − ω2)2

2Ω2
ci

]

× 1(
1

2σ2 + iω1
cz

) × 1(
1

2σ2 − iω2
cz

) × exp

[
−α2

i +
(

ω1r1
cz

)2

2
(

1
2σ2 + iω1

cz

)
]

exp

[
−α2

i +
(

ω2r2
cz

)2

2
(

1
2σ2 − iω2

cz

)
]

In

[
αi

ω1r1
cz

1
2σ2 + iω1

cz

]
In

[
αi

ω2r2
cz

1
2σ2 − iω2

cz

]
, (9a)

Wxy(r1, r2, z, ω1, ω2) = Wyx(r1, r2, z, ω1, ω2) = 0, (9b)

Thus, the spectral degree of polarization of stochastic electromagnetic HBGP beams at the
plane z > 0 can be derived by [2]

P (r, z, ω) =

√√√√√√1−
4Det

[←→
W(r, r, z, ω, ω)

]

{
Tr

[←→
W(r, r, z, ω, ω)

]}2 =
∣∣∣∣
Wxx(r, r, z, ω, ω)−Wyy(r, r, z, ω, ω)
Wxx(r, r, z, ω, ω) + Wyy(r, r, z, ω, ω)

∣∣∣∣ , (10)

where

Wii(r, r, z, ω, ω) =
T0Ai

2πΩ0i

4σ4ω2

c2z2 + 4σ4ω2
exp

[
−(ω − ω0)2

Ω2
0i

]

× exp

[
− α2

i +
(

ωr
cz

)2

1
2σ2 + 2σ2ω2

c2z2

]
In

[
αi

ωr
cz

1
2σ2 + iω

cz

]
In

[
αi

ωr
cz

1
2σ2 − iω

cz

]
. (11)

Equation (10) is the main analytical results obtained in this paper, which with Equation (11)
describe the changes in the spectral degree of polarization of stochastic electromagnetic HBGP
beams from the z = 0 plane to the z plane in free space z.
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3. ILLUSTRATIVE EXAMPLES

Numerical calculation results for stochastic electromagnetic HBGP beams propagating in free space
are presented to illustrate the modulation of beam order, radial spatial frequency, pulse duration
and temporal coherence length on the spectral degree of polarization of stochastic electromagnetic
HBGP beam. The calculations parameters are αx = 1 mm−1, αy = 2αx; w0 = 1 mm, Ay/Ax = 1/2,
T0 = 3 fs, Tcx = 5 fs, Tcy = Tcx, ω0 = 4.72 rad·fs−1, ω/ω0 = 1, r = 0.5mm. From Figure 1 it
can been seen that the minimum of P (r, z, ω) is zero and the position z of the spectral degree of
polarization P = 0 increases with increasing beam order.

Propagation distance z (m)

P
(r

, 
z
, 

ω
)

Figure 1: The spectral degree of polarization P (r, z, ω) versus the propagation distance z.
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Figure 2: The spectral degree of polarization P (r, z, ω) versus (a) the propagation distance z, (b) the position
z of P = 0 versus the radial spatial frequency αx.
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Figure 3: (a) The spectral degree of polarization P (r, z, ω) versus the propagation distance z, (b) the position
z of P = 0 versus the pulse duration T0.
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Figure 4: (a) The spectral degree of polarization P (r, z, ω) versus the propagation distance z, (b) the position
z of P = 0 versus the temporal coherence length Tcx.

Figure 2 gives (a) the spectral degree of polarization P (r, z, ω) of stochastic electromagnetic
HBGP pulsed beams versus the propagation distance z, (b) the position z of P = 0 versus the
radial spatial frequency αx. It is seen that the position z of P = 0 decrease with increasing radial
spatial frequency, and when the radial spatial frequency is large enough, the position z of P = 0
disappears.

Figures 3 and 4 give the modulation of pulse duration T0 and temporal coherence length Tcx

on the spectral degree of polarization of stochastic electromagnetic HBGP pulsed beams. It can
be seen that the position z of P = 0 increases with increasing pulse duration T0 and decreases
with increasing the temporal coherence length Tcx. Thus, we can modulate the spectral degree of
polarization by T0 and Tcx.

4. CONCLUSIONS

In this paper, we derive closed-form analytical expression of the spectral degree of polarization of
stochastic electromagnetic HBGP pulsed beams propagating in free space. It has been shown that
the position z of the spectral degree of polarization P = 0 increases with increasing beam order
and pulse duration, whereas it decreases with increasing radial spatial frequency and temporal
coherence length, respectively.
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Abstract— In recent works [4, 12, 14], a MUltiple SIgnal Classification (MUSIC)-type algorithm
has been designed and demonstrated to be a useful technique for imaging of thin, crack-like
electromagnetic inhomogeneities. Unfortunately, this algorithm offers a result of poor resolution
whenever one tried to obtain such inclusion both dielectric and magnetic contrasts with respect to
the embedding homogeneous space, an improved multi-frequency based subspace migration has
been considered [3, 10, 11, 13]. However, although this technique has been proven to be effective
for imaging of such inhomogeneities, owing to its heuristic application, a mathematical study
is still required in order to investigate its properties. In this paper, we discuss the structure
and properties of existing subspace migration, introduce an improved weighted multi-frequency
imaging algorithm, and explore some properties of the proposed algorithm. This is based on the
fact that the measured scattered field can be written as an asymptotic expansion formula. Some
numerical results are computed in order to demonstrate the feasibility of the proposed algorithm.

1. INTRODUCTION

An interesting topic in the inverse scattering problem is to identify the characteristics of unknown
thin, curve-like electromagnetic inhomogeneities or perfectly conducting cracks from the measured
scattered field or far-field patterns. Various algorithms for identifying the shape of unknown objects
have been suggested in the literature, most of which are based on Newton-type iteration schemes.
However, in order to obtain a good result, such a scheme must begin with a good initial guess that
is close to the unknown object. To find a good initial guess, alternative non-iterative algorithms
have been developed.

Among them, the multi-frequency based subspace migration algorithm has shown good imaging
performance (see [7, 8, 10, 11]). However, a mathematical analysis of its structure needs to be
performed for its heuristical applications. Motivated by this, the relationship between subspace
migrations and Bessel functions of the first kind of the integer order were established in [9]. However,
the indefinite integral of the square of the Bessel function of order one cannot be obtained explicitly
in multi-frequency based subspace migration. Therefore, in this paper, we introduce a weighted
multi-frequency based subspace migration imaging function and analyze its structure carefully.

This paper is organized as follows. In Section 2, we briefly discuss the two-dimensional direct
scattering problem and multi-frequency imaging algorithm. In Section 3, we introduce a weighted
multi-frequency imaging algorithm and analyze its structure. In Section 4, we present several
numerical experiments. Finally, a brief conclusion is given in Section 5.

2. DIRECT SCATTERING PROBLEM AND MULTI-FREQUENCY IMAGING
ALGORITHM

Let Γ be a two-dimensional homogeneous thin inclusion with a small thickness 2h with h ¿ λ,
where λ is a given wavelength:

Γ = {x + ηn(x): x ∈ σ, η ∈ (−h, h)},
where n(x) is the unit normal to σ at x, and σ denotes a simple, smooth curve in R2, which
describes the supporting curve of Γ. Throughout this paper, we assume that all materials are
characterized by their dielectric permittivities and magnetic permeabilities. ε0 and ε denote the
dielectric permittivity of R2 and Γ, respectively, and µ0 and µ are defined similarly. For the sake
of simplicity, we define piecewise constant functions ε(x) and µ(x) such that

ε(x) =
{

ε for x ∈ Γ
ε0 for x ∈ R2\Γ and µ(x) =

{
µ for x ∈ Γ
µ0 for x ∈ R2\Γ.

At a given frequency ω, let u
(l)
tot(x; ω) be the time-harmonic total field that satisfies the Helmholtz

equation

∇ ·
(

1
µ(x)

∇u(l)
tot(x; ω)

)
+ ω2ε(x)u(l)

tot(x; ω) = 0 in R2 (1)
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with transmission condition on the boundary of Γ. Let u
(l)
in (x; ω) be the solution of (1) without

Γ. Throughout this paper, we consider plane-wave illumination: for a vector θl ∈ S1, u
(l)
in (x;ω) =

exp(jωθl · x). Here, S1 denotes a two-dimensional unit circle.
Generally, the total field utot can be divided into the incident field uin and the unknown scattered

field uscat, which satisfies the Sommerfeld radiation condition

lim
|x|→∞

√
|x|

(
∂uscat(x, ω; l)

∂|x| − jk0u
(l)
scat(x;ω)

)
= 0, k0 = ω

√
ε0µ0

uniformly in all directions x̂ = x/|x|.
The far-field pattern is defined as function u∞(x̂, θl) that satisfies

uscat(x, ω; l) =
exp(jk0|x|)√

|x| u∞(x̂,θl) + o

(
1√
|x|

)
(2)

as |x| −→ ∞ uniformly on x̂. The asymptotic formula for the far-field pattern is represented as
follows (see [5])

u∞(x̂, θ) = h
k2

0(1 + i)
4
√

k0π

∫

σ

(
ε− ε0√

ε0µ0
− x̂ ·A(y) · θ

)
eik0(θ−x̂)·ydσ(y) + o(h), (3)

where o(h) is uniform in y ∈ σ and x̂, θ ∈ S1 and A(y) is a symmetric matrix (see [10]).
In [3, 7, 9–11, 13], multi-frequency based subspace migration was developed on the basis of the

structure of singular vectors of Multi Static Response(MSR) matrix whose elements are far-fields.
However, in the field of statistics, the efficiency of subspace migration is confirmed by on the
statistical hypothesis testing, and therefore it cannot be explained on the basis of phenomena such
as appearance of unexpected artifacts. Hence, the structure of subspace migration was investigated
in [9], and the results are explained as follows. Assume that the thin inclusion is divided into M
different segments of size of order half the wavelength λ/2. Having in mind the Rayleigh resolution
limit, any detail less than one-half of the wavelength cannot be identified, and only one point,
say ym for m = 1, 2, . . . , M , at each segment is expected to contribute at the image space of the
response matrix K(ω), refer to [4, 10–12, 14]. If the incident and observation directions are the
same, i.e., x̂p = −θp, for p = 1, 2, . . . , R, then the Singular Value Decomposition (SVD) of matrix
K(ω) can be represented as follows:

K(ω) =
(

u∞(x̂p, θq)
)R

p,q=1

= U(ω)S(ω)VT(ω) ≈
M∑

m=1

um(ω)sm(ω)vT
m(ω),

where sm(ω) are the singular values, um(ω) and vm(ω) are the left- and right-singular vectors of
K, respectively, for m = 1, 2, . . . , M . Based on the above SVD process, the imaging algorithm is
developed as follows. For c ∈ R3\{0}, let us define a vector

d(x; ω) =
(
c · (1, θ1)eik0θ1·x, c · (1, θ2)eik0θ2·x, . . . , c · (1, θN )eik0θN ·x

)T
(4)

and a corresponding normalized unit vector d̂(x; ω) = d(x;ω)/|d(x;ω)|. Then, we can introduce
subspace migration as follows (see [9]):

W(x;ω) :=

∣∣∣∣∣
M∑

m=1

(
d̂(y; ω)∗um(ω)

)(
d̂(y; ω)∗vm(ω)

)∣∣∣∣∣ ≈
M∑

m=1

J2
0 (ω|ym − x|). (5)

Similarly, multi-frequency based subspace migration W(x; ωN , ω1) is (see [9]) given as

W(x; ωN , ω1) ∼ 1
N

M∑

m=1

(
Π(x;ωN )−Π(x;ω1) +

∫ ωN

ω1

J1(ω|ym − x|)dω

)
, (6)
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where

Π(x; ω) =
ω

ωN − ω1

(
J2

0 (ω|ym − x|) + J2
1 (ω|ym − x|)

)
.

Unfortunately, there is no finite representation of
∫

J2
1 (x)dx. Because of this term, the map of

W(x;ωN , ω1) should generates some afterimage. In order to overcome this problem by eliminating
the last term of (6), we propose a weighted multi-frequency imaging algorithm in the next section.

3. WEIGHTED MULTI-FREQUENCY IMAGING ALGORITHM AND ITS STRUCTURE

To design a weighted multi-frequency imaging algorithm, we multiply (5) by each frequency ωn.
Then for a weighted multi-frequency case, the imaging function Wweight(x;ωN , ω1) becomes

Wweight(x; ωN , ω1) ≈ 1
N

∣∣∣∣∣
M∑

m=1

ωn

(
d̂(y;ωn)∗um(ω)

)(
d̂(y; ωn)∗vm(ω)

)∣∣∣∣∣

≈ 1
ωN − ω1

∣∣∣∣∣
M∑

m=1

∫ ωN

ω1

ωJ2
0 (ω|ym − x|)dω

∣∣∣∣∣ .

Since the following indefinite integral holds (see [1])
∫

ωJ2
0 (x) =

ω2

2

(
J2

0 (x) + J2
1 (x)

)
, (7)

by switching to ω|ym − x| = u, we have

∫ ωN

ω1

ωJ2
0 (ω|ym − x|)dω =

1
|ym − x|2

∫ ωN |ym−x|

ω1|ym−x|
uJ2

0 (u)du

=
1

2|ym − x|2
[
ω2

N |ym − x|2
(

J2
0 (ωN |ym − x|) + J2

1 (ωN |ym − x|)
)

−ω2
1|ym − x|2

(
J2

0 (ω1|ym − x|) + J2
1 (ω1|ym − x|)

)]

=
1
2

{
ω2

N

(
J2

0 (ωN |ym − x|) + J2
1 (ωN |ym − x|)

)
− ω2

1

(
J2

0 (ω1|ym − x|) + J2
1 (ω1|ym − x|)

)}
.

Thus, in contrast to (6), the term
∫

J2
1 (x)dx is eliminated and thus Wweight(x; ωN , ω1) im-

proves (6). Therefore, weighted subspace migration is of the form:

Wweight(x;ωN , ω1) =
M∑

m=1

(
Π(x;ωN )−Π(x; ω1)

)
(8)

where

Π(x; ω) =
ω2

2(ωN − ω1)

(
J2

0 (ω|ym − x|) + J2
1 (ω|ym − x|)

)
.

4. NUMERICAL EXAMPLES

In this section, some numerical examples are shown in order to support our analysis in the previous
section. For this purpose, two σi characteristics of thin inclusions Γi are chosen for illustration:

σ1 =
{(

z − 0.2,−0.5z2 + 0.4
)

: z ∈ [−0.5, 0.5]
}

σ2 =
{(

z + 0.2, z3 + z2 − 0.5
)

: z ∈ [−0.5, 0.5]
}

.

Throughout this section, εi and µi denote the permittivities and permeabilities of Γi, respectively.
The thickness h of Γi is set to 0.015, and parameters ε0 and µ0 are chosen as 1. The applied
frequency is ωn = 2π

λn
; here λn, n = 1, 2, . . . , 20, is the given wavelength. In this paper, λn’s are
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Figure 1: Imaging results via weighted subspace migration. (a) Shape of Γ1. (b) Shape of Γ2.
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Figure 2: Imaging results via weighted subspace migration. Shapes of Γ1 ∪ Γ2 (a) with the same material
property and (b) with different material properties.

equi-distributed within the interval [λ20, λ1] = [0.2, 0.5]. Next, the illumination and observation
directions θl ∈ S1 they are selected as

θl =
(

cos
2πl

L
, sin

2πl

L

)
for l = 1, 2, . . . , L.

The data set of the MSR matrix K is generated by the Finite Element Method (FEM) via a
very fine meshes. Then, a white Gaussian random noise with 20 dB signal-to-noise ratio (SNR) is
added to the unperturbed data in order to show the robustness.

Figure 1 shows the maps ofWweight(x; ωN , ω1) for Γ1 and Γ2. As expected in the previous section,
the shape of the thin inclusions are clearly identified, and unexpected afterimages are successfully
eliminated in comparison with the results in [10, 13]. Note that the proposed algorithm can be
directly applied to the imaging of multiple inclusions. In Figure 2, maps of Wweight(x; ωN , ω1) for
Γ1 ∪ Γ2 are illustrated. It is interesting to observe that although the shapes of Γ1 and Γ2 are
identified, some afterimages are still observed. Moreover, when even the values of εi and µi are
different to each other (in this section, we set ε1 = µ1 = 10 and ε2 = µ2 = 5), afterimages are not
eliminated significantly.

5. CONCLUSION

In this contribution, we consider the multi-frequency based subspace migration by multiplying the
applied frequency with the subspace migration. In order to identify the structure of the proposed
imaging function, we investigated its relationship with the Bessel function of integer order of the
first kind, and explained how the proposed imaging function eliminats unexpected artifacts. The
presented results show that proposed algorithm works well for imaging of thin penetrable electro-
magnetic inclusions and successfully improves the traditional subspace migration. Note that the
results obtained in this paper do not guarantee the true shape of thin inclusions. Fortunately, they
can be a good initial guess of an iteration-based algorithm such as level-set evolution [2, 6, 15].
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In this paper, we considered imaging in the presence of random noise. Analysis of the imaging
function in the presence of random scatterers will be an interesting subject. Finally, it is expected
that the present approach will be applicable to the case of supporting surfaces in the full three-
dimensional framework of vector scattering, instead of the simple curves in this contribution and
scalar scattering, which requires further numerical experimentation.
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