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Bragg Grating Solitons in Semilinear Couplers with Dispersive
Reflectivity
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Abstract— The existence and stability of quiescent Bragg grating solitons in a semilinear dual
core system (one core is nonlinear and carries a Bragg grating and the other is linear) with
dispersive reflectivity are investigated. It is found that presence of dispersive reflectivity has a
stabilizing effect on the solitons.

1. INTRODUCTION

It is well known that the coupling between the counter propagating modes in a fiber Bragg grating
(FBG) gives rise to strong effective dispersion and a gap in the system’s linear spectrum. The
balance between the effective dispersion and nonlinearity results in soliton-like states which are
generally termed Bragg-grating (BG) solitons.

The existence and stability of BG solitons in periodic media with Kerr nonlinearity have been
the subject of much interest both theoretically and experimentally over the past two decades [1–6].
On the other hand, a main focus of experimental efforts in this area has been the generation of zero
velocity BG solitons. Thus far, BG solitons with a velocity in excess of 23% of the speed of light
in the medium have been experimentally observed [6]. They have also been investigated in more
sophisticated systems such as grating assisted couplers [7–9] and cubic-quintic nonlinearity [10–12].

It has previously been shown that, in the standard model of gap solitons (i.e., Bragg grating in
Kerr nonlinear medium) the presence of dispersive reflectivity leads to the expansion of the stability
region [13, 14]. In this paper, we investigate the existence and stability of quiescent BG solitons in
a semilinear dual-core system with dispersive reflectivity.

2. THE MODEL AND ITS LINEAR SPECTRUM

Starting with the model of [8] and assuming that a Bragg grating is present only in the nonlinear
core and following the approach outlined in [13, 14], one can arrive at the following system of
equations:

iut + iux +
[
|v|2 +

1
2
|u|2

]
u + v + κφ + mvxx = 0 (1)

ivt − ivx +
[
|u|2 +

1
2
|v|2

]
v + u + κψ + muxx = 0 (2)

iφt + icφx + κu = 0 (3)
iψt − icψx + κv = 0 (4)

where u and v denote the forward- and backward-propagating waves in the nonlinear core and φ
and ψ are their counterparts in the linear core, respectively. Also, κ is the linear coupling between
the two cores, m represents the strength of the dispersive reflectivity and c is the relative group
velocity in the linear core (group velocity in the nonlinear core has been set to 1). As was pointed
out in Ref. [13, 14], the values m > 0.5 may not be physically meaningful. Therefore, we limit our
analysis to the range 0 ≤ m ≤ 0.5. Substituting u, v, φ, ψ ∼ exp(ikx − iωt) into the linearized
form of the Eqs. (1)–(4), we obtain the following dispersion relation:

ω4−[
1 + 2κ2 +

(
1 + c2 − 2m

)
k2 + m2k4

]
ω2+κ4+

(
c2 − 2cκ2

)
k2+c2(1−2m)k4+c2m2k6 = 0 (5)

Analyzing Eq. (5), it is found that in the case of c = 0 and 0 ≤ m ≤ 0.5, the spectrum always
contains two disjoint bandgaps. The gaps reside in the upper and lower halves of the spectrum,
respectively (see Fig. 1(a)). It should also be noted that the width of the gaps is independent of the
value of the coupling coefficient κ and m. On the other hand, as is shown in Fig. 1(b), when c 6= 0,
the shapes of the dispersion curves change significantly resulting in the formation of a central gap.
The width of the central gap varies with m and it completely closes at c = mκ2.



16 PIERS Proceedings, Taipei, March 25–28, 2013

0 5 10 15
k

− 4

− 2

0

2

4

(a)

0 5 10 15
k

− 4

 −2

0

2

4

(b)

ω ω

Figure 1: Dispersion diagrams obtained from (5) for (a) κ = 1, c = 0 and (b) κ = 1, c = 0.2. The solid and
dashed lines correspond to m = 0 and m = 0.4, respectively.
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Figure 2: Evolution of asymmetrically perturbed soliton. (a) Unstable soliton with ω = 10.05, κ = 10.0,
c = 0, m = 0; (b) Stable soliton with ω = 10.05, κ = 10.0, c = 0, m = 0.30; (c) Unstable soliton with
ω = 1.48, κ = 1.0, c = 0.2, m = 0; (d) Stable soliton with ω = 1.48, κ = 1.0, c = 0.2, m = 0.2. Only the
u-component is shown.

3. SOLITON SOLUTIONS AND STABILITY ANALYSIS

Since exact analytical solutions for Eqs. (1)–(4) are not available, the soliton solutions must
be determined numerically. To this end, we sought for stationary solutions of Eqs. (1)–(4) as
{u(x, t), v(x, t)} = {U(x), V (x)}e−iωt and {φ(x, t), ψ(x, t)} = {Φ(x), Ψ(x)}e−iωt. Substituting these
expressions into (1)–(4) results in a system of ordinary differential equations that can be solved
using the relaxation algorithm. The analysis shows that for c = 0 solitons exist throughout the
upper and lower gaps. In the case of c 6= 0, no solitons were found in the central gap. On the other
hand, solitons exist in the upper and lower gaps. It should be noted that when c 6= 0 the upper and
lower gaps are immersed into one branch of the continuous spectrum. Another noteworthy feature
of the soliton solutions is that above a certain value of m, they develop sidelobes. A key finding is
that the appearance of the sidelobes is also dependent on the value of c and above a certain value
of c the sidelobes do not form.

We tested the stability of the solitons by numerically solving Eqs. (1)–(4). In all the simulations,
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to seed any inherent instability, the stationary solutions obtained from the relaxation algorithm
were initially perturbed asymmetrically. It is found that the presence of dispersive reflectivity has
a stabilizing effect on solitons (see Fig. 2). In particular, when c = 0, the stabilization of solitons
due to dispersive reflectivity is more pronounced for larger values of κ.

As for instability development, highly unstable solitons are destroyed whereas unstable solitons
in the proximity of the stability border shed some energy in the form of radiation and subsequently
evolve to robust quiescent or moving breathers.

REFERENCES

1. Aceves, A. B. and S. Wabnitz, Phys. Lett. A, Vol. 141, 37, 1989.
2. Christodoulides, D. N. and R. I. Joseph, Phys. Rev. Lett., Vol. 62, 1746, 1989.
3. De Sterke, C. M. and J. E. Sipe, Prog. Opt., Vol. 33, 203, 1994.
4. Eggleton, B. J., R. E. Slusher, C. M. de Sterke, P. A. Krug, and J. E. Sipe, Phys. Rev. Lett.,

Vol. 76, 1627, 1996.
5. Eggleton, B. J., C. M. de Sterke, and R. E. Slusher, J. Opt. Soc. Am. B, Vol. 14, 2980, 1997.
6. Mok, J. T., C. M. de Sterke, I. C. M. Littler, and B. J. Eggleton, Nature Phys., Vol. 2, 775,

2006.
7. Mak, W. C. K., B. A. Malomed, and P. L. Chu, J. Opt. Soc. Am. B, Vol. 15, 1685, 1998.
8. Atai, J. and B. A. Malomed, Phys. Rev. E, Vol. 62, 8713, 2000.
9. Atai, J. and B. A. Malomed, Phys. Rev. E, Vol. 64, 066617, 2001.

10. Atai, J. and B. A. Malomed, Phys. Lett. A, Vol. 284, 247, 2001.
11. Atai, J., J. Opt. B: Quantum Semiclass. Opt., Vol. 6, S177, 2004.
12. Dasanayaka, S. and J. Atai, Phys. Lett. A, Vol. 375, 225, 2010.
13. Atai, J. and B. A. Malomed, Phys. Lett. A, Vol. 342, 404, 2005.
14. Neill, D. R., J. Atai, and B. A. Malomed, J. Opt. A: Pure Appl. Opt., Vol. 10, 085105, 2008.



18 PIERS Proceedings, Taipei, March 25–28, 2013

Dynamic Frequency Response of Charged Chiral Rods
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Abstract— Various phases and dynamical states are induced by an external AC electric field
in concentrated suspensions of charged, fibrous viruses (fd). The observed phases and dynam-
ical states are the result of chiral rod-rod interactions between polarized electric double layers,
polarized layers of condensed ions and electro-osmotic flow.

1. INTRODUCTION

Various phases and dynamical states are induced by an external AC electric field in concentrated
suspensions of charged, fibrous viruses (fd), which are model systems for very long and thin, stiff
colloidal rods [1, 2]. The observed phases and dynamical states are the result of chiral rod-rod
interactions between polarized electric double layers, polarized layers of condensed ions and electro-
osmotic flow. We use various experimental methods, not only for the characterization of the field-
induced phases/states, but also for the determination of the divergence of a length- and time-scale on
approach of a non-equilibrium critical point [3–5]. Theory is developed for the frequency-dependent
charge distribution and electrokinetic potential for both the diffusive double layer of very weakly
charged rods, and condensed ions in case of highly charged rods [6, 7].

2. ELECTRODE POLARIZATION

Due to the finite diffusivity of salt ions, the double layer at the electrodes will not be the same as
the true bulk field, as an applied field amplitude. Thus screening of the electrode double layer (at
the surface of the ITO glasses) has to be taken into account to measure true bulk field amplitude.
We estimate both attenuation factor and the bulk-induced polarization by followings:

For the Brownian force describing the diffusive motion by the concentration gradients,

~F±(z, t) = −kBT
∂

∂z
ln {ρ±(z, t)} ∓ e

∂

∂z
Φ(z, t) (1)
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Figure 1: Bulk electric phase/state diagram of
charged fd-rods: N∗, N∗

D-Chiral-nematic phases,
DS , Df -dynamical states, and H-homeotropic
phase. Electrode polarization is corrected in the low
frequency range.
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Figure 2: A simple feature of using the standard
electrokinetic’s model for the penetration depth,
from the surface of ITO glass to the true bulk field
in salt solution.
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leads to, within the conservation law of the concentration, the equation of motion as

∂ρ±(z, t)
∂t

= D
∂2

∂z2
ρ± ±Dβe

∂

∂z

[
ρ±

∂

∂z
Φ

]
(2)

Within the Debye-Hueckel limit, the linearization of above Eq. (2) gives to

∂∆ρ±
∂t

= D
∂2

∂z2
∆ρ± ∓D

(
κ2

2

)
[∆ρ+ −∆ρ−] , κ ≡

√
2βe2ρ̄

ε
, (3)

where κ is the inverse Debye screening length.
The boundary condition for the potential is used as

∆Φ(z, t) ≡ Φ
(

z =
L

2
, t

)
− Φ

(
z = −L

2
, t

)
= E0L cos (ωt)

∂

∂z

[−∆ρ±(z, t)∓ εκ2Φ(z, t)
]

= 0 for z = ±L

2
and t > 0

(4)

Then we typically find the attenuation factor and the phase shift as

γ =
√(

P ′
bulk

)2 +
(
P ′′

bulk

)2 = Ω/
√

4 + Ω2,

ϕ = tan−1 (|P ′′
bulk/P ′

bulk|) = tan−1(2/Ω),
(5)

where the dimensionless frequency is defined as Ω = ωL/Dκ. Fig. 3 has shown the induced bulk
polarization in-phase (P ′

bulk) and out-of phase (P ′′
bulk), the attenuation factor (γ) and the phase

shift (ϕ).
Therefore we get the true bulk field amplitude is as

E0 = Ebulk
tr /γ = Ebulk

tr

√
4 + Ω2/Ω (6)

Two sharp phase transitions at low frequency are checked with the variation of cell gap widths (in
Fig. 4(a)) and the applied frequency (in Fig. 4(b)), for the electrode polarization.

3. BULK ELECTRIC PHASE/STATE DIAGRAM OF CHARGED CHIRAL FD-RODS

The electric phase/state diagram is given for a fd-virus concentration of 2.0 mg/ml (which is about
26 times the overlap concentration (of 0.076 mg/ml), and an analytical buffer concentration of
0.16mM, in the electric field amplitude versus frequency plane in Fig. 1. The various transitions
are due to the electric response of many interacting charged fibrous virus particles, which are chiral
macromolecules.

The initial N -phase, without an applied field and at sufficiently low amplitudes, corresponds to
a state where nematic domains are in coexistence with an isotropic phase. Above the threshold
field amplitude of about ∼ 1V/mm (at low frequencies), a chiral-nematic N∗-phase (or the striped

(a) (b) (c)

Figure 3: Induced polarization in-phase (P ′) and out of-phase (P ′′), (b) the attenuation factor, and (c) the
tangent angle (phase angle shift) as a function of the dimensionless frequency Ω = ωL/Dκ.
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Figure 4: Two sharp phase transitions at low frequency as a function of (a) cell gap width, and (b) the
applied frequency. Strong deviations of the true bulk electric field amplitude are present due to the electrode
polarization, at low frequency, for both phase transitions.

“fingerprint” texture) is induced. On further increasing the field amplitude above 2.0 V/mm, chiral-
texture gradually disconnects from each other and become significantly smaller within a field-
amplitude range. This phase is here referred to as the N∗

D-phase, where the subscript “D” stands
for disconnected N∗-phase. There is a second sharp transition: the striped texture disappears
at field amplitude of 3.3 V/mm, and at the same time the smaller N -domains melt and reform,
without any indication of macroscopic flow. This dynamical state is denoted as the Ds-state, where
the subscript “s” refers to “slow” (melting and forming occurs on a time scale of about 20 s). On
increasing the field amplitude further (again at low frequencies), the dynamics of melting and
formation becomes faster (and levels off to 2 s), which state is denoted as the Df -state, where the
subscript “f” stands for “fast”. The dynamics of melting and reformation is quantified by means
of image-time correlation functions in Ref. [3]. At high frequencies, above a critical frequency (a
few kHz), a uniform depolarized morphology is found (see the most right image in Fig. 1). The
charged fd-rods are on average aligned along the direction of the electric field [4, 5]. This phase is
referred to as the homeotropic, H-phase. On decreasing the frequency for a given field amplitude
of 4 V/mm, the N∗-phase is formed, where the pitch is very large (about 50–100µm). The pitch
decreases on subsequently decreasing the frequency, toward the left-side image of the N∗-phase.
The N∗

D-phase is formed on further lowering the frequency. The field-induced bulk phase/states are
not influenced by the electrode polarization, which is typically important for the frequency range,
below 60–100 Hz.
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Segmentation of OPG Images in Studying Jawbone Diseases
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Abstract— Image processing in biomedical applications is strongly developing issue. Many
methods and approaches for image preprocessing, segmentation and visualization were described.
This paper describes OPG image processing. The aim of processing is to segment regions of
jawbone cysts and evaluate their local descriptors. It is necessary to choose suitable segmentation
method because of adverse parameters of regions. The regions of the cysts are of low contrast
and the pixel intensity distribution is not homogenous. The level set, the watershed and the live-
wire segmentation method were chosen to testing. The results are compared. The second step of
processing is to evaluate local descriptors of segmented regions which correspond to cysts. Several
parameters were chosen to describe these regions — region area, mean gray value of intensities,
modal gray value of intensities, standard deviation of intensities, minimal and maximal gray
value of intensities, integrated intensity, median of intensities and shape descriptors of region
(perimeter, circularity, aspect ratio, roundness and solidity). Values of these parameters will
be used in following development of semiautomatic processing method with regard to current
assessment of cysts by doctors. The algorithm for classification of the type of cyst is presented.

1. INTRODUCTION

A cyst is defined as a pathological cavity having its own capsule, epithelium, and liquid or semi-
solid contents. The wall of a cyst is formed by fibrous tissue; this wall behaves as a semi-permeable
membrane, namely as a membrane unidirectionally permeable for the surrounding liquid. As a
result of this behaviour, the cyst gradually enlarges; in principle, expansive growth is a main
characteristic of cysts.

Follicular cysts (Fig. 1) develop from the epithelium of a tooth bud and grow either between the
exposed crown and the joined inner and outer epithelium of enamel or between both layers of the
epithelium. The cysts may appear in consequence of primary defects in tooth bud development,
and they may occur as individual or multiple objects. In most cases, follicular cysts affect the
mandibular region; large cysts often cause face-deforming bulges.

Radicular cysts (Fig. 2) are referred to as jaw bone cysts exhibiting the highest occurrence rates.
It is assumed that they appear due to inflammatory irritation of the epithelial cell rests of Malassez
in the periodontal crevice; this irritation is caused by infected content of the radicular duct of
a transverse tooth. The cysts are bound to pulpless teeth and may occur in patients of all age
categories (most frequently between 30 and 40 years of age). In terms of elementary gender divison
of the patients, it is necessary to note that men tend to be affected rather more than women. The
radicular cyst sac usually exhibits a round or oval shape.

The imaging of damaged jaws is very often realized by means of X-ray examination utilizing an
orthopantomograph (OPG), which enables us to acquire panoramatic images of entire jaw bones.

However, the imaging procedure can also be performed using other methods such as nuclear mag-
netic resonance (NMR). Even though this concrete technique is primarily intended for the imaging
of soft tissues, its combination with current imaging sequences allows us to represent changes occur-
ring in hard tissues too. This application nevertheless exhibits a disadvantage consisting in image
artefacts generated by changes in the susceptibility of the environment (factors such as implants
or fillings) [1, 2].

Figure 1: An OPG image of a follicular cyst. Figure 2: An OPG image of a radicular cyst.
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Figure 3: Segmentation of a follicular cyst via the
LS method.

Figure 4: Segmentation of a radicular cyst via the
LS method.

2. IMAGE SEGMENTATION

Considering the aspects characteristic of the areas that represent jaw bone cysts and assuming the
necessity to ensure correct demarcation of the given area before the actual acquisition of correspond-
ing local descriptors, we cannot disregard the fact that the selection of a convenient segmentation
method constitutes a vital step. In this context, it is necessary to note that OPG images are not
very contrastive; simultaneously, cystic areas are characterized by blurred edges and inhomogeneous
distribution of the pixel intensities. Thus, the use of traditional segmentation methods becomes
rather problematic. Techniques based on global thresholding of the image are handicapped by
adverse matching of the segmented area and the environment; moreover, these techniques may
produce only partial segmentation. In view of the above-mentioned characteristics of OPG images,
the analysis of area edges is also very prone to failures.

In order to attain the highest possible degree of automatization for the image classification
system, we analyzed the results provided by several segmentation methods (thresholding, watershed,
the Canny and Sobel edge detection, the region-based and edge-based level set methods). The aim
of the analysis consisted in seeking a compromise between the rapidity of segmentation and the
minimum necessary interaction of the expert.

Good results can be obtained via the method of active contours utilizing the level set (LS)
approach [3]. The technique is based on the solution of the partial differential equation describing
the curve which, in the initial phase of the segmentation process, is selected by the user as a simple
piecewise linear curve located inside the area of interest. Through the subsequent solution of the
equation toward the steady-state condition, there occurs a change of the curve shape or topology
in order to facilitate the minimization of energy functional of the given segmentation problem. The
most widely applied approaches to segmentation can be identified in the edge-based and the region-
based methods. In the first of these techniques, the steady-state curve approximates the edges of the
area of interest; in the second approach, the curve constitutes the boundary between two or more
thresholds that divides the different mean values of the area intensities. For the purposes of our
research, the edge-based segmentation approach is more convenient, mainly because the distribution
of intensity within the cystic areas may be described as not very homogeneous. The edge-based
level set segmentation method is formulated by the following partial differential equation:

dφ

dt
= g (|∇I|) div

( ∇φ

|∇φ|
)

+ αg (|∇I|) |∇φ|+∇g · ∇φ, (1)

where I is the input image, α is the stabilizing constant ensuring convergence of the solution, and
g is the function terminating the development of the level function at the location where the curve
reaches the edge in the image. The function g is given by the relation:

g =
1

1 + |∇Gσ ∗ I|2 . (2)

The expression in the denominator of the function is the convolution of the input image with
the Gaussian filter; therefore, a smoothed image is assumed. The result of segmentation in two
selected cysts is shown in Figs. 3 and 4.

While the left sections of both above-shown images indicate the initial curve, the right sections
exhibit the shape of the curve in the steady state of the formula (1) solution.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 23

Figure 5: Segmentation via the watershed method
with the opening initialization realized via marking
the segmented objects.

Figure 6: Semi-automatic segmentation realized via
the live-wire method — delimitation of a single area.

Segmentation realized via the LS methods requires the user to execute the initialization via
manually selecting the shape of the curve and locating it inside the cystic area. Even with the
manual selection, the time period necessary for the execution of segmentation in the Matlab envi-
ronment on a PC (Intel Core 2 Quad 2.66 GHz, 4 GB RAM, Windows 7) did not exceed several tens
of seconds. In order to stabilize the solution of the partial differential equation, the user is required
to set convenient parameters for the segmentation; this fact may become rather problematic in
practical applications of the system.

The remaining segmentation methods tested did not provide very good results, mainly owing
to both the above-mentioned adverse characteristics of OPG images and the low contrast of the
cystic area. In this context, the results obtained from segmentation via the watershed method
could be used as an example, Fig. 5. The aim of the processing was to carry out segmentation of
the upper section of the follicular cyst from the OPG image shown in Fig. 1. The segment curve
largely delimits the cyst exactly along its boundary; the result, however, would require further
processing. In other cysts, which did not exhibit a contrast in the OPG images similar to the
presented example, the watershed method utterly failed to satisfy the requirements.

3. IMAGE CLASSIFICATION

The aim of further processing of the segmented images consists in acquiring local descriptors [4]
of the areas representing jaw bone cysts [5, 6]. In relation to the cystic areas, both the statistical
evaluation of the distribution of pixel intensities and the determination of shape parameters were
carried out via the ImageJ program. Within this phase of the research, we selected parameters
to be evaluated in the presented set of images. These parameters were as follows: surface, mean
value of the area intensity, standard deviation of the area pixel intensities, median of the area pixel
intensities, modal value of the area pixel intensities, minimum and maximum values of the area
pixel intensities, integral of the area pixel intensities, and shape characteristics of the segmented
areas. In the last mentioned aspect, we defined the perimeter of the area, its circularity according to
formula (3), the relation between the major and minor semi-axes of the fitted ellipse, the roundness
according to relation (4), and the convexity according to relation (5):

C = 4 · π · S

P 2
, (3)

R = 4 · S

π · a2
major

, (4)

X =
S

SC
, (5)

where C is the circularity of the area, S is the surface of the area, P is the perimeter of the area,
R is the roundness of the area, amajor is the length of the major semi-axis of the ellipse fitted into
the area delimited by the original boundary points, X is the convexity of the area, and SC is the
surface of the convex area corresponding to the examined area.

The values presented in Tables 1 and 2 clearly indicate the difference between the follicular and
the radicular cysts referred to in the introductory part of this study. While the follicular cysts
exhibit a rather oblong shape, the radicular cysts are almost invariably of a circular character.
Based on this parameter, it is possible to classify the cysts into two main groups:
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• Circularity of the follicular cysts: 0.807± 0.149,
• Circularity of the radicular cysts: 0.932± 0.086.

Quality improvement in the classification of the cysts may be achieved via selecting several pa-
rameters whose probability distribution does not overlap in any of the two types of cyst. As an
example of these parameters, we could apply the ratio between the lengths of the major and the
minor semi-axes of the fitted ellipse:

• Ratio between the lengths of semi-axes in the follicular cysts: 1.975± 0.613,
• Ratio between the lengths of semi-axes in the radicular cysts: 1.514± 0.401.

Through subjective assessment of the values, it is also possible to select roundness as a suitable
parameter enabling the classification of the cysts. Then, the related data are as follows:

• Roundness of the follicular cysts: 0.533± 0.159,
• Roundness of the radicular cysts: 0.767± 0.023.

The automated system can be complemented with general classification of the cysts according to
their types. The images evaluated by medical specialists will be correlated with the mentioned
values, and a model facilitating the classification will be designed and trained.

4. CONCLUSIONS

Fundamental research described in the paper concerns the area of processing OPG images of jaw-
bones with the aim of classifying follicular and radicular cysts. The results of image processing
indicated the possibility of using a combination of several parameters for a binary classification
of cysts (circularity, ratio of half-axes of inscribed ellipse, and area of cystic region). Within the
planned follow-up study and after the available image database is processed by medical specialists,
the selection of the model and the related training process will be carried out using the RapidMiner
system.
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An Improved Segmentation of Brain Tumor, Edema and Necrosis
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Abstract— Image processing in biomedical applications is strongly developing issue. Many
methods and approaches for image preprocessing, segmentation and visualization were described.
This paper deals with image segmentation, concretely brain tumor segmentation. The main prob-
lem in medical practice is to recognize the type of brain or other tumor. There are many methods
for tumor classification and one of them is perfusion imaging/analysis. Perfusion images are of
very low contrast and they are devaluated by noise. The main idea is to identify the level of
perfusion of contrast agent transported into the pathological tissue. The level of perfusion may
decide on the type of tumor. The perfusion has to be monitored in tumor region, edema around
the tumor region and in the interface between brain tumor and edema. The goal described in this
paper is to propose a segmentation method to recognize brain tumor, edema and necrosis in struc-
tural magnetic resonance images (T1, T2) and create a binary mask that enables measurement
in perfusion weighted images.

1. INTRODUCTION

Segmentation of brain tissues is in last few years very actual topic. It is very important to un-
derstand information obtained by tomographic techniques for diagnosis, monitoring of disorder
development or effectiveness of treatment. This article describes design of methods for processing
images obtained by magnetic resonance tomography (MR). MR can be used both in medicine [1]
and other fields for example in agriculture or ecology [2] or in physics [3]. The goal of processing
is to segment the brain tumor. The area of the brain tumor can be divided to the intrinsic tumor,
necrotic tissue and surrounding edema. In Fig. 1, example of the brain tumor and its parts in one
MR slice are shown in T2-weighted image with its thickness 5 mm. For this purpose Turbo Spin
Echo (TSE) acquisition sequence was used.

In T2-weighted image a tumor exhibits sharp edges and higher intensity (1687.9 ± 207.7), but
distribution of intensities is very inhomogeneous. The necrotic tissue exhibits the highest intensity
(2193.8± 42.5) and sharp edge. Conversely the edema is of low intensity (1333.1± 83.7) and very
smoothed edges in T2-weighted image. The same slice weighted by relaxation time T1 and by
diffusion coefficient (DWI) is shown in Fig. 2.

In T1-weighted image the tumor is bounded by sharp edge. This fact could be used for segmen-
tation by edge analysis. The edema has comparably the same T1 relaxation characteristic/mean
intensity (565.8±18.6) as the surrounding white matter (672.5±14.2), so it is difficult to recognize
them. The necrotic tissue is of very low intensity (357.4± 17.4), which is very close to inner parts
of the tumor (482.6 ± 47.2). Considering these facts it follows that distinctiveness of individual
parts of the tumor in T1-weighted image is almost impossible.

In diffusion-weighted images we can observe very similar characteristics of tissues as in the T2-
weighted images, but DW images are of lower resolution and with higher noise level. The tumor

(a)
(b)

(c)

Figure 1: T2-weighted image show-
ing the brain tumor. (a) Tumor.
(b) Necrotic tissue. (c) Edema.

(a) (b)

Figure 2: (a) T1-weighted image showing the brain tumor.
(b) Diffusion-weighted image showing the brain tumor.
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region has similar standard deviation as in T2-weighted image but it has slightly higher mean
intensity (1841.3 ± 226.0). The necrotic tissue is due to “inner ring” more inhomogeneous but it
has higher intensity (2102.4 ± 193.0) in diffusion-weighted image and it is clearly bounded. The
characteristics of the edema region are very similar to corresponding region in T2-weighted images.
Interface between the edema and the tumor region is clearer than in T2-weighted images and its
intensity is the lowest (1624.9 ± 85.6) in the region of interest. With respect to these intensity
distributions it is clear that the tissues segmentation in one image is practically impossible. The
goal of described research is to design such segmentation method, which is able to differentiate
automatically individual parts of pathological tissue. In our described case the three-dimensional
information (T1-weighted, T2-weighted and diffusion-weighted image) in each pixel of pathological
and healthy tissue can be used for image segmentation.

Multi-parametric image analysis is very actual topic. In fact we can build on traditional segmen-
tation methods (thresholding, active contours), but the multi-parametric methods process informa-
tion in more images concurrently. The second approach the image can be segmented by solving a
problem of classification multi-parametric data. These algorithms are described for example in [4].
This work deals with segmentation of brain tissues into 15 classes. The model of each tissue ap-
proximates a distribution of their parameters by Gauss-Markov fields. For the segmentation the
T1-weighted, T2-weighted, Gd+T1-weighted and perfusion images were used. Very similar issue
is described in [5]. This research deals with segmentation with use of 7-dimensional information
about brain tissues: B0-weighted, diffusion-weighted, fluid-attenuated inversion recovery images,
T1-weighted, Gd+T1-weighted and two scalar maps calculated from images of diffusion tensor. Sta-
tistical model was designed from 14 patients with high-grade neoplasm. Research described in [6]
the lesions in white matter segmentation by Support Vector Machine (SVM) is proposed. There
were used 4 types of images: T1-weighted, T2-weighted, proton density and fluid attenuation in-
version recovery. In [7], the histogram analysis is described. The healthy and ischemic tissues are
recognized by the use of diffusion-weighted images, ADC maps and T1-weighted and T2-weighted
images. At first the histogram analysis was performed and consequently the MR images for indi-
vidual classes and following analysis (segmentation) were calculated. Healthy tissues are segmented
using T1-weighted images and ischemic tissues using T2-weighted and diffusion-weighted images
with ADC maps.

Segmentation of individual tissues can be used for their recognition/masking during the contrast
agent perfusion monitoring. In past, some studies have been reported, where a relationship between
the fluid perfusion into to pathological tissue and its character were proved. Differentiation between
high-grade glioma and a solitary metastasis using the perfusion imaging demonstrate [8]. In this
paper, the problem of two types of neoplasms recognition using conventional MR imaging is shown.
The perfusion imaging is demonstrated. More extensive study in the field of tumor classification
in described in [9]. There are described 8 types of pathological tissues in brain based on large
database (105 patients) and for these types of tissues the Cerebral Blood Volume (CBR) values
are given. The mean values and their standard deviations gives an evidence about high degree of
distinctiveness of pathological tissues using perfusion imaging.

2. TUMOR TISSUE MODELING

Trainable segmentation technique was implemented in RapidMiner environment to segment indi-
vidual parts of the tumor. The whole chain of processing is shown in Fig. 3.

The segmentation operator is realized by Support Vector Machine (SVM) classification model.
The main process of segmentation consists of two main stages: training and testing. During the
training stage some pixels inside and outside of region of interest are manually marked. This set
of intensities in processed images (T1-weighted, T2-weighted and diffusion-weighted) are entering
into the model as training data. The same images could be used as a testing data.

3. SEGMENTATION RESULTS

Results of segmentation are shown in Fig. 4. (a) the red contour bounds searched edge of brain
tumor; (b) the searched edge of surrounding edema is added to contour of the tumor; (c) the result
of necrotic tissue segmentation is shown. All the red contours bound the regions of interest.

In Fig. 5, the result of brain tumor segmentation in one image by SVM is shown. (a) is the result
of T2-weighted image segmentation and (b) of the result of T1-weighted image segmentation. It is
clear that the process of segmentation in one image fails. In T2-weighted image the curve interferes
to edema region, which has very similar intensity as tumor neighborhood. In T1-weighted image
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Figure 3: The proposed chain of multi-parametric image processing.

(a) (b) (c)

Figure 4: The result of segmentation. (a) Brain tumor. (b) Edema. (c) Necrotic tissue. Red curve bounds
the region of interest.

(a) (b)

Figure 5: The result of wrong segmentation of brain tumor with use of the same SVM classification method
but with use only one image at the input ((a) T2W, (b) T1W).

the edema region is not so visible but the segmentation fails due to inhomogeneity inside tumor
region.

4. CONCLUSIONS

This article presented utilization of classification methods for MR image segmentation. The goal
of the design of segmentation method is to have a tool for differentiation individual parts of the
pathological tissue. It consists of the tumor, surrounding edema and the necrotic tissue. Segmen-
tation of pathological tissue parts is needful for the further processing. For example the mask of
the surrounding edema can be used for accurate monitoring of contrast agent perfusion [10]. Level
and course of the agent perfusion indicates the type of tumor (malignant, benign). Currently the
process of perfusion is evaluated in inaccurately bounded region. Very often it is the rectangu-
lar region, which contains in addition to edema and tumor also the surrounding healthy tissue.
Determined perfusion parameters are then weighted by high errors.
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Abstract— In the article, a magnetic resonance multi-contrast data collection and analysis
are described. MRI imaging of small bones is problematic, because the measured are loaded
with susceptibility artifacts and low signal to noise ratio. Therefore, we focus on the comparison
between commonly used MRI contrast (Proton Density-PD, relaxation time T1, relaxation time
T2 and Susceptibility Weighted Imaging — SWI) and multi-contrast weighted imaging (T1/T2,
SWI/T1, SWI/PD). Acquired images are classified in terms of signal to noise ratio, intensity
difference and steepness of edges.

1. INTRODUCTION

The research of pathology of bone marrow is very interesting at present. MRI measurement is very
interesting method of bone marrow imaging because this technique provides images with excellent
soft tissue contrast. In adults the bone marrow is in general composed of fatty tissue, which
appears hyperintense on T1 and T2 weighted images and occurs hypointense on MR-sequences with
fat-saturation. In case of trauma, tumor or infection infiltration, replacement and depletion of fatty
bone marrow takes place resulting in intermediate to hypointense signals on T1-weighted images
and T2 weighted images with fat-saturation [1, 2]. These changes obscure the distinct appearance of
fatty bone marrow and serve as early indicators of pathology, which makes this imaging technique
a very sensitive diagnostic tool [3].

MRI imaging of small bones is problematic, because the measured are loaded with susceptibility
artifacts and low signal to noise ratio [4, 5]. In this paper, we also focus on the calculation SWI
images. These images allow us to see better difference in the intensity of the magnetic field,
particularly where one tissue turns into other tissue. For the images calculation we used two
methods. The first one is based on classical measurement gradient echo sequence and the second
one is based on measuring of asymmetrical spin echo [6, 7].

The experiment was accomplished on a MR tomograph with static field flux density B0 = 4.7 T.
Method of measurement and processing was tested on the chicken wing, especially bone: ulna and
radius.

2. MEASUREMENT METHODS

One of the main advantages of MRI compared with other imaging modalities is the excellent soft
tissue discrimination in resulting image [8]. The most commonly used contrasts in MRI are: proton
density, relaxation time T1 and relaxation time T2. The basic method for measurement theses
parameters is the conventional spin echo (see Fig. 1(a)). This pulse sequence uses a 90◦ excitation
pulse followed by one or more 180◦ rephasing pulses to generate a spin echo on time called TE . If
only one echo is generated, a T1 weighted image can be obtained using a short echo time TE and
short repetition time between individual spin echo sequences — TR. For proton density and T2

weighting a two RF rephrasing pulses generating two spin echoes are applied. The first echo has
a short TE and a long TR to achieve proton density weighting, and the second has a long TE and
a long TR to achieve T2 weighting. For more information about sequences and coding see studies
reported in [7].

For SWI images, we used the Gradient echo (GE) method, see Fig. 1(b). This method is very
sensitive to inhomogeneities of the static magnetic field and this can be useful for susceptibility
measurement [9]. Because the reaction field is generated proportionally to material susceptibility,
it is possible to use the GE method for its measurement [10–12].

The MR image obtained using the GE technique is phase-modulated by the magnetic induction
change and, on condition of proper experiment arrangement we can obtain the image of magnetic
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Figure 1: (a) Diagram of the spin echo sequence. (b) Diagram of the gradient echo sequence.
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Figure 2: One-contrast image chicken wing: PD weighted with region oblast of interest (ROI), T1 weighted
image, T2 weighted image and SWI weighted image.

field distribution in the specimen vicinity. For the calculation of the reaction field ∆B we can give
the following relation:

∆B = B −B0. (1)

The equation between reaction field and phase is described in:

∆B =
∆ϕ

γ · TE
(2)

where γ is the gyromagnetic ratio of reference substance, ∆ϕ is the phase image, and TE is the
echo time of the GE measuring sequence.

Evaluation of various tissues such as skin, fat, muscle, bone and bone marrow can help us to
diagnose various pathologies. The images were evaluated mean values and standard deviation (s.d.).
Collected parameters we can continue to serve for multiparametric analysis and segmentation of
tissues [13, 14].

3. EXPERIMENT

Experiment was accomplished on a MR tomograph at the Institute of Scientific Instruments,
Academy of Sciences of the Czech Republic (ISI ASCR). The MR tomograph dispose of static
field flux density B0 = 4.7T, 1 H nuclei resonance frequency is 200 MHz. Method was tested on
the chicken wing, especially bone: ulna and radius. Similar multiparametric data collection could
be used also for human tissue.

On the Fig. 2, you can see these weighted images: proton density (PD), relaxation time T1

(T1W), relaxation time T2 (T2W) and susceptibility weighted (SWI). The images have 128 × 128
pixel resolution and size: 30× 30mm. For the measurement PD image was used SE sequence with
these parameters: TE = 16 ms, TR = 1 ms. In this image are shown the areas from which the
parameters of tissues were evaluated (Region of interest — ROI, 1 — skin, 2 — fat, 3 — muscle, 4
— bone, 5 — bone marrow).

For the measurement T1W image was used inversion recovery SE sequence with parameters:
TE = 16 ms, TR = 1 s, TI = 16÷ 2500ms).

For the measurement T2W image was used SE sequence with parameters: TE = 15, 16, 17ms
and TR = 1 s.

For the measurement SWI image was used GE sequence with parameters: (GE, TE = 6 ms).
The SWI weighted image is calculated using (1) and (2).

The evaluated parameters are shown in Table 1.
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Figure 3: Multi-contrast image of chicken wing: T1/T2, SWI*T1, SWI*T2.

Table 1: The evaluate parameters from one-contrast images.

N . Tissue PDMean PDs.d.
T1WMean

[ms]
T1Ws.d.

[ms]
T2WMean

[ms]
T2Ws.d.

[ms]
SWIMean

[×10−6]
SWIs.d.

[×10−6]
1 Skin 102479 28057 353 32 47 8 −9.67 2.96
2 Fat 112615 22149 301 36 47 9 6.65 2.59
3 Muscle 66039 7599 650 55 50 19 2.05 0.54
4 Bone 16020 7419 453 327 27 62 32.98 5.17

5
Bone

marrow
82564 14103 344 48 40 11 1.83 12.5

Table 2: The evaluate parameters from multi-contrast images.

N. Tissue T1/T2 mean T1/T2 s.d. SWI*T1 mean SWI*T1 s.d. SWI*T2 mean SWI*T2 s.d.
1 Skin 6.126 1.267 348.1 32.23 -0.018 0.016
2 Fat 6.838 1.751 296.68 39.65 −0.037 0.008
3 Muscle 14.368 4.565 651.4 48.33 0.0068 0.0024
4 Bone 54.789 94.71 372.1 416.5 −0.052 0.294

5
Bone

marrow
8.817 2.878 345.74 43.67 0.141 0.041

To improve tissues classification we also evaluated the multi-contrast images. The images have
128 × 128 pixel resolution and size: 30 × 30mm. On the Fig. 3(a) you can see T1/T2 weighted
image. There is T1W image divided by T2W image. In this image are the evaluated mean and s.d.
values not better then one-contrast T1W image and T2W image. On the Fig. 3(b) you can see very
interesting SWI*T1W weighted image. There is the SWI image multiplied by T1W image. In this
case, the values of signal to noise ratio are sufficient and differences between tissues are very good.
On the Fig. 3(c), there is SWI*T2W image. The evaluated tissues results of mean and s.d. are not
sufficient for tissue classification in this case.

The evaluated parameters of the tissues from multi-contrast images are shown in Table 2.

4. CONCLUSIONS

This work is focused on the measurement of several parameters soft tissues. To measure three types
of MR data spin-echo method was used and to measure of SWI data the gradient echo was used.
We evaluated parameters of different soft tissues by one-contrast and multi-contrast images.

To the classification and segmentation of tissues are very interesting obtained data from PD
image (one-contrast image) and SWI*T1 image (multi-contrast image). Proton density weighted
images and SWI*T1 images shows good contrast and very good signal to noise ratio in all examined
tissues. The PD images are easily measurable and feasible for consequent image processing. This
kind of weighting appears to be the best for image segmentation. T2 weighted images show worst
contrast and small signal to noise ratio. Image segmentation and tissue differentiation will be
difficult in this type of image. We also examined the data achieved by measurement of gradient
echo and calculated SWI weighted image. The signal processing is more difficult in this case, but



32 PIERS Proceedings, Taipei, March 25–28, 2013

the information obtained about bone marrow is very interesting.
Future work will be focused on analyzing of the multi-parametric data of the tissues, which

were mentioned in this paper. The values in tables are very important for selection of segmentation
methods such as thresholding, edge analysis by Sobel mask, watershed and very interesting method
based on region-based level set approach or active contour [15, 16]. The segmentation can play an
important role in determining pathology in animal tissues even in human tissues.
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Abstract— The article presents the transient task numerical modelling of the electrodynamic
process in gas with a pulsed electric field and its application to a test device. Within the numerical
model, non-linear electric properties of gas are respected and, by the help of a non-deterministic
stochastic model, the possibility of an electric charge generation is analyzed. The authors examine
the problem of electric charge probability evaluation; on the basis of testing the tip-tip disposition,
a comparison of individual instances of the probability function evaluation is provided.

1. INTRODUCTION

The origins of research in the field of single-shot processes modelling date back deep into the past
century. Then, the related problems were solved through the use of experimental methods as
applied by Nikola Tesla, the late doyen of electrical engineering [1, 2]. For the solution of the pulse
process in an electromagnetic field, models based on the conversion of a physical model into a
mathematical one can be classified as stochastic. From the perspective of a macroscopic physical
model, the concerned tasks mostly involve a high number of relations of the system elements,
with the possibility of description comprising only several external parameters and functions of the
system. The models can be further solved as stochastic [3] or deterministic. For numerical models
based on finite methods, it is easier to utilize the stochastic approach [4] in the first approximation
This article utilizes the example of a 2-D and 3-D model to present the algorithm and parameters of
a stochastic model of discharge generation in an air spark gap [3], Figure 1. The related experiments
on a test circuit are indicated in Figure 2.

2. STOCHASTISATION OF THE MODEL: THE STOCHASTIC/DETERMINISTIC
APPROACHES

One of the many techniques of “stochastisation” is focused on the change of input parameters of a
deterministic model consisting of the stochastic (probabilistic) processes. The solution of the final
model has a random process character (stochastic approach). A simple differential equation can be
written in the form

dx

dt
= a (x, . . . , z, t) . (1)

Stochastic form of the equation with the member added to the right-hand side can be written as
b(t,X(t), . . . , Z(t))ξ(t)

d

dt
X(t) = a (X(t), . . . , Z(t), t) + b (X(t), . . . , Z(t), t) ξ(t), (2)

E [V/m]

ϕ = 0 V

ϕ

Figure 1: A simple electrical spark gap, 3D.

mesh for the movable metal

point of test electrode

Figure 2: A test PCB circuit for an electrodynamic
test, 3D analysis.
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where the symbol x(t) describes the stochastic process of the main function change. The solution of
this equation will include the stochastic process X(t). Another stochastisation technique is based
on deterministic solution of the relation (2) for the non-trivial function with discontinuities in the
time domain. Modification of the model (2) is performed by changing

dX(t) = a (X(t), . . . , Z(t), t) dt + b (X(t), . . . , Z(t), t) ξ(t)dt, (3)

and after that, the part ξ(t)dt
dW (t) = ξ(t)dt, (4)

where dW (t) is known as the Wiener process W (t) incrementation. The function can be explained
as Brown movement. Then the model changes the formula Then the stochastic differential equation
from relation (3) can be written as

dX(t) = a (X(t), . . . , Z(t), t) dt + b (X(t), . . . , Z(t), t) dW (t), (5)

and the next step for the description of the time domain is in the form

X(t) = XT0 +

T∫

T0

a (X(t), . . . , Z(t), t) dt +

T∫

T0

b (X(t), . . . , Z(t), t) dWt (6)

The above-stated model (6) can be further solved by means of well-known methods. One of the
promising techniques is based on utilizing cognitive functions and system [1–9] in solving the
stochastic system of partial differential equations In the following sections of this study, the stochas-
tic approach tested within article [3] will be analyzed.

3. THE NUMERICAL MODEL

As it was already discussed in study [3, 4], the model is formulated for a quasi-stationary electric
field from reduced Maxwell’s equations

div εE = q, divJ = −∂q

∂t
, (7)

div (γE) = −∂q

∂t
, (8)

where E is the electric field intensity, J is the current density vector, ε is the permittivity, γ the
conductivity, and q the electric charge. After modification, the equations from (7) become

div
(

γE +
∂ (εE)

∂t

)
= 0. (9)

If the formulation of electric intensity vector by the help of potential ϕ is respected,

E = −gradϕ, (10)

then the model according to expression (7) can be written as

div
(

γgradϕ +
∂ (εgradϕ)

∂t

)
= 0. (11)

In the expression (11), the partial derivative includes the formulation εgradϕ. If we assume time
independence of the environment macroscopic characteristic — permittivity ε, the form can be
written in a manner consistent with paper [4]

div
(

γgradϕ + εgrad
∂ϕ

∂t

)
= 0. (12)

This form, in the dynamical modelling of an electric field shock wave, does not include the effect of
permittivity variation. Conversely, conductivity γ, or electrical resistivity ρ as its reversed value,
is shown in Figure 3.

If we assume the dependence of electrical permittivity ε on time variation and the module of
electric intensity E, model (11) could be employed for more exact description of the processes
related to an electric discharge. The time behaviour of electric potential variation was preset with
parameters of 1.2/50µs, Figure 4.
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Figure 7: The distribution of the probability func-
tion P , t = 0.2 µs: the probability function P at the
start of the electric discharge.
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Figure 8: The distribution of the probability func-
tion P , t = 0.2 µs: the probability function P at the
start of the electric discharge.

4. A 3D STOCHASTIC MODEL

If we apply the probability function according to reference [3] for the 2D/3D stochastic model based
on relation (6), then

Pi,j =


 Ei,j∑

i,j
Emax




η

, (13)

where Eij is the electric intensity module of the numerical model element solved by means of the
finite element method (FEM), Emax, is the maximal allowable electric intensity module (strength)
in the air, η relates to the growth probability with the local electric field. The time behaviour



36 PIERS Proceedings, Taipei, March 25–28, 2013

dielectric material

metal material

Figure 9: The distribution of conductivity γ, t =
0.2 µs.

Figure 10: The distribution of electrid field intensity,
t = 0.2 µs, range from 1000 to 18000 V/m.

Figure 11: The distribution of electrid field intensity,
t = 0.2 µs, range from 1000 to 680000V/m.

Figure 12: The distribution of electrid field intensity,
t = 0.2 µs, range from 1000 to 68000 V/m.

of electric potential ϕ is shown in Figure 4; we tested the model behaviour for Emax = 3 kV/cm,
Emax = 100 kV/cm. The probability function (13) consists of two basic functions and is indicated
in Figure 5.

For example, for entering the waveform of intensity of electric field E (electric potential ϕ) from
the behaviour described in Figure 3 Emax = 30 kV/cm, the distribution of electric field E for the
non-uniform mesh of the 3D model elements is shown in Figure 2. However, for the process described
in paper [3] and the evaluation of probability function (13), probability distribution P in the quasi-
stationary 3D model (12) is indicated in Figure 6. Figure 7 presents the probability function P in
scales that indicate locations to which the electric discharge is likely to jump; Figure 8 shows the
location where the electric discharge will start; Figure 9 indicates the model complemented with a
known value of specific conductivity γ. In Figures 10, 11, 12, the distribution of the electric field
intensity modules in different scales is shown. All these data can be utilized by the designer for
proper implementation of changes to the board design.

5. CONCLUSION

The tests conducted by the help of a 3D numerical model designed for the modelling of the electric
discharge stochastic process proved that the quality of the assembled numerical model, uniform
distribution, and boundary conditions setting are of fundamental importance to the modelling
procedure. The stochastic model algorithm was tested on the design of a preliminary module
having an architecture of intermediate complexity.

We selected one probability function and applied it to the tested model of the electronic module.
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Abstract— The common description of wireless propagation channel is frequency dependence
of the attenuation, which is not appropriate parameter for modern communication systems using
micro cells. It is more required to have information about utilization and interference in the
particular channels, because there is no difficulty to set up link budget for small cell wireless
transmission. This paper introduces innovative stochastic channel description mainly for cognitive
radio application. Based on the localization of the primary users in the frequency spectrum
at current location, cognitive system minimizes risk of the interference between primary and
cognitive users using dynamic spectrum sharing. Hence we are presenting suitable model of
spectrum occupancy for cognitive system based on stochastic analyses. According to the typical
utilization of the wireless channel it is possible to classify typical radio transmission according to
several criteria as following: utilization of the specific frequency band, bandwidth of the unused
part of spectrum, duration of the spectral holes in the frequency band. These parameters should
be used for wireless service planning rather than conventional one. Subsequently, we can reach
more reliable results.

1. INTRODUCTION

Data communications have been changed during last few decades. Slow telephone line was replaced
by optical cable transporting several Gbps. Similar progress can be observed in wireless systems
as well. The best example is well-known WI-FI system, working in ISM band. The basic speed
several Mbps in IEEE 802.11b was increased up to several hundred Mbps in IEEE 802.11n [1].
All of these improvements were connected with using similar or lower radiation power but using
more complicated modulation schemes (64 QAM and more), which need sufficient SINR (signal to
interferences and noise ratio) to secure reliable data demodulation. It became more complicated
to plan wireless coverage using conventional models based on the radio wave attenuation [2] on
significant frequency. New methods of the planning in micro and femto cells are necessary to ensure
reliable results. Moreover, the problem of nowadays communication systems is also under utilization
of the frequency spectrum. Conventional licensing schemes led to massive under utilization of the
frequency bandwidth [3, 4]. Moreover, some shared parts of the spectrum (such as ISM band) are
used by several services (WI-FI, Bluetooth etc.) at the same time and location. Therefore it is
very difficult to reach sufficient transmitting/receiving conditions in these shared bands.

The possible solution of the problems mentioned above was recently opened and discussed in
dynamic spectrum sharing [5]. Dynamic spectrum sharing is mostly taken into account as a part of
cognitive radio system [6, 7], which is an intelligent, autonomous wireless system using its awareness
ability of the other wireless environment (providers, users, etc.) to optimize its wireless traffic. The
most important part of the cognitive radio is called cognitive engine and it is managing all data
inputs and outputs. The main goal of the cognitive engine is to maximize SINR and minimize
effect of the cognitive radio (secondary) users for the current (primary) users of the shared wireless
domain. Dynamic spectrum sharing divides the spectrum (or users into two main groups). Firstly,
the licensed (primary) users have their privilege to use the frequency band by a licensing operator.
Secondly, the transmitting resources of the cognitive (secondary) users, are managed by cognitive
engine [8]. Cognitive engine should allocate primary users band when privileged user is inactive
for secondary users to increase capacity of their service or reallocate cognitive users to minimize
interference.

It is obvious, that model of frequency spectrum and its changes in time are necessary for es-
tablishing cognitive system. Spectrum sensing, as an awareness feature of cognitive radio, should
be improved by statistic data. In this paper we present preliminary results of the stochastic [9]
wireless channel modelling. We are not focusing on the conventional frequency parameters such as
attenuation and dispersion but we are establishing model on time evolution of the primary user’s
frequency spectrum utilization and spectrum holes durations.

This paper is divided as follows. After this introduction section, there are defined some prereq-
uisites for wireless channel planning and cognitive radio phenomena. Secondly, parameters of the
channel description are presented with results and finally, paper is concluded in the last section.
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2. CHANNEL NETWORK MODEL

The situation in the frequency spectrum is quite chaotic. Some bands are allocated only for one
service and the rest of them are shared by many providers. In both cases, some parts of the
frequency spectrum are not used in current time and location as it is depicted in Figure 1. The
main goal for dynamic spectrum sharing is to improve spectrum utilization by using spectrum holes
by deploying another service or to increase capacity of the current service. The main problem of
the dynamic sharing is to aware actual information about spectrum situation and distribution of
the spectrum users in time, which is mainly represented by spectrum sensing. There are three main
possibilities how to perform spectrum sensing. Firstly, matched filters are used for its sensitivity
and speed, but we need to have information about the service. Secondly, cyclostacinary detection
uses autocorrelation of the sensed signal and bank of partly known signals. It is robust and provides
good results for low SNR, but information about sensing signal required. Finally, energy detection
is used for its complexity. It is possible to detect completely unknown signals, but it is not working
for low SNR (threshold level must be carefully set). Unfortunately, it is impossible to perform
wideband real-time spectrum sensing. Using statistical model looks as good opportunity to provide
useful additional information about wireless channel with satisfactory precision to improve sharing
possibilities.

The measurements [3, 4] prove that average utilization of the large frequency band (0.7–2.7 GHz)
is less than 5%. In [4] the location and consecutively number of people occupying that location are
also taken into account. People using wireless services are increasing risk of interference at current
location. Subsequently it is necessary to implement this feature to the channel describing model.
To be more specific in this paper we deal with WI-FI system, which works in the ISM band.

WI-FI system is generally operating in 13 channels, each is 22 MHz wide. Channels are overlap-
ping, because every other channel bandwidth begins only 5MHz after the previous start. Channels
#1, #6 and #11 are not overlapping each other and therefore most of the traffic is placed into these
channels. Due to modern WI-FI devices using OFDM it is impossible to distinguish used channels
only by energy detection. The possible situation in the WI-FI frequency band is depicted in Fig-
ure 2, where the top figure shows the time progress of spectrum utilization (spectrum utilization
was determined according to [4]). The middle plot shows the average utilization in time and finally,
bottom plot shows utilization of several channels in time. From Figure 2 it is obvious, that there
is plenty of the spectrum sharing possibilities in all channels, including most utilized channel #1.
Statistical information from this figure is also summarized in Table 1, where is calculated typical
spectrum hole duration.

The analysis of the measurement results show [4], that there is real sharing possibility in each
WI-FI channel. It clear, that in heavily used channels (such as channel #1 in Figure 2) it is only
lack of sharing possibilities. On the other hand, the same location during the public holidays has
totally different values (Table 1). The measurement contains a one hour sample of the spectrum
situation at specific locations.

The typical spectrum gap duration is key factor of the sharing mechanism. Cognitive engine
needs to predict duration of these spectrum gaps, because allocation new service into small gaps
should decrease performance of the whole system.

3. STOCHASTIC CHANNEL DESCRIPTION

Generally, the conventional method of planning wireless system is by using signal attenuation model.
This type of model does not take into account real situation at current location and it provides

Figure 1: Frequency spectrum evolution in time.
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Table 1: Example of spectrum holes duration from measurement at different locations.

Channel #1 Channel #2 Channel #3 Channel #6

Indoor-occupied

Spectrum hole duration, avg. [s] 2.35 2.41 36.24 20.3

Number of holes, [-] 366 363 99 170

Indoor-unoccupied

Spectrum hole duration, avg. [s] 35.92 57.29 All time 124.51

Number of holes, [-] 97 62 1 29

Outdoor-rural

Spectrum hole duration, avg. [s] 126.1 121.75 All time All time

Number of holes, [-] 28 29 1 1

only “best situation” results. For putting it more in practice, we have to be concerned with many
real-time variables, such as: moving users, providers, type of the service which is used by users
and etc.. We found solution in stochastic model of wireless channel, which provides opportunity
of prediction in time domain and it is also possible to solve cognitive radio problems via Game
Theory [8].

Our proposed model is set according to several parameters and it is developed mainly for cog-
nitive system applications. It defines probability of sharing possibilities PSP (see flowchart of the
calculations in Figure 3). Nonetheless to say, that we are not focusing on particular frequency. The
attention is paid on particular channel or whole band of some service (in this case WI-FI). Firstly,
we need to describe environment in which the whole process take place. Each type of the environ-
ment has its own “spectrum sharing” probability function in proposed model. The shape of the
function is based on the type of the environment (indoor/outdoor) and on the service description
as well. Some of these values were tuned by values obtained from measurements [4]. The result of
this part is the probability of the spectral hole (PSH) caused by environment. Secondly, the users
and service providers are randomly generated into the environment. As we mentioned above, in
this paper we present preliminary results limited for WI-FI band. This service is well described in
the literature [1]. In our model we also take into account, that non-overlapping channels (#1, #6
and #11) are statistically more used than the other (by weighting coefficients). Also we classified
several type of user. Users using WI-FI network for streaming TV broadcast demand stable con-
nection and full bandwidth. Contrary, users using network only for web or e-mail have much lower
requirements regarding to stability and quality and capacity of the connection. Behaviour of both
user groups should be changed in time.

The results are calculated by “brutal-force” method, which has to be improved in further re-
search. Finally, the outputs from the simulations are divided into two groups. Optimistic case
in meaning of spectrum sharing is likely to be the best possible situation for cognitive radio. On
the other hand, pessimistic case stands as the worst possible scenario. In this case we are able to
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Figure 3: Flowchart of the calculations.

Table 2: Results of WI-FI channel description with comparison to measurements.

Scenario Channel
Optimistic possibility of
spectrum sharing [%]

Spectrum utilization
by measurement [%]

Indoor Overall 17.9

Occupied area
#1 6 77.2
#2 7 78.3
#6 4 9.8

Indoor Overall 4.8

Unoccupied area
#1 80 2.96
#2 81 0
#6 79 1.3

guarantee no influence for primary users. Naturally, in this case the sharing performance is very
limited. Typical observed values for channel description are summarized in Table 2.

4. CONCLUSION

This paper presents preliminary results of the innovative channel description tool, which improves
cognitive engine efficiency in the dynamic spectrum sharing. It was proved that under utilization
of the frequency spectrum should be used to increase system performance. Presented model of the
wireless channels is based on statistical functions of channel utilization and spectrum holes duration
instead of classical attenuation approach. The results from the simulation are mostly worse than
the measurements, due to the type of measurements, as a snapshot at specific location for some
part of time (approx. hours). Nevertheless, statistical model is a global model based on probability
functions. Also utilization is calculated as a ratio of the “used” frequency points divided by total
measured frequency points. It is obvious that no all spectral holes ale suitable for spectrum sharing
and they are not taken into account in our simulations. Right spectrum planning should improve
SINR around 30 dB.

Cooperative games according to the game theory [8] and preparation of wideband results are the
main areas we would like to deal with in further research. All of these values need to be calibrated
by measurement values in order to reach maximal fidelity. It is likely to be demanding to go deeper
inside WI-FI service to comprehend also with unused parts of each channel in order to achieve more
complex measurements. OFDM allows us to use also unused parts of the spectrum in the channel.
More coordination and intelligence is assumed from cognitive engine.
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Abstract— In this work the statistical evaluation of T1-weighted imaging and diffusion-weighted
imaging of human tissues in then healthy people was made. In each patient the statistical data
were evaluated from several tissues: bone, bone marrow, muscle, fat, white matter and gray
matter. Based on this statistical data, we made a new statistics. By each tissue we evaluated
following statistical quantities: standard deviation (S.D.), skewness and kurtosis. The box plots
and small statistic database were created. This database is used to determine the tissues.

1. INTRODUCTION

The research of pathology of human tissues is currently very interesting [1]. Development of the
magnetic resonance imaging represent very significant step because this technique provides images
with excellent soft tissues contrast [2, 3]. We used two methods for measurement T1 relaxation
time weighted images (T1W) and diffusion weighted images (DWI). The first one variable is the
spin-lattice relaxation T1. This variable describe the mechanism by which the z component of the
magnetization vector comes into thermodynamic equilibrium with its surroundings. The second one
variable is the diffusion coefficient D. This coefficient constitutes a random translational motion of
molecules given by their thermal energy without requiring mass volumes motion. During diffusion
time [4], the molecules may pass through regions having different diffusion coefficients D, by which
means there occurs time dependence of the coefficient. Diffusion is often an anisotropic quantity
(the D-value differs depending on the direction), and therefore coefficient D turns into tensor
D, which can be obtained only through measurement in six independent directions. The most
commonly used method for measurement of diffusion coefficient is The Pulsed Field Gradient Spin
Echo (PFGSE). It is Spin echo methods, with two diffusion gradients [5].

In our experiment we used a MR tomograph at the University Hospital Bohunice. The MR
tomograph dispose of static field flux density B0 = 1.5T. Method of measurement and processing
was tested on the healthy volunteers.

We defined the area of individual tissues in the measured images. We are interested in these
tissues: gray matter, white matter, muscle, bone marrow and bone. The statistic analysis was made
in these selected areas of the tissues. The value of maximum, minimum, means, standard deviation
and also higher statistic orders such as skewness and kurtosis was obtained. With the knowledge
of the individual tissues statistical quantities, the particular tissues can be automatically searched
by using a special proposed algorithm.

2. STATISTICAL ANALYSIS

For our experiment we have to introduce the notion of a box plot. The box plot (a.k.a. box and
whisker diagram) [6] is a standardized way of displaying the distribution of data based on the five
number summaries: minimum, first quartile, median, third quartile, and maximum. In the simplest
box plot the central rectangle spans the first quartile to the third quartile (the interquartile range
or IQR). A segment inside the rectangle shows the median and “whiskers” above and below the
box show the locations of the minimum and maximum, see Figure 1.

3. EXPERIMENT

To our experiment we used then healthy people. Each person was measured in MR tomograph and
we obtained then sets of images (T1W and DWI), see Figure 2. We defined the area of individual
tissues in the measured images [7, 8].
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Figure 1: The box plot.

Figure 2: T1 weighted image (T1W) and the diffusion weighted image (DWI).
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Figure 3: The box plot of the mean values: (a) T1W, (b) DWI.

In our experiment we used a MR tomograph at the University Hospital Bohunice. The MR
tomograph dispose of static field flux density B0 = 1.5T. The statistical evaluation of obtained
data from several individual tissues: bone, bone marrow, muscle, fat, white matter and gray matter,
was performed [8, 9]. On the basis on this statistical data from individual human tissues, we made
a new statistics (statistic from statistic). By each statistical evaluation of tissue we calculated
following statistical quantities: standard deviation (S.D.), skewness and kurtosis. The box plots
and small statistic database were created. This database is used to determine the tissues.

4. EVALUATION RESULT

In Figure 3 to Figure 6 you can see the box plots obtained by statistical analysis of individual
tissues from a sample of then healthy people. The left column shows the box plots of statistical
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evaluation of T1W images and the right column shows the box plots of statistical evaluation of
diffusion weighted images (DWI). The Figure 3 shows the mean values box plot of individual tissues.
The Figure 4 represent standard deviation (S.D.) box plot of the individual tissues. The Figure 5
displays the kurtosis box plot of individual tissues and on the Figure 6 you can see skewness box
plot of individual tissues. Thus obtained box plots are very useful for determining the unknown
tissues, see Section 5.

5. PRACTICAL APPLICATION

With the knowledge of the individual tissues statistical quantities (Figure 3–Figure 6), the unknown
particular tissues can be automatically searched by using a special proposed algorithm. Based on
the created statistical analysis the small database for individual tissues classification was created.
The database contains the statistical data for human healthy tissues: bone, bone marrow, muscle,
fat, gray and white matter.

Figure 7 shows diagram of the sample tissues identification. The input of this diagram is
some unknown tissue sample. In the first step, a statistical analysis of unknown tissue sample is
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Figure 7: Diagram of the sample tissues identification.

performed. The evaluated statistical data of the tissue sample are correlated with our database
statistical data. The result is the identification of unknown tissues. The diagram shown in the
Figure 7 we can use for:

• Identification of healthy tissues.
• Finding the pathological tissues (the input of the diagram wills be sample of known tissue and

if we obtain on the output of diagram different identification of the sample tissue, we can say
with certain probably, that the sample of tissues is pathological).

6. CONCLUSION

The statistical evaluation of T1-weighted imaging and diffusion-weighted imaging of human tissues
in then healthy people we made. From the statistical evaluation we created the small database
of healthy human tissues: bone, bone marrow, muscle, fat, white matter and gray matter. By
each tissue we evaluated following statistical quantities: mean value, standard deviation (S.D.),
skewness and kurtosis. The box plots and small statistic database were created. The results of the
statistics data are presented in the Figure 3–Figure 6. This database is used to identification the
unknown tissues or for diagnosis of the pathological known tissues (see Figure 7).

Currently the database of the statistical data is small, the task for further work will be expanded
it. The results in the paper (database and diagram of the sample tissues identification) will be very
important for next study for the comparison between healthy and pathology tissues.
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Abstract— This article deals with possibilities of localization of the partial discharges (PD) in
oil power transformers. Localization can be performed on the basis of measured UHF waveforms
analysis during activity of the partial discharges. The time-shifts of the waveforms related to
transient process occurrence in the signals are the main input parameters for localization methods.
In order to estimate the position of the signal source in the 3D space a minimum of four antennas
has to be used, since the time of the PD is unknown. Designed application uses a numerical
method for detection of the discharge spatial location. Diagnosis of the partial discharge is split
into four Gross. At first, time graphs of detected signal are displayed for its visual verification.
Each group of displayed signals include time stamp of the actual trigger. This time stamp is used
as information for visualization of the position of the signal group in time range of the power
voltage period. Third part is focused on the spatial detection of measured discharges in volume
of the transformer. At least, statistical results are shown.

1. INTRODUCTION

Partial discharges (PD) in the high voltage transformer could cause risk of the transformer damage.
Detection of the discharge presence is possible by several methods based on sound or electromagnetic
signal measurement. This work is focused on measurement and evaluation of the UHF (Ultra High
Frequencies) electromagnetic signal. Partial discharge is detected as a signal in range from hundreds
of megahertz to units of gigahertz. Propagation delay of the signal from the place of the PD to the
each detector can be used for spatial localization of the PD. Goal of this work to design software
for detection, analysis and localization of the partial discharges.

2. MEASUREMENT SYSTEM AND LOCALIZATION METHOD

2.1. Diagnostic System
PD signal is detected by the special measuring system. Whole system contains 4 specially designed
sensing heads (Fig. 1), central unit and software for PD analysis and localization. Sensing heads
are mounted in to the front wall of the transformer. Heads are connected by triaxial cables.
This type was chosen for higher EMC robustness. These cables are simultaneously used for RF
signal transmission and DC powering of the sensing heads. Signal preprocessing part of each
head includes conical antenna, controllable attenuators, amplifiers and high pass filter. Data are
acquired by Agilent data acquisition system which uses a four-channel, 10 bit high speed cPCI
digitizer. Acquired signal is preprocessed by sensing head and digitalized by each channel with
preset parameters, see Table 1. Because of strong electromagnetic interference, diagnostic system
is mounted in a shielded box. This two stage box contains all required powering [6], data acquisition
and communication parts, Fig. 3.

Figure 1: Sensing head. Figure 2: Head mounted on the transformer.
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Table 1: Data acquisition parameters.

Number samples 2000
Time to be sampled 1000 ns

Sample interval 0.5 ns
Delay time −50 ns

Channel full scale 0.5 V
Offset 0V

Trigger level 10% of full scale
Trigger source All input channels

2.2. Localization Method
Method of the partial discharge location is based on the signal time differences of arrival TDOA.
Signal arrival time is determined from energy accumulation curve EAC given by equation [1, 2]:

wi =
ts
Z0

i∑

k=0

u2
k, k = 1 . . . N (1)

Waveform point of the signal arriving time was set to 10% from maximal value of the EAC.
Due to given antenna arrangement shown in Fig. 2 the localization results lies on circle which

plane is perpendicular to the straight line join of antennas. Therefore, solution can be found only
in 2D space as a intersection of the circle with relevant part of tested transformer. The initial
equation system defines source position towards three antennas
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Results of PD localization are calculated as a mean value from three partial solution obtained from
different combination of channels.

3. PARTIAL DISCHARGE DIAGNOSTIC AND LOCALIZATION SOFTWARE
APPLICATION

PD localization software application is designed as a multithread application. Basic function con-
cept of this application is to split measurement and visualization into separate threads in order
to achieve maximal possible computer performance for both application parts. Because of very
short times which are acquired and theoretically large amount of discharges per one 50 Hz period
is necessary to set up the acquisition hardware to the maximal performance.
3.1. Data Structures
Type of the data variable has to be chosen with respect to data transfer times and requirement of
maximal number of acquisition in one 50Hz period. Data which need to be transferred after one
trigger depend on the type of variable used to store the data. Comparison for int, int16 and double
are shown in Table 2. With respect to the maximal performance was the data variable type set to
basic integer.



50 PIERS Proceedings, Taipei, March 25–28, 2013

Table 2: Comparison of bit rate for different data types.

Number of data packets per second
bits of variable 1 50 (One per period) 2500 (50 per period)

bits per second
8 64 000 3 200 000 160 000 000
16 128 000 6 400 000 320 000 000
64 512 000 25 600 000 1 280 000 000

Figure 3: Assembly of the diagnostic
system in shielded box.

Figure 4: Analysis of the 50 Hz period time.

3.2. Trigger
Detection of the partial discharge is provided on all digitizer channels. Detected signal energy
depends on the place of origin of the PD. If the PD will occur on the left or right side of the
transformer winding the energy of detected signal will be biggest on the first or fourth channel.
Therefore, trigger input is configured as a multichannel trigger so the trigger input is used all four
input channels.

3.3. 50Hz Detection
Diagnosis of the partial discharge requires information about time position of the actually acquired
data in 20ms time period. This value is necessary for the PD visualization in phase graph. Cross
zero detection algorithm uses special hardware and external trigger input to detect position of the
supply voltage. Stability of the 50 Hz frequency is in Czech Republic defined as 50Hz ±1% in 99,5%
the year and 50Hz ± 6% in 100% in the year. With requirements of the precise visualization of
the PD in phase chart is necessary to detect actual frequency [5]. In case of one percent difference
detected and real frequency can this cause an error 3.6◦ in one period or 180◦ in one second. This
was solved by calculation of actual period time. Unfortunately, actual period is not stabile and
visualization error suppression require to refresh the period time after a several seconds. Fig. 4
shows fluctuation of the time period in time range of 1000 seconds (50 000 periods).

Detected time position of the zero value of the supply voltage and period time are calculated
as a mean value from ten measured values with regard to eliminate influence of electromagnetic
interference.

3.4. Acquisition Settings and Attenuators Control
Basic acqusition setting is shown in Table 1. These parameter are setted up with regard to signal
parameters. Possibillity of changing of acqusition parameters is crucial especially in case of first
examination of signals in continual aqusition mode.

Controable attenuators regulate transmition path output power. Attenuator attenuation depend
on controll voltage which is set by usb controlled hardware in range 3–40 dB, see Fig. 5.

3.5. Application Modes
Diagnostic of partial discharge could be split into the two modes. Firs mode works in loop in
order to acquire and visualize data continuously. This mode is to a certain extent similar to the
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Figure 5: Setting. Figure 6: Main window with phase chart.

Figure 7: Time graphs and scheme of transformed for visualization of PD localization algorithm results.

basic function of the traditional oscilloscope. Second mode could be described as “acquire and
wait”. In this case program will acquire 300 of data packets and stops acquisition. Both modes use
two types of acquired signal visualization, phase chart and time graphs of all four channels which
shows position of the acquired data to the zero supply voltage point. Chart uses two values, first
is angle 0◦–360◦ calculated as the position of data to the time of the supply voltage zero time,
Fig. 6. Actual angle need to be additionally corrected with power and transformer angle difference.
Second parameter is mean value calculated from maximal voltage values in all channels [3].

Measurement of the partial discharges starts with examination of the signals in continual mode.
Continual mode works similarly to the traditional oscilloscope, Fig. 7. User defines acquisition
parameters to achieve the best visualization of various signals in transformer. Optimal attenuators
and trigger settings have a crucial influence on selection of required signal. Second mode saves 300
data sets to memory and stops acquisition. This mode is designed for offline review of acquired
data. Data could be played continually in loop or selected manually and examined one by one.
3.6. Partial Discharge Location
Partial discharge location uses TDOA method. Localization is because of large amount of processed
data in online mode available only in memory mode. Use of four antennas allows locating position of
partial discharge in three dimensions. Unfortunately, transformers in nuclear power plant Dukovany
has all antenna plug-in points placed on the front side in line (see Fig. 2). Hence, localization is
possible only in two dimensions.

4. CONCLUSION

Designed application uses TDOA method for partial discharge localization. Special requirements
lead to online and offline function modes. Basics of the partial discharge analysis are shape of the
wave and its time position examination. For this purpose, first two tabs were designed to show
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this information clearly. PD location itself lies on the top of the application usage. Localization
method allows locating of the PD origin in 3D space. Unfortunately, 3D location requires nonlinear
placing of the sensing heads on the transformer wall. Therefore, application is not at this time able
to locate PD origin in 3D space.
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Abstract— MRI is a constantly developing region of medicine, which is suitable for the study
of soft tissues. The current methodologies for obtaining images weighted by relaxation times give
only an idea of the distribution of soft tissues. Differential diagnosis of a high-grade glioms and
solitary metastases is in some cases inconclusive. Investigators in several studies have demon-
strated that in perfusion MRI (magnetic resonance imaging) of high-grade glioms and solitary
metastases are differences. Analysis of the peritumoral region could be more useful than the
analysis of the tumor itself. Precise evaluation of mentioned differences in peritumoral region
gives a hopeful chance for tumor diagnosis.
This article describes automated detection and segmentation of the tumor and tumor edema.
Automated detection of the tumor tissue area is based on the human brain symmetry. Healthy
brain has a strong sagittal symmetry. Assuming the tumor is not placed symmetrically in both
hemispheres, is possible use this method for its detection. Tumor area is evaluated from image
which is obtained by summing partial results from all T2 weighted images. Segmentation and
precise detection of the tumor in the by previous step marked area is based on Chan Vese
algorithm. Segmentation is provided in T1 and T2 weighted images in order to achieve highest
precision on the tumor border. Resulting masks are applied to the various perfusion maps.

1. INTRODUCTION

The aim of this work is to create system for tumor and peritumoral region automated detection
and segmentation. Importance of the perfusion imaging method lies in its ability to describe
anatomy and physiology of the tumor and peritumoral region microvasculature [1]. Several stud-
ies have demonstrated that in perfusion MRI of high-grade glioms and solitary metastases are
differences [1–4]. Development of the magnetic resonance techniques reaches the point where the
automated segmentation and other image processing methods becomes necessary for everyday prac-
tice. Consequent parts of this article describe methods for detection of brain cancer tissue and its
segmentation.

2. METHODS

2.1. Data
MRI data contain three sets of images. Morphological images are T1 (FLAIR VISTA) and T2 (3D
FFE KL) weighted. Third but in this article not shown data are perfusion weighted PWI images.
2.2. Image Registration
Image registration is necessary in case of use various number of different images. MR perfusion
imaging require to measure time dependencies of blood pass throw the examined tissue. These
dependencies are acquired in range of tens of seconds. Time necessary to acquire all required
morphological and perfusion images could be in range of tens of minutes. During the time of
examination are all images affected by small patient movements caused by breathing or heart
beating. Moreover, large patient movements cause errors in tumor spatial localization and perfusion
evaluation. Images could be registered in two ways. First way is to detect interhemispheric fissure

Table 1: Data sets and its parameters.

MRI data set Data dimensions Voxel dimension
FLAIR VISTA 432px × 432px × 300 slices 0.578× 0.578× 1.2 mm

T1W 3D FFE KL SENSE 320px × 320px × 209 slices 0.84× 0.84× 1.6 mm
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which can be localized as a local minimum close to the center of gravity [ ]. Second way is Matlab
build-in intensity based segmentation method.

2.3. Localization of the Interhemispheric Fissure
Interhemispheric fissure is the space between right and left hemisphere. Because of strong saggital
symmetry, interhemispheric fissure can be used for detection of the unsymmetrical abnormalities [5].
Localization starts with localization of the center of gravity of the input image. Consequently,
interhemispheric fissure is created from detected local minima in center of gravity neighborhood.

2.4. Abnormalities Detection
Detection could be split into the pixel and region based approaches. Purpose of this detection is to
find position of the tumor or tumor edema but not to detect precise border of this areas. Resulted
image pixels could be defined as:

Om,n =
((∑m=+2

m=−2

∑n=+2

n=−2
I(m, n)

)
/25

)
−

((∑k=+2

k=−2

∑l=+2

l=−2
I(k, l)

)
/25

)
(1)

where m row index, n column index, k row index placed symmetrically to m with regard to
interhemispheric fissure, l column index placed symmetrically to n with regard to interhemispheric
fissure.

Negative values of resulting image indicates higher intensity values on the left of the interhemi-
spheric fissure and are placed to its right position from (m,n) to (k, l). Consequently, value of
O(m,n) is set to zero [11]. Summing of all detection results enhance contrast in tumor area, see
Fig. 1(a). High contrast represents target area for image segmentation. Consequent step, image
segmentation, will use this detected area as input mask.

3. SEGMENTATION

Segmentation is based on the Chan-Vese algorithm [6–8]. Method minimizes energy F with respect
to mean intensity value in areas c1 and c2 and curve C [6]:

F (c1, c2, φ)=
∫

Ω
(u0 (x, y)− c1)

2H(φ)dxdy +
∫

Ω
(u0 (x, y)− c2)

2(1−H(φ))dxdy + v

∫

Ω
|H(φ)|, (2)

where:

c1(φ)=

∫
Ω u0 (x, y) H (φ (t, x, y)) dxdy∫

Ω H (φ (t, x, y)) dxdy
(3)

and c2 (φ) =

∫
Ω u0 (x, y) (1−H (φ (t, x, y))) dxdy∫

Ω (1−H (φ (t, x, y))) dxdy
. (4)

(a) (b)

Figure 1: (a) Detected abnormalities in T1 weighted image. (b) Detected area in original image.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 55

Following equation represent evolution of the level set function φ.

∂φ

∂t
= δε (φ)

[
µ div

( ∇φ

|∇φ|
)
− v − λ1 (u0 − c1)

2 + λ2 (u0 − c2)
2

]
(5)

Solution of minimization energy problem can be found as [1]:

u(x, y) = c1H(φ(x, y)) + c2(1−H(φ(x, y))) (6)

Segmentation process continues till the change of the energy between two iterations reach limit
value.

Figure 2: Results of the segmentation based on Chan Vese method.

(a) (b)

Figure 3: 3D models of the (a) tumor and (b) tumor edema.
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Goal of this work is to create 3D binary matrix of tumor and tumor edema. Segmented images
has high contrast for tumor (T1W 3D FFE KL SENSE) and tumor edema (FLAIR VISTA). Results
of the tumor and tumor edema segmentation are shown in Fig. 2.

Created 3D matrix for tumor and tumor edema are used for processing of the perfusion weighted
data and sisualization of perfusion parametric maps in mentioned areas. Three dimmensional model
of both object are shown in Fig. 3.

4. CONCLUSION

Goal of this work was to detect and segment cancer tissue in human brain. In order to obtain the
best possible spatial information about cancer tissue were data acquired with high spatial resolution
and high with high number of slices. Automated method detects the tumor tissue in 38 slices of
T1W 3D FFE KL SENSE data and tumor edema in 106 slices of FLAIR VISTA data. Automated
abnormalities detection using brain symmetry with the use of Chan Vese segmentation method
proof possibility to segment required areas with good precision.
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8. Mikulka, J., E. Gescheidtová, and K. Bartusek, “Processing of MR slices of human liver for
volumetry,” PIERS Proceedings, 202–204, Xi’an, China, March 22–26, 2010.
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Abstract— If a magnetic field may influence behavior and movement of an electrically charged
particle, can this field also affect cells in living organisms? The aim of the study is to determine
the dependence of the growth of plant cultures on a stationary homogeneous and a gradient
magnetic field.We created nine magnetic fields of various magnetic flux density values and defined
the configurations. The magnetic fields were created by ferrite and neodynium magnets. The
map of magnetic fields was simulated using the finite element method in the ANSYS program and
experimentally measured with a Hall probe. The plant cultures applied in this experiment were
early somatic embryos (ESEs) of Picea abies (/L./Karsten, clone 2.2/2) and Pinus Engelman.
These cultures were derived at the Institute of Plant Biology, Mendel University in Brno. The
clusters of early somatic embryos were placed in Petri dishes; each dish contained one cluster of
the ESEs. The Petri dishes were placed in the magnetic fields. We used five dishes simultaneously
as the reference group and located them in the Earth’s magnetic field. Within the experiment,
the ambient conditions were a very important aspect; it was demonstrated that the conditions,
especially the outdoor temperature and humidity, have great influence on the growth of the ESEs.
The progress of growth was evaluated from 2D images of clusters in the Petri dishes, and the
area of the ESEs was calculated. For better characterization of the quality of the ESEs, we used
several magnetic resonance imaging (MRI) techniques with different types of contrast tomeasurea
large number of slices of the ESEs. The contrast was obtained by means of the spin density (SD)
method, relaxation times T1, T2, and magnetic field B0. This field characterizes the magnetic
susceptibility of the plant cultures. The multi-contrast analysis of 2D images enables us to achieve
better resolution of the clusters and obtain improved characterization of the plan culture growth.

1. INTRODUCTION

This article describes research into the influence of stationary and gradient magnetic fields on early
somatic embryos (ESEs) in Norway spruce (Picea abies) and Apache Pine (Pinus engelmannii).
The ESE clusters were placed in an induction medium located in Petri dishes; each dish contained
exactly one cluster. We exposed all these ESE clusters to stationary and gradient magnetic fields of
different intensities. The magnetic fields were created by ferrite and neodynium magnets [1]. The
configurations of magnetic fields were determined using ANSYS. We exposed the ESE clusters to
the influence of the magnetic fields and measured their size to calculate the growth rate; then, the
influence of the magnetic fields on the plant culture was evaluated.

2. DESCRIPTION OF THE APPLIED MAGNETS

Magnetic flux density (B) is a vector value that describes the magnetic field at any point around the
magnet. Magnetic flux density is defined by the magnetic force FB acting on a moving electrically
charged particle. Further, magnetic flux density is defined as a vector which has the direction
vF = 0. For thevelocity v perpendicular to vF = 0, the angle ϕ is defined. This angle acts between
v and vF, always is 90◦ and equals to the force acting on the particle size of the maximum FB,max.
The magnitude of the magnetic flux density is defined by the size of the force relationship.

B =
FB,max

|Q| v , (1)

where Q is the charged particles.
The homogeneous gradient field is defined as a field whose magnetic lines are parallel; this

magnetic field exhibits the same magnetic flux density value at all points. The gradient of the
magnetic field is determined using the temporal characteristics of the magnetic flux density decrease
in two parallel planes located at a defined distance ±r0 from the center of the gradients; another
aspect participating in the process of gradient determination is the calculation of the size of the
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field gradient. The spatial distribution of the magnetic field in excited layers of the sample in
positions ±r0 can be described by the following relationships:

B (r0, t) = Br0
(t) + Gr (t)× r0, (2)

B (−r0, t) = Br0
(t)−Gr (t)× r0. (3)

The zeroth-order Br0(t) gradient is given by the sum of two flux density valuesof the magnetic
fields Br0(r0, t) and Br0(−r0, t), which were measured in the positions +r0 and −r0.

Br0
(t) =

1
2

[B (r0, t) + B(−r0, t)] . (4)

The difference of the measured magnetic flux density values defines the size of the magnetic flux
density gradient Gr(t).

Gr (t) =
1

2r0
[B (r0, t) + B(−r0, t)] . (5)

The size of the magnetic flux density gradient between two magnets was calculated based on the
Hall effect:

UH = R̃H
IBy

d
. (6)

After expressing this relation, we obtain the formula for the calculation of the magnetic flux density

By =
UHd

R̃HI
. (7)

The characteristics of the applied magnetic fields were determined using the finite element method
in the ANSYS system. The representation of the resulting magnetic flux density vectors is shown
in Fig. 1.

In the experimental measurement of the magnetic flux density gradient, we assumed that the
highest value of the gradient will be achieved between the magnets. However, this assumption was
later refuted by the modeling in ANSYS; it is obvious from the results shown in Fig. 2 that the
highest magnetic flux density value can be found at the edges of the magnets.

Figure 1: Results of the ANSYS-based modeling.
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3. CHARACTERIZATION OF THE EXPERIMENT

The experiment was conducted in steps as shown in Fig. 3.
The acquired images of the ESEs were processed to provide the required data. For that reason,

we created an application in C#. NET, which allows for the recognition and subsequent calculation
of the area occupied by the ESEs [1]. The evaluated data were processed in Microsoft Excel; thus,
we performed the calculation of the average increment in the ESE area. For this calculation, we
utilized the equation

Pp =
[(

In

I0

)
− 1

]
× 100, (8)

where Pp is the area increment expressed in percent [%], In is the area after n days of cultivation
[mm2], and I0 is the area at the beginning of the cultivation [mm2].

4. RESULTS

It is obvious from the obtained values shown in Fig. 4 that the most stable and suitable conditions
for the growth of the ESEs were provided by the ferrite magnet exhibiting the magnetic field
gradient value of 5.68 T/m. Ferrite magnets are generally considered (mainly because of their
properties and easier handling) a convenient solution for experiments with ESEs.

5. MULTI CONTRAST VIEW OF THE ESES OBTAINED USING THE MRI

We realized a measurement of the ESEs by means of MRI techniques. The aim was to measure
slices of the grown cultures and to acquire images with the contrasts of SD, T1, T2, and B0 [2].
The experiment was carried out on a Magnex 4.7 T 200 mm i.d. horizontal bore super conducting
magnet at 200MHz at the Institute of Scientific Instruments. A water-cooled Magnex 150mm
i.d. gradient set was employed; the apparatus is driven by IECO GPA 200–350 amplifiers, which

Figure 2: Behavior of the magnetic flux density gradient at the edges of the magnet.
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Figure 3: Description of the experiment by means of a processing diagram.

Figure 4: Diagram of the ESEs growth in the magnetic fields.
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Figure 5: Map of the relaxation times T1 and T2 for the measured cluster.

can provide maximum gradients of 180 mT/m. All the experiments were performed with an MR
solution console. The data measured were processed using the MAREVISI (8.2) and MATLAB
(7.11.0) programs [3]. In the first measurement, we used clusters of the ESEs labeled 1 to 15 with
the contrast of T2 for TE = 16 and 30 ms; at this instant, we also measured ESE clusters labeled
7, 14, and 15 having the B0 contrast via the spin echo method (SE = ±1ms). In the second
measurement, one Petri dish (15) was measured, and the following contrast types were evaluated:
spin density (SD), T1 — the IR method at times TI = 10, 200, 500, 1000, 2800 ms and T2 — the
SE method for TE = 16 and 30ms.

The size of the magnetic susceptibility in cluster 15 can be calculated from the change of the
field in both the substrate and the cluster.

χ =
BSUB −BCLU

B0
(9)

6. CONCLUSIONS

The experimental results show that the effect of gradient magnetic fields on ESEs varies consider-
ably. Thus, it is not easy to answer the question of whether magnetic fields accelerate or suppress
the growth of cultures; this problem will be the subject of further research. This paper provides
overall clarification of the measurement methodology; this clarifying aspect is further accentuated
by the basic program created to support the evaluation of the results.
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Abstract— The problem of finding a suitable diagnostic procedure for the examination of
structural components of buildings has been closely analyzed in recent years. In this connection,
the major interest is currently directed towards wood as a type of heterogeneous material; the
utilized diagnostic procedures are under constant development to enable broad industrial ap-
plication in the future. Within the research presented in this study, a new diagnostic method
based on X-ray imaging has been proposed and tested. The technique utilizes the reduction of
imaging information into 2D/3D planar projection, and it allows us to image clearly the rate of
material damage by displaying the weighted damage rate. Another method is based on acoustic
identification of structural elements infest ed with wood-destroying insects.

1. INTRODUCTION

Currently, the protection of wooden structural components against decay fungi and wood-destroying
insects is widely realized through the use of the thermal treatment technique, which has been known
and applied in Germany since the 1930s. The principle of this method consists in heating the related
wooden structures by means of hot air whose temperature does not exceed 120◦C; the duration of the
process corresponds to 4–10 hours. The generated heat is accumulated inside wooden components
of the structure under treatment, and the temperature of these components may reach as high
as 60◦C within the cross-section. The laboratory experiments involving the discussed diagnostic
methods and damage recognition were described within reference [1]. In the following sections of
our analysis, outdoor applications of these procedures will be described.

2. EVALUATION OF MECHANICAL PROPERTIES OF WOODEN STRUCTURAL
ELEMENTS

The design of a mobile workstation which satisfies the requirements concerning the resolution
accuracy of the evaluated image, (RTG image point −87/125µm) [9], is shown in Fig. 1. The
realized workstation is indicated in Fig. 2.

The following-described system can be used to monitor and evaluate the condition of wooden
elements. As shown in Fig. 7 [1], the damage rate can be effectively determined and the presence
of pests such as old-house borer (Hylotrupes bajulus) evaluated [2–11], Fig. 2.

The localization of wood-destroying insects was tested on laboratory samples which, in a defined
manner, had been purposely infested with larvae of Hylotrupes bajulus, Figs. 3–4.

Figure 1: Diagram of the system for the monitoring of structural elements.
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Figure 2: Experimental setup for the monitoring of
structural elements.

Figure 3: An uninfested sample wooden element.

Figure 4: A sample wooden element attacked by the
insect: Infested regions are marked in red.

Figure 5: A sample wooden element attacked by the
insect. The sample is combined with a plaster coat-
ing and netting wire; the larvae were found at spots
marked by the red circles. Measured on 1 June 2012
at the gristmill in Kozlovice, the Czech Republic.

In real conditions, we conducted various experiments to obtain multiple types of information;
thus, we also examined and obtained data on wooden elements combined with other materials
(Fig. 5). In the data evaluation process, optical instruments are applied to create the 3D sharpening
effect (image filtering), which enables us to determine the presence and position of Hylotrupes
bajulus larvae with a probability of 60–90%. The evaluation may be impaired by image artefacts
such as the netting wire in Fig. 5.

3. ACOUSTIC IDENTIFICATION OF AN ACTIVE WOODWORM LARVA

Sound recordings prove the presence of an active woodworm. However, as pest identification within
such recordings would be time-intensive in outdoor measurements, which may last for several hours,
special detection software was created. The software utilizes a suitable algorithm to ensure auto-
matic and, in comparison with the manual mode, up to thirtyfold faster seeking of the moments
of woodworm activity. Graphical output from the program is shown in Fig. 8; in the timeline,
the pest active moments are indicated in red, while the noise is marked in green. The recordings
presented in the figure are 4400 s and 100 s long, respectively. By means of this software, we can
easily perform time analysis of a multi-hour record and locate spots of the woodworm activity.
Then, the record (Fig. 7) can be started at red-marked times within the obtained diagram.

In the course of the trial outdoor RTG measurement, we also measured the sound track of the
pest in a biological material, and the related processing results exhibited open activity of the pest.
More concretely, the insect is active on a track recorded in one room of a house (Hukvaldy, Moravia,
the Czech Republic) on 1 June 2012, Figs. 7 and 8. Using the software developed at the Department
of Theoretical and Experimental Electrical Engineering, Brno University of Technology, the sound
track can be accurately analyzed to enable the location of the pest activity spots.

Trial measurements of the insect activity in damaged wooden samples were realized by means
of a sensor, and the related results are shown in Fig. 4.

The obtained results indicate that the applied measurement method can be successfully used
to prove the activity of wood-destroying insects in a biological material, Fig. 7. The following
diagrams introduce graphical output of the detecting program (Fig. 8) as well as the recording of
the pest activity (Fig. 7).
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Figure 6: Measuring configuration of a fonendo-
scopic device for long-time recording.

Figure 7: Recording of acoustic detection of an ac-
tive pest.

Figure 8: Graphical output of the program for acoustic detection of an active pest within the recording.

Figure 9: Instrumental box enabling the localization
of an object inside a biological structure.

Figure 10: Tools for the localization of an object
inside a biological structure.

4. LOCALIZATION OF AN OBJECT INSIDE A BIOLOGICAL STRUCTURE

To facilitate the localization of a woodworm inside a biological structure, the scanning of the object
must be performed from no less than two angles (ideally 90◦). In this measurement, the pest is
represented by a pin, mainly because metal is perfectly identifiable in an RTG image. While
laboratory conditions enable us to measure the object in all three axes of the three-dimensional
system, real measurements performed on a saved (treated) roof may not allow such configuration
owing to the structure of examined buildings. For that reason, the measurement was realized for
two angles, namely 0◦ and 90◦. Through further processing, the obtained images helped us to gain
insight into the location of the object (a pest larva) in a biological structure. A convenient setup
(phantom) was manufactured to support the measurement, Fig. 9.

We manufactured gauges with calibrated length guidelines to facilitate localization of the object
inside the fabricated openings. The guidelines are applied (with 10 mm spacings) along the entire
length of the gauges; this procedure allows pre-defined orientation and reading of the guidelines
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Figure 11: The measured study “A” for the localization of an object inside a biological structure (deployment
of the objects is as follows: d1 = 7 cm, a = 6 cm, c2 = 2 cm, b3 = 12 cm, c4 = 4 cm).

Figure 12: Views of the study “A” configured for the measurement of object localization inside a biological
structure.

Figure 13: Final RTG images of situation “A”, 3D evaluation of the phantom object localization.

Figure 14: Sample PT23-SE2- evaluation of the object volume damage.

during their insertion into the measuring setup. Before the real measurement, an 8 mm long metal
phantom was pressed into one end of each gauge (Fig. 10) to improve the contrast of the resulting
RTG image and simplify the detection of the pest.

The actual measurement was performed from all three sides of the instrument (studies “A”, “B”
and “C”), always from two views reversed by 90◦. Within each study, metal rollers were inserted
into engraved marks to facilitate the calibration of distance during the evaluation of the image.
Below we present only the results for study A, Figs. 11, 12, and 13. The quality and/or damage
rate evaluation of a structural element is shown in Fig. 14.

5. CONCLUSIONS

We designed and tested an X-ray transparent diagnostic method for 2-D imaging and 3-D quality
evaluation with respect to the assigned image parameters. The parameters were set in such a
manner as to enable the imaging of shot sections showing the rate of damage to the heterogeneous
structure building.
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In this context, we also tested acoustic monitoring methods for determining the presence and po-
sition of wood-destroying insects in wooden elements. The quality and/or damage rate diagnostics
were realized using real structural timber, including wooden supporting members.
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Abstract— A triple passband filter has been proposed using embedded resonators. The pro-
posed filter consists of a main dual feeding structure that embeds four resonators. The topology
of the four embedded stepped impedance resonators are designed to control and adjust the return
loss and insertion loss of the three passband response characteristics. Two transmission zeros are
realized for each passband and the selectivity of the filter is significantly improved. The proposed
filter is prototyped using material FR4 substrate with dielectric constant of 4.06, thickness of
1.6mm and loss tangent of 0.014, conductor thickness of 35 µm. The fabricated structure has
a miniature dimensional about the size of 15mm by 22 mm. The three passbands are observed
at center frequency 1.8GHz, 3.3GHz and 5.2 GHz respectively with S11 value less than −10 dB.
The corresponding passband insertion loss S21 is approximately −1 dB to −5 dB. Attenuation
is greater than 20 dB for lower and upper stopband. Measurement and simulation results are
discussed and presented.

1. INTRODUCTION

In this century, microwave and radio frequency have become a very important role in the commu-
nication world. Dual-band filters had been well known for low insertion loss, high selectivity, and
size. In general, dual-band are designed by cascading a broadband bandpass filter (BPF) with nar-
rowband bandstop filter [1]. Many had studied to improve and enhance on the performance using
different kind of filter [2–8]. The proposed configuration seems particularly suitable for integration
with multilayer transceiver antenna modules [9–13] and localization applications [14–18].

2. TRIPLE PASSBAND FILTER DESIGN AND CONCEPT

Figure 1 shows the design of the main dual feeding structure that embeds four resonators. The
resonators can be configured using various types of design topology to tune the intercoupling effect.

Figure 2 presents the layout of the proposed triple passband filter. The main structure compose
folded open loop half-wavelength resonator which embeds the four stepped impedance structures
(SIR) to reduce the length of the transmission-line resonators. Two transmission zeros are realized
for each passband and the selectivity of the filter is significantly improved. Table 1 details the
specification of the proposed triple passband filter.

(a) (b)

Figure 1: (a) Main dual feeding structure and (b) different topology for resonators.

Table 1: Design specifications of proposed triple passband filter design.

Parameter Value
Passband 1 Center Frequency (GHz) 1.8
Passband 2 Center Frequency (GHz) 3.6
Passband 3 Center Frequency (GHz) 5.6

Return Loss, S11 (dB) < −15
Passband Insertion Loss, S21 (dB) > −3

Stopband Attenuation (dB) > 20
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3. SIMULATION AND MEASUREMENT RESULTS

Figure 3 depicts the simulated results of the proposed triple passband filter design. The best
matching S11 response for first passband is observed at 1.9 GHz with value less than −15 dB. The
corresponding passband insertion loss S21 is approximately −1 dB. Attenuation is greater than
20 dB for lower and upper stopband. Next, the best matching S11 response for second passband is
observed at 3.5 GHz with value less than −15 dB. The corresponding passband insertion loss S21 is
approximately −2.5 dB. Attenuation is greater than 20 dB for lower and upper stopband. Lastly,
the best matching S11 response for third passband is observed at 5.6 GHz with value less than

Figure 2: Layout of proposed triple passband filter
design.

Figure 3: Simulated result of proposed triple pass-
band filter design.

Figure 4: Prototyped miniature planar triple pass-
band filter design.

Figure 5: Measured results of proposed triple pass-
band filter design.

Table 2: Simulation and measurement results of proposed triple passband filter design.

Parameter
Passband 1 Passband 2 Passband 3

Simulated Measured Simulated Measured Simulated Measured
Center

Frequency
(GHz)

1.9 1.8 3.5 3.3 5.6 5.2

Return Loss,
S11 (dB)

< −15 < −10 < −15 < −15 < −13 < −15

Passband
Insertion

Loss, S21 (dB)
−1 −1.7 −2.5 −3.8 −2.5 −5

Stopband
Attenuation (dB)

> 20 > 20 > 20 > 20 > 20 > 20
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−13 dB. The corresponding passband insertion loss S21 is approximately −2.5 dB. Attenuation is
greater than 20 dB for lower and upper stopband.

Figure 4 shows the fabricated proposed filter using embedded resonators using FR4 substrate
with dielectric constant 4.05 and thickness 1.6 mm. Measurement is done using network analyzer
and the measured results are shown in Fig. 5.

The best matching S11 response for first passband is observed at 1.8 GHz with value less than
−10 dB. The corresponding passband insertion loss S21 is approximately −1.7 dB. Attenuation is
greater than 20 dB for lower and upper stopband. Next, the best matching S11 response for second
passband is observed at 3.3 GHz with value less than −15 dB. The corresponding passband insertion
loss S21 is approximately −3.8 dB. Attenuation is greater than 20 dB for lower and upper stopband.
Lastly, the best matching S11 response for third passband is observed at 5.2GHz with value less
than −15 dB. The corresponding passband insertion loss S21 is approximately −5 dB. Attenuation
is greater than 20 dB for lower and upper stopband.

4. CONCLUSION

A miniature planar triple passband filter using embedded open-loop resonators has been presented
in this paper. With the presence of two transmission zeros, the frequency selectivity and insertion
loss is improved. Good agreement is obtained between the simulated and measurement results.
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Design of Planar Single-section and Cascaded Directional Filters

Y. H. Choo and K. M. Lum
School of Science and Technology, SIM University, Singapore

Abstract— In the proposed paper, a single-section and cascaded microstrip directional filters
is designed for modern communication systems, such as mobile telephony, radiolocation and
satellite links. The proposed filter takes on the structure of a Quadrature Hybrid coupler, where
a parallel branch is capacitively coupled by two coupling resonators. It also has four ports which
are completely match and exhibits a directional and filter-like frequency characteristics. This
four-port device has a bandpass response between ports 1 and 4 (S41), and its complementary
reject-band response between ports 1 and 2 (S21). No power is transmitted to port 3 (isolation),
and none is reflected to port 1. By compensating the line length between the coupling resonators
of the single-section directional filter, better performance can be achieved, notably in matching.
Furthermore, cascading multiple single-section directional filters will lead to the generation of
transmission zeros in the stopband and therefore will sharper the cut-off response characteristics.
To validate the proposed directional filter configuration, related analysis, and design theory, a
single-section and cascaded microstrip directional filters are designed and fabricated using FR-4
substrate with dielectric constant of 4.05, loss tangent of 0.014 and thickness of 1.6 mm. The
overall dimension of the single-section and cascaded directional filter are 74.4 mm by 45 mm,
and 122.2 mm by 50 mm respectively. For the single-section directional filter, the best matched
measured return loss S11 is less than −20 dB around center frequency of 2.35GHz. Good isolation
S31 is obtained at values less than −25 dB. The filter response shows a bandstop characteristic
with band elimination, S21 of −14.03 dB and a bandpass characteristic with coupling S41 of
−3.64 dB. For the cascaded directional filter, the best matched measured return loss S11 is less
than −25 dB. The measured S21 and S41, are −20.43 dB and −2.74 dB respectively. Power at
port 3 is well isolated with S31 values of less than −25 dB. The measured filter response showed
good agreement with the simulation results. Both simulation and measurement data are presented
and discussed.

1. INTRODUCTION

Many had studied to improve and enhance on the performance using different kind of bandpass
filter [1–7]. A directional filter is designed to multiplex band of frequencies such that one portion of
the band is used for east-to-west transmission and the other portion for west-to-east transmission.
It may have several different configurations and geometry and has the following properties [8]: It
has no reflection, i.e., when they are terminated in their own characteristic impedances, all the
four ports will be matched. It is directional, i.e., signal entering into port 1 emerges at ports 2 and
4, and none at port 3. The transfer function between ports 1 and 2, and that between 1 and 4
are compliments of each other, i.e., if one has a bandpass characteristic, the other has a bandstop
characteristic.

It has been known for many years about the principles of combining or separating different
microwave channels for interfacing with a single port antenna system [9]. With the growth of
satellite communication systems, the greatest technical advances were made in multiplexing struc-
tures [10]. There are a number of configurations employed for multiplexing network structures, such
as hybrid-coupled, circulator-coupled, manifold filters and directional filters multiplexers [9–14].
The proposed configuration seems particularly suitable for integration with multilayer transceiver
antenna modules [15–19] and localization applications [20–24].

2. DIRECTIONAL FILTER DESIGN AND CONCEPT

A single-section and cascaded directional filters can be implemented base on the theoretical concept
of a branch-line coupler. Fig. 1 below shows the main configuration of a microstrip directional filter
designed with two half-wavelength (λg/2) resonators. To ensure directional filtering effect, this
configuration is base on the following assumptions made at the point where a parallel branch is
capacitively coupled (at CP1, CP2, CP3 and CP4) is connected [11].

The principle of superposition is used to explain the mechanism of directivity in this filter based
on the length of the lines between the coupling points CP1 and CP2 (90◦), and points CP3 and
CP4 (270◦) [13]. At operating frequency, excitation of ports 1 and 4 at points CP1 and CP4 with
V /2 (even mode) amplitude waves, and excitation of ports 1 and 4 at the same points with waves
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Figure 1: Configuration of microstrip directional fil-
ter with coupling resonators.

Figure 2: A cascaded two-stage directional filter.

of amplitude V /2 and −V /2 respectively (odd mode), are equivalent to the excitation of port 1
with a V amplitude wave. The resonator on the right side is excited by the even mode excitation of
ports 1 and 4, and reflects V /2 amplitude waves at ports 1 and 4. The left resonator is excited by
the odd mode excitation, reflecting waves of amplitude −V /2 and V /2 at ports 1 and 4 respectively.
Hence, the amplitude of the wave at port 4 is V , while at ports 1, 2 and 3 is zero. At frequencies
outside resonance, the signal entering into port 1 pass to port 2 with zero loss.

Resonator scalability can be realized by cascading the directional filters, operating at the same
frequency, with quarter wavelength lines between each stage. Fig. 2 shows a block diagram of a
two-stage directional filters with each stage correspond to a single-section directional filter.

The multi-stage design procedure is based on narrow stopband filter theory [14]. Due to the
directional characteristic of these filters, a stopband response is obtained between ports 1 and 2
(S21), and its complementary bandpass response is achieved between ports 1 and 4 (S41), so each
stage of the multi-pole directional filter from ports 1 to 2, acts as a notch resonator. By cascading
several stages connected by 90◦ lines, it is possible to achieve a multi-pole stopband response
between ports 1 and 2 (S21) of the overall structure, and a multi-pole bandpass response generated
between ports 1 and 4 (S41) of the complete configuration.

In addition, better performance of single-section directional filters, especially in matching, can
be gained by compensating the line length between coupling resonators. Transmission zeros in
the stopband can be introduced by cascading identical directional filters, allowing sharper cut-off
characteristic and improves the band elimination considerably with little degradation in coupling.
The introduced transmission zeros can also be controlled by adjusting the connecting-line lengths
between directional filters or the parameters related to the coupling resonators.

3. SIMULATION AND MEASUREMENT RESULTS

Figure 3 shows the design configuration of a single-section microstrip directional filter using FR4
specifications.

By performing compensation and tuning, the optimized electrical characteristics of the two
parallel branch and two coupling lines are: θ1 = 305◦, θ2 = 82.7◦, z2 = 85.7Ω; φ0 = 92.7◦,
z1 = 109 Ω respectively. The filter response of this single-section filter configuration is simulated
from 1.5 GHz to 3.5GHz. The numerical simulation of the filtering characteristics are displayed in
Fig. 4.

The return loss (S11) and band elimination (S21) were tuned to center frequency 2.35 GHz. The
results show good matching with S11 less than −30 dB, band elimination of S21 is −14.97 dB and
coupling of S41 is −2.5 dB. There is also good isolation at S31 with values less than −25 dB around
the center frequency. The computed 3-dB fractional bandwidth of the S21 bandstop response is
8.9%, and the 10-dB fractional bandwidth of the S41 bandpass response is 13.6%.

Subsequently, two identical single-section directional filters were cascaded with optimized trans-
mission lines (θc = 43.2◦) to form a cascaded directional filter design. Its configuration and simu-
lated filtering responses are as shown in Fig. 5 and Fig. 6 respectively.

After cascading two identical directional filters, an improved filter response is achieved, with
S11 return loss less than −30 dB around center frequency 2.35 GHz. Band elimination of S21 is
−23.46 dB and isolation S31 at port 3 is less than −30 dB and the coupling of S41 is approximately
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−2 dB. From the S41 plot, two transmission zeros, at 1.81 GHz and 3.14 GHz, are introduced nearer
to the center frequency as compared to the single-section directional filter. The overall computed 3-
dB fractional bandwidth of the S21 bandstop response is 16.6%, and the 10-dB fractional bandwidth
of the S41 bandpass response is 21.7%.

The fabricated filters are depicted in Fig. 7 and the overall dimension of the single-section
and cascaded directional filter are 74.4mm by 45 mm, and 122.2 mm by 50mm respectively. The

φ0, z1 φ0, z1 

θ1, z2 

θ2, z2 

Figure 3: Single-section microstrip directional fil-
ter configuration.

Figure 4: Simulation result of single-section microstrip
directional filter.

θc

θc 

Figure 5: Cascaded microstrip directional filter configuration.

Figure 6: Simulation result of cascaded microstrip di-
rectional filter.

Figure 7: Fabricated directional filters.

Table 1: Measured results of fabricated single-section & cascaded directional filters.

Measured results for Single-Section directional filter

S11  S21  
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Measured results for Two-Cascade directional filter

S11  S21  

  
S31  S41

  

S31 S41

Table 2: Comparison of simulated and measured result of proposed filters.

Test Parameters
Single-Section Two-Cascade

Simulated Measured Simulated Measured
S11 < −30 dB < −30 dB < −30 dB < −25 dB
S21 −14.97 dB −14.03 dB −23.46 dB −20.43 dB
S31 < −25 dB < −25 dB > −30 dB > −30 dB
S41 −2.5 dB −3.64 dB −1.71 dB −2.74 dB

comparison of the simulated and measured results are tabulated in Table 1 and Table 2.
The measured 3-dB fractional bandwidth of the corresponding single-section S21 bandstop re-

sponse is 10.7%, and the 10-dB fractional bandwidth of S41 bandpass response is 15%. The mea-
sured 3-dB fractional bandwidth of the two-cascade S21 bandstop response is 20.5%, and the 10-dB
fractional bandwidth of the S41 bandpass response is 23%.

4. CONCLUSIONS

An analysis and design of a single-section and cascaded directional filters has been developed, based
on approximate and exact microwave circuit analyses. In the single-section directional filter, its
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performance is optimised, especially in matching, by compensating the line length between cou-
pling resonators. In addition, by cascading two identical directional filters, higher attenuation in
the stopband can be achieved due to the introduction of transmission zeros. By adjusting the
connecting-line lengths between directional filters or the parameters related to the coupling res-
onator, these transmission zeros can be controlled. As a validation check, a single-section and
cascaded directional filters was designed and implemented. Good agreement between the measure-
ment and simulation is observed, validating the proposed configuration, related analysis, and design
theory.
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Wideband Planar Filter Using Signal-interference Techniques
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Abstract— This paper presents a new wideband planar filter using signal-interference tech-
nique. The passband has a center frequency 1.5 GHz. The proposed filter topology has a 50Ω
input and output port respectively. The core design topology consists of a transversal signal-
interference filtering section that embeds a miniature transversal filter. Thus, under signal-
interaction principles, the filtering action comes about through the generation of multiple out-
of-band power transmission zeros and constructive passband signal combinations. The proposed
filter is prototyped using FR4 substrate with a dielectric constant of 4.4, thickness of 1.6 mm, loss
tangent of 0.022 and conductor thickness of 35 µm. The fabricated structure has a dimensional
size of 90mm by 100mm. The best matched measured return loss S11 is observed at 1.27GHz
with a value less than −42 dB. The corresponding passband insertion loss S21 is approximately
−0.5 dB with a −10 dB bandwidth of 1.2GHz. The lower and upper stopband attenuation is
greater than 40 dB respectively. Both simulation and measurement result are presented and
discussed.

1. INTRODUCTION

Filters play important roles in many RF/microwave applications. They are used to separate or
combine different frequencies. The electromagnetic spectrum is limited and has to be shared; filters
are used to select or confine the radio frequency and microwave signals within assigned spectral
limits. Emerging applications such as wireless communications continue to challenge RF/microwave
filters with ever more stringent requirements such as higher performance, smaller size, lighter weight,
and lower cost. Depending on the requirements and specifications, filters may be designed as lumped
element or distributed element circuits; they may be realized in various transmission line structures,
such as waveguide, coaxial line, and microstrip.

The design of wideband microwave filters has been a huge challenge over the last few years. Thus,
several compact filter realizations exhibiting an extremely large passband bandwidth have been
proposed using different technologies such as signal-interference [1]. Generally, planar transmission
structures such as microstrip line are widely used because of low cost, compact size, and ease of
implementation. Therefore, microstrip is commonly used to design filters.

Many had studied to improve and enhance on the performance using different kind of filters [2–
8]. The proposed wideband planar filter configuration seems particularly suitable for integration
with multilayer transceiver antenna modules [9–13] and localization applications [14–18].

Figure 1: Proposed wideband filter design topology with key dimensional data.
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Table 1: Design specifications of proposed wideband filter.

Parameters Values
Center Frequency (GHz) 1.5
Return Loss, S11 (dB) < −20

Insertion Loss, S21 (dB) > −1
Bandwidth (GHz) at −10 dB > 1
Stopband Attenuation (dB) > 30

Table 2: Comparison of simulated and measured results.

Parameters Simulation Measurement
Center Frequency (GHz) 1.41 1.27
Return Loss, S11 (dB) −40 −42

Insertion Loss, S21 (dB) −0.35 −0.55
Bandwidth (GHz) at −10 dB 1.3 1.2
Stopband Attenuation (dB) > 30 > 30

Figure 2: Simulated result for S11 and S21. Figure 3: Photograph of fabricated proposed wide-
band filter.

2. BANDPASS FILTER DESIGN AND CONCEPT

The proposed wideband planar filter design topology with its key dimensional data is shown in
Figure 1. The design is arranged on the top layer laid on a FR4 dielectric substrate. Design
specifications of the filter are shown in Table 1. The proposed filter topology has a 50 Ω input
and output port respectively. The core design topology consists of a transversal signal-interference
filtering section that embeds a miniature transversal filter. Thus, under signal-interaction principles,
the filtering action comes about through the generation of multiple out-of-band power transmission
zeros and constructive passband signal combinations.

3. SIMULATION AND MEASUREMENT RESULT

The simulated result for S11 and S21 of the proposed wideband filter are shown in Figure 2. The best
matched simulated return loss S11 is less than −35 dB at 1.41 GHz. The simulated corresponding
passband insertion loss S21 is approximately −0.35 dB and the bandwidth at −10 dB is 1.3 GHz.
The lower and upper stopband attenuation is greater than 30 dB respectively.

The wideband filter is prototyped using FR4 material. The board overall dimensional size is
90mm by 100 mm. Figure 3 shows the fabricated wideband filter.

Measurement is done using Network Analyzer. As shown in Figure 4, the best matched measured
return loss S11 is approximately −42 dB at 1.27 GHz and the corresponding S21 response is about
−0.55 dB. The passband bandwidth at −10 dB is approximately 1.2 GHz. The lower and upper
stopband attenuation is greater than −40 dB.
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Figure 4: Measured S11 and S21 response of proposed wideband filter.

4. CONCLUSION

In this paper, a new wideband filter using signal interference techniques is proposed. Simulated and
measurement results have shown reasonably good matching S11 and S21 response. Broad passband
bandwidth at −10 dB is also obtained. High attenuation above 30 dB is also obtained at the lower
and upper stopband.
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Planar Bandpass Filter Design Using Transversal Filtering

K. K. Oh and K. M. Lum
School of Science and Technology, SIM University, Singapore

Abstract— A new microwave single-passband planar filter using transversal filtering is pre-
sented. The proposed filter consists of transversal filtering sections. Three identical transversal
sections are cascaded between the 50 Ω input and output terminations and two addition stubs are
implemented at the input and output transmission line. These stubs vividly reduce the insertion
losses. The center frequency of the proposed bandpass filter is 2.6 GHz. It is prototyped on
FR4 substrate with dielectric constant 4.05, loss tangent 0.014 and thickness 1600µm. The over-
all dimensional size is 72 mm by 46 mm. Best measured matching return loss S11 is observed at
2.6GHz with a value less than −15 dB. The passband insertion loss S21 is approximately −2.5 dB.
Attenuation for the lower stopband and upper stopband is greater than 40 dB respectively. Both
simulation and measurement results are presented and discussed.

1. INTRODUCTION

With the increasing demand of wireless communication devices, the main key component is to
improve the performance and reduce the circuit size of the filter. This had become the key challenge
in order to emerge into the market today.

Many of the studied [1–7] had show the improvement and enhancement on the performance
using different kind of filter such as conventional microstrip bandpass filter, parallel coupled half-
wavelength resonator filters, hairpin-line filters, open-stub filter and many more. Filter using
stub-loaded structure have a good selectivity for transmission zero that are close to the passband.
Hence radial stub is being implemented as it is dimension is shorter compare to the equivalent
transmission line. The proposed configuration seems particularly suitable for integration with
multilayer transceiver antenna modules [8–12] and localization applications [13–17].

2. BANDPASS FILTER DESIGN AND CONCEPT

Design specifications of the proposed single passband filter are highlighted in Table 1 and the layout
is presented in Figure 1. The single-passband filter consists of three identical transversal sections
serially-cascaded between the 50Ω input and output terminations. A microstrip stub is integrated

Table 1: Design specifications of bandpass filter.

Parameters Value
Center Frequency 2.6GHz
Return Loss, S11 < −100 dB

Passband Insertion Loss, S21 > −2 dB
Passband Bandwidth > 500MHz
Stopband attenuation > 30 dB

Figure 1: Design topology of proposed bandpass filter.
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into the two microstrip transmission lines feeding the input and output terminations to achieve a
better insertion loss.

3. SIMULATION AND MEASUREMENT RESULT

The simulated results for the propose passband filter are shown in Figure 3. The center frequency
of the passband is observed at 2.7GHz with S11 value less than −15 dB. The corresponding pass-
band insertion loss S21 is approximately −1.7 dB. Passband bandwidth at −10 dB is 800 MHz.
Attenuation is greater than 40 dB for lower and upper stopband respectively.

The proposed bandpass filter was fabricated on FR4 with dielectric constant 4.05, loss tangent
0.014 and thickness 1.6 mm as shown in Figure 4. The overall dimensional size is 72 mm by 46 mm.

Figure 2: Key dimensional data of proposed bandpass filter.

Figure 3: Simulated S11 and S21 response of pro-
posed bandpass filter.

Figure 4: Fabricated bandpass filter.

Figure 5: Measured S11 and S21 response of proposed bandpass filter.
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Table 2: Comparison of simulated and measured result of proposed bandpass filter.

Key Parameters Simulation Measurement
Center Frequency (GHz) 2.7 2.6
Return Loss, S11 (dB) < −15 < −15

Insertion Loss, S21 (dB) −1.7 −2.5
Passband Bandwidth (MHz) at −10 dB 800 700

Stopband attenuation (dB) > 40 > 40

Measurement is carried out using network analyzer. As presented in Figure 5, center frequency
of the passband is observed at 2.6GHz with S11 value less than −15 dB. The corresponding pass-
band insertion loss S21 is approximately −2.5 dB. Passband bandwidth at −10 dB is 700 MHz.
Attenuation is greater than 40 dB for lower and upper stopband respectively.

The presence of the degeneration in S21 response could be due to the accuracy of the fabrication.
However, it is still clearly evident that good agreement exists between the overall simulated and
measured results. The comparison is presented in Table 2.

4. CONCLUSION

In this paper, a new bandpass filter using identical transversal sections is proposed. Good agreement
is presented between the simulated and measurement results and broad passband bandwidth of
700MHz is obtained at −10 dB. High attenuation above 30 dB is also obtained at the lower and
upper stopband.
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Abstract— Multiple Input Multiple Output (MIMO) concept have been a prevalent technology
in the wireless communication system (IEEE 802.11n and 4G), as it helps to increase transmit
power and data throughput by array gain and diversity gain, while reducing multipath fading.
In recent years, the concept of MIMO technology has been exploited for outdoor RADAR system
for direction finding of targets besides using the conventional mono-static and bi-static radar
system. Direction finding subspace algorithms such as MUSIC, ESPRIT have been often used
to estimate the angle of arrival (AOA) of signal path that has been transmitted from the single
element transmitters.
In this paper, we explore using the MUSIC algorithm for direction finding of the target in
the space for RADAR system equipped with antenna array at both transmitter and receiver.
This algorithm is known as Two-way MUSIC for MIMO RADAR system. We will assess the
performance of the Two-way MUSIC algorithm for MIMO RADAR such as the advantages and
limitations in terms of maximum number of target elements that can be detected for given number
of transmitters and receivers. We will also explore the optimum performance of the system for
different practical scenarios.

1. INTRODUCTION

Due to the inefficiency of the current RADAR systems to detect multiple targets, MIMO RADAR
concept has been explored by scientists and engineers using numerous methods and algorithms.
Two-way MUSIC comes handy out of other algorithms because of its ability to perform well in the
presence of noise and target Radar Cross Section (RCS), which is a nuisance in other methods.
Brief description and a derivation for MIMO concept and Two-way MUSIC algorithm are presented
in the section below.

2. MIMO RADAR CONCEPT AND TWO-WAY MUSIC

MIMO RADAR concept was introduced to the world through Multistatic RADAR systems. The
integration of MIMO concept used in communications systems with Multistatic RADAR system
gave rise to the MIMO RADAR system. One reason behind the success achieved by MIMO RADAR
Systems is the usage of multiple antennas for both transmitting and receiving purpose [1, 2].

When MIMO concept is being approached through Two-way MUSIC system, a key factor to be
taken care of is the ability to detect different received signals with respect to different transmitters.
In order to achieve that, orthogonality of the transmitted signals is adapted. In other words,
antennae will transmit signals with orthogonality among them [1], so that through match filters at
the receiver end, it is capable of identifying which transmitter transmit particular signal. Different
transmitted signals S, from different transmitters are shown in Figure 1. This is a key requirement
when Two-way MUSIC algorithm is implemented to the MIMO RADAR system.

In order to derive the Two-way MUSIC algorithm, it’s required to model the MIMO RADAR
concept along with transmitters, receiver and targets, as given in Figure 2. For the purpose of
identifying the transmitted signals emitted by different transmitters, orthogonal signals will be
tagged with the transmitted steering vectors, given in Equation (1), with θt as Angle Of Departures
(AOD), and θr the Angle Of Arrivals (AOA). Mt is the number of transmitters and Mr is the number
of receivers. And λ is the wavelength of the transmitted signals [1, 5].

T(θt) =
[
1ej2π sin(θt)∗dt/λ ej2π sin(θt)∗2dt/λ . . . ej2π sin(θt)∗(Mt−1)dt/λ

]T

T = [T(θt1), T(θt2), . . . , T(θtQ)]
(1)

Same way the receiving steering vector can be defined as explained in the Equation (2).

R(θr) =
[
1ej2π sin(θr)∗dr/λ ej2π sin(θr)∗2dr/λ . . . ej2π sin(θr)∗(Mr−1)dr/λ

]T

R = [R(θr1), R(θr2), . . . , R(θrQ)]
(2)
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Figure 1: Transmitted signals from respective
transmitters.

Figure 2: MIMO RADAR concept in Mathematical
descriptive way.

And the target can be modeled by its reflection coefficient or RCS ζ, which is a complex random
variable as shown in Equation (3). And Q is the number of targets [1, 2, 5].

Σ =
(
1/
√

2Q
)

diag(ζ1, . . . , ζQ) (3)

By combining transmitting, receiving steering vectors and target model, the received signal can be
modeled with the addition of Additive White Gaussian Noise, W, which is also known as AWGN.

H = RΣ (T)T S + W (4)

After passing through the matching filters of the receivers, the transmitted signal S, where S =
[s0, s1, . . . , sMt−1], and si(t) = ejwit, will be cancelled off from the received signals. And the
received signals can be rearranged in matrix format as in Equation (5), where N is the number of
samples and CT is vectorised target RCS, and Z is vectorised AWGN.

Xv = 1/N∗(T¯R)CT + Z (5)

where ¯ means Khatr-Rao product and CT = [ΣvT
1 ,ΣvT

2 , . . . ,ΣvT
Mp], where Mp is the number

of samples, the covariance matrix will be created as given in the Equation (6) [5].

RXX =
(
XvXvH

)
(6)

Then the Eigen decomposition will be performed on the covariance matrix as given by the Equa-
tion (7), in order to separate signal Eigenvalues (v) and noise Eigenvalues (σ2) and D will be
respective Eigenvectors [5].

Rxx=DVDH=D
(
v + σ2I

)
DH=D




v1 + σ2 0 · · · 0 0 · · · 0
0 v2 + σ2 · · · 0 0 · · · 0
...

...
. . .

...
...

...
...

0 0 · · · vQ + σ2 0 · · · 0
0 0 · · · 0 σ2 · · · 0
...

...
...

...
...

. . .
...

0 0 · · · 0 0 · · · σ2




DH (7)

So at the end, the spectrum for Two-way MUSIC can be defined as the reciprocal of the product of
steering vectors and noise Eigenvectors DN , as given in the Equation (8) where T R = T¯R [1, 5].
As the Eigenvalues of DN are equal or close to zero, a spike can be observed in the pseudo spectrum
where θt = AOA, and θr = AOD. In other words, the spike points to the location of targets.

P2way MUSIC(θt, θr) =
1

T R(θt, θr)HDNDH
NT R(θt, θr)

(8)
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3. RESULTS AND DISCUSSIONS

The simulation was carried out under different environments in order to find out the performance
as well as limitation of Two-way MUSIC when implemented in MIMO RADAR. All the results
were simulated with 3 transmitters and 3 receivers. And the system can perform at a reasonable
transmit power of 50–100 kW [8], and can detect targets located at a distance of 6–8 km. The
operating frequency, or in other words carrier frequency is 2 GHz. The 3 different environments
that the simulation results presented are scattered targets, linear targets (when the magnitude of
AOA and AOD are the same), and either the AOA or AOD repeats more than 2 times.

3.1. Maximum Number of Targets

The maximum number of targets can be detected depends on the Eigen structure created. In the
absence of noise, for 3× 3 system, it can be detected up to 8 targets or (Mt ∗Mr− 1) as only one
noise Eigenvector is sufficient to generate the pseudo spectrum, as shown in the Figure 3. But in
the presence of noise and path loss factor, as shown in the Figure 4, it is required at least 2 noise
Eigenvectors to generate the pseudo spectrum, so that only 7 targets or (Mt ∗ Mr − 2) can be
detected.

Figure 3: Maximum number of
targets = 8 in the absence of noise
and path loss.

Figure 4: Maximum number of
targets = 7 in the presence of
noise and path loss.

Figure 5: Physical location of the
targets.

3.2. Linear Target (Magnitude of AOA and AOD are the Same)

When the magnitude of the AOA and AOD are the same, it can be detected only 4 targets, which
is (Mr + Mr − 2), as shown in the Figure 6. This is due to the unique behavior when combined
steering vector is generated using Kronecker product. And it ultimately results in decreasing the
rank of the matrix and therefore required more the 2 noise Eigenvectors for the detection of the
targets and to generate the pseudo spectrum [5, 7].

3.3. When AOA or AOD Repeats

When AOA or AOD repeats more than two times, the rank for the transmitting and or receiving
steering matrix will decrease and fail to detect the all the 7 targets. Instead, only 4 peaks can be
observed, as shown in the Figure 8 [5, 7]. This is due to the drop in the rank of steering vectors.
In other words, it follows the Kruskal’s uniqueness [5, 7].

Figure 6: Maximum number of targets when the
magnitude of AOA and AOD the same.

Figure 7: Physical location of the targets.
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Figure 8: When AOA or AOD repeats more than
two times.

Figure 9: Physical location of the targets.

4. CONCLUSION

So it can be concluded that Two-way MUSIC algorithm is a viable solution to be implemented in
MIMO RADAR system, which can be used in the systems such as Military RADAR and airport
surveillance RADAR systems, with some limitations to be explored further.
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Abstract— Current and emergent services are demanding higher data rates, improved spectral
efficiency and increased network capacity. To face this new requirements, it is important to find
schemes able to reduce the effects of fading and explore new types of diversity.
The current work performs a comparison between different multi-antenna techniques that can
be employed to achieve the requirements of the Fourth Generation Cellular Systems (4G). The
described schemes are studied at the link and system level using Bit Error Rate as the performance
index.

1. INTRODUCTION

The use of multiple antennas at both the transmitter and receiver aims to improve performance
or to increase symbol rate of systems, but it usually requires a higher implementation complexity.
The antenna spacing must be larger than the coherence distance to ensure independent fading
across different antennas elements [1, 2]. Alternatively, different antennas should use orthogonal
polarizations to ensure independent fading across different antennas.

Multi-antenna systems are used in order to push the performance or capacity/throughput limits
as high as possible without an increase of the spectrum bandwidth, although at the cost of an
obvious increase of complexity. In the case of frequency selective fading channel, different symbols
suffer from interference from each other, whose effect is usually known as Intersymbol Interference
(ISI). This effect tends to increase with the used bandwidth. By exploiting diversity, multi-antenna
systems can be employed to mitigate the effects of ISI.

The various multi-antenna configurations are referred to as Single Input Single Output (SISO),
Multiple Input Single Output (MISO), Single Input Multiple Output (SIMO) or Multiple Input
Multiple Output (MIMO). The SIMO and MISO architectures are forms of receive and transmit
diversity schemes, respectively. MIMO architectures can be used for combined transmit and receive
diversity, for the parallel transmission of data or for spatial multiplexing. When used for spatial
multiplexing, MIMO technology promises high bit rates in a narrow bandwidth. Therefore, it is
of high significance to spectrum users. In this case, MIMO system considers the transmission of
different signals from each transmit antenna element so that the receiving antenna array receives a
superposition of all transmitted signals.

The multiple-antenna techniques may present the following configurations:

• Space-time block coding (STBC).
• Multi-layer Transmission.
• Space Division Multiple Access (SDMA).
• Beamforming.

Although STBC is essentially a MISO system, the use of receive diversity makes it a MIMO, which
corresponds to the most common configuration for this type of diversity. STBC based schemes
focus on achieving a performance improvement through the exploitation of additional diversity,
while keeping the symbol rate unchanged [2, 3]. On the other hand, multi-layer Transmission and
SDMA belong to another group, entitled spatial multiplexing (SM), whose principles are similar
but whose purposes are quite different. The goal of the MIMO based on multi-layer transmission
scheme is to achieve higher data rates in a given bandwidth, whose increase rate corresponds
to the number of transmit antennas [1]. In this case, the number of receive antennas must be
equal or higher than the number of transmit antennas. The increase of symbol rate is achieved
by “steering” the receive antennas to each one (separately) of the transmit antennas, in order
to receive the corresponding data stream [5, 6]. This is achieved through the use of the nulling
algorithm. Finally, the beamforming is implemented by antenna array with certain array elements
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at the transmitter or receiver being closely located to form a beam array (typically half wavelength).
This scheme is an effective solution to maximize the Signal-to-Noise Ratio (SNR), as it steers the
transmit (or receive) beam towards the receiver (or transmitter) [4]. As a result, an improved
performance or coverage can be achieved with beamforming.

1.1. Single-User MIMO and Multi-User MIMO

The MIMO techniques previously exposed are typically employed in the concept of Single-User
MIMO (SU-MIMO). SU-MIMO considers data being transmitted from a single user into another
individual user. An alternative concept is the Multi-User MIMO (MU-MIMO) where multiple
streams of data are simultaneously allocated to different users, using the same frequency bands.

The approach behind MU-MIMO is similar to SDMA. Nevertheless, while SDMA is typically
employed in the uplink (because the nulling algorithm requires higher number of antennas), the
MU-MIMO can also be implemented in the downlink. This allows sending different data streams
into different User Equipments (UE). In this case, instead of performing the nulling algorithm at
the receiver side, the nulling algorithm is performed using a pre-coding approach at the transmitter
side (BS). This is possible because the BS can accommodate a high number of transmit antennas
and the UE can only accommodate a single or reduced number (lower) of receive antennas. In the
downlink of a MU-MIMO configuration, the number of transmit antennas must be higher than the
number of multiple data streams that is sent to multiple users, at the same time and occupying
the same frequency bands (the opposite of the SDMA approach). In this configuration, the nulling
algorithm is implemented at the transmitter side using a pre-processing algorithm such as Zero
Forcing (ZF), Minimum Mean Square Error (MMSE), dirty paper coding, etc.. Alternatively,
instead of implementing the above described spatial multiplexing principle, the MU-MIMO can be
performed using the beamforming algorithm. In any case, MU-MIMO requires accurate downlink
Channel State Information (CSI) at the transmitter side. Obtaining CSI is trivial using Time
Division Duplexing (TDD) mode, being more difficult to be achieved when Frequency Division
Duplexing (FDD) is employed. In FDD mode, CSI is normally obtained using a feedback link in
the opposite direction.

Note that when the aim relies on achieving a performance improvement, a SU-MIMO is normally
employed using an algorithm such as STBC. On the other hand, when the aim is to achieve higher
throughputs using a constrained spectrum, we have two options: in the downlink, the MU-MIMO
is typically the solution; in the uplink, SDMA is normally employed.

It is worth noting that users located at the cell edge, served by MU-MIMO, may experience a
SNR degradation due to inter-cell interference, inter-user interference1, additional path loss or due
to limited BS transmit power (which results from the use of a pre-coding). A mechanism that can be
implemented to mitigate such limitation is to employ a dynamic MIMO system, where MU-MIMO
is employed everywhere, except at the cell edge. In this location, the BS switches into SU-MIMO,
which translates in an improvement of performance [7]. Alternatively, base station cooperation is
known as an effective mechanism which improves the performance at the cell edge, resulting in an
more homogenous service quality, regardless the users’ positions.

This paper is organized as follows: different MIMO systems are described in Section 2; in
Section 3 a set of performance results is presented; finally, Section 4 summarizes this paper.

2. SYSTEM CHARACTERIZATION

This section describes different multi-antenna techniques which can be used to improve the perfor-
mance, spectral efficiency or to achieve an increased network capacity.

2.1. Space-time Block Coding

Although Space-Time Block Coding (STBC) is essentially a MISO system, the use of receiver
diversity makes it a MIMO, which corresponds to the most common configuration for this type of
diversity. Transmit diversity (TD) techniques are particularly interesting for fading channels where
it is difficult to have multiple receive antennas (as in conventional receiver diversity schemes). A
possible scenario is the downlink transmission where the base station uses several transmit antennas
and the mobile terminal only has a single one [2].

STBC based schemes focus on achieving a performance improvement through the exploitation
of additional diversity, while keeping the symbol rate unchanged [2, 3]. Symbols are transmitted
using an orthogonal block structure, which enables simple decoding algorithm at the receiver [2, 4].

1 Users that share the spectrum and that are separated by the MU-MIMO spatial multiplexing.
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2.1.1. Open Loop Techniques
Open Loop Transmit Diversity schemes are performed without previous knowledge of the channel
state by the transmitter. Space Time Block Coding, also known as the Alamouti scheme, is the
most known open loop technique [2].

If we employ Alamouti’s transmit diversity we need some processing at the transmitter. The
Alamouti’s coding can be implemented either in the time domain or in the frequency domain. In
this paper we consider time-domain coding (the extension to frequency domain coding is straight-
forward). By considering the Space Time Block Coding with two transmit antennas, the lth
time-domain block to be transmitted by the mth antenna (m = 1 or 2) is s

(m)
l , with [2, 10]

s
(1)
2l−1 = a2l−1 s

(2)
2l−1 = −a∗2l s

(1)
2l = a2l s

(2)
2l = a∗2l−1 (1)

where al refers to the symbol selected from a given constellation, to be transmitted in the lth time
domain block. Considering the matrix-vector representation, we define s[1,2]

l

s[1,2]
l =

[
a2l−1 a2l

−a∗2l a∗2l−1

]
(2)

where different rows of the matrix refer to transmit antenna order and different columns refer to
symbol period orders. The Alamouti’s post-processing for two antennas comes [10],

Ã2l−1 =
[
Y2l−1H

(1)∗
l + Y ∗

2lH
(2)
l

]
β

Ã2l =
[
Y2lH

(1)∗
l − Y ∗

2l−1H
(2)
l

]
β

(3)

where β =
[

M∑
m=1

|H(m)
l |2

]−1

. Defining Y[1,2]
l =

[
Y2l−1 Y ∗

2l
Y2l −Y ∗

2l−1

]
and H[1,2]

l =
[
H

(1)∗
l H

(2)
l

]T
,

(3) can be expressed in the matrix-vector representation as Ã[1,2]
l =

[
Y[1,2]

l ×H[1,2]
l

]
× β, where

Ã[1,2]
l =

[
Ã2l−1 Ã2l

]T
.

Finally, the decoded symbols come

Ã2l−j =

Desired Symbol︷ ︸︸ ︷
A2l−j

M∑

m=1

∣∣∣H(m)
l

∣∣∣
2
β +

Noise Component︷ ︸︸ ︷
N eq

2l−j j = 0, 1 (4)

where N eq
k,l denotes the equivalent noise for detection purposes.

Orthogonal code of rate 1 using more than two antennas does not exist. Schemes with 4 and
8 antennas with code rate one only exist in the case of binary transmission. If orthogonality is
essential (fully loaded systems with significant interference levels), a code with R < 1 should be
employed for such cases.

The signal processing for non-orthogonal 4 and 8 transmit antennas is defined in [10] and in
the references therein. In both cases, the decoding does not achieve the maximum possible path
diversity since in the decoding of all symbols there is always inter-symbolic interference from one
symbol in the case of 4 antennas (c0), and from 3 symbols in the case of 8 antennas (c0, c1, c2).

It is worth noting that although the described STBC scheme is a MISO, by adopting receive
diversity, this can be viewed as a MIMO system.
2.1.2. Closed Loop Techniques
In the case of the downlink, the space diversity provided by the STD scheme presents a low rate
feedback link from the receiver (MS) informing the transmitter (BS) which antenna should be
employed for transmission. There is a common or dedicated pilot sequence, which is transmitted.
Different antennas with specific pilot patterns/codes enable antenna selection. Once the MS sends
back to the transmitter the information about the M link qualities (number of transmit antennas),
the BS transmits a single symbol stream over the best antenna. The receiver is supposed to re-
acquire the carrier phase θk(t) after every switch between antennas. Moreover, the Antenna Switch
(AS) has the capability to switch every slot duration.
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2.2. Spatial Multiplexing
Multi-layer Transmission and SDMA belong to group entitled Spatial Multiplexing (SM), whose
principles are similar but whose purposes are quite different. As long as the antennas are located
sufficiently far apart, the transmitted and received signals from each antenna undergo independent
fading.

The primary goal of the MIMO based on multi-layer transmission scheme is to achieve higher
data rates in a given bandwidth, whose increase rate corresponds to the number of transmit an-
tennas [1, 9]. An example of the multi-layer transmission scheme is the Vertical-Bell Laboratories
Layered Space-Time (V-BLAST). In the Multi-Layer MIMO, the number of receive antennas N
must be equal or higher than the number of transmit antennas M . The increase of symbol rate
is achieved by “steering” the receive antennas to each one (separately) of the transmit antennas,
in order to receive the corresponding data stream. This is achieved through the use of the nulling
algorithm.

As depicted in Figure 2, two different Multi-Layer MIMO schemes are considered: scheme 1
and scheme 2 [4]. Scheme 1 directly allows an increase of the data rate whose increase rate corre-
sponds to the number of transmit antennas. Scheme 2 allows the exploitation of diversity, without
achieving an increase of data rate. The transmit diversity combining is achieved using any com-
bining algorithm, namely the Mean-Square Error (MSE) based or the Maximum Ratio Combining
(MRC). In case of the scheme 2 (depicted in Figure 2(b)), the antenna switching is performed at a
symbol rate, where the red dashed lines represent the signal path at even symbol periods, in case of
two transmit antennas. The diversity is achieved because each symbol is transmitted by different
antennas, at different symbol periods. Output signals are then properly delayed and combined to
provide diversity.

In Multi-Layer MIMO, the symbol with the highest SNR is first detected using a linear nulling
algorithm such as zero forcing (ZF) or minimum mean square error (MMSE) [1]. The detected
symbol is regenerated, and the corresponding signal portion is subtracted from the received signal
vector using typically a Successive Interference Cancellation (SIC) algorithm. This cancellation
process results in a modified received signal vector with fewer interfering signal components left.
This process is repeated, until all symbols from different transmit antennas are detected. [1] provides
the signal description for the V-BLAST MIMO scheme, while in [5] it is proposed an advanced
receiver for the Multi-Layer MIMO scheme applied to Wideband Code Division Multiple Access
(WCDMA) signals.

The goal of the SDMA scheme is to improve the cell capacity (more users per cell), while
keeping the spectrum allocation unchanged. It is usually considered in the uplink, where the
transmitter (UE) has a single antenna while the receiver (BS) has several antennas. Figure 3
depicts a SDMA configuration applied to the uplink. It is requires that the number of antennas at
the receiver is higher than the number of MSs that share the same spectrum. With such approach,
the receiver is able to decode the signal from each transmitter, while avoiding the signal from the
other transmitters. Similar to the decoding performed in multi-layer transmission, this can be

Figure 1: Generic block dia-
gram of an open loop trans-
mitter scheme.
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Figure 2: Generic diagram of the 2 × 2 Multi-Layer MIMO. (a) Scheme 1
and (b) scheme 2.
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achieved through the use of the nulling algorithm.
2.3. Beamforming
Contrary to STBC and SM MIMO schemes (sufficiently spaced to assure uncorrelated signals), the
beamforming is implemented by antenna array with certain array elements at the transmitter or
receiver being closely located to form a beam array. The antenna elements spacing is typically half
wavelength. This scheme is an effective solution to maximize the SNR, as it steers the transmit (or
receive) beam towards the receiver (or transmitter) [4]. As a result, an improved performance or
coverage can be achieved with beamforming.

Figure 4 Simplified diagram of a beamforming transmitter depicts a BS transmitting a signal
using the beamforming, generated with the Uniform Linear Antenna Array (ULA). As can be seen,
the beamforming allows transmitting a higher power directed towards the desired station, while
minimizing the transmitted power towards the other stations. It consists of M identical antenna
elements with 120◦ Half Power Beam Width (HPBW) [4]. Each antenna element is connected to a
complex weight wm, 1 ≤ m ≤ M . An analogy can be done with a receiving array antenna. The
weighted elementary signals are summed together making an output signal as [4]:

y (t, θ) =
M∑

m=1

wmx

[
t− (m− 1)

d

c
sin θ

]
(5)

where x (t) is the transmitted signal at the first element, d is the distance between elements (here
considered λ/2), c is the propagation speed and θ is the DOA for the main sector, −60◦ < θ <
60◦. The other two array sectors are essentially the same as in the first one. In the frequency

domain, the previous equation can be written as Y (f, θ) =
M∑

m=1
wmX (f) e−j2πf(m−1) d

c
sin θ, making

H (f, θ) = Y (f,θ)
X(f) =

M∑
m=1

wme−j2πf(m−1) d

c
sin θ.

For narrowband beamforming f is constant and θ is variable. For the beam to be directed
towards the desired direction θ1, we have wm = ej2πf(m−1) d

c
sin θ1 , in which, for the case of an-

tenna elements spacing d = λ/2, this expression becomes [4] wm = ejπ(m−1) sin θ1 . In other words,
for θ = θ1, H (f, θ1) reduces to H (f, θ1) = M , which is the maximum attainable amplitude by
beamforming.
2.4. Final MIMO Remarks
MIMO schemes require normally some additional processing and complexity from the receiver.
Different receivers were analyzed in [4], in order to establish a trade-off between performance and
complexity. An alternative approach that minimizes the level of computation from the receiver,
transferring it to the transmitter, while keeping the ability to exploit diversity, has been proposed
and studied in [8]. Such approach consists of a pre-coding scheme for MIMO systems.

3. PERFORMANCE RESULTS

In this section, we present a set of performance results concerning the proposed MIMO configura-
tions, namely with one and two receive antennas, for a regular single carrier transmission (that is,
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without any advanced transmission technique such as multi-carrier or CDMA), and for the Pedes-
trian A and Vehicular A propagation environments (corresponds to a rich multipath propagation).
Uncoded Bit Error Rate (BER) performance is considered, which is expressed as a function of
Eb/N0, employing the QPSK constellation under a Gray mapping rule. Concerning the system level
simulation, a total of four mobile terminals were considered in each cell. Different multi-antenna
systems were considered in the simulations: the “equalizer” corresponds to the SISO, simply with
an equalizer in the receiver; the STBC 2 × 1 and STBC 2 × 2 correspond to the Alamouti-like
scheme with two transmit antennas and a single or two receive antennas, respectively; the STD
2× 1 corresponds to the closed loop technique, with two transmit and a single receive antenna; the
SPATIAL MUX 2 × 2 corresponds to the spatial multiplexing with two transmit and two receive
antennas (see Figure 2 for layer 1 and 2); finally, BF8 corresponds to the beamforming with 8
antenna elements spaced half wavelength.

Figure 5 shows the performance results concerning the Pedestrian A propagation environment,
and assuming a single receive antenna. As can be seen, the exploitation of diversity by the STBC
and STD allows a performance improvement relating to the “equalizer”. Note that the STD per-
forms better than the STTD for Eb/N0 below 12 dB. Since the Pedestrian A presents a propagation
environment close to the single path (flat fading), the selective diversity allows selecting the antenna
which presents less fading, leading to good results even under noisy conditions. On the other hand,
since the STBC always transmits the signals by the two antennas (antenna diversity), and since
the corresponding channel presents low level of multipath diversity, it is only able to perform better
than the STD for low levels of noise. Finally, the BF8 achieves a performance improvement relating
to the “equalizer”, due to its inherent ability to focus energy in the desired mobile terminal (which
tends to improve the SNR). Nevertheless, since the multipath diversity is low, its performance is
below those of STD and STBC.

Figure 6 presents the performance for the Pedestrian A, but with double receive antennas. As
expected, the performance obtained with the layer 2 is better than that of layer 1 due to its ability
to explore diversity. Moreover, the Alamouti-like MIMO scheme (STBC) achieves a performance
improvement relating to the layer 2.
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Figure 5: Pedestrian A propagation model (single
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Figure 7 corresponds to the results plotted in Figure 5 but concerning the Vehicular A, which is a
rich multipath propagation and presents, per si, a high level of multipath diversity. Due to this fact,
the best overall performance is achieved by the STBC for Eb/N0 below 14 dB, and by the BF above
this threshold. In the simulations, it was detected that, for higher number of interfering mobile
terminals, the best overall performance is achieved by the beamforming scheme. Nevertheless, due
to the lack of space, these results are not plotted in this paper.

Figure 8 corresponds to Figure 6 but for the Vehicular A propagation environment. As before,
the best overall performance is achieved by the STBC. Nevertheless, due to the additional multipath
diversity provided by the Vehicular A, relating to the Pedestrian A, the difference of performance
between the layer 2 and the STBC is reduced.

4. CONCLUSIONS
This paper performed a comparison between different multi-antenna techniques that can be em-
ployed to achieve the requirements of 4G systems. It was shown that the best overall performance
tends to be achieved by the Alamouti-like scheme. However, due to its inherent ability to increase
the SNR, when the number of interfering mobile users increases, the best overall performance tends
to be achieved by the beamforming. Naturally, when the aim is the increase of transmission rate,
instead of performance improvement, the spatial multiplexing (layer 1) should be viewed as an
option.
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Abstract— In this paper, we analyze cooperative communications for broadcast/multicast
wireless communication systems based on the LTE-A standard. Multihop relays utilizing the
same frequency bands as the base station are considered. These relays are equipped with multiples
antennas (MIMO), at least the double of those employed at the base station side. The simulation
results show that multihop relays achieve an improvement of power efficiency, while keeping the
average coverage and the overall network throughput unchanged. This can be viewed as an
energy-efficient wireless transmission technique, which contributes to the implementation of the
green cell networks concept, as it allows a reduction in the carbon emission footprint.

1. INTRODUCTION

Operators are required to continuously improve system capacity and coverage while cost saving and
with a reduced carbon emission footprint. Many solutions are envisaged to meet these desiderates,
but small cells deployments look promising as a way to improve coverage and capacity demand.
LTE-Advanced (LTE-A) will be extensively deployed on 2.6 GHz band. As the majority of mobile
traffic is generated indoors, coverage improvement is essential. Heterogeneous networks with many
types of small cells will increasingly be deployed to address the need of coverage and capacity
improvements.

Many solutions could be employed to improve the backhaul coverage. Fiber is an attractive
solution, however very expensive and requiring a long time to deploy. The challenges with backhaul
can be addressed by self-backhauling relay nodes.

Relay Nodes (RN) were introduced in 3GPP Release 9 as a special type of eNodeB that is not
directly connected to the core network. A RN receives data which was forwarded by an eNodeB
that is connected to the Evolved Packet Core (EPC) (see Figure 1). Upon receiving such data,
the RN sends it to the User Equipments (UE) that are under its area of coverage. This is a very
interesting option for operators, as usually RN present structures less expensive to deploy and to
maintain, as compared to eNB. They can provide temporary network deployment and an outage
of the services in an area (e.g., when a sporadic event that concentrates a lot of people in the same
geographical area takes place, such as a summer festival). The use of a RN allows a fast deploying
and inexpensive way to solve the problem, and can also provide coverage in small areas not covered
by eNodeB (eNB).

In [1, 2], four relay architectures are proposed and studied. Those architectures differ from
each other in terms of expected behaviour of the RN/DeNB1 and how the data is sent within
the EPC until it reaches the UE. That study concludes that an architecture where RN acts as
a proxy for S1/X2 has the most overall benefits, having been incorporated in 3GPP Release 10
(LTE-Advanced). Type 1 half-duplex in-band relay does not transmit any signal to UE when
it is supposed to receive data from the DeNB. The relay then configures these sub-frames as
Multicast/Broadcast Single Frequency Network (MBSFN) sub-frames when UEs are not supposed
to expect any downlink transmission.

In this paper, we consider Type 1 RN with advanced Multiple Input Multiple Output (MIMO)
schemes with support of 4 antennas for enhancement to relay backhaul. The objective is to achieve
the DeNB throughput in spite of its in-band half duplex mode.

We first analyse Base Station cooperation with MIMO and next we replace some BSs by Fixed
Relays assuring that the overall throughput of the network is kept the same, but with an improved
power efficiency. The 3GPP Release 10 (LTE-Advanced) parameters will be taken as reference in
our system level simulations.

Section 2 presents the system model; the system level simulations are presented in Section 3;
numerical results are then plotted in Section 4; finally, our conclusions are drawn in Section 5.

1 DeNB stands for Donor eNB.
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Figure 1: Example of relay node in E-UTRAN. Figure 2: Cooperative multicast/broadcast network.

Figure 3: Time division channel allocation.

2. SYSTEM MODEL

The typical Multicast/Broadcast Multimedia Service (MBMS), such as video and audio, tends to
be delay-sensitive and distortion-tolerant. Scalable video coding has been used for robust and
flexible video transmissions, in which the source video is encoded into multiple streams with differ-
ent priorities and transmitted using unequal error protection schemes. The basic streams, which
contain the data with higher priority and describe the source at a basic quality are transmitted
under higher protection. The enhancement streams with lower priority data, which are encoded
progressively to further refine the quality of the basic stream. Under such a joint source and coding
scheme, the multicast throughput can be improved, since users with different channel realizations
can decode different number of streams, obtaining heterogeneous quality of service. We implement
the unequal error protection function with hierarchical modulation and/or multi-layer transmis-
sion/spatial multiplexing (MIMO), as described in the following sub-section. We apply it to the
relay-based cooperative multicast/broadcast cellular network.

Consider the system model as shown in Figure 2. It consists of 6 nodes with three source S1,
S2 and S3, one relay R and two destinations D1 and D2. This 2-destination case can easily be
extended to the multiple-destination case. In practice, the source may usually select a relay which is
located between the source and destinations, where the R-D channels have relatively higher channel
gains than the corresponding S-D channels. Two scenarios are considered: In the first scenario
designated as Single Cell (SC) the sources transmit different signals, so S2 and S3 interfere with
S1. The source node S1 transmits the same signals to both D1 and D2. In the second scenario,
designated as Single Frequency Network (SFN), the nodes S1, S2 and S3 transmit the same signals
to destination nodes. In any scenario only S1 exploits R as a relay.

In this paper, a time division mechanism is assumed. Moreover, we shall assume that the
relay node works in a half-duplex mode, while source nodes work in full-duplex mode (see Fig-
ure 3). Meanwhile, all channels are assumed to present mutually independent Rayleigh fadings.
In conventional cooperation schemes [3] such as Decode-and-Forward (DF), the source transmits
a signal Xn in the first half time-slot, then the relay forwards the same symbol in the second half
time-slot. In here, source transmits in every time slot continuously, while Relay stores the signals
received and decode-and-forward in the first half time-slot of the next time-slot. Assuming that
signal Xn is QPSK (Quadrature Phase Shift Keying) modulated, then the signal forwarded by relay
has Hierarchical 16QAM (16 Quadrature Amplitude Modulation) modulation and/or MXN MIMO
QPSK modulated. As a result, the spectral efficiency can be improved. It can exploit an increased
diversity, while reducing the outage probability and increasing the coverage.
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2.1. Multi-layer Transmission
Multi-layer Transmission and Space Division Multiple Access (SDMA) belong to the same group,
entitled Spatial Multiplexing (SM), whose principles are similar but whose purposes are quite
different. As long as the antennas are located sufficiently far apart, the transmitted and received
signals from each antenna undergo independent fading.

The primary goal of the MIMO based on multi-layer transmission scheme is to achieve higher
data rates in a given bandwidth, whose increase rate corresponds to the number of transmit anten-
nas [7, 8]. An example of the multi-layer transmission scheme is the Vertical — Bell Laboratories
Layered Space-Time (V-BLAST). In the Multi-Layer MIMO, the number of receive antennas N
must be equal or higher than the number of transmit antennas M . The increase of symbol rate
is achieved by “steering” the receive antennas to each one (separately) of the transmit antennas,
in order to receive the corresponding data stream. This is achieved through the use of the nulling
algorithm. With the sufficient number of receive antennas it is possible to resolve all data streams,
as long as the antennas are sufficiently spaced so as to minimize the correlation [4].

As depicted in Figure 4, two different Multi-Layer MIMO schemes are considered: scheme 1
and scheme 2 [4]. Scheme 1 directly allows an increase of the data rate whose increase rate corre-
sponds to the number of transmit antennas. Scheme 2 allows the exploitation of diversity, without
achieving an increase of data rate. The transmit diversity combining is achieved using any com-
bining algorithm, namely the Mean-Square Error (MSE) based or the Maximum Ratio Combining
(MRC). In case of the scheme 2 (depicted in Figure 4(b)), the antenna switching is performed at a
symbol rate, where the red dashed lines represent the signal path at even symbol periods, in case of
two transmit antennas. The diversity is achieved because each symbol is transmitted by different
antennas, at different symbol periods. Output signals are then properly delayed and combined to
provide diversity.

In Multi-Layer MIMO, the symbol with the highest Signal to Noise Ratio (SNR) is first de-
tected using a linear nulling algorithm such as zero forcing (ZF) or minimum mean square error
(MMSE) [7]. The detected symbol is regenerated, and the corresponding signal portion is sub-
tracted from the received signal vector using typically a Successive Interference Cancellation (SIC)
algorithm. This cancellation process results in a modified received signal vector with fewer inter-
fering signal components left. This process is repeated, until all symbols from different transmit
antennas are detected.

3. SYSTEM-LEVEL SIMULATIONS

The considered system level simulator was originally developed as part of the work produced in [4].
The simulator was built in JAVA programming language, due to its characteristics such as portabil-
ity, multi-platform compatibility, and ease of usage and configuration by users with low experience
and familiarization with programming languages.

The core of the System Level Simulator (SLS) is composed by a discrete event generator with
some grade of abstraction. The events generated consist of individual tasks such as Channel Quality
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Indicator (CQI) reporting, packet processing, radio resources management, etc.. Propagation,
traffic and mobility models are also part of the SLS, and have great impact in the results that will
be obtained, especially in terms of coverage and radio link SNR estimation. Moreover, fast-fading
and shadowing conditions are emulated, since channel conditions for every eNB/UE combination
are time-varying and location dependent.

A scenario with nineteen sites was configured as the simulation environment. Moreover, two
different configurations were assumed:

a) Nineteen sites corresponding to nineteen eNBs without RNs;
b) Nineteen sites corresponding to seven eNBs plus twelve RN.

The differences between these two configurations can be seen from Figure 5(a), where the black
triangular shapes and the hexagons represent the location and coverage of eNBs respectively. From
(b), the red triangular shapes and the yellow hexagons represent the location and coverage of RNs.
The general parameterization used for all system-level simulations follows the 3GPP recommen-
dations [5, 6]. The more specific parameters used for simulations can be obtained from Table 1.

4. SIMULATION RESULTS

In the system level simulations, mobile users receive blocks of bits transmitted from base stations.
Each block undergoes small and large scale fading, as well as multi-cell interference. In terms
of coverage or throughput, the SNR of each block is computed taking into account all the above
impairments. Based on the comparison between the reference SNR at a Block Error Rate (BLER)
of 1%, and the evaluated SNR, it is decided whether the block is or not correctly received. This
is achieved for all the transmitted blocks, for all users, in all 57 sectors of the 19 cells, during 500
seconds.

Figure 6 presents the coverage as a function of the percentage of transmitted power from the
base station (EC/I0r), for MIMO 2×2 and 4×4, coding rate 1/2 and SC scenario. This corresponds
to a scenario where there is interference with different patterns due to different frequency reuse

(a) (b)

Figure 5: (a) Only eNBs scenario; (b) eNBs mixed with RNs.

Figure 6: Coverage of SC scenario with and without
relays.

Figure 7: Throughput of SC scenario with and with-
out relays.
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Figure 8: Coverage of SFN scenario with and with-
out relays.

Figure 9: Throughput of SFN scenario with and
without relays.

Table 1: Parameterization for SC and SFN simulation scenarios.

Parameter Values
Cell Radius 2250 [m]
Modulations H-16QAM
Coding rate 1/2

Number sectors per base station site 3 sectors/site

Sites layout
• 19 eNB

• 7 eNB + 12 RN
eNB base station power/sector • 46 [dBm] or 40 [W]
RN base station power/sector • 34 [dBm] or 2.5 [W]

Number UEs per sector 20

factors. We have chosen the frequency reuse of 1/3 in all simulations. All interfering sites transmit
with the maximum power of 90%, according to the parameters indicated in Table 1. The cell radius
R is 2250 meters (inter-site-distance 3900m), and for the reuse factor chosen the reference coverage
of 95% is achieved by all the schemes. However, it should be noticed that coverage values of MIMO
4 × 4 are lower than those of MIMO 2× 2 due to higher levels of spatial interference. One of the
curves almost superposed corresponds to configuration plotted in Figure 5(a) (eNB, without relays)
and the other to Figure 5(b) (eNB+RN, with relays).

Figure 7 presents the average throughput distribution as function of EC/I0r for coding rate
1/2 and the SC scenario, with the cell radius of R = 2250 meters, 2 × 2 and 4 × 4 MIMO, and
with frequency reuse of 1/3. We observe that the maximum throughput is achieved with MIMO
4 × 4, in spite of its lower coverage due to higher spectral efficiency. Due to higher interference
levels and lower transmitted power of relay nodes, the throughput achieved by the configuration of
Figure 5(b) (with relays) indicates a loss of about 1 Mbps compared to the simulation of Figure 5(a)
(only base stations). Figure 8 corresponds to Figure 6, but for the single frequency network (SFN).
For comparison purposes, the reuse factor of 1/3 is kept. The coverage values are only slightly
higher than for SC. This means that the users that are being served by the relay nodes are much
closer to them, as compared to the base stations of the adjacent cells. All the schemes achieve the
reference coverage with lower EC/I0r.

Figure 9 corresponds to Figure 7 but for the SFN. For comparison purposes, the reuse factor of
1/3 was also kept. The comparison between the two figures indicates slightly higher throughput
values of Figure 9, as compared to those of Figure 7. Again, using 4× 4 antennas, instead of 2× 2,
allows increasing the maximum throughput from around 5000 kbps to 8500 kbps. Coding rate 1/2
continues to be used to enable higher coverage values (and throughput).
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5. CONCLUSIONS

We have analyzed cooperative communications with fixed multihop relays, working in half-duplex
mode and equipped with multiple antennas MIMO. A cellular network was considered, where some
of the BSs have been replaced by fixed relay stations with much less transmitted power, while
keeping the same global area. We have confirmed that, by using multihop relays, it is possible to
keep the average coverage and the overall network throughput, while achieving an improvement of
power efficiency. This can be viewed as an energy-efficient wireless transmission technique, which
contributes to the implementation of the green cell networks concept, as it allow a reduction in the
carbon emission footprint.
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Channel Capacity Improvement Dependency of the Number of
Receiving Antennas for Aeronautical MIMO Systems
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Abstract— In this abstract, we discussed channel capacity improvement of Multiple-Input
Multiple-Output (MIMO) antenna systems for new high-speed aeronautical digital communica-
tion technologies. It will be required to cope with increasing volumes of air traffic and airport
surface congestion. Performance analysis under worse condition is important for safety commu-
nication such as air traffic control. Especially, the relationship between communication perfor-
mance and the position of antennas around aircraft must be clarified due to the unknown effects
of masking or reflection by aircraft components such as the fuselage, wings and empennage, and
airport structures such as terminal buildings. We experimentally evaluated channel capacities for
communication performance analysis. As the results, we show that increasing receiving antennas
makes new aeronautical digital communication faster in an actual airport environment.

1. INTRODUCTION

Current Air Traffic Control (ATC) depends on analog voice communication or slow digital commu-
nications [1]. These systems remain because ATC communications must guarantee system inter-
operability and operational performance worldwide. However, new high-speed aeronautical digital
communication technologies will be required to cope with recent air traffic growth [2]. Aeronautical
Mobile Airport Communication System (AeroMACS), based on Mobile WiMAX (IEEE 802.16e)
in 5GHz band, from 5091 MHz to 5150 MHz [2], is a candidate system for high-speed digital com-
munications on the airport surface. AeroMACS uses MIMO systems to increase channel capacity.
MIMO systems have advantages of improvements of speed and reliability. Speed improvements
mainly come from spatial division multiplexing. Reliablity improvements mainly come from space
diversity.

In this paper, we evaluatetwo MIMO effects, spatial division multiplexing and space diversity
by calculating channel capacities in an airport surface condition.

2. MEASUREMENT CONFIGURATIONS

Transmission coefficient measurement experiments were conducted at Sendai Airport. The exper-
imental layout is illustrated in Figure 1(a). An aircraft (a Beechcraft Model 99 Airliner) with
two antennas was parked an apron. A ground station was simulated by a ground-plane with six
monopole antennas mounted on a vehicle. The alignments of the antennas are shown in Figures 1(b)
and (c). Antennas on the aircraft are compatible Sensor Systems S65-5366-4M vertically polarized
1/4λ omnidirectional antennas. Radiation patterns of ground antennas are shown in Figure 1(d). A
pattern of No. 4 antenna is not taken because of its breakout. Measurements were taken at vehicle
positions at side and back, 90 and 180 degrees clockwise from the front of the aircraft. Distances
between aircraft and ground antennas are 40 m.

Figure 2 shows the whole measurement system. Twelve transmission coefficients between the
aircraft antennas and ground antennas were obtained by an Agilent E8364B Vector Network Ana-
lyzer (VNA). Port 1 of the VNA was connected to the ground-plane antennas via a Radio Frequency
(RF) switch, while port 2 was connected to the antennas on the aircraft. A band pass filter (BPF)
and amplifier (Amp) were inserted in line with each aircraft antenna to improve the measurement
system’s Signal to Noise Ratio (SNR). Cables from the two aircraft antennas were connected to an
RF switch, with an additional amplifier inserted after the switch to compensate for cable losses.
Channel capacities do not depend on direction of propagation because of reciprocity.

In order to cover the whole AeroMACS band, we measured the transmission coefficients from
5090MHz to 5150 MHz. AeroMACS subcarriers are assigned at 5000/512 kHz steps within 5 MHz-
wide band. However, a VNA Intermediate Frequency (IF) bandwidth of 1 kHz was used to improve
the SNR of the measurements. The number of the measurement frequency points in each band
was 6001. The effects of the wiring and amplifiers were corrected by post-processing. Each sub-
carrier was treated separately because the channel allocation plan is still under discussion. The
system capacity will be calculated by summation of the subcarrier capacities of subcarriers after
standardization.
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Figure 1: (a) Measurement overview. (b) Antenna configuration on the ground. (c) Antenna configuration
on the aircraft. (d) Radiation pattern of ground antennas at 5090 MHz.

Figure 2: Measurement system.

3. RESULTS

Channel capacities between transmit antennas and receive antennas are calculated by measured
transmission coefficients. Figure 3(a) shows the results of transmission coefficients. Horizontal
axis of the graph is frequency, and vertical axis of it is transmission coefficients. Red line shows
transmission coefficients between antenna A2 on the aircraft and G2 on the ground facility at side of
the aircraft. Green line shows transmission coefficients between antenna A2 and G2 on the ground
facility at backward of the aircraft. In the Figure 3(a), transmission coefficients of the backward
is smaller than the side. We infer that aircraft’s empennage masks aircraft antennas from ground
antennas when the ground facility places behind the aircraft. Figure 3(b) shows channel capacities
calculated from transmission coefficients. These capacities are calculated in equations given in [3],
the same way as [4]. In the Figure 3(b), channel capacities of the backward is also smaller than the
side.

4. DISCUSSION

In the previous analysis, visibility between antennas are important for channel capacity [4]. There-
fore, in order to evaluate under good and bad condition, we choose side and backward of the aircraft
cases. We analyze propagation characteristics by statistical analysis because they are varied by com-
bination of the antenna, positional relashonship, and frequencies. Table 1 is the minimum, average
and standard deviation, and maximum of the channel capacities. The result is also illustrated in
Figure 4.

Figure 4 illustrates relationship between number of the receiving antennas and channel capacity
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Figure 3: (a) Absolute of transmission coefficients between A2 and G2. (b) Channel capacities of 2 × 2
MIMO systems at 40m.
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Figure 4: MIMO channel capacity improvement dependency of the number of receiving antennas.

Table 1: MIMO channel capacity improvements of the number of receiving antennas. Each unit is bit/sec/Hz.

Side Backward
# ANT #ANT pairs Min Ave.±Std. Dev. Max Min Ave±Std. Dev. Max

1 6 19.543 19.880±0.321 20.325 17.305 17.889±0.390 18.228
2 15 37.611 38.623±0.668 39.827 31.487 32.230±0.383 32.784
3 20 38.946 39.715±0.437 40.360 32.837 33.396±0.234 33.728
4 15 39.7 40.309±0.295 40.756 33.635 34.029±0.149 34.245
5 6 40.46 40.757±0.182 40.937 34.360 34.494±0.095 34.614
6 1 41.084 41.084 41.084 34.839 34.839 34.839

of MIMO antenna systems. Horizontal axis of the graph is the number of receiving antennas, and
vertical axis of the graph is channel capacitiy of the systems. Red line shows the maximum, mini-
mum, and average of channel capacities at the side of the aircraft. Blue line shows the maximum,
minimum, and average channel capacity at the back of the aircraft. We compare channel capaci-
ties in the different angle at the same distance, 40m. Figure 4 shows that the average of channel
capacities increase, andthe maximum, and the minimum channel capacities increasewith respect to
the number of receiving antennas. The same tendency is shown in the maximum, the minimum,
and standard deviations of channel capacity.

In the both cases, The channel capacities twice increase with respect to the number of receiving
antennas from 1 to 2. This effect causes from spatial division multiplexing. The channel capac-
ities increase slowly when the number of receive antennas are greater than 2. This effect causes
from spatial diversity. Therefore, the effect of space diversity and space division multiplexing do
not depend on the location of ground falicities. For safety communications, such as aeronautical
communications, it is important to improve performances in the bad conditions.

5. CONCLUSIONS

We experimentally evaluated the number of receive antennas dependency of MIMO antenna systems
in real conditions. Effects of spacial division multiplexing and spacial diversity are shown in MIMO
systems. They increase channel capacity and stability of communications. Therefore, MIMO is
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effective for improvement of aeronautical communications. We will measure propagation in the
whole airportin the future.
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Abstract— OFDM schemes have important limitations such as the high envelope fluctuations of
the transmitted signals and its sensibility to carrier frequency errors. When these limitations bear
critical we should consider SCFDE schemes (Single-Carrier Frequency Domain Equalization),
which allow much higher power efficiency due to the lower envelope fluctuations. This can be
further improved if the conventional linear FDE is replaced by an iterative FDE such as an
IB-DFE (Iterative Block Decision Feedback Equalizer).

In order to obtain good performance results, accurate channel estimates must be available at the
receiver, especially if MIMO (Multiple Input, Multiple Output) and high-order modulations are
to be used. For this purpose, pilot symbols and/or training sequences are usually multiplexed
with data symbols, which lead to spectral degradation. As an alternative, we can use implicit
pilots.

In this paper, we consider SC-IB-FDE systems in MIMO 2 × 2 broadband with high order
modulations and channel estimation.

1. INTRODUCTION

Block transmission techniques, with appropriate cyclic prefixes and employing FDE techniques
(Frequency-Domain Equalization), have been shown to be suitable for high data rate transmission
over severely time-dispersive channels [1, 2]. Two possible alternatives based on this principle
are OFDM (Orthogonal Frequency Division Multiplexing) and Single Carrier (SC) modulation
using FDE (or SC-FDE). Due to the lower envelope fluctuations of the transmitted signals (and,
implicitly a lower PMEPR (Peak-to-Mean Envelope Power Ratio)), SC-FDE schemes are especially
interesting for the uplink transmission (i.e., the transmission from the mobile terminal to the base
station) [1, 2], being considered for use in the upcoming LTE (Long Term Evolution) cellular system.

A promising IFDE (Iterative FDE) technique for SC-FDE, denoted IB-DFE (Iterative Block
Decision Feedback Equalizer), was proposed in [3]. This technique was later extended to diversity
scenarios [4] and layered space-time schemes [5]. These IFDE receivers can be regarded as iterative
DFE receivers with the feed-forward and the feedback operations implemented in the frequency
domain. Since the feedback loop takes into account not just the hard decisions for each block
but also the overall block reliability, error propagation is reduced. Consequently, IFDE techniques
offer much better performance than non-iterative methods [3–5]. Within these IFDE receivers the
equalization and channel decoding procedures are performed separately (i.e., the feedback loop
uses the equalizer outputs instead of the channel decoder outputs). However, it is known that
higher performance gains can be achieved if these procedures are performed jointly. This can be
done by employing turbo equalization schemes, where the equalization and decoding procedures
are repeated in an iterative way [6], being essential in MIMO schemes with high order modulations.
Although initially proposed for time-domain receivers, turbo equalizers also allow frequency-domain
implementations [7, 8].

In order for the above schemes to operate correctly, good channel estimates are required at the
receiver. Typically, these channel estimates are obtained with the help of pilot/training symbols
that are multiplexed with the data symbols, either in the time domain or in the frequency domain [9–
11].

Overhead due to training symbols for channel estimation can be high, leading to decrease of
system capacity, especially in fast-varying scenarios and/or high MIMO orders. A promising tech-
nique to overcome this problem is to use implicit training or implicit pilots, also called superimposed
pilots, where the training block is added to the data block instead of being multiplexed with it [12–
16]. This means that we can increase significantly the density of pilots (to the maximum extent of
one pilot per data symbol), with zero pilot overhead. Normally, periodic pilot sequences are added
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to data symbols in the time domain for single carrier systems [12, 16], or in the frequency domain
for OFDM systems [13, 14].

In this paper, we consider the use of both multiplexed and implicit pilots for the SISO and MIMO
settings with QPSK, 16QAM and 64QAM. For the implicit case, non-data-dependent pilots were
used; i.e., the first approach mentioned above was used. We propose iterative receiver structures
with joint channel estimation and detection. Unlike the iterative schemes of [16], our schemes do
not employ the relatively complex Viterbi algorithm to jointly estimate channel and data. Instead,
they incorporate iterative frequency domain equalization (either IB-DFE or turbo equalization)
within the iterative channel estimation and detection/decoding framework.

The rest of this paper is organized as follows — the adopted system is introduced in Section 2
whilst Section 3 describes the proposed receiver structure. Furthermore, a set of performance
results is presented in Section 4 and Section 5 contains the conclusions of this paper.

2. SYSTEM DESCRIPTION

We consider SC-FDE modulation. The lth transmitted block has the form

sntx
1 =

∑N−1

n=−NG

sntx
n,l hT (t− nTS), (1)

with Ts denoting the symbol duration, NG denoting the number of samples at the cyclic prefix,
hT (t) representing the adopted pulse shaping filter, and sntx

n,l denotes the length-N data block to
be transmitted from the ntx transmit antenna. After passing the signal to the frequency domain,
the implicit pilots can be added. It is better to add them in the frequency domain, since most of
the processing is done there.

The transmitted sequences are thus given by (capital S being the signal in the frequency do-
main) [24]

Xntx
k,l = Sntx

k,l + SPilot
k,l (2)

where, Sntx
k,l is the data symbol transmitted by the kth subcarrier (out of a total of N) of the lth

FFT block and Spilot
k,l is the corresponding implicit pilot. In Figure 1, we show a transmitter chain

that incorporates for the SC-FDE scheme. The pilot symbols are added in the frequency domain,
and the data is then passed through the IFFT for transmission (in practice, the resulting pilots
could be added directly in the time domain, but Figure 2 makes things clearer).

Assuming only one user, the data bits are passed through a turbo coder, after which they are
submitted to rate matching (taking into account the use of FFTs for faster processing, the antenna

Figure 1: Transmitter scheme for the SC-FDE scheme.
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multiplexer and block partitioning). All of the antennas will transmit a part of the message (if
multiple users were to be employed, we could assign an antenna per user). The data bits are
partitioned into blocks and the cyclic prefix is added to each block, so that the total size is a power
of 2, for efficient use of the FFT.

We will consider the frame structure of Figure 2 for a SC-FDE system with N carriers. According
to this structure the pilot grid is generated using a spacing of ∆NT symbols in the time domain
(number of blocks) and ∆NF symbols in the frequency domain. The minimum ∆NF should be
equal to the number of transmit antennas, so that there is no interference between pilot symbols
on different antennas.

3. ITERATIVE RECEIVER

3.1. Receiver Structure
The transmission of pilot symbols superimposed on data will clearly result in interference between
them. To reduce the mutual interference and achieve reliable channel estimation and data detection
we propose a receiver capable of jointly performing these tasks through iterative processing. The
structure of the proposed iterative receiver is shown in Figure 3. According to the figure, the signal,
which is considered to be sampled and with the cyclic prefix removed, is converted to the frequency
domain after an appropriate size-N FFT operation. If the cyclic prefix is longer than the overall
channel impulse response, the nrx receive antenna is given as [17]:

Rk,l,nrx =
∑Ntx

ntx=1

((
Sk,l,ntx + SPilot

k,l,ntx

)
Hk,l,ntx,nrx + Nk,l,nrx

)
(3)

with Hk,l,ntx,nrx denoting the overall channel frequency response for the kth frequency of the lth time
block between the ntx transmit and nrx receive antenna, and Nk,l,nrx denoting the corresponding
channel noise.

Before entering the equalization block, the pilot symbols are removed from the sequence resulting

(Yk,l,nrx)(q) = Rk,l,nrx −
∑Ntx

ntx=1

(
SPilot

k,l,ntx

(
Ĥk,l,ntx,nrx

)(q)
)

(4)

where (Ĥk,l,ntx,nrx)(q) are the channel frequency response estimates and q is the current iteration.
Note that, in the case of a known channel without any pilots for estimation, Yk,l,nrx = Rk,l,nrx.

The equalized samples are then simply computed as

(
Ŝk,l,ntx

)(q)
=

(
Ĥk,l,ntx,nrx

)(q)∗

Y
(q)
k,l,ntx∣∣∣Ĥ(q)

k,l,ntx,nrx

∣∣∣
2 (5)

where

Y
(q)
k,l,ntx =

∑
nrx

(
(Yk,l,nrx)(q) −

∑
ntx16=ntx

(
SPilot

k,l,ntx1

(
Ĥk,l,ntx1,nrx

)(q)
))

(6)

The sequences of the equalized samples are then passed through the IFFT, block grouping, demod-
ulated and passed through the channel decoder. Each channel decoder has two outputs. One is the

Figure 3: Iterative receiver structure.
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estimated information sequence and the other is the sequence of log-likelihood ratio (LLR) estimates
of the code symbols. These LLRs are passed through the Decision Device which outputs either
soft-decision or hard decision estimates of the code symbols. These estimates enter the Transmitted
Signal Rebuilder which performs the same operations of the transmitter (coding, modulation). The
reconstructed symbol sequence can then be used for improving the channel estimates, as will be
explained next, for the subsequent iteration.

3.2. Channel Estimation Using Pilots
Let us first assume that Sk,l = 0, i.e., there is no data overlapping the training block, as in
conventional schemes. In that case, the channel frequency response is, for a SISO (Single Input,
Single Output — used solely for simplification purposes) scheme:

Ĥk,l =
Yk,l

STS
k,l

= Hk,l +
Nk,l

STS
k,l

= Hk,l+ ∈H
k,l (7)

The channel estimation error ∈H
k,l is Gaussian-distributed, with zero-mean and

E
[∣∣∈H

k,l

∣∣2 Sk,l

]
= E

[
|Nk,l|2

]
E


 1∣∣∣STS

k,l

∣∣∣
2


 (8)

3.2.1. Use of Implicit Pilots — General Case
Let us consider now the use of implicit pilots, i.e., Sk 6= 0 for the training blocks. In the following
we will assume that

E
[
|Sk,l|2

]
= NE

[
|sn|2

]
= 2σ2

D (9)

and, for the frequencies that have pilots,

E
[∣∣STS

k,l

∣∣2
]

= NE
[∣∣sTS

n

∣∣2
]

= 2σ2
T (10)

Clearly, we will have interference between data symbols and pilots. This leads to performance
degradation for two reasons:

• The data symbols produce interference on pilots, which might lead to inaccurate channel
estimates. To reduce this effect, we should have

σ2
D ¿ σ2

T (11)

• The pilots produce interference on data symbols, which might lead to performance degradation
(even if the channel estimation was perfect). To reduce this effect, we should have

σ2
T ¿ σ2

D (12)

Clearly, (11) and (12) are mutually exclusive. Moreover, the use of implicit pilots leads to increased
envelope fluctuations on the transmitted signals [14]. To overcome these problems, we can employ
pilots with relatively low power (i.e., σ2

T ¿ σ2
D) and average the pilots over a large number of

blocks so as to obtain accurate channel estimates. This is very effective since the data symbols
have usually zero mean and different data blocks are uncorrelated. Naturally, there are limitations
on the length of this averaging window, since the channel should be constant within it (not to
mention the associated delays). Once we have an accurate channel estimate, we can detect the
data symbols, eventually removing first the signal associated to the pilots.

Let us assume a frame with NT time-domain blocks, each with N subcarriers. If the cyclic
prefix of each FFT block has NG = NTg/T samples we will need NG equally spaced frequency-
domain pilots for the channel estimation. For pilot spacing in time and frequency ∆NT and ∆NF ,
respectively, the total number of pilots in the frame is given by:

NFrame
P =

N

∆NF
· NT

∆NT
(13)
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This means that we have a pilot multiplicity or redundancy of

NR =
NFrame

P

NG
=

N

NG∆NF
· NT

∆NT
(14)

Therefore, the SNR associated to the channel estimation procedure is

SNRest =
NRσ2

T

σ2
N + σ2

D

= NR
σ2

T

σ2
D

· SNRdata

1 + SNRdata
(15)

where σ2
N = 1

2E[|Nk,l|2] and the SNR associated to data symbols is given by SNRdata = σ2
D/σ2

N .
For moderate and high SNR values,

SNRest ≈ NR
σ2

T

σ2
D

(16)

i.e., we have an irreducible noise floor of NR
σ2

T

σ2
D

. To avoid significant performance degradation due
to channel estimation errors, SNRest should be much higher than SNRdata. This could be achieved
with σ2

T ¿ σ2
D, provided that NR À 1.

3.2.2. MIMO Estimation Algorithm with Implicit Pilots

To obtain the frequency channel response estimates the receiver applies the following steps in each
iteration:

a. Data symbols estimates are removed from the pilots. The resulting sequence becomes

(
R̃k,l,nrx

)(q)
= Rk,l,nrx −

∑Ntx

ntx=1

((
Ŝk,l,ntx

)(q−1) (
Ĥk,l,ntx,nrx

)(q−1)
)

(17)

where (Ŝk,l,ntx)(q−1) and (Ĥk,l,ntx,nrx)(q−1) are the data and channel response estimates of the
previous iteration. This step can only be applied after the first iteration. In the first iteration
we set (R̃k,l,nrx)(1) = Rk,l,nrx.

b. The channel frequency response estimates is computed using a moving average with size W ,
whilst at the same time removing the pilots, as follows (data is considered to be zero mean):

(
Ĥk,l,ntx,nrx

)(q)
=

1
W

∑l+[W/2]

l′=l−[W/2]

(
R̃k,l′,nrx

)(q−1)

SPilot
k,l′,ntx

(18)

c. After the first iteration the data estimates can also be used as pilots for channel estimation
refinement. This is especially useful if the spacing of pilot symbols in the time domain is
∆NT > 1. The respective channel estimates are computed as

(
H̃k,l,ntx,nrx

)(q)
=

(Yk,l,nrx)(q−1)
(
Ŝk,l,ntx

)(q−1)∗

∣∣∣∣
(
Ŝk,l,ntx

)(q−1)
∣∣∣∣
2 (19)

d. These channel estimates are enhanced by ensuring that the corresponding impulse response has
a duration NG. This is accomplished by computing the time domain impulse response of (18)
and (19) through {(h̃i,l)(q); i = 0, 1, . . . , N − 1} = IDFT{(H̃k,l)(q); k = 0, 1, . . . , N − 1} (zeros
can be used for the missing carriers if ∆NF > 1, in order to perform a “FFT-interpolation”),
followed by the truncation of this sequence according to {(ĥi,l)(q) = wi(h̃i,l)(q); i = 0, 1, . . . , N−
1} with wi = 1 if the ith time domain sample is inside the cyclic prefix duration and wi = 0
otherwise. The final frequency response estimates are then simply computed using {(Ĥk,l)(q);
k = 0, 1, . . . , N − 1} = DFT{(ĥi,l)(q); i = 0, 1, . . . , N − 1} ∗∆NF .



110 PIERS Proceedings, Taipei, March 25–28, 2013

4. NUMERICAL RESULTS

The number of carriers employed was N = 256, each carrying a QPSK/16QAM/64QAM data
symbol. Each information stream was encoded with a variable block size per antenna, yielding a
deterministic number of 256-bit blocks after the FFT conversion. For the implicit case, the overall
block size was of 2880 bits, whereas for the multiplexed pilots case, it was 720 bits per antenna
— this way we had a fixed number of blocks per antenna for the multiplexed pilots case, and the
same overall amount of bits for the implicit case, in order to avoid coding gains. The multiplexed
pilots case used an extra block dedicated for channel estimation. The channel impulse response
employed is characterized an exponential PDP (Power Delay Profile) with 32 symbol-spaced taps
and normalized delay spread

∑31
ts=0 10 log10(

e(t−ts)

8 ). A symbol duration of Ts = 260 ns was used.
The channel encoders were rate-1/2 turbo codes based on two identical recursive convolutional
codes with two constituent codes characterized by G(D) = [1(1 + D2 + D3)/(1 + D + D3)]. A
random interleaver was used within the turbo encoders.

Most of the BER (Bit Error Rate) results presented next will be shown as a function of Es/N0,
where Es is the average signal energy and N0 is the single sided noise power spectral density.
For channel estimation purposes, the moving average window size used was W = 9, considering
different values of power ratio βP . The figures combine the use of perfect channel estimation,
with estimation using multiplexed pilots (using ∆NF = ntx and ∆NT = NT ) and estimation using
implicit pilots (using ∆NF = ntx and ∆NT = 1).

The power of the pilots is taken to be the same as the mean symbols’ power throughout the
block for the explicit case, and have a value of −6 dB for the implicit case. A fixed sliding window
size of 45 was chosen.

In Figures 4–6, all the main performance results can be observed. Note that for the 16QAM and
64QAM, there are different orders of bit performance, and thus results were split into MSB — Most
Significant Bit (highest protection); ISB — Intermediate Significance Bit (intermediate protection,
only for 64QAM that modulates 3 bits) and LSB — Least Significant Bit (lowest protection).

In Figure 4, explicit channel estimation yields results similar to perfect estimation, and implicit
estimation has a drawback of 2–3 dB. Note that the performance requires higher power for higher
modulations, and that the offsets of using estimations also increase.

Comparing Figure 4 with Figures 6, we note that the MIMO 2×2 yields better results then SISO,
due to high diversity and good equalization receiver. Between Figures 5–6 with a higher speed, the
results require marginally more power, easily explained by the extrapolation error caused between
pilot-exclusive blocks.

As regards for the implicit pilot estimation case, it can be seen throughout that it performs
reasonably for modulations up to 16QAM (or 64QAM for SISO with “low” speed v = 100 km/h),
with all its natural advantages of using the full bandwidth for data transmission — and a small
amount of power for implicit pilot estimation.
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Figure 4: BER values for SC-FDE using IBDFE, SISO, QPSK/16QAM/64QAM, v = 100 km/h.
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Figure 5: BER values for SC-FDE using IBDFE, MIMO 2× 2, QPSK/16QAM/64QAM, v = 100 km/h.
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Figure 6: BER values for SC-FDE using IBDFE, MIMO 2× 2, QPSK/16QAM/64QAM, v = 200 km/h.

5. CONCLUSIONS

In this paper, we have studied the use of SISO and MIMO 2 × 2 QPSK/16QAM/64QAM turbo-
coding in a SC-FDE system employing both multiplexed and implicit pilots with the aim of sup-
porting multicast and broadcast transmissions. To deal with the problem of the mutual interference
between pilots and data symbols, which can severely affect the performance of QAM modulations,
we proposed the use of an iterative receiver capable of accomplishing joint channel estimation and
data detection. It was verified through simulations that, using channel estimation both with multi-
plexed pilots (at the cost of pilot bandwidth) and with implicit pilots (at the cost of around −6 dB
more power), good performance results can be obtained.
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Single-stream Communication Using Orthogonal Signal Division
Multiplexing with Multiple Antennas
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Abstract— Orthogonal signal division multiplexing (OSDM) is a new information transmission
method using the Kronecker product between the rows of an IDFT matrix and the data sequences.
This technique is designed to keep orthogonality among the data sequences over the frequency-
selective fading channel. By sharing one data sequence as a pilot between the transmitter and
the receiver, the receiver can obtain the channel matrix from the pilot and obtain the message by
solving simultaneous equations. This technique has been extended to multistream communication
with multiple antennas by the author. However, it was found that the simultaneous equation
sometimes become ill-conditioned, which results in a loss of performance. This problem could
be avoided with an increase in the number of antennas in the receiver. However, the increase
in complexity remains an issue. In this paper, single-stream communication using OSDM with
multiple antennas is proposed. By designing the data sequences in the transmitter, the ill-
condition problem can be avoided with less complexity. The simulation results suggest that single-
stream communication with multiple antennas can achieve better bit-error rate performance
compared to the multistream case, with less complexity in exchange for an efficient data rate.

1. INTRODUCTION

The use of an array of antennas for both transmitting and receiving wireless communication is at-
tractive to increase the throughput or spatial diversity. Greater throughput or spatial diversity in
practical communication systems using multiple antennas can only be achieved if the channels are
independent and identically distributed (e.g., an independent and identically distributed Rayleigh
fading channel). Several communication systems using orthogonal frequency division multiplexing
(OFDM) are in practical use. OFDM is attractive in terms of calculation complexity, because it
makes frequency domain equalization possible at the receiver with the aid of fast Fourier transform
(FFT), which is far simpler than time-domain equalization. I have been studying an alternative
signal multiplexing scheme, orthogonal signal division multiplexing (OSDM), for wireless commu-
nication. The OSDM scheme is expected to be more robust against deep-fading channels because
it combines some subcarriers for equalization, whereas the OFDM scheme equalizes the signal in
each subcarrier [1–5]. Moreover, the OSDM technique has been extended to multi-stream commu-
nication with multiple antennas by the author [5–7]. However, it was found that the simultaneous
equation in the equalization process sometimes becomes ill-conditioned, which results in the loss
of communication quality. Although this problem could be avoided by increasing the number of
antennas in the receiver, the increase in complexity remains problematic.

In this paper, single-stream communication using OSDM with multiple antennas is proposed
to avoid such an ill-condition problem with less complexity. Section 2 provides an overview of
single-stream communication using OSDM with multiple antennas. The performance evaluation of
the proposed scheme in simulation is described in Section 3. The conclusions are summarized in
Section 4.

2. SINGLE-STREAM COMMUNICATION USING ORTHOGONAL SIGNAL DIVISION
MULTIPLEXING WITH MULTIPLE ANTENNAS

Although several communication schemes that use multiple antennas have been proposed, the focus
of this paper is single-user communication in which the transmitter does not know the channel state
information, and the signal power allocated for each transmitting antenna is equal. We assume that
the transmitter and the receiver employ KT and KR antennas, respectively. Fig. 1 is a block diagram
of OSDM for single-stream communication in the transmitter and the receiver when KT = KR = 2.
The transmitter calculates the sum of the Kronecker products between the transmission message
and the rows of an inverse discrete Fourier transform (IDFT) matrix, and it prepends a cyclic prefix
(CP) as shown in the figure. As the transmission message, we consider data vectors of length M ,
xkT

tn (n = 0, 1, . . . , N − 1, kT = 0, 1, . . . , KT − 1), whose elements are modulated symbols expressed
as complex numbers. In multi-stream communication, each element of xkT

tn is independent for all
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Figure 1: Block diagram of single-stream communication using OSDM with multiple (2× 2) antennas.

n and kT values. However, in this paper, we assume that xkT
tn is independent for only n, where

x0
tn = x1

tn = . . . = xKT−1
tn ≡ xtn (n = 1, 2, . . . , N − 1). This data vector, xkT

tn , is multiplexed into
the data stream of length MN , XkT , as:

XkT =
N−1∑

n=0

fNn ⊗ xkT
tn , (1)

where fNn and ‘⊗’ are the n-th row of the IDFT matrix of N × N and the Kronecker product,
respectively. The transmitter prepends a CP of length L to XkT , and transmits the signal through
the channel from the antenna #kT.

We assume that the channel has a maximal delay of length L and is stable throughout the
communication. The receiver removes the CP, applies the matched filter Dn, and applies the
inverse filter to obtain the message, as shown in (Fig. 1). The CP-removed sequence obtained from
the antenna #kR(kR = 0, 1, . . . , KR − 1) can be expressed as:

YkR =
KT−1∑

kT=0

XkT




hkTkR [0] hkTkR [1] . . . hkTkR [MN − 1]
hkTkR [MN − 1] hkTkR [0] . . . hkTkR [MN − 2]

...
...

. . .
...

hkTkR [1] hkTkR [2] . . . hkTkR [0]


 , (2)

where hkTkR [l] (l = 0, 1, . . . , MN − 1) is a channel impulse response from the antenna #kT to #kR

and hkTkR [l] = 0 if l ≥ L. The relationship between YkR and xtn is expressed by the following
equation:

(
Y0Dn Y1Dn . . . YKR−1Dn

)

=
(

x0
tn x1

tn . . . xKT−1
tn

)




C00
n C01

n . . . C
0(KR−1)
n

C10
n C11

n . . . C
1(KR−1)
n

...
...

. . .
...

C
(KT−1)0
n C

(KT−1)1
n . . . C

(KT−1)(KR−1)
n




, (3)

= xtn

(
KT−1∑

kT=0

CkT0
n

KT−1∑

kT=0

CkT1
n . . .

KT−1∑

kT=0

CkT(KR−1)
n

)
, (4)

where Dn = f∗Nn ⊗ IM , f∗Nn is a complex conjugate of the transposition of fNn, IM is an identity
matrix of M ×M ,

CkTkR
n =




Wn
NhkTkR [0] hkTkR [1] . . . hkTkR [M − 1]

Wn
NhkTkR [M − 1] hkTkR [0] . . . hkTkR [M − 2]

...
...

. . .
...

Wn
NhkTkR [1] Wn

NhkTkR [2] . . . hkTkR [0]


 , (5)
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and Wn
N is a complex conjugate of Wn

N = exp
(
2π
√−1n/N

)
. It is clear that if the receiver knows

the channel response, hkTkR [l], the received message, xrn, can successfully be obtained as;

xrn =
(

Y0Dn Y1Dn . . . YKR−1Dn

)
Cs∗

n (Cs
nCs∗

n )−1 , (6)

where Cs
n is the matrix on the right-hand side in Eq. (4). In OSDM, the channel response, hkTkR [l],

can be obtained by sharing x0
t0,x

1
t0, . . . ,x

KT−1
t0 in both the transmitter and the receiver, as a pilot.

Further details regarding the channel measurement are as described [6, 7].
From Eqs. (4) and (6), it is clear that the receiver must solve the ill-condition problem if the

condition number of Cs
n is large. In the single-stream scheme, the receiver combines KTKR channel

matrices for equalization, as shown in Eq. (4), whereas the multi-stream scheme combines KR

channel matrices. Because the condition number of Cs
n becomes small as the number of channel

matrices for combining increases, the single-stream scheme is attractive to avoid the ill-condition
problem with a limited number of reception antennas.

Moreover, the complexity of single-stream scheme in the receiver is far less than that of the multi-
stream scheme. The required number of complex multiplications for the receiver in the single-stream
scheme is on the order of KRM3N , wheras that in the multi-stream scheme is

(
K3

T + K2
TKR

)
M3N .

Although the efficient data rate of the single-stream scheme remains 1/KT of that of the multistream
scheme, the single-stream communication is attractive because it may achieve better communication
quality compared to the multi-stream case with far less complexity.

3. PERFORMANCE EVALUATION IN SIMULATION

The performance of single-stream communication using OSDM was evaluated in simulation. In
the simulation, baseband transmission (which did not include carrier modulation or demodulation
processes) was performed under the condition that M = 31, N = 2, and KT = KR = 2. The
channel response in simulation was assumed to be a Rayleigh fading channel of L = 15 with an
exponentially decaying amplitude profile. In this paper, the communication quality is discussed in
light of the relationship between the signal-to-noise ratio (SNR) and the bit-error rate (BER). The
SNR is defined as the ratio between the total power of the received sequence and that of additive
noise.

Figure 2 shows the relationship between the SNR and BER of single-stream communication
using OSDM with multiple antennas (2× 2). For comparison, the relationships between the SNR
and BER of multistream communication using OSDM with multiple antennas (2 × 2, 2 × 3, and
2× 4) are also shown in the figure. The single-stream scheme (2× 2) achieves better performance
compared to the multistream scheme with the same number of reception antennas (2× 2), and its
performance is almost the same as that of the multistream scheme with more reception antennas
(2×4) (Fig. 2). This is because the receiver in the single-stream scheme can combine more channel
matrices for equalization compared to the multistream scheme, as was noted in Section 2.

Although the efficient data rate of the single-stream scheme is still one-half of that of the multi-
stream scheme in this simulation, the single-stream communication is attractive because the com-
plexity of the single-stream scheme in the receiver is about 1/8 and 1/12 of that of the multistream
scheme in (2× 2) and (2× 4), respectively.

Figure 2: Performance comparison of single-stream communication and multi-stream communication using
OSDM with multiple antennas.
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4. CONCLUSION

Single-stream communication using OSDM with multiple antennas is proposed to increase the
communication quality with less complexity, compared to multistream communication using OSDM
with multiple antennas. In the multistream scheme, the simultaneous equation sometimes become
ill-conditioned, which results in loss of performance. This problem could be avoided with an increase
in the number of antennas in the receiver. However, the increase in complexity remains an issue.
In this paper, single-stream communication using OSDM with multiple antennas was proposed
to avoid the ill-condition problem with less complexity. By designing the data sequences in the
transmitter, the ill-condition problem could be avoided with less complexity. We evaluated the
performance of the proposed scheme in a baseband simulation. The simulation results suggest
that the single-stream communication achieved better bit-error rate performance compared to the
multistream case with less complexity in exchange for an efficient data rate, and it may be suitable
for wireless communication systems with a limited number of reception antennas.
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Av. San Claudio y Rı́o verde, Ciudad Universitaria, Puebla, Pue., CP 72570, Mexico

Abstract— An approach for solution of the Dirichlet boundary value problems for Helmholtz
equations on the base of the General Rays Principle is considered. The proposed approach to the
problem under investigation consists in constructing for considering PDE an analogue as family
of ODE, describing the distribution of the electrical potential function u(x, y) along of “General
Rays”, which are presented by straight lines. The scheme of reduction PDE to the family of ODE
uses the application of the direct Radon transform to PDE. This reduction leads to ODE with
respect to variable p. Development of proposed scheme leads to the General Ray method, which
presents the solution of the considering problem by explicit analytical formulas that include
the direct and inverse Radon transforms. Developed versions of the General Ray method for
considering class of problems is realized as algorithms and program package in MATLAB system,
illustrated by numerical experiments.

1. INTRODUCTION

There are two main approaches for solving boundary value problems for partial differential equations
in analytical form: the Fourier decomposition and the Green function method [1]. The Fourier
decomposition is used, as the rule, only in theoretical investigations. The Green function method
is the explicit one, but it is difficult to construct the Green function for the complex geometry of
the considered domain Ω. The known numerical algorithms are based on the Finite Differences
method, Finite Elements (Finite Volume) method and the Boundary Integral Equation method.
Numerical approaches lead to solving systems of linear algebraic equations [2] that require a lot of
computer time and memory.

A new approach for the solution of boundary value problems on the base of the General Ray
Principle (GRP) was proposed by the author in [3, 4] for the stationary waves field. GRP leads
to explicit analytical formulas (GR-method) and fast algorithms, developed and illustrated by
numerical experiments in [4] for solution of the boundary value problems for the Laplace equation.
Here we extend the proposed approach to construct p-version of GR-method, based on application of
the direct Radon transform to Helmholtz equations. Developed p-version of GR-method is realized
as algorithms and program package in MATLAB system, illustrated by numerical experiments.

2. GENERAL RAY PRINCIPLE AND P-VERSION OF GR-METHOD

The General Ray Principle gives no traditional mathematical model for considered physical field
and corresponding boundary problems. GRP consists in the next main assumptions:

1) the physical field can be simulated mathematically by the superposition of plane vectors
(general rays) that form field ~V (l) for some fixed straight line l; each vector of field ~V (l) is
parallel to the direction along this line l, and the superposition corresponds to all possible
lines l that intersect domain Ω;

2) the field ~V (l) is characterized by some potential function u(x, y);

3) we know some characteristics such as values of function u(x, y) and/or flow of the vector ~V (l)
in any boundary point P0 = (x0, y0) of the domain.

Application of the GRP to the problem under investigation means to construct for considering
PDE an analogue as a family of ODE, describing the distribution of the function u(x, y) along of
“General Rays”, which are presented by a straight line l with some parameterization. We use the
traditional Radon parameterization with a parameter t: x = p cosϕ− t sinϕ, y = p sinϕ + t cosϕ.
Here |p| is a length of the perpendicular from the centre of coordinates to the line l, ϕ ∈ [0, π] is
the angle between the axis x and this perpendicular.
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Let us consider the Dirichlet boundary problem for the Helmholtz equation:

∆u (x, y) + k2u(x, y) = ψ (x, y) , (x, y) ∈ Ω; (1)
u (x, y) = f(x, y), (x, y) ∈ Γ, (2)

with respect to the function u(x, y) that has two continuous derivatives on bought variables inside
the plane domain Ω, bounded with a continuous curve Γ. Here ψ (x, y) , (x, y) ∈ Ω and f(x, y),
(x, y) ∈ Γ are given functions.

The p-version of the GR-method can be explained as the consequence of the next steps:

1) reduce the boundary value problem to homogeneous one;

2) extend the desired solution u0 (x, y) of the reduced problem to all plane, such that u0 (x, y) =
0, (x, y) /∈ Ω, and describe its distribution along the general ray (a straight line l) by the direct
Radon transform û0(p, ϕ);

3) construct the family of ODE on the variable p with respect the function û0(p, ϕ), applying the
direct Radon transform to no homogeneous equation and supposing the fulfillment of formula
(2) at the pp. 3 in [5];

4) solution of the constructed ODE with zero boundary conditions;

5) calculate the inverse Radon transform of the obtained solution;

6) regress to the initial boundary conditions.

We present bellow the realization of this scheme, supposing that the boundary Γ can be described
in the polar coordinates (r, α) by some one-valued positive function that we denote r0(α), α ∈ [0, 2π].
It is always possible for the simple connected star region Ω with the centre at the coordinate origin.
Let us write the boundary function f̄ (α) = f(r0(α) cos α, r0(α) sin α). Supposing that functions
r0(α) and f̄ (α) have the second derivative, we introduce functions f0(α) = f̄(α)/r2

0(α), (x, y) ∈ Ω,
ψ0 (x, y) = ψ (x, y)− 4f0(α)− f ′′0 (α)− k2r2f0(α), u0 (x, y) = u (x, y)− r2f0(α).

To realize the first step of the scheme we can write the boundary problem with respect the
function u0 (x, y) as the next two equations:

∆u0 (x, y) + k2u0(x, y) = ψ0 (x, y) , (x, y) ∈ Ω; (3)
u0 (x, y) = 0, (x, y) ∈ Γ. (4)

To make the second and the third steps we need to extend u0 (x, y) as zero out of the domain
Ω and use the direct Radon transform:

R[u](p, ϕ) =

+∞∫

−∞
u(p cosϕ− tsinϕ, p sinϕ + tcosϕ)dt

After application the Radon transform to the Equation (3) we obtain, using formula (2) at the pp.
3 of [9], the family of the ODE with respect the variable p:

d2û0(p, ϕ)
dp2

+ k2û0(p, ϕ) = R[ψ0] (p, ϕ) , (p, ϕ) ∈ Ω̂; (5)

where Ω̂ is the domain of the change of parameters p, ϕ. As the rule, ϕ ∈ [0, π], module of the
parameter p is equal to the radius in the polar coordinates and changes in the limits, determined
by the boundary curve Γ. In the considered case for some fixed ϕ parameter p is in the limits:
−r0(ϕ− π) < p < r0(ϕ).

For the fourth step, we propose to use the next boundary conditions for every fixed ϕ ∈ [0, π]:

û0 (−r0(ϕ− π), ϕ) = 0; û0 (r0(ϕ), ϕ) = 0. (6)
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Result of the fought step for (p, ϕ) ∈ Ω̂ is presented by formula:

û0(p, ϕ) =(∫ r0(ϕ)
−r0(ϕ−π) ψ̂0(ϕ, p)sen(kp)dp

)
cos(kr0(ϕ))−

(∫ r0(ϕ)
−r0(ϕ−π) ψ̂0(ϕ, p) cos(kp)dp

)
sen(kr0(ϕ))

k(sen(kr0(ϕ))− tan(−kr0(ϕ− π)) cos(kr0(ϕ)))
sen(kp)

+
tan(−kr0(ϕ− π))

(∫ r0(ϕ)
−r0(ϕ−π) ψ̂0(ϕ, p) cos(kp)dp

)
sen(kr0(ϕ))

k(sen(kr0(ϕ))− tan(−kr0(ϕ− π)) cos(kr0(ϕ)))
cos(kp)

−
tan(−kr0(ϕ− π))

(∫ r0(ϕ)
−r0(ϕ−π) ψ̂0(ϕ, p)sen(kp)dp

)
cos(kr0(ϕ))

k(sen(kr0(ϕ))− tan(−kr0(ϕ− π)) cos(kr0(ϕ)))
cos(kp)

+
1
k

(∫ p

−r0(ϕ−π)
ψ̂0(ϕ, p) cos(kp)dp

)
sen(kp)

−1
k

(∫ p

−r0(ϕ−π)
ψ̂0(ϕ, p)sen(kp)dp

)
cos(kp)

and out of the Ω̂ we extend û0(p, ϕ) ≡ 0.
Let us denote the inverse Radon transform as operator R−1, then the fifth and sixth steps of

the scheme are concentrated in the next formula

ū(x, y) = R−1[û0 (p, ϕ)] + r2f0(α), (x, y) ∈ Ω (7)

The inverse Radon transforms in explicit formula (7) can be realized numerically by fast Fourier
discrete transformation (FFDT) that guarantees the rapidity of proposed method and developed
algorithmic realization.

3. NUMERICAL EXPERIMENTS

We have constructed the fast algorithmic and program realization of GR-method for considered
problem in MATLAB system. We used the uniform discretization of variables p ∈ [−1, 1], ϕ ∈
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[0, π], so as for variables x, y, with N nodes. We made testes on mathematically simulated model
examples with known exact functions u (x, y), f(x, y), ψ (x, y). Graphic illustrations of solution
of numerical examples by GR-method for the Helmholtz equation are presented at Figures 1 and
2. Boundary curves Γ are determined for these figures by formula r0(α) = 0.8 + 0.2 ∗ sin(k ∗ α)
parameter k = 3 for Figure 1 and k = 5 for Figure 2. Exact solution is the bilinear function
u = x + y.

4. CONCLUSION

The p-version of GR-method is constructed for solution of the Dirichlet boundary value problems
for Helmholtz equation. It is based on application of the Radon transform directly to the partial
differential equation. This version of GR-method for arbitrary simple connected star domains is
realized as fast algorithms and program package in MATLAB system, illustrated by numerical
experiments.
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Abstract— A computer simulation of a new special Electrical Tomography method of high
resolvability is proposed. Its mathematical model and the measurement scheme of external data
are constructed on the basis of General Ray Principle, proposed by the author for distribution
of different, in particular electromagnetic, fields. Proposed model leads to the classic Radon
transformation that appears as specific element in new General Ray Method, constructed by the
author and realized as a simple linear fast numerical algorithm. Proposed measurement scheme
and General Ray algorithms open possibility of high resolvability and fast computer recognition
of compound structures with micro components. Developed scheme is realized as MATLAB
software and justified by numerical experiments.

1. INTRODUCTION

In creation and construction of modern artificial materials it appears the necessity of recognition
of compound structures with micro and nano-particles. Recognition of compound structures with
elements that have different electro-conductivities o permittivity is possible using scanning by
Electrical Tomography (ET). In a plane case it can be mathematically described [1] as a coefficient
inverse problem for the Laplace equation, written in the divergent form

∂

∂x

(
ε(x, y)u′x (x, y)

)
+

∂

∂y

(
ε(x, y)u′y (x, y)

)
= 0, (1)

where (x, y) ∈ Ω some limited open region on a plane, u(x, y) is potential, the function ε = ε(x, y)
characterize the conductivity or permittivity of a media.

In traditional statement [1] it is supposed also that functions Jn (x, y), u0 (x, y) are known on
the boundary curve Γ and the next boundary conditions are satisfied:

ε (x, y)
∂u (x, y)

∂n
= Jn (x, y) , (x, y) ∈ Γ, (2)

u (x, y) = u0 (x, y) , (x, y) ∈ Γ, (3)

where ∂
∂n is the normal derivative in the points of the curve Γ.

Equations (1)–(3) serve as the model of ET, when there is a family of potential and boundary
conditions that corresponds to different angles of scanning scheme. Traditional approach for solving
ET leads to nonlinear ill-posed problem.

In traditional schemes [1] the electric field is produced by the same electrodes that serve as
measuring elements, i.e., the electrodes are active. May be this activity of electrodes, which provokes
its mutual influence, is the cause of impossibility to use a great number of electrodes and obtain the
sufficiently large number of measurements. It is very important that in proposing scheme electrodes
on the boundary Γ do not produce the external electric field (are not active) and serve only for
measurement of data. Therefore, the proposed approach gives in principal the possibility to use
a large number of electrodes and measurements of the input values of data and reconstruct the
desired image more perfectly.

2. NEW MEASUREMENT SCHEME FOR ELECTRIC TOMOGRAPHY AND GENERAL
RAY METHOD

In [2], a new variant of the ET is proposed, when the external electromagnetic field ~V (l), is produced
by active electrodes, located outside of the Ω, initiates some distribution of the electric potential
inside the domain Ω. At that, we propose that measurements of necessary values would be realized
on the boundary curve Γ with another, no active electrodes. To construct a mathematical model
of proposed ET we use the General Ray Principle [3], i.e., consider the electric field as the stream
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flow of “general rays”. Each one of these rays corresponds to some straight line l. The main idea
of the General Ray Principle consists in reduction a Partial Differential Equation to a family of
Ordinary Differential Equations. Let the line l has the parametric presentation: x = p cosϕ−t sinϕ,
y = p sinϕ+t cosϕ, where |p| is a length of the perpendicular, passed from the centre of coordinates
to the line l, ϕ is the angle between the axis X and this perpendicular [4]. Hence, using this
parameterization for the line l, we shall consider the potential u (x, y) and function ε(x, y) for
(x, y) ∈ l as functions (traces) ū (t) and ε̄(t) of variable t. Let suppose that domain Ω is the circle
of radius r. Considering the Equation (1) on the line l we obtain for every fixed p and ϕ the
ordinary differential equation for traces

(
ε̄(t)ū′t (t)

)′
t
= 0, |t| < t, t =

√
r2 − p2. (4)

We suppose that functions v(p, ϕ) and J(p, ϕ) are given and we can write boundary conditions

ε̄
(−t

)
ū′t

(−t
)

= J (p, ϕ) , (5)

ū
(
t
)− ū

(−t
)

= v (p, ϕ) (6)

Equations (4)–(6) are considered as the basic mathematical model for new type of ET [2].
If different components in the considered structure have the smooth distribution, therefore

functions ε̄(t)ū′t(t) and ū′t(t) are continuous. Integrating twice the Equation (4) on t and using
boundary conditions (5)–(6), we obtain for ε(x, y) the next formula for scanning General Ray (GR)
method

ε (x, y) = 1
/
R−1

[
v(p, ϕ)
J(p, ϕ)

]
, (7)

where R−1 is the inverse Radon transform operator [4]. GR-method gives the explicit solution of
the inverse coefficient problem for considering case. It is generalized and applied also for structures
with piecewise constant characteristics. We have constructed the numerical realization of formula
(7) that we call “GR–algorithm”. This algorithm is fast, because it does not require solving any
equation and the Radon transform can be inversed by fast manner using discrete Fast Fourier
Transform algorithm.

3. NUMERICAL EXPERIMENTS

We tested scanning GR-algorithm on mathematically simulated model examples for structure with
piecewise-constant permittivity. The scheme of solution of the corresponding example consists of
the steps presented in details at [5]. Here we considered a plane circle of radius 1mm with basic
permittivity ε0(x, y) = 1 and two different internal elements as circles of radiuses ri, i = 1, 2, with
permittivity ε1(x, y) = 2, ε2(x, y) = 3.

At part (a) of Figures 1, 2, the exact structures are shown; at part (b) — reconstructed struc-
tures, for r1 = 0.05mm, r2 = 0.005mm, r1 = 0.0015mm, r2 = 0.001 mm correspondently. We
have used discretization on the bi-dimensional red with N × N nodes and made calculation at
the PC with processor INTEL CORE 2 DUO T5250. For the first example N = 1001, time of
reconstruction — 207.1 sec; in the second example N = 3001, time of reconstruction — 5950 sec.
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Figure 1: The first example, r1 = 0.05, r2 = 0.005; (a) — exact distribution; (b) — reconstructed distribu-
tion. N = 1001, time of reconstruction — 207.1 sec.
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Figure 2: Scaled image of the second synthetic example; r1 = 0.0015, r2 = 0.001; (a) — exact distribution;
(b) — reconstructed distribution. N = 3001, time of reconstruction — 5950 sec.

4. CONCLUSIONS

A new measurement scheme and a new mathematical model on the base of the GRP for ET
are considered. To resolve this scheme fast algorithms and MATLAB software are constructed.
The properties of the constructed algorithms and computer programs are illustrated by numerical
experiments that demonstrate the possibility to reconstruct structures with micro-scale elements.
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Abstract— The Dirichlet boundary value problem for Laplace equation in 3D simply connected
star domain Ω with continue boundary surface is considered. The proposed approach to the
numerical solution of the problem consists in the next scheme: 1) apply the two-dimensional
p-version of the General Ray Method for some sufficient number of slices in 3D domain; 2)
construct 3D approximation of obtained 2D results by explicit spline-approximation formulas for
3 variables. We suppose that in every slice the corresponding sub domain is 2D simply connected
star domain. Bought steps of the scheme can be realized by fast algorithms that guarantees
rapidness of the calculation by scheme in general. Developed scheme is illustrated by numerical
experiments realized on model examples, using constructed MATLAB software.

1. INTRODUCTION

Boundary problems for the Laplace equation appear as the main mathematical models in different
areas of applied physics, particularly for the electrostatic stationary field [1].

One of the main approaches for solving these problems consists in constructing numerical algo-
rithms based on the Finite Differences method, Finite Elements method and the Boundary Integral
Equation method. All methods and algorithms constructed on the bases of this approach have
some difficulties in realization for the complicated geometrical form of the domain Ω. Numerical
approach leads to solving systems of linear algebraic equations that require a lot of computer time
and memory. Another approach is analytical, based on the Fourier decomposition and the Green
function method. The Fourier decomposition is used more for theoretical investigation, because
the calculation of the coefficients of the Fourier serious also requires essential numerical expenses.

The Green function method is the explicit one, which permits to construct solution of the
boundary problem in explicit form by the Poisson integral. But concrete formulas of Green functions
for the domains Ω with the complicated geometry were unknown. Some advantages in construction
such formulas were achieved in [2] on the basis of Incompressible Influence Elements method that
uses representation for Green’s functions in the form of integrals and also require sufficiently large
volume of calculations. Hence, construction of fast methods and algorithms of solution of mentioned
problems for domains with complicated geometrical form is very actual.

In this paper, we consider the Dirichlet boundary value problem for Laplace equation in 3D
simply connected star domain Ω with continue boundary surface Γ:

∆u(x, y, z) = 0, (x, y) ∈ Ω, (1)
u |Γ = f, (2)

for a given function f .
The proposed approach to the numerical solution of the problem consists in the next scheme: 1)

apply the two-dimensional p-version of the General Ray Method (GR-method) [3] for some sufficient
number slices of the domain; 2) construct 3D approximation of obtained results by explicit spline-
approximation formulas for 3 variables [4]. We suppose that in every slice the corresponding sub
domain is also 2D simply connected star domain. Bought steps of the scheme can be realized by fast
algorithms that guarantees rapidness of the calculation by scheme in general. Developed scheme
is illustrated by numerical experiments realized on model examples, using constructed MATLAB
software.

2. P-VERSION OF GR-METHOD FOR 2D DOMAIN

Let us consider plane slices Sk with coordinates zk, k = 1, . . . , N for points inside the domain Ω.
We define Ωk corresponding plane subdomaines with contour Γk, presented in plane Sk by equation
r = rk(α) in polar coordinates, and consider for each one the particular problem

∆uk (x, y) = 0, (x, y) ∈ Ωk; (3)
uk (x, y) = f(x, y, zk), (x, y) ∈ Γk. (4)
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The p-version of the GR-method for 2D domain can be explained as the consequence of the next
steps [3]:

1) reduce the problem to equivalent one with no homogeneous equation and homogeneous bound-
ary condition:

∆uk,0 (x, y) = ψk(x, y), (x, y) ∈ Ωk; (5)
uk,0 (x, y) = 0, (x, y) ∈ Γk; (6)

2) extend the desired solution uk,0 (x, y) of the reduced problem to all slice-plane Sk, such that
uk,0 (x, y) = 0, (x, y) /∈ Ωk, and describe it along the general ray (a straight line l) by its
direct Radon transform ûk (p, ϕ) = R [uk,0(x, y)];

3) construct the family of ODE on the variable p with respect the function ûk (p, ϕ), supposing
the fulfillment of formula (2) at the pp. 3 in [5] and applying the direct Radon transform to
no homogeneous equation;

4) resolve of the constructed ODE with zero boundary conditions;
5) calculate uk,0 (x, y) as the inverse Radon transform of the obtained solution;
6) regress to the initial boundary condition calculating the function uk (x, y).

The concrete formulas corresponding to this scheme, presented in [3], are realized numerically
by fast algorithms [6]. Constructed package of MATLAB programs present results in discreet
form as a matrix of approximate values of functions uk (x, y) in the points of the uniform greed
{xi,k, yj,k} , i, j = 1, . . . , N that covers the domain Ωk.

2.1. Observation
The supposition, mentioned in step 3), consists in fulfillment of the formula

R [∆uk,0(x, y)] =
d2ûk (p, ϕ)

dp2
, (7)

which is true, if the extended function uk,0 (x, y) has continues derivatives of the second order in all
the plane Sk. If corresponding derivatives are not continues (that frequently can occur) we consider
our scheme for some approximation uε

k,0 (x, y) of the function uk,0 (x, y). This approximation can
be considered as solution of the problem

∆uε
k,0 (x, y) = ψε

k(x, y), (x, y) ∈ Ωk; (8)
uε

k,0 (x, y) = 0, (x, y) ∈ Γk; (9)

where

ψε
k(x, y) =





ψk(x, y), (x, y) ∈ Ωε
k;

2ψk(rk(α)− ε, α) rk(α)−ε/2−r
ε , (x, y) ∈ Ωε/2

k /Ωε
k;

0, (x, y) /∈ Ωε/2
k ;

sub domain Ωε
k is defined as a part of Ωk, such that for every α: r < rk(α)−ε. For continue function

ψk(x, y) solution uε
k,0 (x, y) of problem (8)–(9) exists, is unique and has continues derivatives of the

second order in Ωk ∪ Γk. Let us construct extension of uε
k,0 (x, y) as zero out of Ωk, then this

extension has continues second derivatives at all the plane Sk. So, for this extension and its Radon
transform the relation (7) is fulfilled. Hence, the steps 3)–5) of the scheme can be realized for
uε

k,0 (x, y). It is simple to justify, using presentation of solutions by the Green formula, that

uε
k,0 (x, y) → uk,0 (x, y) , ε → 0, (x, y) ∈ Ω.

At the same time, the numerical realization of all steps 1)–6) of the scheme, which do not use
values of the function ψk(x, y) at the Γk, for sufficient little ε is the same for bought functions
uε

k,0 (x, y) and uk,0 (x, y). So, we justified possibility to construct the approximation for uk,0 (x, y)
by numerical realization of the proposed scheme without the additional supposition on fulfillment
of relation (7).
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3. EXPLICIT SPLINE APPROXIMATION OF 3D FUNCTIONS

The explicit method for approximation functions of one and many variables by splines was de-
veloped by the author, justified theoretically and by numerical experiments [7, 8]. We use the
explicit formula for approximation of function u(x, y, z) by three-dimensional spline on the grid
{xi,k, yj,k, zk} i, j, k = −1, . . . , N +2, which covers the domain Ω and some its neighborhood. Let
si,k (u) be a local basic cubic splines [7], constructed on the nodes wi−2,k, . . . , wi+2,k; i = 1, . . . , N ;
where w is x o y . For variable z, we also construct local basic cubic splines sk (z) on the red {zk}.
Mentioned formula is the next one:

S (x, y, z) =
N∑

k=1

N∑

i=1

N∑

j=1

uk (xi,k, yj,k) si,k (x) sj,k (y) sk (z). (10)

Figure 1. Figure 2. Figure 3.

Figure 4.
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y= -0.8182 y= -0.6364

y= -0.4545 y= 0.0909

y= 0.2727 y=0.4545

Figure 5.

4. NUMERICAL EXPERIMENTS

We have constructed the algorithmic and program realization of proposed schemes and formulas
in MATLAB system, which we tested on mathematically simulated model examples with known
exact function u.

Bellow we present example for the exact solution of the Laplace equation u (x, y, z) = sin(x +
y) exp(

√
2z) and domain Ω painted in Figures 1, 2, 3 for different points of view.

We calculated the approximate solution on the red with N = 12 points for every variable. In
Figure 4, we see isoline maps of: 1) the exact solution (the left column of graphics); 2) the recu-
perated by GR-method and approximated by formula (10) solution (the right column of graphics),
for intersections of the domain Ω by planes parallel to the coordinate plane xOy, which correspond
to values z = −0.4545, −0.0909, 0.2727; 0.4545, 0.6364.

In Figure 5, we see similar isoline maps for intersections of the domain Ω by planes parallel to
the coordinate plane xOz, which correspond to values of variable y, marked bellow the graphics.

5. CONCLUSIONS AND ACKNOWLEDGEMENTS

A new scheme for the approximate solution of the Dirichlet boundary value problem for Laplace
equation in 3D simply connected star domain is developed, justified by theoretical reasons and
realized numerically by fast algorithms. Constructed package of MATLAB programs is tested by
simulated numerical examples, which confirm the validity and good approximation properties of
constructed scheme.

The author acknowledges to CONACYT Mexico, Merited Autonomous University of Puebla
Mexico and Aerospace School of Moscow Aviation Institute for approval of this investigation in the
frame of the Probation Period at 2012–2013 years.

REFERENCES

1. Sobolev, S. L., Equations of Mathematical Physics, Moscow, 1966.
2. Seremet, V. D., Handbook of Green’s Functions and Matrices, WIT Press, London, 2002.
3. Grebennikov, A. I., “General ray method for solution of dirichlet boundary value problems for

poisson equation in arbitrary simple connected star domain,” Proceedings of 2nd International
Symposium “Inverse Problems, Design and Optimization”, 101–106, Miami, Florida, USA,
Apr. 2007.

4. Grebennikov, A. I., Spline Approximation Method and Its Applications, MAX Press, Russia,
2004.

5. Helgason, S., The Radon Transform, Birkhauser, Boston-Basel-Berlin, 1999.



128 PIERS Proceedings, Taipei, March 25–28, 2013

6. Grebennikov, A., “Fast algorithms and MATLAB software for solution of the dirichlet bound-
ary value problems for elliptic partial differential equations in domains with complicated ge-
ometry,” WSEAS Transactions on Mathematics J., Vol. 7, No. 4, 173–182, 2008.

7. Grebennikov, A. I., Method of Splines and Solution of Ill-posed Problems of Approximations
Theory, Moscow University Publishers, Russia, 1983.

8. Grebennikov, A. I., Algorithms and Programs of Approximation Functions of One and Some
Variables by Splines and Applications, Moscow University Publishers, Russia, 1987.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 129

Electromagnetic Eigen-field Characteristics of Acousto-optic
Waveguides with Transverse SAW
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Abstract— Among several optical devices, fundamental characteristics and processing systems
of collinear optical switching device have been studied about optical dielectric waveguides on
LiNbO3 crystal substrates. Conventional waveguide-type A-O devices use collinear interaction
with mode coupling based on Bragg condition between optical waves and SAW both propagating
in same directions. Collinear A-O devices of waveguide-type show sufficient performance for
wavelength selective switching with narrow bandwidths. However, in these collinear A-O devices,
since SAW propagation speed is very slow, interaction time is several micro seconds for 10 mm
waveguide device length.
In A-O devices of optical waveguides using transverse A-O interaction, where SAW propagates
transversely and at right angles to optical wave propagation direction, SAW propagation lengths
needed for complete A-O interaction may become 10 µm and interaction time may be several
nano seconds, with ultra high speed switching. In this paper, fundamental characteristics of
transverse A-O interaction are studied as electromagnetic boundary value problem.
Refractive indexes in optical waveguides induced by A-O effects with SAW are shown by sine
functions. Wave field characteristics in inhomogeneous media of periodic structures for transverse
directions given by A-O effects are analyzed by analytic method of Hill’s equations for transverse
spectral functions. Electromagnetic fields in core and clad regions with periodic structures are
shown by Mathieu functions. By boundary conditions, eigen equations of transverse type A-O
waveguides are derived. Dispersion characteristics of A-O eigen modes are studied for wavelengths
of optical waves and SAW, with acousto-optic coefficients for stable pass and unstable forbidden
bands. Based on these fundamental field characteristics of A-O waveguides, mode couplings and
switchings in transverse A-O waveguide devices consisting of coupled several optical waveguides
controlled by SAW may be shown.

1. INTRODUCTION

Integrated optics and optical devices consisting of active and passive waveguides have been rapidly
developed recently. Among several optical devices, for optical switch using acoustoptic (A-O) ef-
fects, fundamental characteristics and application processing systems of collinear optical switching
device using acoustooptic (A-O) effects, have been studied about optical dielectric waveguides on
LiNbO3 crystal substrates [1–3]. Conventional waveguide-type A-O devices use collinear interaction
with mode coupling based on Bragg condition between optical waves and SAW both propagating
in same directions. Collinear A-O devices of waveguide-type show sufficient performance for wave-
length selective switching with narrow bandwidths in case of low switch speed [4, 5]. However, since
SAW propagation speed is very slow, comparing with optical wave speeds, and in these collinear
A-O devices, interaction time is several micro seconds for 10 mm waveguide device length.

In A-O devices of optical waveguides using transverse A-O interaction, where SAW propagates
transversely and at right angles to optical wave propagation direction, SAW propagation lengths
needed for complete A-O interaction may become 10µm and interaction time may be several nano
seconds [6, 7]. Ultra high speed switching can be accomplished, in A-O waveguide devices with
transverse interaction of optical modes and SAW. In this paper, fundamental characteristics of
transverse A-O interaction are studied as electromagnetic boundary value problem.

Refractive indexes in optical waveguides induced by A-O effects of SAW are shown by sine
functions in the transverse direction and yield wave equations with functional coefficients. Wave
field characteristics in inhomogeneous media of periodic structures for transverse directions given by
A-O effects due to SAW, are analyzed by analytic method of Hill’s equations for transverse spectral
functions. Electromagnetic fields in core and clad regions with periodic structures expressed by
sine functions corresponding to SAW fields are shown by Mathieu functions with parameters and
concerned with eigen values. By boundary conditions for electric and magnetic fields at boundaries
between core and clad regions, eigen equations for eigen modes in transverse type A-O waveguides
are derived. Dispersion characteristics of A-O eigen modes are studied for wavelengths of optical
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waves and SAW, with acousto-optic coefficients. Stable pass and unstable forbidden bands are
discussed. Based on these fundamental field characteristics of A-O waveguides, mode couplings
and switchings in transverse A-O waveguide devices consisting of coupled several optical waveguides
controlled by SAW may be shown.

2. STRUCTURE OF TRANSVERSE A-O WAVEGUIDE DEVICE

Interactions between surface acoustic waves (SAW) and optical waves are expressed by refractive
index tensors. For acousto-optic effects, physical relations among electric fields Ek, electric dis-
placement Di, particle displacement uj , stress tensor Tij and strain tensor Skj are expressed using
physical coefficients of elastic coefficients CE

ijkl , piezoelectric co-efficients ekij , dielectric constants
εij , acousto-optic co-efficients pijkl .

Refractive index changes ∆nil due to strains of SAW are

∆nil = −1
2

∑

k,j

n2
ik

nil


∑

α,β

pkjαβSαβ


n2

jl (1)

For one dimensional case,

∆n = −n3

2
pS (2)

Refractive index changes induced by acoustic longitudinal wave with angular frequency Ω, wave
number K and amplitude S0 propagating in the z direction in homogeneous media are given

∆n1 = −1
2
n3p12S3, ∆n3 = −1

2
n3p11S3 (3)

where S3 = S0 sin (Ωt−Kz), S1 = S2 = 0.
Figure 1 shows optical waveguide of two dimensional case with SAW propagating in the z

direction. For optical A-O devices such as optical modulators, switches, couplers and separators
using A-O effects, one or two A-O waveguides are combined. In transverse A-O waveguides shown
in Fig. 2, optical waves propagate in the longitudinal z direction and SAW propagates in the
transverse x direction, where in the y direction, waveguides have uniform characteristics. Region I
is core part with refractive index n1 and width d, and regions II and III are clad parts with refractive
indexes n2 and n3. Transverse plane of the waveguide is xy cross section. Strain S(x, t) induced
by SAW with velocity Ω/K is given by Eq. (3) and refractive index changes in homogeneous media
of regions i with refractive indexes ni, using elasto-optic coefficients pi, are

∆ni = −1
2
n3

i piS (x, t) (4)

When dielectric constants of core and clad regions in transverse A-O waveguides are ε̃1, ε̃2 and
ε̃3, wave numbers of optical waves in the transverse x direction change to βx ± K by SAW with
wave numbers, and propagation constants βz in the longitudinal z direction are controlled to be√

β2 − (βx ±K)2 where β is wave number of media ω
√

µε̃ without SAW. These characteristics of
wave spectrum and dispersions are shown in Fig. 3.
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3. ELECTROMAGNETIC FIELD IN TRANSVERSE A-O WAVEGUIDE

Field and wave equations in the core and clad regions of transverse A-O waveguides controlled by
SAW are shown by changes of refractive indexes and dielectric constants in each region as

ε̃i = εi + ∆εi, ε̃i = ñ2
i ε0, ∆εi = ∆n2

i ε0, ñ1 = n1 + ∆n1,

ñ2 (= ñ3) = n2 + ∆n2, ∆εi = −∆εis sin (Ωt−Kx− φ)
(5)

where the phase factor of SAW is φ.
From the Maxwell equation

∇×E = −µ
∂H
∂t

, ∇×H = ε̃
∂E
∂t

(6)

we have vector wave equation as

∇×∇×E− µ
∂2

∂t2
ε̃E = 0 (7)

Hence (
∇2 − µε̃

∂2

∂t2

)
E = µ∆ε

∂2E
∂t2

−∇ (∇ ln ε̃E) (8)

From Eq. (5), in the region of A-O effects, the electric field is given as
(
∇2 − µε̃

∂2

∂t2

)
E = −µ∆εis sin (Ωt−Kx− φ)

∂2E
∂t2

−∇ (∇ ln ε̃E) (9)

The magnetic field is shown by, when angular frequency of SAW Ω is smaller than optical frequency
ω, ω À Ω

H =
j

µω
∇×E (10)

Here, electromagnetic fields E(i) (x, z, t) in the core and clad regions for uniform field in the y
direction are shown as, if propagation factor of the z direction is e−jβzz and time factor is ejωt

E(i) (x, z, t) = E(i)
t (x) e−jβzz+jωt (11)

Transverse electric fields satisfy, using frequency relation of ω À Ω
[

∂2

∂x2
+ µω2 (εi + ∆εis sin (Kx + φ))− β2

z

]
E(i)

t (x) = 0 (12)

In Eq. (12), when φ = π
2 , and we define parameters W , η, ai, qi following as, for y polarization and

E(i)
t = E

(i)
y iy,

Kx = 2η, ai = W 2
(
µω2εi − β2

z

)
=

4
(
µω2εi − β2

z

)

K2
, −2qi = W 2µω2∆εis =

4µω2∆εis

K2
(13)

Here, for wavelength Λ of SAW

W =
2
K

=
Λ
π

, K =
2
W

=
2π

Λ
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Equation (12) of transverse electric fields E(i)
t (x) is reduced to Mathieu equation with parameter

q and eigen values a for η coordinate variable.
[

d2

dη2
+ (ai − 2qi cos 2η)

]
E

(i)
t (η) = 0 (14)

In transverse A-O waveguide, propagation characteristics of optical waves and SAW are shown
for distance x and time t in Fig. 4. Propagation velocity of SAW V = Ω

K is smaller than those
of optical modes v = 1√

εeqµ , and optical waves pass through transverse cross section of SAW xy

plane with short time interactions, giving high speed responses. Where εeq is equivalent dielectric
constant of optical modes, βz

β = √
εeq .

Electric fields in core (I) and clad (II), (III) regions, for y polarization, E(i)
t (x) = iyE

(i)
y (x),

using Mathieu functions and coefficients C
(i)
ν , S

(i)
ν , and z component H

(i)
z of magnetic fields are

E(i)
y (η)=

∑

ν=0

(
C(i)

ν ceν (η, qi) + S(i)
ν seν (η, qi)

)
, H(i)

z (η)=
1

jωµ

∑

ν=0

[
C(i)

ν ce′ν (η, qi) + S(i)
ν se′ν (η, qi)

]

(15)

Here, ai = ν2 +
∞∑

r=0
αrq

r
i , α2 = 1

2(ν2−1) , ceν (η, q) = cos νz − 1
4q

[
cos(ν+2)η

(ν+1) − cos(ν−2)η
(ν−1)

]
+ O

(
q2

)
,

seν (η, q) = sin νz − 1
4q

[
sin(ν+2)η

(ν+1) − sin(ν−2)η
(ν−1)

]
+ O

(
q2

)
.

From continuity conditions of electric and magnetic fields at boundary interface between core
and clad, x = ±d

2 , when refractive indexes of clad regions II and III, ñ2 = ñ3 using coefficients
C

(1)
ν , S

(1)
ν , C

(2)
ν , S

(2)
ν and defining η± = K

2

(±d
2

)
, we have




ceν (η+, q1) seν (η+, q1) ceν (η+, q2) seν (η+, q2)
ceν (η−, q1) seν (η−, q1) ceν (η−, q2) seν (η−, q2)
ce′ν (η+, q1) se′ν (η+, q1) ce′ν (η+, q2) se′ν (η+, q2)
ce′ν (η−, q1) se′ν (η−, q1) ce′ν (η−, q2) se′ν (η−, q2)







C
(1)
ν

S
(1)
ν

C
(2)
ν

S
(2)
ν


 = 0 (16)

For expansion coefficients of Eq. (15), determinant of matrix Eq. (16) gives eigen equation and
derives dispersion characteristics of eigen modes giving propagation constants β

(ν)
z of ν modes as

eigen values.

∆ε2 = ∆ε3 = 0, β2
i = µω2ε̃i = ñ2

i ε0, ε̃1 = ε1 + ∆ε1,

∆ε1 = ∆n2
1ε0, ∆n1 = −1

2
n3

1p1S (t) , ∆ε1 = −∆ε1s sin (Ωt−Kx− φ)
(17)

where strain is given by SAW as S (x, t) = S0 sin (Ωt−Kx− φ).
TE symmetric (even) mode for y polarization electric and magnetic fields E

(1)
y , E

(2)
y , H

(1)
z , H

(2)
z
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are, using Mathieu functions and C
(1)
ν , C

(2)
ν , in core and clad regions

E(1)
y = C(1)

ν ceν (η, q1) e−jβzz, H(1)
z = − j

ωµ

1
W

C(1)
ν ce′ν (η, q1) e−jβzz |x| ≤ d

2
,

E(2)
y = C(2)

ν e−jβzze±α
(2)
x x, H(2)

z =
±α

(2)
x

ωµ
jC(2)

ν e−jβzze±α
(2)
x x, x ≤ −d

2
, x ≥ d

2

(18)

As simple case, we next consider transverse A-O effects in core region without A-O effects in
clad regions, as follows.

Here,

a1 = ν2 +
∞∑

r=0

αr1q
r
1,

d

dx
=

K

2
d

dη
=

1
W

d

dη
(19)

for spectrum parameters,

− α(i)
x

2
= β2

i − β2
z = β(i)

x

2
, α(2)

x = α(3)
x (20)

and coefficients
C(2) = C(3)

Boundary condition of electric and magnetic fields Ey and Hz at the boundary interface at
x = ±d

2 , and η = K
2

(±d
2

)
, are

C(1)
ν ceν

(
η(d), q1

)
= C(2)

ν e−αx
d

2 ,
1
W

C(1)
ν ce′ν

(
η(d), q1

)
= αxC(2)

ν e−αx
d

2

−cνe
′
ν (η, q1)

]
η=+ K

4
d

= + cνe
′
ν (η, q1)

]
η=−K

4
d

(21)

where, η(d) = K
4 d, αx = α

(2)
x .

From field continuity condition of Eq. (21), we have mode dispersion relations of TE symmetric
modes as

C
(1)
ν

C
(2)
ν

=
e−αx

d

2

ceν

(
η(d), q1

) =
αxe−αx

d

2

1
W ce′ν

(
η(d), q1

) ,
cνe

′
ν

(
η(d), q1

)

cνeν

(
η(d), q1

) = −αxW (22)

where, β2
z − α2

x = β2
2 , αxW =

√(
β2

1 − β2
2

)
W 2 − 1, β2

z +
(

1
W

)2 = β2
1 .

From eigen equation of Eq. (22), propagation constants β
(ν)
z of optical guided ν modes and

dispersion characteristics are derived. Eigen characteristics of Mathieu function yield stable (pass)
and unstable (decay) regions for parameters of q and a concerned with TE symmetric modes as
shown in Fig. 5.

Figure 5: Eigen characteristics of TE symmetric
modes.
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Parameters aν and bν are represented for Mathieu functions ceν and seν , as eigen values a in
Eq. (14).

Optical transverse A-O coupler and wave separators consisting of parallel waveguides with trans-
versely propagating SAW shown in Fig. 6, can be discussed based on eigen mode characteristics of
transverse A-O waveguide.

4. CONCLUSION

Transverse A-O waveguides with SAW have high efficient and high speed switching characteristics.
Electromagnetic field characteristics in transverse A-O waveguides with transversely controlled re-
fractive indexes by SAW are studied by eigen function expansion methods for Hill’s equations. Field
characteristics are discussed by Mathieu function expansion method for core and clad regions with
acousto-optic effects due to SAW. Eigen equations and eigen modes are shown using field expression
of Mathieu functions by field boundary condition. Stable and unstable dispersion characteristics
for wave numbers and wavelengths of optical waves and SAW are shown.
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Abstract— In this paper we consider the inverse problem of the permittivity determination of a
multi-sectional diaphragm with metamaterial layers. Based on the developed recursive method of
the solution to the inverse problem we perform a detailed analysis for a three-sectional diaphragm.

1. INTRODUCTION

Determination of electromagnetic parameters of dielectric bodies that have complicated geometry or
structure is an urgent problem as far as investigation of the properties and creation of nanocomposite
materials are concerned. As a rule, these parameters cannot be directly measured which leads
to the necessity of applying methods of mathematical modeling and numerical solution of the
corresponding forward and inverse electromagnetic problems [1–3]. In [4] we proposed a numerical–
analytical approach and determined in the closed form the permittivity of layered materials loaded
in a waveguide. The aim of this work is the development of the proposed technique to the analysis
of electromagnetic properties and solution to the inverse problem in the case of a multi-sectional
diaphragm with metamaterial layers placed in a rectangular waveguide. We consider different
fillings of the diaphragm sections and present the results of numerical modeling.

2. INVERSE PROBLEM

Assume that a waveguide P = {x : 0 < x1 < a, 0 < x2 < b, −∞ < x3 < ∞} with the perfectly
conducting boundary surface ∂P is given in the cartesian coordinate system. A three-dimensional
body Q (Q ⊂ P )

Q = {x : 0 < x1 < a, 0 < x2 < b, 0 < x3 < l}
is placed in the waveguide; the body has the form of a diaphragm (an insert); namely, a par-
allelepiped divided into n sections adjacent to the waveguide walls. Domain P\Q̄ is filled with
an isotropic and homogeneous layered medium having constant permeability (µ0 > 0) in whole
waveguide P , the sections of the diaphragm

Q0 = {x : 0 < x1 < a, 0 < x2 < b, −∞ < x3 < 0}
Qj = {x : 0 < x1 < a, 0 < x2 < b, lj−1 < x3 < lj} , j = 1, . . . , n

Qn+1 = {x : 0 < x1 < a, 0 < x2 < b, l < x3 < +∞}
are filled each with a medium having constant permittivity εj > 0; l0 := 0, ln := l.

The electromagnetic field inside and outside the object in the waveguide is governed by Maxwell’s
equations

rotH = −iωεE + j0E
rotE = iωµ0H,

(1)

where E and H are the vectors of the electric and magnetic field intensity, j is the electric polar-
ization current, and ω is the circular frequency.

Assume that π/a < k0 < π/b, where k0 is the wavenumber, k2
0 = ω2ε0µ0 [5]. In this case, only

one wave H10 propagates in the waveguide without attenuation (we have a single-mode waveg-
uide [5]).

The incident electrical field is

E0 = e2A sin
(πx1

a

)
e−iγ0x3 (2)

with a known A and γ0 =
√

k2
0 − π2/a2.
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Solving the forward problem for Maxwell’s equations with the aid of (1) and the propagation
scheme in Fig. 1, we obtain explicit expressions for the field inside every section of diaphragm Q
and outside the diaphragm:

E(0) = sin
(πx1

a

) (
Ae−iγ0x3 + Beiγ0x3

)
, x ∈ Q0, (3)

E(j) = sin
(πx1

a

) (
Cje

−iγjx3 + Dje
iγjx3

)
, (4)

j = 1, . . . , n + 1; Dn+1 = 0, x ∈ Qj ,

where γj =
√

k2
j − π2/a2 and k2

j = ω2εjµ0, γn+1 = γ0.
From the conditions on the boundary surfaces L := {x3 = 0, x3 = l1, . . . , x3 = ln} of the

diaphragm sections
[E]|L = 0, [H]|L = 0, (5)

where square brackets [·] denote the function jump over the boundary surfaces, applied to (3)
and (4) we obtain using conditions (5) a system of equations for the unknown coefficients





A + B = C1 + D1

γ0 (B −A) = γ1 (D1 − C1)
Cje

−iγj lj + Dje
iγj lj = Cj+1e

−iγj+1lj + Dj+1e
iγj+1lj

γj

(
Dje

iγj lj − Cje
−iγj lj

)
= γj+1

(
Dj+1e

iγj+1lj − Cj+1e
−iγj+1lj

)
, j = 1, . . . , n,

(6)

where Cn+1 = F, Dn+1 = 0. In system (6) coefficients A, B, Cj , Dj are supposed to be complex
and εj (j = 1, . . . , n) are supposed to be real. Formulate the inverse problem for a multisectional
diaphragm.

Inverse problem P: find (real) permittivity εj of each section from the known amplitude A of
the incident wave and amplitude F of the transmitted wave at different frequencies.

Expressing Cj , Dj via Cj+1, Dj+1 we obtain a recurrent formula that couples amplitudes A and
F :

A =
1

2
n∏

j=0
γj

(γnpn+1 + γ0qn+1)Fe−iγ0ln , (7)

where

pj+1 = γj−1pj cosαj + γjqji sinαj , p1 := 1,

qj+1 = γj−1pji sinαj + γjqj cosαj , q1 := 1.
(8)

Figure 1. Multilayered diaphragms in a waveguide.

Figure 2. Scheme of the wave propagation through the diaphragms.
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Here αj = γj(lj − lj−1), j = 1, . . . , n. Note that similar formulas are obtained in classical mono-
graphs dealing with wave propagation in layered media, e.g., in [6].

It should be noted that we solve the inverse problem under study assuming that permittivities εj

(j = 1, . . . , n) are real. In the case of an n-sectional diaphragm, we obtain a system of n equations
with n unknown permittivities by duplicating (8) at different frequencies:

Re(A(ωj)) = Re




1

2
n∏

j=0
γj

(γnpn+1 + γ0qn+1)F (ωj)e−iγ0ln


 , j = 1, . . . , n, (9)

where all the necessary quantities are given by (8). Solving system (9) numerically we find permit-
tivities εj (j = 1, . . . , n).

3. NUMERICAL

In this section we present examples of numerical solutions to inverse problem P. The tables show
the test results of numerical solution to the inverse problem of reconstructing permittivities of one-,
two-, or three-sectional diaphragm at one, two, three frequencies correspondingly. The test values
of the transmission coefficient are taken from the solution to the forward problem.

Based on the developed recursive method we obtain the results for n-sectional diaphragms with
n = 1, 2, 3.

For a one-sectional diaphragm from (9) we obtain the formula

Re(A(ω1)) = Re
(

1
2γ0γ1

(γ1p2 + γ0q2)F (ω1)e−iγ0l1

)
, (10)

where

p2 = γ0p1 cosα1 + γ1q1i sinα1, p1 : = 1,

q2 = γ0p1i sinα1 + γ1q1 cosα1, q1 : = 1.

Here α1 = γ1l1.
In Table 1 numerical results for a one-sectional diaphragm are presented.
Parameters of the one-sectional diaphragm are a = 2 cm, b = 1 cm, c = 2 cm, and l1 = 0.9 cm;

the excitation frequencies f = 11.94 GHz. The first, second, and third columns of the table show,
respectively, the values of transmission coefficient F

A and the calculated and true values of the (real)
permittivity of a section.

For a two-sectional diaphragm from (9) we obtain the system of 2 equations with 2 unknown
permittivities

Re(A(ω1)) = Re
(

1
2γ0γ1γ2

(γ2p3 + γ0q3)F (ω1)e−iγ0l2

)
,

Re(A(ω2)) = Re
(

1
2γ0γ1γ2

(γ2p3 + γ0q3)F (ω2)e−iγ0l2

)
,

(11)

Table 1.

F
A (ωi) Calculated εi True εi

−0.044 + i · 0.046 −1.7095 −1.7
0.691− i · 0.693 1.69997 1.7
−0.381− i · 0.855 3.0004 3
−0.018 + i · 0.013 −3.029 −3
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where

p3 = γ1p2 cosα2 + γ2q2i sinα2,

p2 = γ0p1 cosα1 + γ1q1i sinα1, p1 := 1,

q3 = γ1p2i sinα2 + γ2q2 cosα2,

q2 = γ0p1i sinα1 + γ1q1 cosα1, q1 := 1.

Here αj = γj(lj − lj−1), j = 1, 2.
In Table 2 numerical results for a two-sectional diaphragm with one or more metamaterial layers

are presented.
Parameters of the two-sectional diaphragm are a = 2 cm, b = 1 cm, c = 2 cm, l1 = 1 cm, and

l2 = 1.5 cm; the excitation frequencies f = 11.94GHz and f = 8.12 GHz. The first, second, and
third columns of the table show, respectively, the values of transmission coefficient F

A and the
calculated and true values of the (real) permittivity of a section.

For a three-sectional diaphragm from (9) we obtain the system of 3 equations with 3 unknown
permittivities

Re(A(ω1)) = Re
(

1
2γ0γ1γ2γ3

(γ3p4 + γ0q4)F (ω1)e−iγ0l3

)
,

Re(A(ω2)) = Re
(

1
2γ0γ1γ2γ3

(γ3p4 + γ0q4)F (ω2)e−iγ0l3

)
,

Re(A(ω3)) = Re
(

1
2γ0γ1γ2γ3

(γ3p4 + γ0q4)F (ω3)e−iγ0l3

)
,

(12)

where

p4 = γ2p3 cosα3 + γ3q3i sinα3, p3 = γ1p2 cosα2 + γ2q2i sinα2,

p2 = γ0p1 cosα1 + γ1q1i sinα1, p1 := 1,

q4 = γ2p3i sinα3 + γ3q3 cosα3, q3 = γ1p2i sinα2 + γ2q2 cosα2,

q2 = γ0p1i sinα1 + γ1q1 cosα1, q1 := 1.

Table 2.

F
A (ωi) Calculated εi True εi

−0.017− i · 0.00393
−0.012 + i · 0.025

−1.09995
−1.2013281

−1.1
−1.2

0.132 + i · 0.33
0.164 + i · 0.33

1.10077
−1.20084

1.1
−1.2

−0.05 + i · 0.079
−0.0015 + i · 0.113

−1.09815
1.20156

−1.1
1.2

Table 3.

F
A (ωi) Calculated εi True εi

−0.002476− i · 0.004015
−0.006608 + i · 0.007652
−0.009451 + i · 0.0007723

−1.10193
−1.19769
−1.2981

−1.1
−1.2
−1.3

−0.019− i · 0.026
−0.017 + i · 0.021
−0.034 + i · 0.0049

−1.01787
1.18248
−1.41637

−1.1
1.2
−1.3

0.195 + i · 0.064
0.138− i · 0.045
0.166 + i · 0.049

1.70101
1.49818
−4.00463

1.7
1.5
−4
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Here αj = γj(lj − lj−1), j = 1, 2, 3.
In Table 3 numerical results for a three-sectional diaphragm with one or more metamaterial

layers are presented.
Parameters of the three-sectional diaphragm are a = 2 cm, b = 1 cm, c = 2 cm, l1 = 1 cm,

l2 = 1.5 cm, and l2 = 1.9 cm; the excitation frequencies f = 11.94GHz, f = 8.12GHz, and
f = 9.55GHz.

The first, second, and third columns of the table contain, respectively, the values of transmission
coefficient F

A and the calculated and true values of the (real) permittivity of a section.

4. CONCLUSION

In this work, we have constructed a mathematical model of the wave propagation through a multi-
layered dielectric in a waveguide and analyzed electromagnetic properties of multi-sectional di-
aphragms with metamaterial layers placed in a rectangular waveguide. Note an important feature
of the method of solution to the inverse problem under study: for the case of an n-sectional di-
aphragm, the system for finding the layer permittivities is obtained by duplicating the general
formula that couples the transmission coefficient and the incident field amplitude at different fre-
quencies. Using the developed recursive method we have obtained analytical results and performed
numerical simulation and solution to the inverse problem of the permittivity determination for
multi-sectional diaphragms with one, two, and three layers. Numerical results confirm the effi-
ciency of the method.
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Multi Bands Reconfigurable Antenna for Mobile Phone Application

Dau-Chyrh Chang and Hsin-Chi Li
Institute of Information and Communication Engineering
Oriental Institute of Technology, New Taipei City, Taiwan

Abstract— The design of multi-band reconfigurable antenna with compact size and high effi-
ciency is presented. The antenna is composed of one main loop radiator, one monopole radiator,
and coupling loop radiator. The size of the antenna is 50 × 75 × 0.8mm which is printed on
FR4-exopy substrate with permittivity 4.4. There are four PIN diodes switch to control the
antenna with multiple frequency capability. By adjusting the PIN diode switches, the antenna
frequency can be switched for GSM850, GSM900, GSM1800, GSM1900, UMTS2100, and IEEE
802.11a/b/g.

1. INTRODUCTION

In recent years, for wireless communication products are integrating with different antennas for
multi-communication systems. In generally the operating frequency of antenna can be reconfig-
urable by controlling the reactance for multi-band operation. By using this reconfigurable tech-
nique, the size of wireless mobile communication system can be reduced. The technology can
improve signal transmission quality that not only can be applied to systems integration, can also
increase bandwidth and improve transmission speed.

The structure of the proposed reconfigurable antenna is shown in Figure 1. The structure of the
proposed frequency reconfigurable antenna is based on the multi-band antenna structure with the
combination of the pin diodes switch. The size of the antenna is 50× 75× 0.8 mm which is printed
on FR4-exopy substrate with permittivity 4.4. The antenna is composed of one main loop radiator,
one monopole radiator, and coupling loop radiator, and supports different frequency respectively.
Main antenna and ground plane are printed on the same plane, and use coaxial cable to excite the
antenna. The PIN diodes are placed inside loop radiator and monopole radiator. The switch states
at each model are given in Table 1. The model 1 is all the PIN diodes are OFF state, and the
return loss of simulated is shown in Figure 2.

2. ANTENNA DESIGN

From the result that can found the antenna has four resonant points from 0.5 GHz to 6.5 GHz. In
order to confirm the current distribution of the resonant frequency, the current distribution of the
four resonant frequencies of simulated is shown in Figure 3. From the Figure 3(a) can be found
that the current through the monopole radiator and therefore the monopole radiator is resonated
for 900MHz The current distribution of 1800MHz is shown in Figure 3(b), the current through the

Figure 1: The proposed structure of
multi-band antenna.

Figure 2: The simulation result of return loss.
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Table 1: Reconfigurable antenna models of operation.

Diodes combination
Pin diodes state

Model 1 Model 2 Model 3 Model 4 Model 5
D1, D2 OFF ON OFF OFF OFF
D3, D4 OFF OFF ON OFF OFF
D5, D6 OFF OFF OFF ON OFF

D7 OFF OFF OFF OFF ON

(a) (b) (c) (d)

Figure 3: The current distribution of antenna at the frequency of (a) 900 MHz, (b) 1800MHz, (c) 2700 MHz,
(d) 5500 MHz.

(a) (b)

Figure 4: (a) Simulated, (b) measured return loss of the reconfigurable antenna

loop radiator and there are two nodes in the middle of the loop radiator, so the loop radiator is
resonated for 1800 MHz. Figure 3(c) shows the current distribution of 2700 MHz and the current
is flowing the monopole radiator, but there is one node in the middle of the monopole. According
to the analysis of the resonant frequency, that is generated by the third harmonic of the resonant
frequency of the monopole radiator. The current distribution of 5500 MHz is shown in Figure 3(d),
current is mainly concentrated in the monopole radiator and the loop radiator. From the current
distribution can be found that have two nodes in the middle, according to the analysis of the
resonance frequency that generated by the coupling loop antenna resonance.

Use analyzed the simulation results of the current distribution that can understand the resonant
structure of the antenna at different frequencies. Using the combination of the PIN diodes and
antenna to switch the current path, and then completed the switching of resonant frequency. On
the other hand, we have to add the DC bias to control the PIN diodes state. And need to use the
inductor and capacitor to isolate the AC and DC signals, that to avoid the impact and interference
between signals. In this article, the inductor (L1) is 150 nH and the capacitor (C1) is 100 pF.
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(a) (b)

Figure 5: Measured overall efficiency of the reconfigurable antenna at (a) lower band, (b) higher band.

3. ANTENNA PARAMETER OF THE STUDY

Figure 4 shows the result of return loss, use of the switch of PIN diodes can be completed tune the
resonant frequency of antenna. Figure 4(a) shows the simulation result of return loss, according to
the switching of PIN diodes state that can achieve five kinds of reconfigured frequency model and
support different bands respectively. In the bands for return loss is higher than 6 dB that include
GSM850, GSM900, GSM1800, GSM1900, UMTS2100 and IEEE 802.11 b/g/n. Figure 4(b) is the
return loss of measured, from the result were be found have significant frequency shift. Figure 5
shows the efficiency of measured, the efficiency of lower band (generated by the monopole radiator)
is approximately about 50%, the efficiency of middle band (generated by the loop radiator) is about
60–70%, the efficiency of higher band (generated by the coupling loop radiator) is approximately
about 70%. The difference of simulation and measurement result is because the loss of component,
DC bias and the implement error.

4. CONCLUSIONS

In this article, a novel multi bands reconfigurable antenna employing a tunable loop/monopole
antenna has been presented. By using the characteristics of equivalent circuit of the PIN diode, the
resonance of loop/monopole antenna can be reconfigurable by switching the diode either in “ON”
or “OFF” state. The trend of both simulation and measurement results are agreed. This type of
reconfigurable technique can be used for compact size mobile communication system for different
communication purposes.
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Reconfigurable Antenna with Tri-polarization Capability

Dau-Chyrh Chang and Hsin-Chi Li
Institute of Information and Communication Engineering
Oriental Institute of Technology, New Taipei City, Taiwan

Abstract— The design of the polarization reconfigurable antenna for tri-polarization diver-
sity is presented. In order to satisfy the requirement of polarization diversity in the integrated
communication systems, we propose the concept of switching the polarization state of antennas
by controlling high speed PIN diodes. In order to reduce the impact of antenna performance,
the lumped elements, capacitor and inductor, are used to isolate the direct current source and
RF signal respectively. Used of the pin diodes switch that can complete the characteristic of
polarization diversity for LP (linear polarization), LHCP (left hand circular polarization) and
RHCP (right hand circular polarization).

1. INTRODUCTION

The use of polarization diversity is increasingly important in the modern wireless communication
system. In the WLAN (Wireless Local Area Networks) system, can be used polarization diversity to
avoid the fading of multi-path. The reflected process in the transmission environment, the reflective
will be change the characteristic of polarization. It makes the changes of the signal amplitude and
phase has the difference. After multiple reflect, the signal on the different polarization into mutually
independent or nearly independent of each other. In the process of the wireless communication,
fading generated the impact on the quality of transmission signals and also deterioration in the
BER (Bit Error Rate). With the development of electronic communication technology, diversity
reception technology has become an effective anti-fading measures.

This article mainly applied the pin diodes and meander monopole radiator, by controlling the
bias voltage of the pin diodes to change the antenna resonant structure and resonant modes. De-
pending on the bias of the given way, the antenna will be formed LP, RHCP and LHCP. The
reconfigurable antenna with has the radiation characteristics of tri-polarization in the limited vol-
ume.

2. ANTENNA DESIGN

When the two orthogonal vectors have the same amplitude and has the 90 degree phase difference
and that will became circular polarization. Electric field vector changes over time that can divide
into LHCP and RHCP. Observe the changes in the electric field vector trajectory and the electric
field assuming of the following formula:

~E = E0xe−jkzâx + E0ye
−jkz ∗ ejφây = E0x cos(wt− kz)âx + E0y cos(wt− kz + φ)ây (1)

In the space, when the two orthogonal vectors have the same amplitude and had the 90 degree
phase difference, i.e., E0x = E0y and assuming the φ = 90◦, the changes of electric field vector is
LHCP, and conversely if φ = −90◦, that the changes of electric field vector is RHCP.

The antenna is illustrated in Figure 1. It is printed on 50×50×0.8mm3 a FR4-epoxy substrate
with relative permittivity 44. The CPW feeding line is used for the tri-polarization antenna. The
tri-polarization antenna is composed of three meander radiators 1, 2, and 3. The distance between
meander radiator 1 and meander radiators 2, 3 is quarter wavelength (about 90 degree phase
difference). The meander radiators 2 and 3 are controlled by the PIN diode switches. The switch
states at each model are given in Table 1. The main contribution of meander radiator 1 is for LP
(model 1). The contributions of meander radiators 1 and 2 (3) are for LHCP (RHCP). When the
two diodes near meander radiators 2 and 3 are off then most of the current will flow at radiator 1
which will cause LP radiation. When one of the two diodes (D1D2) is on then the current will flow
the radiator 1 and radiator 2 (3), and because there have 90 degree phase difference between two
radiators so that will cause CP radiation.

3. ANTENNA PARAMETER OF THE STUDY

Figure 2 is the return loss of simulated and measured, from the result can be found that have error
between simulation and Implementation, but the measured return loss still lower than −10 dB in
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Table 1: Reconfigurable antenna models of operation.

(a) (b)

Figure 1: The proposed structure of reconfigurable antenna. (a) Simulation mode. (b) Prototype.

(a) (b)

Figure 2: Result of return loss. (a) Simulation. (b) Measurement.

the requirement band (2412–2472 MHz). The difference of simulation and measurement result is
because the loss of component and the implement error. Figure 3 is the axial ratio of simulated,
the model 1 is LP so that axial ratio is higher, and the model 2 and 3 are CP so that axial ratio is
lower than 3 dB in the requirement bands.

Figure 4 is the E-plane pattern of model 1 that because there is one monopole radiated, so that
is LP and the E-phi is more lower than E-theta. Figure 5 is the E-plane pattern of model 2, the
results of measurement and simulation is very close that the value of E-theta is close to E-phi in the
direction of φ = 0◦, and 180◦, so in the direction is CP radiation. Figure 6 is the E-plane pattern
of model 3, the results of measurement and simulation is very close that the value of E-theta is
close to E-phi in the direction of φ = 0◦ and 180◦, so in the direction is CP radiation. According
to the switch of pin diodes that can complete switch the characteristic of antenna polarization.
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Figure 3: Simulation result of axial ratio.

(a) (b)

Figure 4: E-plane pattern for model 1. (a) Simulation. (b) Measurement.

(a) (b)

Figure 5: E-plane pattern for model 2. (a) Simulation. (b) Measurement.
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(a) (b)

Figure 6: E-plane pattern for model 3. (a) Simulation. (b) Measurement.

4. CONCLUSIONS

This article is using pin diodes to design the tri-polarization reconfigurable antenna, and from the
measurement result that can be found the trends is close to the simulation analysis. By using the
bias voltage of pin diodes that can change the resonant structure of antenna, thereby change the
exciting mode of antenna and achieve the tri-polarization radiation patterns.
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Abstract— The bandwidth behavior of reflectarray elements are discussed in this paper to
overcome the intrinsic limitation of narrow bandwidth it offers. This is done by analyzing the
relationship between bandwidth and phasing distribution characteristics of the elements. Five
shapes of elements, i.e., ring, rectangular loop, triangular loop, square loop and ellipse loop have
been investigated. Each element is designed on Kapton sheet positioned on top of a coverglass
layer that protects the silicon layer. Rogers RT/Duroid 5880 dielectric substrate (εr = 2.2 and
tan δ = 0.0009) is used to support the layers above. These elements are designed to operate
at Ku-band frequency range using CST microwave studio. The elements dimension are varied
thus modifies the surface current distribution that leads to variation of phase reflection from the
elements. The relationship of bandwidth performance with the obtained reflection loss of each
element is then investigated. It has been demonstrated from this work that triangular element
can offer the highest static linear phase range about 263◦, whereas the square element gives the
lowest static linear phase range of 153◦. The surface area of resonating element has significantly
control the current distribution hence leads the triangular element with the lowest surface area
to has steep phase variation. While square element with greater surface area is shown to exhibit
smoother phase variation with broader bandwidth performance. Moreover, the CST simulation
results also shown that triangular element can operate at two resonant frequencies within Ku-
band at 12.22 GHz and 14.09 GHz which can be further exploited for satellite and communication
applications.

1. INTRODUCTION

Nowadays, study on reflectarray antenna to replace the conventional parabolic reflector antenna
is becoming a trend. Various advantages including flat surface, light weight and low cost to man-
ufacture have made this antenna the choice of study. However, one major obstacle need to be
faced is the bandwidth limitation. Various studies have been carried out to overcome this problem.
Bandwidth can be increased using two layer grounded array of rings [1], whereas the linearity of
reflection phase response are controlled by the diameter ratio of the ring [2, 5]. Introduction of split
concept into the element has also improved bandwidth significantly [3]. Thus, this paper discusses
the basic design procedure using five different shapes of element that is printed on silicon solar cell
and to study the phase performance of each resonant element.

2. DESIGN METHODOLOGY

The reflectarray elements are designed to be operated at Ku-band with five different shapes com-
prising rectangular loop, square loop, ellipse loop, triangular loop and ring. Figure 1 shows the
details design for each element used in this experiment. Each design has passed through an opti-
mization process to get the exact nominal value so that all designs are resonated around 14GHz
frequencies. Table 1 depicted the detail dimensions of each design respectively.
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Figure 1: Geometries of (a) ring, (b) ellipse loop, (c) square loop, (d) rectangular loop, (e) triangular loop.
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Figure 2: A 3-D geometrical view.

Table 1: Dimension of each element.

Element/Dimension w (mm) x (mm) y (mm) z (mm)
Ring - 3.4 4.5 -

Ellipse loop 4 2 3 3
Rectangular loop 8 5.5 5 7

Square loop 9 5.8 5.8 9
Triangular loop 6.2 8 6 8

Table 2: Geometry of each layer.

Layer/Dimension x (mm) y (mm) z (mm)
a Periodicity 10 10 4.246
b Copper (Top) - - 0.1
c Kapton sheet 10 10 0.051
d Silica glass 10 10 1.52
e Silicon Solar Cell 10 10 0.5
f RT/Duroid 5880 10 10 1.575
g Copper (Bottom) 10 10 0.5

All the above mentioned copper elements are constructed on top of a Kapton sheet of 0.051 mm
thickness and secured on top of a cover-glass [4] as shown in Figure 2. The 1.52 mm cover-glass
is used to protect a solar cell layer of 0.5 mm thickness situated in-between the silica glass and
RT/Duroid substrate. The Rogers RT/Duroid 5880 substrate layer of 1.575 mm thickness is used
to support all the above mentioned layers. Meanwhile, copper layer at the bottom of the RT
5880 substrate acts as a ground plane. Example of the complete 3-D geometrical dimension of a
triangular element is shown in Table 2.

3. RESULTS AND DISCUSSIONS

The study focuses on two main criteria, namely the static linear phase range and the bandwidth
obtained from the S-shaped curve of each element. Investigation on these parameters will determine
the best element which has the low loss performance and greater phase range to be selected as the
reflectarray element candidate. Figure 4(a) shows the reflection phase curve of the five different
elements that have been analyzed using the commercial full-wave electromagnetic software CST
Microwave Studio. The results show three resonant elements including ring, rectangular loop and
square loop have very close value of linear phase range. Referring to Figure 3, the linear phase
range can be calculated using Equation (1) below.

∆ϕ = ϕ1 − ϕ2 (1)

Table 3 summarizes the detail results of the static linear phase range as well as the reflection
loss values for each element. It can be observed that triangular loop element with reflection loss of
−1.2 dB offers a maximum static phase range of around 263◦. Conversely, the elements of square
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Figure 3: Reflection phase versus frequency.

(a) (b)

Figure 4: Comparison of simulated results among different reflectarray elements (a) reflection phase (◦) vs
frequency (GHz), (b) reflection loss (dB) vs frequency (GHz).

Table 3: Simulated linear phase range, reflection loss and bandwidth of different resonant elements.

Case Element Linear Phase Range (◦) Reflection Loss (dB) Bandwidth (%)
1 Triangular 262.815 −1.20 5.13
2 Ellipse 197.114 −0.65 5.27
3 Ring 165.044 −0.51 6.36
4 Rectangular 162.329 −0.53 5.34
5 Square 153.449 −0.52 5.56

loop, ellipse loop, ring, and rectangular loop have linear phase range values less than 200◦. The
square loop element with −0.5 dB reflection loss gives the minimum static linear phase range value
of about 153◦. Meanwhile, it is observed that highest bandwidth value of 6.36% offered by ring
element at the lowest reflection loss. Conversely, the lowest bandwidth happened at triangular loop
element as it contributes the largest loss.

The simulated result in Figure 4(b) shows the triangular loop element has both the highest and
the lowest loss compared to the other shapes of element. It is happened because the triangular
element resonates at dual frequencies. At the resonant frequency of 14.09GHz it has reflection
loss of −1.2 dB, while at the resonant frequency of 12.22GHz the reflection loss is about −0.4 dB.
This is significantly due to the surface shape of the triangular loop element itself as shown in
Figure 5(e). One of the triangular loop element vertices has allowed higher current distribution in
that particular region which refers to the second resonant frequency. However, the other vertices
have low current distribution which results for the first resonant frequency. The red color in the
surface current density result generated by the CST computer model represents the region with the
higher current distribution.

Figure 5 shows the current distribution from the five different resonating elements. It can be
seen that triangular loop element has the maximum current density of 2128A/m while the square
loop element has the lowest maximum current density of 444 A/m. These results occur due to the
fact that concentration of the current distribution depends on reflective area of each design element.
It is also noticed that, resonant frequency of each element straightly depends on the length, width
and diameter of the reflective area. As depicted in Table 4, triangular loop element has reflecting
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(a) (b) (c) (d) (e)

Figure 5: Surface current density on reflectarray elements, (a) ellipse loop, (b) ring, (c) rectangular loop,
(d) square loop, (e) triangular loop.

Table 4: Surface current density and area of different element.

Case Element Surface Current (A/m) Area of Resonating Element (mm2)
1 Triangular 2128 13.4
2 Ellipse 703 18.8
3 Ring 509 27.3
4 Rectangular 493 28.5
5 Square 444 47.4

area of 13.4 mm2 thus it has the maximum surface current. Meanwhile, the square loop element
has reflecting area of 47.4mm2 and this contributes to the lowest surface current value compared
to other elements. In conclusion, any modification made to the reflecting area of resonant element
will affect the surface current density.

4. CONCLUSIONS

Five different shapes of elements have been designed as a radiating element on a polycrystalline
silicon cell. The simulation results presented have shown that the elements phase performance
depends on size of the design area thus influence bandwidth. It also noted that shape of element
also contributes indirectly to the performance of resonant frequency. The results have shown that
triangular shape is the best candidate as the reflectarray antenna element as it offers the largest
linear phase range and the lowest reflection loss. Besides it also can operate at dual frequencies
within Ku-band.
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Abstract— When one of the parameters in the Euler-Lagrange equations of motion of a sys-
tem is modulated, particles can be generated out of the quantum vacuum. This phenomenon is
known as the dynamical Casimir effect, and it was recently realized experimentally in systems of
superconducting circuits, for example by using modulated resonators made of coplanar waveg-
uides, or arrays of superconducting quantum intereference devices (SQUIDs) forming a Josephson
metamaterial. In this paper, we consider a simple electrical circuit model for dynamical Casimir
effects, consisting of an LC resonator, with the inductor modulated externally at 10.8 GHz and
with the resonant frequency tunable over a range of ±400MHz around 5.4 GHz. The circuit is
analyzed classically using a circuit simulator (APLAC). We demonstrate that if an additional
source of classical noise couples to the resonator (on top of the quantum vacuum), for example
via dissipative “internal modes”, then the resulting spectrum of the photons in the cavity will
present two strongly asymmetric branches. However, according to the theory of the dynamical
Casimir effect, these branches should be symmetric, a prediction which is confirmed by our ex-
perimental data. The simulation presented here therefore shows that the origin of the photons
generated in our experiment with Josephson metamaterials is the quantum vacuum, and not a
spurious classical noise source.

1. INTRODUCTION

The picture about vacuum that emerges from modern quantum field theory is very different from
that offered by classical physics. In classical field theory, the vacuum is the zero-energy state of the
field, defined by the absence of any excitation. In quantum field theory, the vacuum state has a
finite zero-point energy associated with it, and the uncertainty principle indicates that fluctuations
exist even in this state. Due to the existence of fluctuations, the quantum vacuum can become
unstable under certain perturbations, and the energy of the perturbation is converted into creation
of real particles [1]. In the Schwinger effect for example, a static intense electric field can create pairs
of electrons and positrons. In very strong gravitational fields, at the event horizon of black holes,
the vacuum becomes unstable and energy is radiated away (Hawking effect). By the equivalence
principle, an accelerated observer in the Minkowski vacuum will detect a finite-temperature field
(Unruh effect).

In a previous paper, we reported the observation of the dynamical Casimir effect using a flux-
biased Josephson metamaterial embedded in a microwave cavity at 5.4GHz [2]. A non-adiabatic
change in the index of refraction of the cavity (or in the electrical length) was realized by modulat-
ing the flux at values close to double the resonant frequency of the cavity. We measured also the
frequency-correlated photons emitted from the cavity (which is kept at a temperature T = 50mK),
and we obtained a power spectrum displaying a bimodal, “sparrow-tail” distribution, with two sym-
metric branches. Furthermore, we demonstrated that the generated photons are squeezed below the
vacuum level and that the state of the two-photon field is nonseparable. The experimental results
are in excellent agreement with the theoretical predictions. An alternative realization of the dynam-
ical Casimir effect consists in modulating an effective boundary condition, realized experimentally
as a SQUID structure placed at the end of a coplanar waveguide resonator [3]. Remarkably, the
experiments presented in Refs. [2, 3] are the only existing measurements of the dynamical Casimir
effect, which was predicted theoretically in 1970 [4].

2. MODEL FOR NOISE ANALYSIS

A SQUID array was used in Ref. [2] to test the dynamical Casimir effect. This array was coupled
to the external circuit by a capacitor. The entire system behaved as an electromagnetic cavity
with tunable index of refraction. A simple analog model for this system, realized with electronic
components, can be constructed as an LC circuit with the resonant frequency 1/2π

√
LC tunable

in a range of ±400MHz around 5.4 GHz. The inductance L is modulated at a frequency of at



152 PIERS Proceedings, Taipei, March 25–28, 2013

Figure 1: Schematic of the circuit used in the APLAC simulation. An LC circuit is formed between node
N3 and the ground. This circuit is coupled through a capacitor Cc to an external circuit consisting of a
circulator and two resistors. White (uniform) noise is injected in the circuit through a resistor, and the
spectrum at node N1 is recorded.

(a) (b)

Figure 2: (a) Energy spectrum measured at the node N1 of the modulated LC circuit with a classical noise
input. The vertical axis ν (MHz) is the frequency measured from half the pumping frequency (10.8GHz/2 =
5.4GHz), while the horizontal axis ∆ (MHz) is the detuning of the resonator frequency with respect to half
the pumping frequency (10.8GHz/2 = 5.4 GHz). The figure is obtained by averaging over 100 realizations of
the simulation. (b) Alternate realization of the simulation: the energy in an initially-excited and pumped LC
resonator is partly kept at the resonant frequency and partly upconverted, resulting again in the appearance
of two asymmetric branches in the spectrum.

10.8GHz, and classical white noise is fed in the circuit (see Fig. 1). The purpose of this simulation
is to see the effect produced by spurious sources of noise on top of the quantum vacuum. In the
experiment presented in Ref. [2] (see also its Supplementary Material) this could be for example
additional thermal noise coming through the electromagnetic modes that couple to the cavity. Some
of these modes are not directly accessible to the experimentalist (they are the so-called “internal
modes”) and they might not thermalize well with the rest of the sample, at the base temperature
of the refrigerator (T = 50 mK, corresponding to a negligible thermal occupation of 0.0056 at the
frequency of 5.4 GHz).

The circuit is simulated using APLAC, and the spectrum at node N1 can be obtained (Fig. 2).
The vertical axis ν (MHz) is the frequency at a given measurement point, while the horizontal
axis ∆ (MHz) is the frequency of the resonator; both frequencies are measured with respect to
half the pumping frequency (10.8 GHz/2 = 5.4GHz). The value of the capacitance used in this
simulation is C = 40 fF, and the coupling capacitor is Cc = 5 fF. The spectrum in Fig. 2(a) is
obtained by modulating the inductor at a constant amplitude of 2 nH and at a constant frequency
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of 10.8 GHz around its average value. This average value is then slowly decreased from L = 25.3 nH
to L = 21.71 nH, resulting in an increase in the LC resonant frequency from 5 to 5.4 GHz.

An alternate realization of this simulation consists of using the same LC circuit as in Fig. 1,
again with the inductance being modulated at a frequency nearly twice the resonant frequency of
the LC resonator, but with the capacitor Cc decoupled. We start the simulation by depositing an
initial amount of energy in the LC resonator and we monitor the spectrum at the node N3 as the
frequency of the resonator is slowly swept, reaching and passing the parametric instability threshold
(∆ = 0). The resulting spectrum shown in Fig. 2(b) looks similar to the previous simulation.

3. CONCLUSIONS

The energy and the fluctuations of the electromagnetic vacuum confined in a cavity have real,
measurable effects: they produce an attractive force between the walls of the cavity (static Casimir
effect), and, if the boundary conditions or the index of refraction are changed, photons are created
(dynamical Casimir effect). The experimental demonstration of the dynamical Casimir effect by
the modulation of the effective electrical length (or the index of refraction) of a cavity constitutes an
important milestone in quantum field theory. To establish this effect, we should check that the input
state of any mode that couples to the cavity is the quantum vacuum state. In this paper, we show
by a simple circuit simulation that any spurious (uncontrolled) classical source of noise that enter
the cavity (the rest of the circuit being kept at the base temperature of the dilution refrigerator)
should produce a spectral pattern with strongly asymmetric branches. Since the spectrum predicted
by the theory of the dynamical Casimir effect is symmetric, the result presented here shows that
the observed effect cannot be explained simply by the parametric amplification of a classical signal
present at the input of the device, thus supporting the quantum origin of the phenomenon. Our
experiment demonstrates the potential of superconducting quantum circuits to serve as a platform
for simulating effects from cosmology and quantum field theory [5].
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Abstract— The measurement of air ion properties and concentration is a topical problem
examined by a large number of research institutes. Detailed medical analyses have proved that
negative light ions exhibit a positive effect on human health; conversely, a deficiency of these ions
is known to cause fatigue, health problems, and poor work performance.

A significant precondition for the evaluation of these effects consists in determining the concen-
tration, polarity, and mobility spectrum of air ions in the given area.

The measurement of air ion concentration can be realized via a wide variety of methods, including
the technique based on the application of an aspiration condenser (AC). This research study
presents a methodology for the measurement of air ion concentration using an AC and comprises
the formulation of systematic and random errors.

1. INTRODUCTION

Air ions are extremely important for human health: they affect the metabolic function of cells in
the lungs, the blood supply in the organism, and also the human mental capabilities. Through their
electric charge, air ions also influence the Earth’s atmosphere and the environment. The metrology
of air ions has been known for a long time. One of the methods applied within this field is based
on measurement using an AC; this technique is utilized in the measurement described within this
paper.

2. MEASURING METHOD

An aspiration condenser having a variable electric field and an electrometer for measuring small
currents were used to measure ions of different types (light-weight, light heavy-weight, heavy-
weight) and polarities. The principle of the measuring method is obvious from Figure 1; it has
been taken over from [1] and [2]. A known amount of air under examination M = 1.021 · 10−3 m/s
(volume rate of flow) flows through a cylindrical capacitor, which exhibits polarization voltage
U (U = 0–100 V).

Electrostatic forces attract the air ions to the electrodes. The number of ions captured by the
electrode create a small electric current I. The concentration of ions of one polarity is proportional
to the magnitude of this current according to the relation

n =
I

M · e (1)

where e = 1.6 · 10−19 C is the electron charge.

I

d
1

2
d

pA

UAK

Figure 1: Principle of measuring air ions by using an AC.
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Figure 2: AC design. Figure 3: Design of the low-level amplifier.

The capacitor collector captures all ions whose mobility is lower than the minimum mobility
given by the relation

km =
M

4 · π · C · U =
M · ln d2

d1

2 · π · l · U , (2)

where M is the volume rate air flow through the condenser, C is the condenser capacitance, U is
the voltage across the electrodes, and d1, d2, and l are the dimensions of the AC. The methodology
of measuring and the calculations are described in more detail in [1], [2], and [3].

The shape of the condenser ensures that the air flow is laminar. Air flow turbulence can distort
the measurement accuracy. The surface of the electrodes is required to be as smooth as possible.
The realized design of the AC is shown in Figure 2.

The current flowing through the AC is based on the ion concentration. The current intensity
depends on the polarization voltage, on the dimension and parameters of the AC, and on the ion
concentration. The specific current range for the designed AC is 10−10 A–10−13 A. The low-level
amplifier is realized with INA 116 — Figure 3. The design of the amplifier is shown in Figure 3.

3. MEASUREMENT ERRORS

The measurement of air ion concentration based on an AC includes systematic and random errors
caused by leakage resistance, parasitic capacitance in the circuit, ion field fluctuation, and the
measuring amplifier noise. The noise voltage magnitude is greatly influenced by the source of the
applied polarization voltage, because the impedance against the reference ground potential has to
be very high (> 1013 Ω).

There are two different approaches to realizing the source of auxiliary voltage. The first method
utilizes a voltage source and offers the advantage of very low internal resistance; the disadvantage
related to this technique consists in that real leakage resistance of the source has to be taken into
account. The second solution exploits a charged condenser, and the leakage resistance can be
neglected; the main disadvantages of this approach can be identified in the necessity to charge the
condenser and in the small transmission for direct current.

To facilitate the analysis of systematic errors, we need to examine the influence exerted by
parasitic elements on the accuracy of the measurement. Thus, it is necessary to consider leakage
resistance of the AC (insulation resistance of the condenser and leakage resistance to ground), leak-
age resistance of the electrometer input terminals to ground, and insulation resistance of the source
of auxiliary voltage for the intermediate electrode of the condenser to ground. Simultaneously,
the measured value is influenced by internal resistance of both the electrometer and the auxiliary
voltage source. To facilitate configuration of the measuring connection according to Figure 1, an
equivalent diagram can be set up (Figure 4); this circuit includes all types of parasitic resistance
and capacitance in the measuring system, including internal resistance of the electrometer and
capacitance of the AC.

Notation of the individual elements (the values measured for the realization of the AC at the
DTEEE are indicated in brackets)

RAK, CAK are the leakage resistance and capacitance of the AC (RAK = 470TΩ, CAK = 8 pF),
RP denotes the teflon leadthrough resistance and insulation resistance of the auxiliary voltage
source (RP = 1018 Ω),
RV , CU are the internal resistance and capacitance of the auxiliary voltage source (RV =
100TΩ, CU = 1µF),
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Figure 4: Equivalent diagram of the ion concentration measurement.
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Figure 5: Transmission through the AC in relation
to the frequency.
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Figure 6: Transmission through the AC in relation
to the frequency; the voltage source consists of a
condenser.

UPN is the auxiliary voltage source,
Ri denotes the sensing resistor or internal resistance of the electrometer,
RIZ denotes the insulation resistance of the auxiliary voltage source (RIZ = 5 · 1017 Ω),
RH is the leakage resistance of the sensing resistor between the intake and ground (RH =
1015 Ω),
CH is the capacitance of the sensing resistor intake (CH = 200 fF),
RO denotes the leakage resistance of the electrometer input terminal,
CO capacitance of the electrometer input terminal (CO = 7 pF).

The measuring system including an AC can be described as a circuit with the conversion of input
current formed by incident ions to an output voltage that corresponds to the concentration of the
ions. Frequency characteristics of the measuring system transmission related to various values of
the sensing resistor Ri and to both circuit solutions of the auxiliary voltage source are indicated in
Figures 5 and 6. Analysis of the frequency transmission and measurement errors was carried out
using the Micro-Cap program.

An increase of the sensing resistor Ri value (the auxiliary voltage source is composed of a
condenser) decreases frequency transmission in the low frequency range. The measured current
will be filtered through the bandwidth of up to 1 Hz and will correspond to the mean value of
the ion field fluctuations. It is obvious from the frequency characteristics (Figure 5.) that, in the
source generating auxiliary voltage, the frequency transmission is constant also for direct current;
the maximum frequency transmission is 10 Hz for Ri = 1 GΩ and 1Hz for Ri = 10 GΩ.

If a condenser is used to create auxiliary voltage, the frequency transmission of current through
the device decreases only for lower frequencies (Figure 6). The limitation at higher frequencies
is the same as with a voltage source. However, at the lower frequencies of the spectrum are the
periods of harmonic changes longer than 3 years; thus, it is proved that, for real times, we can
ensure satisfactory accuracy of the measurement.
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Table 1: Magnitude of the measurement error and bandwidth in relation to the electrometer internal resis-
tance.

Internal resistance [Ω] Bandwidth [Hz] Measurement error [%]
100G 10 nHz–100Hz 24
10G 10 nHz–40mHz 1.35
1G 10 nHz–100mHz 0.12
1M 10 nHz–1Hz 0.002

The configuration including a condenser auxiliary source filters the measured ion current with
maximum frequency of 1Hz pro Ri = 10GΩ. The limitation does not influence the use of the
above-mentioned configuration in the measurement of the air ion field concentration.

The dependence of transmission of the magnitude of internal resistance Ri is exactly expressed
in Table 1. With the resistance value of 1 · 106 Ω, the magnitude of relative error is as low as
0.002%. If the electrometer internal resistance rises to the value of approximately 1 · 1010 Ω, the
relative error increases to 0.12%. With the resistance value of 1 · 1011 Ω, however, the relative error
is larger, attaining the value of 1.35%. In the case of further increase of the electrometer internal
resistance, the error rises exponentially; with the resistance value of 1 · 1012 Ω, the error amounts
to 24%, resulting in substantial measurement distortion.

The data in Table 1 indicate that a decrease in the value of the electrometer internal resistance is
accompanied by an increase in the accuracy of the air ion field concentration; thus, the relative error
of the measurement decreases significantly. Simultaneously, it is obvious that the bandwidth of ac-
curate measurement extends with a decrease in the electrometer internal resistance. Thus, the data
can be applied to imprpove the accuracy of the entire process of measuring air ion concentration.

4. CONCLUSIONS

As is evident from the above-presented results, the error changes substantially with an upward al-
teration of resistance. Furthermore, the bandwidth for “accurate” measurement varies significantly
with the magnitude of the electrometer internal resistance. Given the resistance of 1 · 106 Ω, the
bandwidth is from 10 nHz to 1 Hz; however, if the electrometer internal resistance Ri changes to
the value of 1 · 1012, the bandwidth is defined by the limits of 10 nHz and 100 Hz. The dependence
of the error of measurement holds for both connections of the source of auxiliary voltage.

It is also important to note that, in general, the use of a voltage source producing auxiliary
voltage enables us to obtain higher measurement accuracy in the entire frequency spectrum. If a
condenser is used to create auxiliary voltage, the frequency bandwidth without damping is markedly
narrower; however, the connection behaves identically in real periods of harmonic changes and can
be fully utilized for these purposes.

ACKNOWLEDGMENT

The research described in the paper was financially supported by a grant of Czech Ministry of
Industry and Trade No. FR-TI1/368, project of the BUT Grant Agency FEKT-S-11-5/1012, and
project CZ.1.07.2.3.00.20.0175, Elektro-výzkumńık.
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Abstract— A multitude of various active selective blocks are utilized for the design of active
filters based on RLC prototypes. The design of low-pass filters is often realized by means of
the Bruton transformation, in which the RLC prototype structure is transformed into an RCD
structure. The basic building blocks applied within the latter structure are denoted as dual
capacitors (FDNR). These active blocks, realized in various circuit configurations with different
numbers of active circuit elements (operational amplifiers, OA), have recently been described by
several authors [1, 2].

At present, it is possible to fabricate ARC filters for the frequency range within units of MHz, us-
ing simple and economical selective FDNR building blocks that work successfully with one active
element (OA). The fabrication is enabled by modern active elements (such as voltage operational
amplifiers working in the GBW of approximately 1 GHz or CFA amplifiers applicable up to higher
frequencies) and by the synthesis method based on purposefully lossy RLC prototypes [3, 4].

This research report presents a comparison of the dynamic ranges of the most widely utilized
lossy FDNR building blocks (types I and V), and the authors intend to employ the proposed
comparative outline to help improve the practical exploitation of these capacitors in the process
of optimizing active frequency filters.

1. DESIGN AND REALIZATION OF FILTERS HAVING LOSSY PARAMETERS

The process of designing active filters based on RLC prototypes involves the application of several
different types of active selective blocks. The design of low-pass filters very often employs the Bruton
transformation, in which the structure of an RLC prototype is transformed to the RCD structure.
Here, the elementary structural blocks applied are active elements known as dual capacitors (and
frequently referred to in literature as FDNRs — frequency dependent negative resistors). In high-
pass ARC filters, synthetic inductors (SI) are often utilized as active blocks simulating the properties
of a coil. These active blocks, realized in different circuit configurations and having different
numbers of active circuit elements (operational amplifiers or OAs), have been described in sources
such as [1, 2, 4].

In order to provide experimental verification of partial conclusions made within previous investi-
gation into the properties of the designed active lossy block filters, several above-specified networks
were realized as test samples on printed circuits. The related transmission properties (mainly
the modular frequency characteristics and the circuit dynamics) obtained by means of computer
modeling were compared with the experimentally measured values.

2. UNIVERSAL MEASURING STATION

A universal measuring station was set up together with the concept of a suitable measurement
methodology in order to facilitate the measurement of transmission properties of various two-port
networks within a wider frequency range. A block diagram of the measuring station is presented
in Figure 1. Figure 2 then shows the first-designed model connection of the realized 5th order
low-pass sample filter with lossy dual capacitors; the buffer amplifiers are indicated as well.

Generator
BufferBuffer

1

G

50 Ω 

1
50 Ω 

DUT

50 Ω 

Spectral 
analizer

50 Ω 

Figure 1: Block diagram of the measurement apparatus testing the designed filtering circuits.
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Figure 2: Block amplifiers and the filtering circuit.

(a) (b)

Figure 3: Comparison of voltage transmission functions in various FDNR building blocks. (a) FDNR I (series
loss), (b) FDNR V (parallel loss).

3. COMPARISON OF THE DYNAMIC RANGE OF LOSSY DUAL CAPACITOR
CIRCUITS

In addition to comparing the transmission characteristics of individual types of lossy dual capacitors
in relation to real parameters of active elements, we employed computer modelling techniques to
examine possible dynamic range of the above-described connections. A comparison of the circuit
types most frequently applied in practice (types I and V) is presented in Figure 3, which shows the
graphs of the resulting transmission functions in individual circuit types on the outputs of the dual
capacitors and the actual active elements (OA).

The diagrams (Figure 3) clearly indicate that in type I circuits connected in series, the dynamic
range over which the active block can operate is larger by about 20 dB compared to type V dual
capacitors connected in parallel. The status is caused by the fact that, at the resonance point, the
output of the active element (OA) included in a type V circuit exhibits a voltage gain larger by
approximately 20 dB compared to the functional block output. This significantly increases the risk
of the active element saturation and reduces the potential dynamic range for this circuit (type V)
with parallel connection of the lossy element. Therefore, it is possible to conclude that, compared
to the series connection (type I circuit), the hitherto frequently applied connection of low-pass
filters with a parallel lossy element (type V circuit) exhibits a potential dynamic range smaller by
approximately 20 dB. This precondition substantially reduces application possibilities of the type
V circuit, especially in cases where the highest attainable dynamic range of the processes signals is
required.

3.1. Measurement Results for the Low-pass filter with a Type V FDNR (Parallel Loss)
Figure 4 shows a connection diagram for the designed filter. The filter dynamics measurement
(Figure 5) confirmed the result following from the modelling of the circuits, namely that this type
of circuit exhibits a comparatively low dynamic range (approximately 300 mV with the supply
voltage of 5 V, and approximately 200 mV with the supply voltage of 3.5 V).

3.2. Measurement Results for the Low-pass Filter with a Type I FDNR (Series Loss)
The connection diagram related to the designed filter is shown in Figure 6; the measured charac-
teristics are indicated in the graphs provided in Figure 7.
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Figure 4: Connection of the 5th order low-pass with
the threshold frequency of 1 MHz — type V FDNR
— parallel loss.
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Figure 5: Dependence of the LP output voltage on
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Figure 6: Connection of the 5th order low-pass with
the threshold frequency of 1 MHz — type 1 FDNR
— series loss.
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Figure 7: Dependence of the LP output voltage on
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The measurement of attainable dynamics (Figure 7) enabled us to verify the correctness of
the conclusions made in the previous subchapters. The measurement results exhibit a markedly
higher level of attainable dynamics in this type of circuit (transmission linearity may rise up to
2000mV even with the reduced supply voltage of 3.5 V), which fully corresponds to the theoretical
conclusions presented within chapter 3 of this article The measured values indicate that, at lower
supply voltage levels, the AD 8045 operational amplifier provides better results.

4. CONCLUSION

The authors performed a comprehensive analysis of the dynamic properties of lossy active functional
blocks (lossy dual capacitors FDNR and synthetic inductors SI).

The realized research showed that the connection of active blocks with a series equivalent model
offers a large number of advantages compared to the most frequently applied connection including
a parallel equivalent diagram. Substantial benefits of the examined type of connection consist in
the fact that, at higher frequencies, it does not exhibit the parasitic transmission zero that causes
problems in a parallel connection. Another advantage is the significantly larger (even by 20 dB)
attainable circuit dynamics.

The conclusions made on the basis of computer modelling of the above-described circuits were
fully verified via measurements performed on the related filter samples. We realized practical
connections of various types of second or higher-order low-pass and high-pass filters to verify possible
application of these blocks with modern operational amplifiers up to the frequency range of units
of MHz.
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Analysis of Leap-frog Filter in the Programme NAF

L. Fröhlich, J. Sedláček, M. Friedl, and M. Čáp
FEEC BUT, UTEE, Kolejńı 2906/4, Brno 612 00, Czech Republic

Abstract— The method of design of ARC filters with the help of non-cascade realization
Leap-Frog, which combines qualities of block realizations and realizations concerning ladder RLC
filters, is considerably difficult. The programme for the complete synthesis of these ARC filters
was created.
This article describes the complete description of the programme NAF. It includes the correct
depiction of the set values of RLC filters concerned with required user’s parameters. The user’s
parameters can be for instance filters LP, HP, BP, and BR, the type of approximation with or
without zero transfers and the kind of filter configuration T or PI. From the following depiction of
RLC filters the programme already realizes ARC depiction of Leap-Frog filter, even with certain
values of individual elements.
However, the most important part for the design of this programme is the depiction of modular
characteristics for already defined outputs of certain filters, with the regard to the following
setting of dynamic ratios inside the filter including particular real OAs. With the help of depiction
of module characteristics in individual filter outputs, it is not problematic to change norms of
particular elements’ values so that the individual transfers from the input to the output of the
filter would be the same for their maximums.
The programme should serve mainly to bigger use of these circuits in practice, when a user can
compare several ARC filter designs designed in different ways and he can judge which of the
stated applications would be the most suitable.

1. INTRODUCTION

As it has already been mentioned in the introduction part, for the development of this method
in practice it is necessary to create a suitable programme for a complete synthesis of these circuit
structures. The complete idea for creating and implementation of this programme to the current
programme NAF is obvious in the Fig. 1.

Developing diagram depicts the implementation of the Leap-Frog method to the programme
NAF, see Fig. 1. For the depiction of the particular circuit, firstly the choice of filter type is done,
for instance LP, HP, BP or BR. For individual filter types the choice of input parameters is then
defined (e.g., for the choice LP: FM , FP , AZV L and APOT ). Finally, the choice of approximation is
done, which is possible also with the zero transfer but also without it (e.g., Butterworth), where the
filter order is later depicted. On the first page, there are several more functions such as depiction
of coefficients of certain approximation or depiction of frequency and time characteristics. After
inputting and depicting of certain data, it is also necessary to set the value of ending resistors
(identical ending) and their values and also the type of the ending of the complete RLC filter (e.g.,
PI or T configuration).

2. DEPICTION OF GIVEN CIRCUIT

For the depiction of final RLC filter it is necessary to use a certain variable, which defined param-
eters of complete RLC circuits. For our defined input data we then gain following data from the
programme: (example of the depiction of variables)

• HP [0 1000 0, 0113 5, 3296e-08 5, 3296e-08 1000],
• KP [R L C C R],
• PR1 [0 −1 1 1 0],
• PR2 [1 2 2 3 3 ],
• PR3 [2 3 0 0 0],

where

HP : element value,
KP : element name,



164 PIERS Proceedings, Taipei, March 25–28, 2013

Setting of input 
parameters of filter

Order of filter?

Start

Choice of type filter

Choice of input parameters

Choice of approximation

Choice of ending 
T or 

Display of RLC 
and ARC filters + 
value + scatter

Agreement of 

characteristics 

and values?

Display of 
characteristics 
RLC and ARC 

filter + sensitivity

Adjustment of 
dynamics 

parameters and 
values of E part

Choice of ideal OA

Choice of model of OA

Agreement ?

Finish

Implementation of Leap-
Frog method to NAF 

programme

OK

Not

OK

Not

OK

Not

Figure 1: Developing diagram for implementation of the part of ARC LF to programme NAF.

 

 

  

   

Figure 2: Particular examples of elements, which are contained in RLC filter.

PR1 : element code (0 — resistor, −1 — coil, 1 — capacitor),
PR2 : the beginning of the element in given knot,
PR3 : the end of the element in given knot.

With the help of these data it is very simple to depict a demanded circuit, which will contain
individual parts. The example of certain element types serving for the depiction of final RLC circuit
is obvious in the Fig. 2.

The particular depiction of the final RLC circuit in the programme NAF can be seen in the
Fig. 3. Apart from RLC circuit, the value of the given element and the value normed according
to a user’s chosen capacitor’s value is depicted, in our case according to the value C1 = 10 nF. In
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the Fig. 4, there is a depiction of the principle of division of RLC circuit to individual parts, which
are later defined by equations, which set the qualities of the graph of signal flows out of which is
finally depicted ARC circuit.

For the above stated DP 3rd order there are defined relations (1) up to (5) for ending type PI.

IR1 =
UR1

R1
=

U1 − UC1

R1
, (1)

UC1 =
IC1

pC1
=

IR1 − IL2

pC1
, (2)

IL2 =
UL2

pL2
=

UC1 − UC3

pL2
, (3)

UC3 =
IC3

pC3
=

IL2 − IR2

pC3
, (4)

IR2 =
UR2

R2
=

U2

R2
. (5)

From above stated equations it is not problematic to create final GST, see Fig. 5, which serves
for creation of ARC circuit with the help of individual integrators, see Fig. 6.

In the same way as the forming of RLC circuit was created, the similar is forming of ARC circuit
with the help of individual integrators. The final scheme of ARC circuits also with the depiction of
values of individual parts, the number of knots and also the number of individual R and C and OA
serve for depiction of transfer characteristics. Individual parameters for the depiction of transfer

Figure 3: Depiction of RLC filter in the programme
NAF.
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Figure 4: Depiction of division of RLC filter.

-1/pC1

1/RN

U2

1/RN

1/RN 1/RN

1/R21/R1

-UIL21/R1U1

RN2/pL2

-UC1

-1/pC3

Figure 5: Final depiction of GST for circuit in
the Fig. 4 — LP 3rd order — ending PI.

Figure 6: Final depiction of ARC circuit with the help of
Leap-Frog method in programme NAF.
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Figure 7: Real filter LP 3rd order PI. Figure 8: Real filter LP 3rd order PI.

Figure 9: Simulation and real measuring.

characteristics must be input into the programme manually. Individual parameters are gradually
recorded into the matrix, out of which the transfer characteristic will be later created, after defining
of the knot number and output.

3. REAL CIRCUIT CREATED BY LEAP-FROG METHOD

For the verification of real and correct calculations, the real sample of the filter — type DP of 3rd
order with the ending PI was created. It can be seen in the Figs. 7, 8 and 9.

4. CONCLUSIONS

The article described and depicted the illustration from the programme for the complete analysis
of the ARC filter synthesis concerning Leap-Frog method. The main reason for the creation of
this programme was the spread of this method due to the quite difficult of manual design and
the following synthesis. As this method has certain advantages — for instance excellent dynamical
ratios, practically the lowest sensitiveness, small scatter of the building elements and the possibility
to design mainly capacitors in E order, it is possible to use certain filters in practice, mainly LP
and BP. These filters are suitable for using in NMR application.
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Application of the Level Set Method in MR-EIT Inverse Problems

T. Kř́ıž and J. Dědková
Department of Theoretical and Experimental Electrical Engineering

Brno University of Technology, Kolejńı 4, Brno 612 00, Czech Republic

Abstract— The authors describe the possibilities of utilizing the Level set method for con-
ductivity reconstruction based on techniques used in electrical impedance tomography. Standard
electrical tomography exploits voltages measured on the surface of the used samples, to which a
current source is connected. Even though an EIT-based method is applied within this study, the
authors utilize the values of components of the magnetic flux density measured in the vicinity of
samples, to which a direct current source is connected. Conductivity reconstructions realized by
means of EIT-based deterministic methods.

1. INTRODUCTION

The electrical impedance tomography (EIT) is a widely investigated problem with many applica-
tions in the industry and biological sciences. The aim is to reconstruct the internal conductivity
distributions in two or three dimensional models. Standard electrical tomography exploits voltages
measured on the surface of the used samples, to which a current source is connected. Even though
an EIT-based method is applied within this study, the algorithm utilizes the values of components
of the magnetic flux density measured in the vicinity of samples, to which a direct current source
is connected. Magnetic flux density components can be calculated by Biot-Savart Law by Equa-
tion (1). If we apply two dimensional models we suppose the electric field in very thin layer of
electrical conductive medium which can be described by the surface current density K. The surface
current density K inside a specimen produces also a magnetic field. The magnetic flux density B
corresponding to K, can be obtained according to the Biot-Savart Law.

B̄ =
µ0

4π

∫

S

K̄ × R̄

R3
dS (1)

For further numerical simulations we divided the sample into NE triangle elements with centers
[xt, yt, zt]. We suppose that the current density K is constant on each element. The magnetic
field in general point given by coordinates [xi, yi, zi] we can calculate components of magnetic flux
density with using superposition principle

~Bi ≈ µ0

4π

NE∑

j=1

K̄j × R̄ij

R3
ij

∆Sj (2)

The vector R represents the distance between centre of actual element [xt, yt, zt] and point [xi, yi,
zi]. If we know certain components of magnetic field we can obtain the current density distribution.
If we would like to obtain the NE values of Kx and Ky components of surface current density K,
we have to known for example the same number of Bx and By components of magnetic field

Bix =
µ0

4π

NE∑

j=1

Rijz
∆Sj

R3
ij

Kjy , Biy = −µ0

4π

NE∑

j=1

Rijz
∆Sj

R3
ij

Kjx , i = 1, . . . ,NE (3)

The matrix notation for these 2·NE algebraic equations is
[
Bkoefx 0

0 Bkoefy

] [
Kx

Ky

]
=

[
Bx

By

]
⇔ Bkoef K = B (4)

From system (6) we can obtain very easy wanted current density distribution

K = B−1
koef B (5)
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Conductivity reconstruction is an inverse, non-linear, and very ill-posed problem. Conductivity
reconstructions realized by means of EIT-based deterministic methods are defined as the minimiza-
tion of the suitably chosen objective function Ψ (σ) related to σ. The objective function is most
often minimized using the method of the least squares, which converges very quickly. Stability of
the minimization process is ensured by means of regularization techniques such as the Tikhonov
regularization method or a total variation method. The application of regularization methods con-
sists in the introduction of a regularization term, which is added to the objective function. The
objective function for the Tikhonov regularization method is expressed in the following formula:

Ψ (σ) =
1
2

∑
‖JM − JFEM(σ)‖2 + α ‖Rσ‖2 , (6)

where JM is the vector of current density obtained from the magnetic flux density components,
JFEM is the vector of current density obtained via forward solution using the Finite element method,
σ is the vector of conductivity on individual elements, and R is the regularization matrix connecting
adjacent elements of different conductivities.

The applications of the Thikhonov regularization method was used to find regions with different
conductivities and their close surroundings.

The level set method was applied in identifying the location of the regions with different con-
ductivities. The method is used to identify regions with different image or material properties. The
level set method (LS) [3–5] is based on the deformation of function φ. Then, the border of the
object is given by the zero level of function φ. The evolution equation of level set function φ in the
general form is

∂φ

∂t
+ F |gradφ| = 0, (7)

where φ is the level set function, F the speed function, t the time step.
The distribution of the searched unknown conductivity can be described in terms of level set

function F depending on the position of point r with respect to boundary D between regions
with different values of conductivity. During the iteration process based on minimizing objective
function Ψ (σ), boundary D is searched in accordance with the request that σ (r) minimize Ψ (σ).

σ (r) =
{

σint {r : F (r) < 0}
σext {r : F (r) > 0} D = {r : F (r) = 0} (8)

After select location with non-homogenous regions there is applied Tikhonov regularization method
again to calculate final value of conductivity of selected region by Level set method only.

2. NUMERICAL SIMULATION AND TESTS

Numerical models were built for testing of algorithm that calculating conductivity distribution in
the investigating samples in Matlab. A numerical model consists of 210 elements and 122 nodes.
The linear triangles elements were used for numerical analysis. The FEM grid is shown in Fig. 1.
The current electrodes were placed on boundary of investigated samples. Current electrodes are
shown in Fig. 1. (green triangles). The current value was adjust to I = 1 A. There were defined
two values of conductivity for the model. The first material has conductivity 60MS/m (copper)
and the second one has 10 pS/m (cracks).

Figure 1: FEM grid with 210 elements and 122 nodes, x- and y-components of magnetic flux density.
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Three numerical models were built. There were defined regions with different conductivity inside
(non-homogenous regions). There is one large non-homogenous region in the first model, two small
non-homogenous regions in the second model and one small non-homogenous region in the third
one. We can see the original conductivity distribution for all models in Fig. 2.

The components Bx and By were used to current density. The count of measured calculated

Figure 2: Original conductivity distribution for all samples.

Figure 3: Conductivity distribution after first use of Tikhonov regularization method.

Figure 4: Specified zero level set boundary for all samples.

Figure 5: Evolution of objective function for second use of Tikhonov regularization method.
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Table 1: Results of tests.

sample Ψ1 (σ) Err1 [%] t1 [s] Ψ2 (σ) Err2 [%] t2 [s]
1 6.39e3 12.23 17.51 0.0357 0.0736 30.77
2 157.62 5.66 13.13 0.3014 0.0775 10.12
3 1.03e3 6.19 13.09 0.1653 0.0875 18.64

values of By and By has to be same as count of elements. The magnetic flux density components
used to calculation of surface current density is in the Fig. 1.

Conductivity distribution after first use of Tikhonov regularization method is in the Fig. 3. This
first part of reconstruction process approximately determined cracks in the models. You can see
that values of calculated conductivity aren’t accurate.

Selected cracks by level set method after first use of Tikhonov regularization method is shown
in the Fig. 4. Tikhonov regularization method was used second time to calculate final conductivity
in these selected regions.

Evolution of the objective functions of all samples is in the Fig. 5. You can see different count
of iteratinos in dependence on cracks location.

Steps in the graph are due to change value of regularization parameter during minimizing pro-
cess.

All tested results are in the Table 1. Conductivity values calculated in the regions with cracks
by Tikhonov regularization method are same as original conductivity distribution in the Fig. 2.

Index one illustrates results after first application of Tikhonov regularization method and index
two is for results after second application of Tikhonov regularization method.

3. CONCLUSIONS

If the results obtained by Tikhonov regularization method and combination of Tikhonov regular-
ization method with level set method are compared combinations of both methods gives better
results. Disadvantage of this approach is more time consuming that using Tikhonov regularization
only.
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Influence of Initial Conditions on Conductivity Calculation via the
MR-EIT Inverse Problem

T. Kř́ıž and J. Dědková
Department of Theoretical and Experimental Electrical Engineering

Brno University of Technology, Kolejńı 4, Brno 612 00, Czech Republic

Abstract— The article describes the testing of an algorithm for conductivity reconstruction
based on regularization techniques. For the calculation of conductivity in tested samples, the al-
gorithm exploits the measured values of magnetic flux density B in the vicinity of these samples.
Generally, problems based on electrical impedance tomography are non-linear and ill-posed. The
reconstruction process is described as the minimization of the suitably chosen objective function
Ψ(σ) with respect to σ. In the algorithm for the conductivity image reconstruction, we tested
the values of initial conditions that exert significant influence on both the stability of the so-
lution and the accuracy of the resulting conductivity image. The influence of the initial value
of regularization parameter σ was subject to testing; the initial value was changed within sev-
eral orders. Moreover, we tested the magnitude of the change of regularization parameter ∆α
during the iteration process. The testing of the conductivity initial value was realized in such
a manner that the initial value was selected within several intervals and as a random value on
each element. In all the parameters tested, we evaluated the relative error, solution time, and
stability of the reconstruction process. The conductivity reconstruction result, the accuracy, the
time consumption, and the reconstruction time are presented in the article.

1. INTRODUCTION

The electrical impedance tomography (EIT) is a widely investigated problem with many appli-
cations in physical and biological sciences. The aim is to reconstruct the internal conductivity
distributions in two dimensional models. The EIT algorithm for a conductivity reconstruction is
an inverse and an ill-posed problem. The solution of this problem is described as a minimization
of a suitable objective function Ψ(σ) which is dependent on a conductivity σ. The least squares
method is very often used for a minimization of the objective function. The regularization methods
are used for better stability of the solution. The Tikhonov regularization method can be used.
The regularization term is added to the objective function if the Tikhonov regularization method
is used. This term makes the solution stable. The square of the norm of measured voltages and
calculated voltages by finite element method is involved in the standard EIT objective function.
Objective function in general form can be written

Ψ (σ) =
1
2

∑∥∥UM − UFEM(σ)
∥∥2 + α ‖Rσ‖2 (1)

where σ is the unknown conductivity distribution vector in the object, UM is the vector of measured
voltages on the object boundary, UFEM(σ) is the vector of peripheral voltages in respect to σ
which can be obtained using finite element method, α is a regularization parameter and R is
a regularization matrix connecting adjacent elements of the different conductivities.

2. BASIC THEORY

Further we suppose the electric field in very thin layer of electrical conductive medium which can
be described by the surface current density K. The surface current density K inside a specimen
produces also a magnetic field. The magnetic flux density B corresponding to K, can be obtained
according to the Biot-Savart Law

B̄ =
µ0

4π

∫

S

K̄ × R̄

R3
dS (2)

For further numerical simulations we divided the sample into NE triangle elements with centers
[xt, yt, zt]. We suppose that the current density K is constant on each element. The magnetic
field in general point given by coordinates [xi, yi, zi] we can calculate components of magnetic flux
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density with using superposition principle

~Bi ≈ µ0

4π

NE∑

j=1

K̄j × R̄ij

R3
ij

∆Sj (3)

The vector R represents the distance between centre of actual element [xt, yt, zt] and point [xi, yi, zi].
If we know certain components of magnetic field we can obtain the current density distribution. If
we would like to obtain the NE values of Kx and Ky components of surface current density K, we
have to known for example the same number of Bx and By components of magnetic field

Bix =
µ0

4π

NE∑

j=1

Rijz
∆Sj

R3
ij

Kjy, Biy = −µ0

4π

NE∑

j=1

Rijz
∆Sj

R3
ij

Kjx, i = 1, ..., NE (4)

The matrix notation for these 2 ·NE algebraic equations is
[

Bkoefx 0
0 Bkoefy

] [
Kx

Ky

]
=

[
Bx

By

]
⇔ Bkoef K = B (5)

From system (6) we can obtain very easy wanted current density distribution

K = B−1
koef B (6)

In the following part is shown an example of the magnetic field distribution and the correspond-
ing surface current density distribution and the influence of the non-homogeneity inside tested
samples.

The current density is calculated on each element by means of superposition of the outside
magnetic field values. We suppose that the current density is constant on elements. The created
objective function for the minimization by the least squares method for a conductivity image
reconstruction is

Ψ (σ) =
1
2

∑∥∥JM − JFEM(σ)
∥∥2 + α ‖Rσ‖2 , (7)

where σ is the unknown conductivity distribution vector in the object, JM is the vector of calculated
surfaces current density from measured magnetic flux components outside sample, JFEM(σ) is the
vector of computed current density in respect to σ which can be obtained using finite element
method, α is a regularization parameter and R is a regularization matrix connecting adjacent
elements of the different conductivities.

3. NUMERICAL SIMULATIONS AND TESTS

Numerical models were built for testing of algorithm that calculating conductivity distribution in
the investigating samples in Matlab. Start conductivity and regularization parameter value were
tested. A numerical model consists of 210 elements and 122 nodes. The linear triangles elements
were used for numerical analysis. The FEM grid is shown in Fig. 1. The current electrodes
were placed on boundary of investigated samples. Current electrodes are shown in Fig. 1. (green

Figure 1: FEM grid with 210 elements and 122 nodes, original conductivity distribution sample one and
two.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 173

triangles). The current value was adjust to I = 1 A. There were defined two values of conductivity
for the model. The first material has conductivity 60 MS/m (copper) and the second one has
10 pS/m (cracks).

Two numerical models were built. There were defined regions with different conductivity inside
(non-homogenous regions). There is one small non-homogenous regions in the first model andtwo
small non-homogenous regions in the second model.

Magnetic flux density components were calculated by Biot-Savart law 1 mm above the sample.
Calculated components Bx, By are shown in Fig. 1 for sample 2. These values of magnetic field
substitute measured values for reconstruction algorithm testing.The current density components
were computed from magnetic flux components with usage equation. The components Bx and
By were used to current density. The count of measured (calculated) values of By and By has to
be same as count of elements. The start value of regularization parameter was tested. Different
values of regularization parameter were tested. Optimal value was set to α = 1e-14 and change
of regularization parameter during conductivity calculation process ∆α was tested. Parameter ∆α
was changed from 0.5 to 0.8. Results are in the Table 1. How we can see from Table 1, choose
of the parameter ∆α change during reconstruction process is parameter ∆α = 0.7 considering to
accuracy and solution time.

Evolution of the objective function for ∆α = 0.7 is in the Fig. 2. Steps in the graph are due to
change value of regularization parameter ∆α during minimizing process.

Start conductivity was in sequence set up to values σ = 6, 6e5, 6e6, 6e7, 6e8 and 6e9 S/m for
the testing of start conductivity value. Time of solution, accuracy and final value of conductivity

Table 1: Parameter ∆α dependence.

∆α
Sample 1 Sample 2

Ψ(σ) Err [%] t [s] Ψ(σ) Err [%] t [s]
0.5 6.7e-3 0.6367 35.96 5.37e-3 1.69 38.24
0.6 4.99e-4 0.43 29.09 3.24e-3 2.19 35.61
0.7 1.4e-2 0.46 27.16 1.14e-2 1.56 34.61
0.8 1.399 1.63 16.23 8.51e1 14.92 28.53

Figure 2: Final conductivity distribution for ∆α = 0.5 and 0.7, objective function evolution for ∆α = 0.7.

Figure 3: Final conductivity distribution for start conductivity 6e6, 6e7 and 6e8 — sample 1.
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Figure 4: Final conductivity distribution for start conductivity 6e6, 6e7 and 6e8 — sample 2.

Table 2: Starting conductivity value dependence.

σ [S/m]
Sample 1 Sample 2

Ψ(σ) Err [%] t [s] α Ψ(σ) Err [%] t [s] α

6e0 2.23e-4 0.99 3605 1e-06 5056 1238 4838 1e-09
6e5 0.18 0.98 3613 1e-11 322 989 3113 1e-09
6e6 3.34e-4 0.90 3596 1e-12 554 901 1936 1e-12
6e7 145e-2 0.46 2716 1e-14 0.01 156 3461 1e-14
6e8 2.45e-2 0.82 3725 1e-15 331 9,71 3724 5e-15
6e9 0.718 102e-4 3606 1e-16 284 1.05 5127 1e-17

were observed during reconstruction process. The results of testing are presented in the Table 2.
Examples of final conductivity distribution for different start conductivity are shown in the

Fig. 3 and for sample 1 and in the Fig. 4 for sample 2.

4. CONCLUSIONS

How, we can see from results of testing in the Tables 1 and 2 that algorithm for reconstruction is
very sensitive to choice value of regularization parameter α and algorithm is less sensitive to change
parameter α during reconstruction algorithm. Start conductivity can be set up in the interval 6e5
to 6e9 S/m.
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EM Field and Biological Systems Interactions

J. Vrba
Department of EM Field, Czech Technical University in Prague, Prague, Czech Republic

Abstract— Research of interactions between em field and biological systems is of growing
interests elsewhere. Also here in czech republic there are several groups working in this field,
often in international co-operations. We will describe here mainly basic technical equipment
developed for 5 different research projects in the discussed area of interactions of em field and
biological systems.

1. INTRODUCTION

In present time four research institutions here in the Czech Republic run research projects focused on
studies of interactions between EM field and biological systems. These institutions are technically
supported by Dept. of EM Field of the Czech Technical University in Prague. In this contribution
we would like to give more details about that projects and obtained technical results (i.e., description
of developed exposition systems).

Three of discussed projects (1 in Germany and 2 here in Czech Republic) are basic research for
simulation of the microwave hyperthermia treatment. Other two projects (both in Czech Republic
are focused on simulation of the case of exposition by mobile phone.

In the modern view, cancer is intended as a complex illness, involving the cells that undergo to
transformation, their environment, and the general responses at biochemical and biological levels
induced in the host. Consequently, the anti-cancer btreatment protocols need to be multi-modal
to reach curative effects. Especially after the technical improvements achieved in the last 15 years
by bio-medical engineering, microscopy devices, and molecular biology methods, the combinations
of therapeutic procedures are growing in interest in basic and clinical research.

The combination of applied biological research together to the physical sciences can offer im-
portant perspectives in anticancer therapy (e.g., different methodologies and technical devices for
application of energies to pathological tissues).

The modern bioengineering knowledge applied to traditional tools, as the microscopy, has largely
renewed and expanded the fields of their applications (e.g.,: in vivo imaging), pushing the interest
for direct morpho-functional investigations of the biomedical problems.

2. WAVEGUIDE APPLICATOR

Very good results of EM field expositions in biological experiments can be obtained by simple but
efficient waveguide applicators, see example in Fig. 1.

Figure 1: Waveguide applicator for biological experiments.

Waveguide offer a very big advantage — in approximately of fifty percents of its aperture the
irradiated electromagnetic field is very near to a plane wave, which is basic assumption for good
homogeneity of the heating and optimal treatment penetration.
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Here described system is being used (shared) for research projects by two two institutions
(Institure of Radiation Oncology in Prague and Institute of Microbiology of the Czech Academy
of Sciences). Aperture of this waveguide is 4.8 × 2.4 cm and it is excited at frequency 2.45 GHz.
Effective heating is in the middle of the real aperture — its size is approximately 2.4 × 2.4 cm.
Waveguide is filled by teflon to reduce its cut-off frequency. Power from generator is possible to
control from 10 to 180 W, in these experiments we work between 10 and 20 W mostly.

3. EVALUATION OF WAVEGUIDE APPLICATOR

To evaluate this applicator from technical point of view we made a series of experiments, see, e.g.,
Fig. 2, where you can see example of measurement of temperature distribution by IR camera.

Figure 2: Temperature distribution obtained on surface of a model of mouse.

Here you can see temperature distribution obtained on surface of a model of mouse made from
agar — with a simulated tumour on mouse back. Experiment has been done by heating phantom
during 2 minutes delivering a power of 10W. Maximum of temperature increase has been found
approximately 10◦C. Similar results with different increase in temperature we have got also in other
technical experiments on phantom or live mouse when power or heating time was changed.

4. ARRAY APPLICATOR

The main goal of the planned biological experiment is a hyperthermia treatment of the experi-
mentally induced pedicle tumours of the rat to verify the feasibility of ultrasound diagnostics and
magnetic resonance imaging respectively to map the temperature distribution in the target area of
the treatment. That means to heat effective volume of approximately cylindrical shape (diameter
approx. 2 cm, height approx. 3 cm). Temperature to be reached is 41◦C or more (i.e., temperature
increase of at least 4◦C from starting point 37◦C), time period of heating is 45 minutes.

Therefore the applicator itself (see Fig. 3) is created by two inductive loops tuned to resonance by
capacitive elements. Dimensions of these resonant loops were designed by our software, developed
for this purpose. Coupling between coaxial feeder and resonant loops (not shown in Fig. 1) as
well as a mutual coupling between resonating loops could be adjusted to optimum by microwave
network analyzer. The position of the loops is fixed by Perspex holder. There is a special cylindrical
space for experimental animal in lower part of this holder. As the heated tissue has high dielectric
losses, both loops are very well separated and so no significant resonance in heated area can occur.
From this follows, that either the position of the loops with respect to heated area or the distance
between the loops is not very critical. Evaluation of the discussed applicator: First measurements
to evaluate the basic properties of the discussed applicator were done on agar phantom of muscle
tissue:

- evaluation of basic microwave properties (transfer of EM energy to the tissue, reflections),
- evaluation of compatibility with US and MR,
- calculation and measurement of SAR and temperature distribution and its homogeneity.

Exact tuning of the resonant loops to frequency 915 MHz has been easy and we could optimize the
coupling between the coaxial feeder and resonant loops as well, reflection coefficient less than 0.1.
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We have tested the power to be delivered to the applicator to obtain sufficient temperature increase
(approximately 4◦C in less than 5 minutes is required). With power 10 W delivered to each loop
for period of 2 minutes we succeeded to obtain the temperature increase of approximately 7◦C.

Treatment area

Area for experimental animal

Resonant loops

 

Figure 3: Arrangement of discussed microwave hyperthermia applicator.

Figure 4: Photograph of the discussed applicator.

To keep the increased temperature for a long time, 2 W in each loops were sufficient. Similar
values were obtained during first experiments on rats also. Even with higher level of delivered
microwave power we did not observe the change of resonant frequency (caused by increased tem-
perature of the loops).

5. CONCLUSIONS

Considering the necessary effective heating depth for the planned experiments, we have found
915MHz to be suitable frequency. This applicator has been developed for German Cancer Research
Institute in Heidelberg. And it is being used there for a series of animal experiments to study effect
of hyperthermia on tumours and possibility to combine hyperthermia with chemotherapy etc..
Compatibility of this applicator with a Magnetic resonance unit (MR) has been studied and it has
been demonstrated.
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Electromagnetic Modeling and Simulation for Interconnect
Structures Based on Volume-surface Integral Equations

Y. Q. Zhang, M. H. Wei, Y. R. Cao, Y. Q. Wang, and M. S. Tong
Department of Electronic Science and Technology, Tongji University

4800 Cao’an Road, Shanghai 201804, China

Abstract— Electromagnetic (EM) analysis for interconnect and packaging structures usually
relies on the solutions of surface integral equations (SIEs) in integral equation solvers. Though
the SIEs are necessary for the conductors in the structures, one has to assume a homogeneity of
material for each layer of substrate if SIEs are used for the substrate. When the inhomogeneity of
materials in the substrate has to be taken into account, then volume integral equations (VIEs) are
indispensable. In this work, we consider the inhomogeneous materials of substrate and replace the
SIEs with the VIEs to form volume-surface integral equations (VSIEs) for the entire structures.
The VSIEs are solved with the method of moments (MoM) by using the Rao-Wilton-Glisson
(RWG) basis function to represent the surface current on the conductors and Schaubert-Wilton-
Glisson (SWG) basis function to expand the volume current inside the substrate. A numerical
example is presented to demonstrate the effectiveness of the approach.

1. INTRODUCTION

Electromagnetic (EM) modeling and simulation are crucial for understanding the electrical per-
formance of interconnect structures in microelectronic or nanoelectronic devices. The structures
are usually small compared with the wavelength within a certain range of frequency, so extra care
is required for achieving a good numerical accuracy [1]. Also, the structures include multiscale
features, namely, some dimensions are much smaller than others in geometries, leading to deteri-
orating the conditioning of system matrix. Moreover, the EM analysis usually requires covering
a wide range of frequency with significant low-frequency components, resulting in a perplexity of
low-frequency effects [2]. These factors have caused much challenge in numerical implementation
and thus choosing appropriate governing equations, robust numerical method, and wise implemen-
tation scheme has become essential. Traditionally, the EM modeling for interconnect structures is
formulated with surface integral equations (SIEs) in integral equation approach [3] and one has to
assume the homogeneity of materials in the dielectric substrate. However, the inhomogeneity of
materials could exist due to their impurity in some interconnect structures and the SIEs may not
be appropriate for such a case.

In this work, we use the VIEs to replace the SIEs for the substrate and they are coupled with the
SIEs for the conductors to form the volume-surface integral equations (VSIEs) for describing the EM
features of the interconnect structures. The use of VIEs in the substrate allows the inhomogeneity of
materials and may provide more flexibility in the analysis [4–7]. The VSIEs are usually solved with
the MoM in which the Rao-Wilton-Glisson (RWG) basis function is used to expand the surface
current on the conductors with a triangular tessellation [8] while the Schaubert-Wilton-Glisson
(SWG) basis function is applied to represent the flux density in the substrate with a tetrahedral
discretization [9]. To facilitate the implementation, we suggest that the dyadic Green’s function be
kept in its original form without moving the gradient operator onto the basis and testing functions.
We can avoid the inconvenience of conventional implementation in this way though requiring a
good treatment for the hypersingularity in the dyadic Green’s function [10]. Numerical example for
analyzing a typical inhomogeneous interconnect structure is presented to illustrate the approach
and good result can be observed.

2. VOLUME-SURFACE INTEGRAL EQUATIONS

The interconnect and packaging structures include both conducting signal lines (transmission lines)
and ground and dielectric substrates as sketched in Fig. 1. We assume that the signal lines and
ground are perfectly electric conductors (PECs) and the involved EM features can be described by
the following electric field integral equation (EFIE) [3]

− n̂×Eex (r) = n̂× iωµ0

∫

S
Ḡ

(
r, r ′

) · JS(r ′) dS′, r ∈ S (1)
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where JS(r ′) is the electric current induced on the conductor surface S whose unit normal vector is
n̂ and Eex(r) represents a delta-gap excitation at an appropriate position on the conductors. Also,
Ḡ(r, r ′) is the dyadic Green’s function defined by

Ḡ
(
r, r ′

)
=

(
Ī +

∇∇
k2

0

)
g

(
r, r ′

)
(2)

where Ī is the identity dyad, g(r, r ′) = eik0R/(4πR) is the three-dimensional (3D) scalar Green’s
function in which R = |r − r ′| is the distance between an observation point r and a source point
r ′, and k0 is the wavenumber of the free space with a permittivity ε0 and a permeability µ0.
For the substrate which could consist of inhomogeneous materials with a permittivity ε(r ′) and a
permeability µ(r ′), we can use the VIEs to catch up its EM characteristics, i.e., [3]

E(r) = Eex(r) + iωµ0

∫

V
Ḡ

(
r, r ′

) · JV

(
r ′

)
dr ′ −∇×

∫

V
Ḡ

(
r, r ′

) ·MV

(
r ′

)
dr ′, r ∈ V (3)

H(r) = Hex(r) + iωε0

∫

V
Ḡ

(
r, r ′

) ·MV

(
r ′

)
dr ′ +∇×

∫

V
Ḡ

(
r, r ′

) · JV

(
r ′

)
dr ′, r ∈ V (4)

where Eex(r) = Hex(r) = 0 in the substrate in general, and

JV

(
r ′

)
= iω[ε0 − ε

(
r ′

)
]E

(
r ′

)

MV

(
r ′

)
= iω[µ0 − µ

(
r ′

)
]H

(
r ′

) (5)

are the induced volumetric electric and magnetic currents inside the substrate, respectively. If the
substrate is nonmagnetic or has the same permeability as the background, which is usually true,
then MV (r ′) = 0 and only Eq. (3) is needed, which can be reduced to

E(r) = iωµ0

∫

V
Ḡ

(
r, r ′

) · JV

(
r ′

)
dr ′, r ∈ V. (6)

When considering the coupling of fields produced by the surface current on the conductors and the
volume current inside the substrate, we can form the following VSIEs

0 = n̂×
[
Eex(r) + iωµ0

∫

S
Ḡ

(
r, r ′

) · JS

(
r ′

)
dS′ + iωµ0

∫

V
Ḡ(r, r ′) · JV

(
r ′

)
dr ′

]
, r ∈ S (7)

E(r) = iωµ0

∫

S
Ḡ

(
r, r ′

) · JS

(
r ′

)
dS′ + iωµ0

∫

V
Ḡ(r, r ′) · JV

(
r ′

)
dr ′, r ∈ V (8)

from which the unknown currents can be solved and equivalent circuit parameters of the structure
can subsequently be extracted.

3. THE METHOD OF MOMENTS SOLUTION

The above VSIEs can be solved by the traditional MoM in which the surface current on the
conductors is expanded by the RWG basis function while the electric flux density inside the substrate
is represented with the SWG basis function, i.e.,

JS

(
r ′

)
=

Nc∑

n=1

Jnen

(
r ′

)
(9)

D
(
r ′

)
=

Nd∑

n=1

Dnfn

(
r ′

)
(10)

where en(r ′) is the RWG basis function and Nc is the number of RWG triangle pairs while fn(r ′) is
the SWG basis function and Nd is the number of SWG tetrahedron pairs. Also, Jn and Dn are the
expansion coefficients for the two basis functions, respectively. The flux density instead of current
density is chosen as an unknown function in the substrate because it is normally continuous across
material interfaces. The current density is related to the flux density through

J
(
r ′

)
= −iωκ

(
r ′

)
D

(
r ′

)
(11)
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Figure 1: Geometry of a typical interconnect and
packaging structure. A conducting signal line is at
the top of a one-layer dielectric substrate with a
ground.
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Figure 2: S parameter for the interconnect and
packaging structure including a signal line and a
one-layer dielectric substrate. The geometry is de-
fined with l = 10.0, w = 5.0, d = 0.1, s = 0.2,
t = 0.05, and h = 0.3, all in millimeters, and the
substrate has an inhomogeneous relative permittiv-
ity εr(y) = cos(2.0π|y|/w) + 4.0 in the y direction.

where
κ

(
r ′

)
= [ε

(
r ′

)− ε0]/ε
(
r ′

)
(12)

is the contrast ratio of permittivity. Using the RWG and SWG basis function as a testing function
to test Eq. (7) and Eq. (8), respectively, we can obtain the following matrix equation

−
〈
em(r),

Eex(r)
iωµ0

〉
=

Nc∑

n=1

Jn

〈
em(r), Ḡ(r, r ′), en

(
r ′

)〉

+
Nd∑

n=1

Dn

〈
em(r), Ḡ0(r, r ′), fn

(
r ′

)〉
, m = 1, 2, . . . , Nc (13)

Dm

〈
fm(r),

fm(r)
iωµ0ε(r)

〉
=

Nc∑

n=1

Jn〈fm(r), Ḡ(r, r ′), en

(
r ′

)〉

+
Nd∑

n=1

Dn

〈
fm(r), Ḡ0(r, r ′), fn

(
r ′

)〉
, m = 1, 2, . . . , Nd (14)

where Ḡ0(r, r ′) = −iωκ(r ′)Ḡ(r, r ′). The above matrix equation can be solved with any matrix
solver so that the unknown current density and flux density can be found.

4. NUMERICAL EXAMPLE

To illustrate the proposed approach, we present a numerical example for the EM analysis of typical
interconnect and packaging structure which include inhomogeneous materials. The geometry of
the structure is shown in Fig. 1, i.e., a conducting signal line is at the top of a one-layer dielectric
substrate with a ground. It is assumed that the signal line and ground are made of PECs and the
dielectric substrate is also lossless but inhomogeneous. The structure is strictly in 3D and both
the interconnect and ground have a nonnegligible thickness. The dimensions of the geometry are
characterized as follows (all in millimeters): the length, width, and height of the substrate are
l = 10.0, w = 5.0, and h = 0.3, respectively, and the thickness of the ground is d = 0.1. The signal
line has a width s = 0.2, a thickness t = 0.05. We assume that the relative permittivity of the
inhomogeneous dielectric substrate has a distribution defined by

εr(y) = cos(2.0π|y|/w) + 4.0 (15)
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in the y direction. Fig. 2 shows the solution of S parameters for the structure and it is close to the
result from a finite element method (FEM) solver.

5. CONCLUSION

EM modeling and simulation are essential for analyzing and designing interconnect and packaging
structures. The SIEs of integral equation approach are widely employed in formulating the solvers
due to their less number of unknowns in the discretization of formulations. Nevertheless, the SIEs
require a homogeneity of materials in the substrate and may not be convenient for discretizing
structures with many material interfaces. In this work, we develop a VSIE approach by replacing the
SIEs with the VIEs in the substrate for the EM analysis of interconnect and packaging structures.
This replacement allows the inhomogeneity of materials in the substrate and removes the drawbacks
of the SIEs. The resultant VSIEs are solved with the MoM in which the surface current on the
conductors is expanded with the RWG basis function while the flux density inside the substrate is
represented by the SWG basis function. A numerical example for the EM analysis of inhomogeneous
interconnect and packaging structure has demonstrated the effectiveness of the proposed approach.
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Abstract— A differential near-field scanning optical microscopy (DNSOM) was used to recon-
struct the refractive index profile of a Ti:LiNbO3 planar waveguide. The waveguide was measured
at 633 nm for single-mode operation. The reconstructed index profile matches well with known
index model of Ti:LiNbO3 waveguides. Guiding mode profile calculated from fitted index model
also shows good agreement with measured mode profile.

1. INTRODUCTION

Refractive index profiles of optical waveguides are crucial in determining optical characteristics
of integrated optical waveguides, such as guiding mode behaviors, coupling condition, and so on.
However, for the metal-diffused optical waveguides, the index profiles were mainly determined by
the fabrication process. Therefore, several methods were proposed to determine accurate refrac-
tive index profiles of optical waveguides. Secondary ion mass spectrometry (SIMS) measures the
concentration distribution of diffused metal ions and reconstructs index profiles indirectly and de-
structively [1–3]. Prism coupling method measures the effective indexes of optical waveguides, and
obtains index profiles using WKB approximation with measured effective indexes of multimode
waveguides [4, 5]. For the nondestructive measurement of single-mode waveguide, guiding mode
intensities were measured to relate index profiles with scalar wave equation, which were called
near-field methods [6–8].

Previously, differential near-field optical microscopy (DNSOM) was proposed in measuring the
symmetric index profile of an optical fiber [9]. Modified end-fire coupling method was also proposed
to reconstruct two-dimensional index profiles of optical waveguides [10, 11]. In this work, the
DNSOM system was applied to reconstruct asymmetric index profile of a metal-diffused planar
waveguide. The index model of Ti:LiNbO3 waveguides has been determined [12], however, exact
index profile depends on the fabrication process. Therefore, we would like to apply DNSOM system
on this waveguide, and compare the results with existing model.

2. DIFFERENTIAL INVERSE ALGORITHM

For a weakly guiding waveguide, since the index difference ∆n(x) is very small compared with
substrate index ns, the refractive index profile, n(x), can be assumed as [7, 8]

n2(x) = (ns + ∆n(x))2 ≈ n2
s + 2ns∆n(x). (1)

Based on scalar wave equation, ∇2E(x)+ [k2n2(x)−β2]E(x) = 0, the refractive index profile of an
optical waveguide can be solved if its guiding mode profile was measured. k is the free space wave
number and β = k × neff is the propagation constant of the modal field E(x). Assume neff ≈ ns,
the inverse algorithm can be written as [9]

∆n(x) ≈ −1
2

E′′

nsk2E
+ ∆neff , (2)

where ∆neff = neff − ns. The differential inverse algorithm is based on the concept that the
derivatives of modal field can be measured directly, without the need of numerical differentiation
that amplified measured noises. Eq. (2) can thus be rewritten as
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Simultaneous measurements of I, I ′ and I ′′ enable the reconstruction of corresponding index profile
directly.
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3. EXPERIMENTS

The DNSOM system was built on an atomic-force microscope with a tapered fiber probe [13] and
a shear-force feedback [14], as shown in Fig. 1. A 632.8 nm-wavelength He-Ne laser, modulated by
an optical chopper at frequency f0 (= 390 Hz), was coupled into the optical waveguide by the fiber
coupling method. At the output end, the fiber probe was allowed to scan over the waveguide area
within the near-field region by using a tuning-fork feedback mechanism [15]. The probe is a tapered
fiber coated with a gold layer of thickness 80 nm around the tip region to enhance the resolution.
The diameter of fiber tip coated with gold is 100 nm, and therefore subwavelength resolution can
be obtained in the near-field measurement. The probe was mounted on a tuning fork that oscillates
the probe along the x-direction with an amplitude ∆x at frequency f1 (= 33.48 kHz). The probe
was connected to a photomultiplier tube and the signal was read by three lock-in amplifiers (LIAs),
referenced at frequencies f0, f1 and 2f1, respectively. The amplitude and phase signals were sent
to the computer to render the near-field images Since the position of tip vibration was described
by

x(t) = x(0) + ∆x sinω1t, (4)

where x(0) is the equilibrium position and ω1 (= 2πf1) is the angular frequency of the dither
vibration. The optical intensity I(x) on the detector can then be approximated by

I[x(t)] ≈ I[x(0)] + ∆xI ′[x(0)] sinω1t + 1
4∆x2I ′′[x(0)] cos 2ω1t, (5)

Hence, during the scan of the fiber tip, the image signal from LIA gives the optical intensity I as
that of the conventional method, whereas the image signals from LIA1 and LIA2 generate optical
intensity derivatives I ′ and I ′′, respectively, as required by the proposed method.

A Ti-diffused planar waveguide on LiNbO3 substrate was fabricated for measuring. In order to
have a planar waveguide with single guiding mode at 632.8 nm, a 325 Å-thick Ti layer was deposited
on a Z-cut LiNbO3 by RF sputtering. The diffusion process was controlled at 1020◦C for 2.5 hr.
Both ends of the sample were then polished before measurement. The optical images measured
by DNSOM are shown in Fig. 2. Fig. 2(a) is the measured optical intensity. The upper and
lower parts of Fig. 2(b) are the images of the first and second derivative of intensity, respectively.
Fig. 2(c) shows the phase images of Fig. 2(b). According to Eq. (5), the measured first-derivative
of intensity in the upper part of Fig. 2(b) is equal to I ′∆x. And the measured second-derivative of
intensity in the lower part of Fig. 2(b) is equal to I ′′∆x2/4. Using the small amplitude measurement
method [16], ∆x is found to be 0.12µm in our measurement setup. The images calibrated with the
vibration amplitude rendered the one-dimensional intensities I, I ′, and I ′′.

It is noticeable that optical intensity has a large change at the air and substrate interface. Such
abrupt change causes large edge diffraction when light propagates in the air. That results in a non-
smooth and asymmetric waveguide mode when measured in the far-field [6]. The optical intensity
at the output surface of the waveguide was directly measured by DNSOM. It takes the advantage
of free of edge diffraction and thus is suitable for the refractive-index profile reconstruction of a
strong asymmetric integrated optical waveguide. For example, the asymmetrical patterns of optical
intensities in a Ti:LiNbO3 waveguide are clearly observed in Fig. 2(b), especially for I ′ and I ′′.

The calculated index profile was reconstructed by substituting I, I ′, and I ′′ in Eq. (3). Note
that there is an offset ∆neff between the calculated and actual refractive index profile [2]. As
the refractive index difference in the deep substrate region is known to be equal to zero, ∆neff is

Figure 1: System setup of the differential near-field scanning optical microscopy.
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(a) (b) (c)

Figure 2: (a) Measured image of output field intensity, I. (b) Measured images of the first-, I ′ (upper part)
and the second derivative, I ′′ (lower part) of output field intensity. (c) The phase signals of (b).
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Figure 3: (a) The firstderivative field intensity I ′. (b) The second derivative field intensity I ′′. (c) The
reconstructed index profiles and the fitted index profile.
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Figure 4: (a) The reconstructed index profile by the proposed method and the fitted index profile. (b) Com-
parison of the optical field intensity calculated by using the fitted index profile in (a) and the measured
optical field intensity I.

estimated to be 0.0018 by Eq. (3). This offset value was confirmed by the effective refractive index
measured by a prism coupler (Metriconr 2010), which showed a single-mode dip at the index of
2.2892 with ns = 2.2874. The difference of these two values is also 0.0018, which is consistent
with the previous estimation. Using the offset and the measured I, I ′ and I ′′, the refractive index
profile was obtained. Figs. 3(a) and (b) showed a comparison of the derivatives of field intensity,
I ′ and I ′′, by measurement and numerical differentiation. For comparison, the best fitting of the
reconstructed index profile obtained by the proposed method was also shown in Fig. 3(c). As can be
seen, the index profile obtained by the proposed method is less noisy than that by the conventional
one. Fig. 4(a) shows the reconstructed index profile by the proposed method It can be seen that the
index profiles are well matched with a known diffusion profile for the Ti:LiNbO3 waveguide. The
diffusion depth is 2.0µm and the maximum refractive index difference is 0.0058. For verification,
the fitted refractive index profile is used to calculate the intensity distribution in the waveguide as
shown in Fig. 4(b). As can be seen, the calculated intensity profile is in good agreement with that
measured from our DNSOM system.
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4. CONCLUSIONS

The refractive index profile of a Ti:LiNbO3 planar waveguide was measured at 633 nm for single-
mode operation, using a differential near-field optical microscopy. Experimental results show that
the reconstructed index profiles are in good agreement with the known ones. Moreover, the mea-
sured optical field intensity distributions agree quite well with those calculated with the known
index profile. Refractive index profiling of optical waveguides with unknown materials would be of
great interests in the future.
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Abstract— Under implementation of the generalized receiver (GR) constructed based on the
generalized approach to signal processing (GASP) in noise there is a need to cancel an interference
to improve the GR performance. In this paper, we discuss an interference cancellation technique
based on the non-blind beamfroming algorithm, namely, the least mean square (LMS) algorithm
employed by GR. The direction of arrival (DOA) estimation is also used by LMS algorithm to
provide a priori knowledge about the desired signal in GR. The simulation results demonstrate
a superiority of GR performance in comparison with the Neyman-Pearson (NP) receiver.

1. INTRODUCTION

The generalized receiver (GR) is constructed based on the generalized approach to signal processing
(GASP) in noise discussed in [1–5]. The GR is a combination of Neyman-Pearson (NP) detector that
is optimal for detection of signals with known parameters and the energy detector that is optimal for
detection of signals with unknown parameters. With the purpose to improve the GR performance
under noise and interference conditions, the least mean square (LMS) algorithm is proposed for
interference cancellation [6]. LMS beamforming algorithm is a non-blind beamforming algorithm
that needs a reference signal to update the weight vectors of array antenna with the purpose to
form a desired direction vector and generate nulls towards an interference direction [7].

Employment of GR with LMS algorithm requires a prior knowledge about the desired signal.
The direction of arrival (DOA) estimation is used to provide the GR with the required information
about arrival angles of the received signals. For the past few decades, a wide variety of techniques
have been proposed for the DOA estimation. The subspace algorithms such as the multiple sig-
nal classification (MUSIC) and estimation of signal parameter via rotational invariance technique
(ESPRIT) algorithms are widely used owing to their high resolution [8]. In this paper, the MUSIC
algorithm for DOA is employed with LMS algorithm with the purpose to cancel interference. The
simulation results demonstrate a good performance at the output of GR with LMS algorithm and
MUSIC DOA estimation under the interference cancellation. The rest of this paper is organized
as follows: Section 2 presents the simple GR flowchart and main functioning principles. Section 3
discusses the LMS beamformer employed by GR. Implementation of DOA estimation algorithm is
introduced in Section 4. The simulation results are discussed in Section 5. The conclusion remarks
are given in Section 6.

2. GR STRUCTURE

GR flowchart is presented in Fig. 1. Here, AF is the additional filter used to generate the reference
noise and PF is the preliminary filter that can be considered as a band pass filter matched by
bandwidth with the desired signal. The AF resonance frequency is detuned relative to the PF
resonant frequency on such a value that both the signal and noise can be appeared at the PF
output, whereas only the noise is appeared at the AF output. The detuning value must be more
than 4 ∼ 5 signal bandwidth. In this case, the correlation coefficient between the processes forming
at the PF and AF outputs is not more than 0.05. MSG is the model signal generator generating the
reference signal or model signal aM

i . The stochastic process at the GR output takes the following
form:

Zg =
N∑

i=1

(
2Xia

M
i −X2

i + η2
i

)
, (1)

where

aM
i = γai, (2)
Xi = ai + ξi, (3)

ai is the sample of desired received signal at the PF output, γ is the coefficient of proportionality,
Xi is the sample of observed stochastic process at the PF output. ηi and ξi are the samples of
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Figure 1: The main structure of GR.

the observed noise at the AF and PF outputs respectively, and i = 1, 2, . . . , N, where N is the
sample size. If the reference signal or model signal is identical to the desired signal, i.e., γ = 1,
Equation (1) can be written as

Zg =
N∑

i=1

(a2
i + η2

i − ξ2
i ). (4)

It is well known that
∑N

i=1 a2
i is the received signal energy, and

∑N
i=1 (η2

i − ξ2
i ) is the background

noise formed by AF and PF.

3. GR WITH LMS BEAMFORMER

LMS algorithm is a basic non-blind beamforming algorithm used to reject the interfering signals
based on the minimum mean square error (MMSE) criterion and the steepest descent method.
Updating the coefficients in weight vector Wi adjusts the phase and amplitude of the input signal,
respectively, and the output signal (beamformer output) will be closed to the desired signal. LMS
algorithm can be defined by the following equations:

Mi = W T
i−1Si, (5)

e∗i = Mi − di, (6)
Wi = Wi−1 + µe∗i Si, (7)

where Mi is the beamformer output, Si is the received signal or the beamformer input, di is the
reference signal in the beamformer, e∗i is the error between the beamformer output and reference
signal, µ is the step size that is called the adaptation rate and must be chosen based on the
correlation matrix of Si, and ∗ denotes the complex conjugate.

In the case when there are interfering signals, the LMS algorithm can be applied at the output
of GR to cancel them. The structure of GR with LMS beamformer is shown in Fig. 2. Statistics
forming at the GR output when the interference signals are present takes the following form:

Zg =
N∑

i=1

(
a2

i − 2Iiξi − I2
i + η2

i − ξ2
i

)
, (8)

where Ii is the sample of the observed interference signal. In (8), the term −2Iiξi − I2
i is caused

by interaction between the interference and noise that deteriorates the GR performance.
In GR with LMS beamformer, the model signal of LMS beamforming algorithm should be the

square of the signal aM
i due to the fact that the output of the GR is presented as the energy of the

signal. According to (5)–(7), we can obtain the following equations:

di =
(
aM

i

)2
, (9)

Mi = W T
i−1Zgi

, (10)

e∗i = W T
i−1Zgi

− (
aM

i

)2
, (11)

Wi = Wi−1 + µe∗i Zgi
. (12)
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Figure 2: GR with LMS beamformer. Figure 3: GR with LMS beamformer appling MU-
SIC algorithm.

Updating the weight vector Wi, the component −2Iiξi− I2
i in (8) caused by interaction between

the interference and noise can be cancelled, and the final output of GR with LMS beamformer can
be approximated by (4).

4. UNKNOWN DOA

Both GR and LMS beamformer need a prior knowledge about the desired signal, namely, the DOA
to process the received signal. However, the DOA of signals is usually unknown in practical situa-
tion, e.g., mobile communication systems. Therefore, it’s necessary to apply the DOA estimation
technique that estimates the DOA of signals based on array response in the received signal.

The MUSIC algorithm is one of subspace DOA estimation algorithms and has a high resolution
technique based on exploiting the eigenstructure of input covariance matrix. MUSIC algorithm
assumes that the noise in each channel is uncorrelated and the correlation matrix is diagonal. The
incident signals are to be correlated and generate the nondiagonal correlation matrix. The number
of incident signals should be less than the number of array elements. If D is the number of signals,
M is the number of array elements, the number of signal eigenvalues and eigenvectors is D, and
the number of noise eigenvalues and eigenvectors is M − D. The array correlation matrix with
uncorrelated noise and equal variance is given by

Rxx = ARssAH + σ2
nI, (13)

where A = [a(θ1) a(θ2) . . . a(θD)] is the M×D array steering matrix, Rss = [s1(t) s2(t) . . . sD(t)]T
is the D×D signal correlation matrix, σ2

n is the noise variance, and I is means the identity matrix.
Rxx has D eigenvectors associated with signals and M −D eigenvectors associated with the noise.
Thus, it is possible to construct the M × (M −D) noise subspace spanned by the noise eigenvectors
using eigenvalue decomposition such that VN = [V1 V2 . . . VM−D]. The noise subspace eigenvectors
are orthogonal to array steering vectors at the angles of arrivals θD, and the MUSIC pseudospectrum
is given as

PMUSIC(θ) = 1/abs
{
aH(θ)VNVH

Na(θ)
}

. (14)

where abs{·}means to take the absolute value. By this way, the DOA can be estimated by searching
the spectrum peak.

Figure 3 shows the GR with MUSIC algorithm and LMS beamformer. Here, the MUSIC algo-
rithm is applied at the GR PF output. The estimated DOA is transmitted to MSG to generate
the reference signal or model signal. The reference signal or model signal has some error compared
with the true value. However, we can neglect this error owing to the high resolution of MUSIC
algorithm.

5. SIMULATION RESULTS

The simulation results are persented to evaluate the performance of GR with LMS beamformer
when DOA of signals is unknown. Four element uniform linear array (ULA) antenna with half
wavelength distance is used to receive signals, and there are three incident signals. The first signal
is the desired signal arriving at 10◦, the second and third signals are interference arriving at −60◦
and 60◦ respectively. These angles are assumed to be unknown and should be estimated by MUSIC
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Figure 4: DOA estimation by MUSIC algorithm. Figure 5: Peformance comparison between GR and
NP.

algorithm. All signals are set as Gaussian random sequences with the mean equal to 0. We compare
the NP receiver and GR by performance under identical input conditions.

Figure 4 presents the DOA estimation results of MUSIC algorithm. After DOA estimation
process, the MSG gets the DOA information about the desired signal and generates the reference
signal. The simulation results comparing the NP receiver and GR performances are presented in
Fig. 5 in the form of the relation between the input signal-to-interference-noise ratio (SINR) and
the output SINR for both receivers. In general case, the output SINR increases when the input
SINR increases and the DOA estimation error decrease. We can see from Fig. 5 that GR with
LMS beamformer has a good performance for interference cancellation in both cases when LMS
beamformer is used. In practice, the GR overcomes NP by detection performance applying the
LMS algorithm with and without DOA estimation.

6. CONCLUSION

The GR with LMS beamformer has a good ability for interference cancellation, and MUSIC algo-
rithm is a high resolution technique for DOA estimation. This paper deals with the employment of
DOA estimation algorithm (MUSIC) and GR with LMS beamformer when the DOA is unknown.
The simulation results show a promising performance that for a practical SINR values, GR over-
comes the NP receiver under the same conditions using MUSIC algorithm and LMS beamformer.
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Abstract— The radio waves propagates through the earth atmosphere will be attenuated due
to presence of the atmosphere particles such as water vapor, water drops and the ice particles.
Meantime the atmospheric gases and rain will absorb the scatter the radio path consequently
degrade the performance of the link. This paper presents studies on rain attenuation at 26 GHz,
which is widely used for local multipoint distribution service deployment by using the measured
and prediction methods for terrestrial microwave links point to point in tropical regions. Ba-
sically the models described in this paper include those of the ITU-R, revised Moupfouma and
revised Silva Mello model. The main objective of these studies to identify most suitable rain
attenuation prediction model for tropical region like Malaysia. In another hand comparison in
term of attenuation on Ku band and Ka band. at various reduction factor models are also been
discuss. It was found at lower operating frequency and lower rain rates the ITU-R models fits
well whereby at the higher operating frequency with higher rain rates the Moupfouma model
is more adequate compare with other models. This paper will help provide useful information
for researchers to make good considerations in rain attenuation predictions for a terrestrial link
operating frequency at 26 GHz in a tropical region.

1. INTRODUCTION

Generally at frequencies below 7 GHz, excess attenuation due to rainfall and atmospheric gaseous,
frozen particles such as snow, ice crystals is very small and can be neglected in radio system design.
However at frequencies above 7 GHz liquid rain drops in the form of absorption and scattering
do become serious contributes to transmission losses [1–3]. The attenuation on any given path
depends on the value of specific attenuation, frequency, polarization, temperature, path length
and latitude [4]. The rainfall causes absorption and scattering of radio waves which result in the
reduction of the receive signal level. Most of the researchers and studies related to rain attenuation
are based on data obtained from the temperate region. The models do not give an accurate
prediction of rain attenuation in tropical and equatorial regions. Therefore, more studies are
needed in order to obtain a better rain attenuation prediction models that suits the tropical and
equatorial climates and establishing a reliable prediction method for rain attenuation. The 26-
GHz frequency band is allocated to broadband wireless access (BWA) in many parts of the world.
However, little is known about the effects of persistent heavy rainfall in tropical regions. The
26-GHz band offers advantages such as relatively high bandwidth resulting in a much higher bit
rates available to individual users when compared to a carrier of around 10GHz used typically in
tropical regions. It also allows the reuse of spectrum with a higher density of smaller cells resulting
in a higher network capacity in urban and rural areas [5]. These networks are particularly suited
for network connection to small offices or suburban homes to high-capacity public switching and
backbone networks for wireless multimedia services. Wireless information required by customers
on the move includes internet, multimedia, and voice. The study of radio wave propagation in such
an environment is necessary for optimization of system deployment.

2. EXPERIMENTAL SET-UP

A link of path length 5.83 km was set up in Johor Bahru, Malaysia. Both the transmitter and
receiver operate at a frequency of 15 GHz. The received signal levels were sampled every minute.
Three years precipitation data were collected from the Casella rain gauge installed at the mea-
surement site (Jan. 2006–Dec. 2008). These data have been used to investigate the link. The
precipitation data and rain attenuation data was recorded at the same period of time. The rain
gauge used is a tipping bucket type and it has sensitivity of 0.5 mm. It records the total rainfall
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Figure 1: Rainfall rate CCDF for Johor Bahru (3 years).

Table 1: Specifications of the 15GHz link.

Link

location

Hop length

(km)

Frequency

band (GHz)

Maximum transmit

power (dBm)

10−6 BER (2× 2Mbs)

received threshold

Antenna for

both transmit

and receive side

Size (m) Gain (dBi)

Johor

Bahru
5.83 15 +18.0 −84.0 0.6 37.0

occurring in each minute without recording non rainy events; therefore the rain rate is recorded
as an integral multiple of 30mm/h or 0.5mm/min. Table 1 shows the link specifications, while
Figure 1 presents the complementary cumulative distribution function (CCDF) of the rainfall rate
for an average of three years in Johor Bahru. This graph been plotted to show the relationship of
the rain rate at various percentage of time throughout the period of the data collected during this
experimental. It was observed at 0.01% of time, the rain rate was 125 mm/hr recorded.

Further analysis have been conducted to study the effects of rain attenuation on this link at
higher frequencies, 26GHz. The rain attenuation values at these frequencies have been obtained
by inverting the available 15GHz rain attenuation data, using the frequency scaling technique as
follows [6]:

A1(f1)/A2(f2) = (Φ2/Φ1)1−H(Φ1,Φ2,A1) (1)
where, Φ(f) = f2/1 + 10−4f2 (2)

H(Φ1, Φ2, A1) = 1.12 · 10−3(Φ2/Φ1)0.6(Φ1A1)0.55 (3)

A1 and A2 are the equivalent probable values of the excess rain attenuation at frequencies f1 and
f2 respectively and frequency f is in GHz. Figure 2 shows the comparison of measured attenuation
at 26GHz with those predicted by Mello, Moupfouma and ITU-R at different probability levels of
the rainfall rate.

3. RESULTS AND DISCUSSIONS

The CCDF of measured rain attenuation at 15 GHz is compared with the predictions of ITU-
R, revised Moupfouma and revised Silva Mello.el. As per shown in Figure 2, the measured rain
attenuation is 18.08 dB and 35.5 dB, at 0.1% and 0.01%, respectively. In comparison, the predicted
attenuations at 0.1% are 12.40 dB, 22.33 dB and 12.60 dB by Mello, Moupfouma and ITU-R models,
respectively. Similarly, the corresponding predicted values at 0.01% are 24.50 dB, 57.16 dB and
32.40 dB, respectively. These indicate that Moupfouma predictions are very close at 0.1% (almost
22.32 dB), which overestimate the measured value by 23.5%; whereas at 0.01%, the predictions are
57.16 dB, respectively, which overestimates the measured values by 61%.

Silva Mello.el predictions largely underestimate the measured attenuation at 0.1% and 0.01% of
the time. For instance, the prediction errors (overestimates) at these time percentages are almost
the same, 31% and 30%. It has been observed that the ITU-R model at 0.1% of time, with
prediction errors around 30% but closely agrees with the measured value at 0.01% of the time,
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with little error 8.7%. However, it underestimates the measurements at other percentages, more
especially at higher rain rates.

As seen in Figure 3, the measured rain attenuation at 26 GHz is 43.18 dB and 87.23 dB, at 0.1%
and 0.01%, respectively. In comparison, the predicted attenuations at 0.1% are 29.56 dB, 50.43 dB
and 28.58 dB by Mello, Moupfouma and ITU-R models, respectively. Similarly, the corresponding
predictions at 0.01% are 53.67 dB, 115.24 dB and 65.33 dB, respectively. Also, it can be seen
Moupfouma predictions are very close at 0.1% (almost 50.4 dB), which overestimate the measured
value by 14.3%; whereas at 0.01%, the predictions are 115.24 dB, respectively. Therefore these
model largely overestimate the measured attenuation at all percentages of time, worse still at higher
rain rates. On the other hand, Mello predictions largely underestimate the measured attenuation
at 0.1% and 0.01% of the time. For instance, the prediction errors at these time percentages are
31.5% and 38.5%.

From the figure it can be seen Moupfouma predictions largely overestimate the measured at-
tenuation at all percentages, compared to the other two models. At 0.1% of the time, Moupfouma
models predicted same value for rain attenuation, but the values are different at other percentages.
In the case of ITU-R, the predictions are 28.58 dB and 65.33 dB, respectively. From these results,
one can say that the ITU-R model most closely agrees with the measurements compared to other
models. For instance, it has been observed that the percentage error, at 0.1% and 0.01% of the
time, in ITU-R model is approximately 33.6% and 25%. The prediction errors are worse at higher
rain rates, implying that the model is not suitable at higher frequencies.

Further analysis been conducted by comparing the rain attenuation on 15 GHz and 26 GHz
which is at Ku Band and Ka band. Based on data presented in Table 2, it is clearly indicates the
rain attenuation at 0.01% of time exceeded for operating frequency at 26 GHz is higher by 52.72 dB.

Figure 2: Comparison of rain attenuation CCDF at
15GHz.

Figure 3: Comparison of rain attenuation CCDF at
26 GHz.

Table 2: Comparison of measured rain attenuation at 15GHz and 26 GHz.

Percentage of Time (%) Rain Attenuation (dB)
f = 15 GHz f = 26 GHz

0.1 17.08 43.18
0.05 23.44 59.26
0.03 28.14 71.14
0.02 31.18 78.83
0.01 34.50 87.22
0.005 37.12 93.84
0.003 38.23 96.65
0.002 38.92 98.40
0.001 39.00 98.60
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It is almost same recommended in a reviewed literature review [9] to use fade margin more than
40 dB when a link is operating at higher frequency such as Ka Band. The outcome of this finding
conclude the literature findings. Even one of the author in his published paper title “Case Study of
Rain Attenuation At Ka Band” [10] has mentioned the attenuation at Ka Band is 30 dB compare
to the Ku Band is only 12 dB using different model for validation purpose.

4. CONCLUSIONS

From the results presented, ITU-R predictions are the closest to the measured attenuation, com-
pared to the other three models studied in this work. For the 15GHz link, it has been observed
that the ITU-R model closely agrees with the measured value at 0.01% of the time, with little
error (8.7%). However, it underestimates the measurements at other percentages, more especially
at higher rain rates. The ITU-R model seems to be most suitable for predicting terrestrial rain
attenuation in tropical like Malaysia at lower operating frequency, compared to other models. The
rain attenuation at higher operating frequency is more than double in term of percentages, most
likely the Moupfouma model is suitable with little error (14.3%). However this result is still pre-
liminary and more data need to be collected for accurate results. For future work it is necessary
to collect longer rainfall rate data in order to carry out further analyse with more effectively and
collect actual measured rain attenuation data for 26 GHz link. This information will be very useful
to implement frequency diversity technique for mitigating rain effects in future especially for the
tropical region.
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New Indoor Propagation Channel Model for Location Purposes

Alain Moretto and Elizabeth Colin
Allianstic, ESIGETEL, Villejuif, France

Abstract— In this paper, we propose a deterministic, close to indoor physical phenomena and
hall orientated indoor propagation model for localization purposes. This multi-frequency, multi-
path indoor channel model is based on geometrical optics (GO). The received electromagnetic
power is given as a function of the carrier frequency, the distance between emitting and receiving
antennas, the ceiling height and takes into account both building materials dielectric properties
and radiation Rx/Tx antenna’s pattern. Received power simulations are compared to measure-
ments with an UHF RFID system using active tags at 868 MHz and 433MHz in a 20m long
ground floor environment. A good match is noticed.

1. INTRODUCTION

Accuracy and reliability are critical features for indoor location systems; however, nowadays tech-
niques don’t provide enough accuracy for distance evaluation. Metrics as receiver signal power,
Angle of Arrival (AoA), Time of Flight (ToF) are not directly related to distance or relative posi-
tion between emitter and receiver. This is due to multi-path and fading phenomena that can be
dominating in indoor environments. Improving indoor channel model is a way to allow a more ac-
curate positioning, but indoor channel has very particular and complex properties. Indoor channel
is site specific, multi-path and, most of the time, Non Light-of-Sight (NLOS).

The paper is organized as follows. In Section 2, we present the most commonly used indoor
propagation models for distance estimation purposes and we focus on the strengths and limits of
these models so as to propose our propagation model. Section 3 compares simulated received power
with measurements to validate our model. The dependence of the received power according to two
environment parameter that are of great interest in a location context within a hall, ceiling height
and building material properties, is studied in Section 4.

2. INDOOR PROPAGATION CHANEL MODELING

2.1. Indoor Channel Models
We can find two main kinds of models, statistical (also called empirical) ones, based on large
measurement campaigns and deterministic ones, based on physical laws such as Maxwell laws [1, 2].

Empirical models as One-slope, Motley-Keenan [3] and COST231 are widely used in location
applications because of their simplicity [4, 5]. However, those path-loss models do not take into
account multi-paths phenomena; as a consequence, a sub-meter distance estimation precision cannot
be reached even with a robust signal post-processing.

Ray-tracing techniques can be found among deterministic models [6]. These latter models are
based on geometrical optics (GO) and diffraction theory [7, 8]. Their computation may be time
consuming but predictions are closer to measurements than those given by empirical models.

The model we suggest afterwards, is based on GO and estimates the received electromagnetic
power as a function of the distance to the emitting antenna and its radiation pattern, the ceil-
ing height, the number of vertical bounces (reflections on ground/ceiling) and building materials
dielectric properties.
2.2. Suggested Model
In an open space indoor environment (flat amphitheater, airport/hospital hall . . . ), that’s to say
every time ceiling height is “small” compared to ground dimensions, we can simply model the
propagation channel with two perfectly smooth parallel diopters. Thus we can neglect diffraction
phenomena which will speed up calculations.

Our 2D model (see Figure 1) takes into account the radiation pattern of the emitting (A on
Figure 1) and receiving (B on Figure 1) antennas and assumes that the incident power is reflected
by the floor and the ceiling with respective reflection indexes ρfloor and ρceiling.

Once we know the height of the emitting and the receiving antennas (hE and hR), the distance d
between them as well as the height of the ceiling (H), we calculate the angle that allows the power
to be received. This angle “i” is different if the power initially spreads out of antenna A towards
the roof (iup) or towards the floor (ilow) and depends on the number N of successive bounces.
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Figure 1: Reflexion of electromagnetic energy emitted by a dipole antenna on the floor (low index) and the
ceiling (up index). Only one reflection in drawn for readibility considerations.

The orientated angle α refers to the angle between the horizon and the line of sight path (LOS).
The incident electrical Field ~E at the Rx Antenna B is the vector sum of the LOS (

−−−→
ELOS) and

the so-called “low” (
−−→
Elow) and “up” (

−−→
Eup) contributions.

~E =
−−−→
ELOS +

−−→
Eup +

−−→
Elow (1)

If we assume both antennas to be isotropic, the electric Field mathematical classical expression is,
at a distance r from the antenna:

E = A exp(ωt− kr) (2)

A is the amplitude and depends on the emission power ISO/IEC and ETSI standards and k = 2π
λ =

ω
c in the air.

Each contribution, as well as the global received electrical Field is given below:
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(5)

In the far Field approximation, in so far as both antennas are adapted the received electromagnetic
power PR is given by the Poynting relation:

PR =
1
2
Z0

∥∥∥ ~E
∥∥∥

2
(6)

where Z0 is the air impedance.
It is quite easy to adapt these previous formulas to a Hertz or a dipole antenna for instance by

simply taking into account the weighting factor of to the radiation pattern.

3. COMPARISON WITH MEASUREMENT AND VALIDATION

Measurements are taken every meter in the ground floor of a 2.50 m ceiling height building. Our
tracking device uses 433MHz (ISO 18000-7) or 868 MHz (ISO 18000-6) RFID technology. We used
the material “UTP Diff2” reader from ELA-Innovation with vertical dipole Rx/Tx antennas as
well as their active “Thin line” RFID tags. Each measurement point is averaged over 20 successive
acquisitions.

There are an infinite number of possible paths between antennas A and B, however it can be
shown that the contribution of additional paths beyond N = 100 can be neglected. This will speed
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Figure 2: Comparison between measurements and simulation at 868MHz in 20 m×20m, 2.5m high reinforced
concrete.

(a) (b)

Figure 3: Received 868MHz electromagnetic power in a 20 m × 20m, (a) 2.5m high hall for for different
reflection indexes corresponding to different materials, (b) for different ceiling heights. Reflection index is
100%.

up the calculation time even more. Received power is simulated every 10 cm at 868MHz with
ρfloor = ρceiling = 99%.

Despite its simplicity, our model shows a good agreement with measurements, both on a received
signal level standpoint but also on a behavioral point of view. Not only the average simulated
received power is compliant to a traditional One slope model but also the evolution of the simulated
curve as a function of distance reflects the multipath phenomena. Afield measurement campaign
at 433 MHz, not presented in this paper,also validates our model.

4. PARAMETERS OF INTEREST FOR LOCALISATION IN A HALL

4.1. Dependence on Construction Materials

Many construction materials can be found in a building such as concrete, reinforced concrete,
steal, wood, glass, doped glasses, plaster, brick mortar and composite material. Each one of these
materials can be very complex and the key parameter, from an electromagnetic point of view, is
their complex relative dielectric permittivity εr (as well as their conductivity σ that we won’t use
in this simplified model) [9–11].

As expected, absorbing materials reduce multi-paths and hence fast fading effects (see Fig-
ure 3(a)). In this case, path-loss models such as One-Slope model perfectly apply. On the contrary,
high reflection indexes lead to numerous and deep fading effects. Since halls are made of composite
materials, reflection indexes are difficult to evaluate; they should be considered as fitting parameters
between simulation and measurements.
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4.2. Dependence on the Ceiling Height
This simplified model can apply to many indoor empty (no people, no furniture) places such as
gateways and airport or hospital halls. These different places can be characterized by the parameter
H (height of the ceiling).

Figure 3(b) clearly points out the consequences of multipath propagation on the received signal
strength for four different hall heights in the worst case (metallic environment). The same global
behavior is observed for the four hall heights. As expected, the higher the ceiling is the greater the
attenuation is and the lower the ceiling is the deeper fadings are. This theoretical study seems to
prove the scalability of our model from office to vast airport or hospital halls.

5. CONCLUSIONS

Location systems mainly use simple models like One-Slope complemented by spatial filtering tech-
niques like sequential Monte-Carlo methods. However, the performance of these methods is based
on a priori knowledge of the channel. To improve the estimation of the position in a hall, we
propose a propagation model based on geometrical optics that is simple enough not to influence
the computation time, but that takes into account the multipath, the ceiling height and the type
of materials.
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9. Büyüköztürk, O., T.-Y. Yu, and J. A. Ortega, “A methodology for determining complex
permittivity of construction materials based on transmission-only coherent, wide-bandwidth
free-space measurements,” Cement & Concrete Composites, Vol. 28, 349–359, 2006.

10. Sagnard, F., et al., “Microwave measurements of the complex permittivity of construction
materials using Fresnel reflection coefficients and reflection ellipsometry,” IEEE AP-S In-
ternational Symposium and USNC/URSI National Radio Sciencemeeting, 626–629, Boston,
Jul. 8–13, 2001.

11. Thajudeen, C., A. Hoorfar, F. Ahmad, and T. Dogaru, “Measured complex permittivity of
walls with different hydratation levels and the effect on power estimation of TWRI target
returns,” Progress In Electromagnetics Research B, Vol. 30, 177–199, 2011.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 199

Access Point Selection for WLAN Indoor Localization Systems
Using RF Walk Test Data

C. Sapumohotti, M. Y. Alias, and S. W. Tan
Multimedia University, Malaysia

Abstract— Location fingerprinting utilizes periodic beacons transmitted by Wireless Local
Area Network (WLAN) Access Points (APs) to provide localization in indoor environments.
Currently there is lack of methods to quantify the amount of localization information provided
by individual APs. Such a metric would enable the optimal placement of new APs as well as
filtering out excess APs so as to reduce the resources consumed by indoor localization software
in client devices. This paper proposes LocationInfo, a metric that utilizes walk test data for
quantifying the localization efficacy of APs. Simulation based studies shows that LocationInfo is
able to accurately select APs with high localization information.

1. INTRODUCTION

Availability of accurate location information in indoor environments adds significant value to mo-
bile device users. Location information enables navigation in large indoor environments as well
as context aware information delivery [1]. For outdoor localization, the Global Positioning Sys-
tem (GPS) [2] technology is the de-facto standard. However, as GPS requires line-of-sight (LOS)
between GPS satellites and the client device for accurate localization [1, 3, 4], it has limited appli-
cation in indoor environments. Recent proliferation of WLAN devices presents an opportunity to
provide indoor localization by utilizing the unique WLAN beacon received signal strengths (RSS)
corresponding to different locations in the map. This method is referred to as location fingerprint-
ing.

Location fingerprinting utilizes periodic beacons broadcasted by WLAN AP to client devices.
A typical location fingerprinting implementation consists of two phases which are referred to as
online phase and offline phase [5]. In the offline phase which is also known as calibration phase,
RSS data collected at predefined locations (referred to as calibration points) and the corresponding
location information is stored in a database (referred to as radio map). In the online phase, the
beacon RSS measured in real-time by a client device is compared with the radio map to infer its
location. The most costly operation associated with location fingerprinting systems is the offline
calibration phase. This is non-trivial and requires significant amount of manual labor.

There are several challenges when deploying location fingerprinting systems. For example, there
is no reliable method to identify the optimal locations to place APs prior to the calibration phase.
Placing APs in non-optimal positions could result in poor localization accuracy in the online phase
and cause the offline phase to be repeated. Another challenge is associated with the limited pro-
cessing and communication resources in client devices. This is most significant when there are
a large number of APs in the radio map as the computation power required by the localization
algorithm increases with the number of APs. In addition, not all APs provide the same localization
accuracy. Hence, filtering out APs which have a low impact on localization accuracy can reduce
the computation and bandwidth requirement imposed by the localization software. For example,
MaxMean [6] metric and InfoGain [7] metric have been proposed for this purpose. However, a
filtering process prior to the calibration phase for assessing which APs provide the best accuracy
would be helpful in order to verify the long-term availability of these APs.

In the MaxMean method, the mean AP RSS was used as a metric and the set of APs with the
highest mean was chosen to be included in the radio map. While the MaxMean method is simple,
it does not work well in scenarios such as the case when APs are located in the corridors. This
is because of the multipath propagation effect which is highly pronounced in such environments.
Consequently, APs that have high RSS may result in low localization accuracy. The InfoGain
metric adopts information theory to model the localization capabilities of APs. InfoGain of an AP
is defined as

InfoGain(APi) = H(G)−H(G|APi) (1)
Assuming the user locations are uniform distributed, the initial entropy of the system is given by

H(G) = − log
(

1
N

)
(2)
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where N is the number of calibration points (grids) in the system. The conditional entropy of an
AP is given by

H(G|APi) = −
∑

v

n∑

j=1

P (Gj , APi = v) log (P (Gj |APi = v)) (3)

where summation is carried out at each grid point for all possible set of RSS for the AP.
This paper proposes a novel metric referred to as LocationInfo for the purpose of quantifying the

localization efficacy of APs. First, LocationInfo computes an information theory based metric using
walk test data. A walk test as the name suggested uses the device to automatically collect RSS
samples at a periodic scan interval while walking through the corridors covered by the radio map.
A scan interval of 1 second is in used in this work. Typically a walk test can be completed in a few
minutes while an offline calibration phase whichcould take a few hours. In other words, walk testis
much more trivial and could be repeated multiple times with low overhead. Next, the APs with
the highest LocationInfo will be selected for to generate radio map. Compared to InfoGain which
is also based on information theory, LocationInfo exploits the spatial relationship between adjacent
walk test points and is able to include the discriminative ability of ambient APs. Furthermore,
LocationInfo uses probability distributions to represent the RSS likelihood at each walk test point.

2. LOCATIONINFO METRIC

In order to calculate LocationInfo, the walk test is sampled at 1 m resolution and the resulting walk
test points are interpreted as a set of grids with 1m separation. The problem of localization is then
viewed as determining the grid when a RSS vector is given. The Information value of each AP is
given by the amount of uncertainty of localization removed due to the RSS information of that AP.

The marginal RSS likelihood distribution for the ith AP in ath grid is defined as

P (APi = b|G = a) =

b+0.5∫

b−0.5

N(x)dx (4)

In Eq. (4), the function N(X), given in Eq. (5), is the normal distribution with mean x̄ given
by the RSS of the walk test sample collected in the grid, while the variance s is equal to 2 dB.

N(x) =
1

σ
√

2π
e0.5( x−x̄

s )2

(5)

In order to represent the effect of other APs in the radio map, a random variable known as ambient
discriminator is introduced. The expected value of ambient discriminator at ath grid is given as

E[(D|G = a)] = AS × a (6)

The probability distribution of the ambient discriminator is given by a uniform distribution given
by

P [(D|G = a)] =
1

W + 1
(7)

where the window size is W and the range of value for D is such that

|D − E[(D|G = a)]| ≤ W

2
(8)

For this research, a window size of 8 was chosen. This allows for comparison of grids up to 4m
away from the current grid in both directions. Given the marginal likelihood distributions for AP
RSS in a grid and ambient discriminator, the LocationInfo metric is defined as

LocationInfo(APi) = I(G;APi, D) = H(G)−H(G|APi, D) (9)

Assuming uniform probability distribution for user locations, the initial entropy of the system is
defined similar to InfoGain. The conditional entropy in the equation is defined as

H(G|APi, D) = −
N∑

a=1

RU∑

b=RL

AU∑

c=AL

P (APi = b,D = c,G = a) log (P (G = a|APi = b,D = c)) (10)
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The summation limits for the AP beacon RSS is from RL = −96 dBm to RU = −20 dBm. A
lower limit of −96 dBm was chosen because the minimum value reported by the WLAN device is
−95 dBm and a RSS value of −96 dBm is assigned for missing beacons. The −20 dBm is the upper
limit and is valid unless the AP and client are very close, e.g., in the range of a few centimetres.
The summation limits for the ambient discriminator is given by AL and AU.

3. SIMULATION RESULTS AND DISCUSSION

The simulation was conducted using WiLocSim [8] simulation testbed for a large rectangular space
(see Figure 1) with dimension of 30m×50m where the coordinate origin is located at the upper left
corner. 22 APs are located as shown in Figure 2. The objective of the simulation is to determine the
localization error of the radio map as the APs with low localization information are removed from
the radio map based on localization efficacy metrics (MaxMean, InfoGain and LocationInfo). The
walk test path is given by the dotted line at x = 15 m line and the radio map is built on the same line
with 1 m separation between calibration points. 60 samples are collected at each of these calibration
points. The test points which are used to evaluate the localization error are located within the
dashed lines which are located at x = 14.5m and x = 15.5m. 5000 test points are simulated and
the localization error is calculated by considering the average difference between location estimates
and actual locations of these test points. The nearest neighbour classification [5, 9] was used as the
localization algorithm.

The simulation results are given in Figure 2. The results clearly show the localization error of
the set of APs selected by LocationInfo is less than those of MaxMean and InfoGain, especially
when the number of APs is low (i.e., ≤ 4). In other words, LocationInfo can be used to select
APs to yield good localization accuracy while maintaining low overhead at client devices. As the

Figure 1: Simulation setup.

Figure 2: Simulation results.
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number of APs included in the Radio Map is increased, the curves converge and the reduction of
localization error shows diminishing returns.

4. CONCLUSIONS

In this paper, a metric for quantifying the localization ability of WLAN AP was proposed. The
proposed metric is developed based on information theory and it is referred to as LocationInfo.
This metriccan be used to solve optimal AP placement as well as optimization of the radio map.
Our simulation results show thatLocationInfo outperformed the methods available in literature.
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Abstract— In the method of moments (MoM) with the Rao-Wilton-Glisson (RWG) basis
function for solving electromagnetic (EM) surface integral equations (SIEs), one needs to evaluate
singular potential integrals with linear source distribution. The weakly singular integrals could be
evaluated with the well-known Duffy’s method, but it requires a two-fold numerical integration.
In this work, we develop a novel approach to handle the singular potential integrals by using
a local polar coordinate system. The approach can automatically cancel the singularity and
reduce the integrals to a one-fold numerical integration by deriving a closed-form expression
for the integral over the polar coordinate. Numerical example is presented to demonstrate the
effectiveness of the approach.

1. INTRODUCTION

Integral equation method is widely used for solving electromagnetic (EM) problems due to its unique
features compared to other approaches [1]. The surface integral equations (SIEs) are preferred
whenever available because they require less number of unknowns in the domain discretization. One
fundamental problem in the integral equation method is the treatment of singularity or evaluation of
singular potential integrals related to the Green’s function. In the method of moments (MoM) with
Rao-Wilton-Glisson (RWG) basis function [2] for solving the electric field integral equation (EFIE),
one needs to handle the 1/R weak singularity, where R is the distance between an observation point
and a source point. This is because one can move the gradient operator of the integral kernel, which
is the dyadic Green’s function, onto the basis function and testing function and lower the degree of
singularity to facilitate the evaluation.

The 1/R weak singularity has been widely studied and many efficient evaluation techniques have
been developed [3–5]. The well-known Duffy’s method [6] is the earliest work on this subject and
it mainly uses a variable change to produce an extra zero in the Jacobian which can be used to
cancel the singularity and regularize the integrand. The resultant integrals are regular and can be
accurately evaluated with numerical quadrature rules.

However, the Duffy’s method requires a two-fold numerical integration after regularizing the
integral kernel and may be inconvenient in implementation. In this work, we develop a novel
approach to evaluate the singular potential integrals with a linear source distribution by using a
special polar coordinate system. The approach can automatically cancel the singularity without
using a variable change or coordinate transform and reduce the integral to a one-fold numerical
integration by deriving a closed-form expression for the integral over the polar coordinate. The one-
fold numerical integration is for the angular coordinate and has a very simple integrand which can
be easily evaluated. The numerical example for EM scattering by a conducting object is presented
to demonstrate the approach and good result can be observed.

2. SURFACE INTEGRAL EQUATIONS

To illustrate the novel approach for evaluating the weakly singular integral, we consider the EM
scattering problem for a three-dimensional (3D) conducting object embedded in the free space with
a permittivity ε0 and a permeability µ0. The governing equation for the problem is the electric
field integral equation (EFIE) which can be written as [1]

− n̂×Einc(r) = n̂× iωµ0

∫

S
Ḡ

(
r, r ′

) · JS

(
r ′

)
dS′, r ∈ S (1)

where Einc(r) is the incident electric field, JS(r ′) is the electric current induced on the conducting
surface S, and n̂ is the unit normal vector of the surface. Also, Ḡ(r, r ′) is the dyadic Green’s
function defined by

Ḡ(r, r ′) =
(
Ī +

∇∇
k2

0

)
g

(
r, r ′

)
(2)
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where Ī is the identity dyad, k0 is the wavenumber in the free space, and g(r, r ′) = eik0R/(4πR) is
the 3D scalar Green’s function in which R = |r− r ′| is the distance between an observation point r
and a source point r ′. If the unknown current JS(r ′) is expanded by the RWG basis function, i.e.,

JS(r ′) =
N∑

n=1

InΛn

(
r ′

)
(3)

where Λn(r ′) is the RWG basic function defined over the nth pair of triangular patches, In is the
corresponding expansion coefficient, and N is the number of all pairs of triangular patches, then we
can obtain the following matrix equation after using the RWG basic function as a testing function
to test the EFIE

− 〈
Λm(r),Einc(r)

〉
= iωµ0

N∑

n=1

In

〈
Λm(r), Ḡ

(
r, r ′

)
, Λn

(
r ′

)〉

= iωµ0

N∑

n=1

In

[〈
Λm(r), g

(
r, r ′

)
Λn

(
r ′

)〉
+

〈∇ · Λm(r), g
(
r, r ′

)
,∇′ · Λn

(
r ′

)〉]
(4)

where we have moved the gradient operator in the dyadic Green’s function onto the basis function
and testing function, respectively. The integral kernel in the matrix equation is only in a 1/R
weak singularity now and can be handled with the following novel approach. Note that the same
singularity appears in the integral equations for dielectric or composite objects, so the developed
treatment technique can be applied to those scenarios as well.

3. NOVEL APPROACH FOR EVALUATING THE SINGULAR POTENTIAL
INTEGRALS

From Eq. (4), we can see that the singular integral takes two kinds of form resulting from the scalar
potential and vector potential, respectively, i.e.,

I1 =
∫

∆S

eik0R

R
dS, I2 =

∫

∆S
Λn(r)

eik0R

R
dS (5)

where ∆S is a triangular patch ∆p1p2p3 or integral domain as shown in Fig. 1. We establish a local
Cartesian coordinate system (u, v, w) and polar coordinate system (ρ, θ) over the triangle plane, in
which the projection of the observation point on the plane is chosen as the origin. Fig. 1(a) and
Fig. 1(b) illustrate the situations when the origin is outside and inside the triangle, respectively.
In such a coordinate system, the observation point is located at (0, 0, w0) while the source point
lies on (u, v, 0) or (ρ, θ) within the triangle, leading to R =

√
ρ2 + w2

0. Note that we have used the
unprimed (u, v, w) or r to indicate a source point and (u0, v0, w0) to denote an observation point in
the above. For the first integral I1, there is no singularity in fact in the situation of Fig. 1(a) since
the origin is outside the triangle, but we can still derive a more friendly formulation to calculate
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Figure 1: A local Cartesian coordinate system (u, v, w) and polar coordinate system (ρ, θ) are established
over the plane of a triangular patch ∆p1p2p3. The projection of the observation point on the plane is chosen
as the origin. (a) The origin is outside the triangle. (b) The origin is inside the triangle.
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it, i.e.,

I1 =
2∑

j=1

∫ θj+1

θj

dθ

∫ ρj
2(θ)

ρj
1(θ)

eik0

√
ρ2+w2

0

√
ρ2 + w2

0

ρ dρ

=
2∑

j=1

∫ θj+1

θj

dθ

∫ Rj
2(θ)

Rj
1(θ)

eik0R

R

√
R2 − w2

0 d

(√
R2 − w2

0

)

=
2∑

j=1

∫ θj+1

θj

dθ

∫ Rj
2(θ)

Rj
1(θ)

eik0R dR

=
2∑

j=1

1
ik0

∫ θj+1

θj

[
eik0R

j
2(θ) − eik0R

j
1(θ)

]
dθ (6)

where

Rj
1(θ) =

√
ρj
1(θ) + w2

0, Rj
2(θ) =

√
ρj
2(θ) + w2

0 (7)

and ρj
1(θ) and ρj

2(θ) are the radial coordinates of the intersection points formed by the polar axis
at the angle θ and two sides of the triangle and they can be easily determined by the slopes and
intercepts of the sides. If b1 and b2 denote the interceptions and k1 and k2 denote the slopes of the
two sides, respectively, then they can be found as

ρj
`(θ) =

b`

sin(θ)− k` cos(θ)
, ` = 1, 2. (8)

From the formulas, we can see that the singularity, if existing, moves to Rj
1(θ) or Rj

2(θ) when tan(θ)
is equal to one of slopes of the sides. This situation occurs only when one of the sides coincides with
the line connecting the point o and the point o1. Fortunately, this singularity vanishes because the
upper bound and lower bound of the integral with respect to θ are the same in this case and this
result matches the reality, i.e., no singularity. On the other hand, there exists a singularity in the
situation of Fig. 1(b) because the origin is inside the triangle. We divide the triangle patch into
three subtriangles by connecting the origin with three vertices of the triangle and each subtriangle
is specified by the parameters dj , θj

0, θj
1, and θj

2 as shown in the figure. In this case, the integral I1

can be derived as

I1 =
3∑

j=1

∫ θj
2

θj
1

dθ

∫ dθ
j (θ)

0

eik0

√
ρ2+w2

0

√
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0

ρ dρ

=
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2

θj
1

dθ

∫ Rj(θ)
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eik0R

R

√
R2 − w2

0 d

(√
R2 − w2

0

)

=
3∑

j=1

∫ θj
2

θj
1

dθ

∫ Rj(θ)

R0

eik0R dR

=
1

ik0

3∑

j=1

∫ θj
2

θj
1

[
eik0Rj(θ) − eik0R0

]
dθ (9)

where
R0 = w0, Rj(θ) =

√
[dθ

j(θ)]2 + w2
0 (10)

and dθ
j(θ) = dj/ cos(θ − θj

0). Obviously, there is no singularity in the above final formulation
because θ−θj

0 cannot be 90◦ or cos(θ−θj
0) cannot be zero for a triangle and we can use a numerical

quadrature rule to conveniently evaluate the one-fold integral with a very simple integrand. The
above formulas are valid for all w0, including w0 = 0 which is the singular case.
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For the second integral I2, the involved RWG basis function is actually a first-order (linear)
polynomial vector and its component could be written as a0 +a1u+a2v = a0 +a1ρ cos θ +a2ρ sin θ
in the local coordinate system, where a0, a1, a2 are the known constants. When the basis function
combines with the scalar Green’s function, the combination of the first term a0 will result in the
integral I1 which we have addressed above. The combination of the second and third term will
yield the following integrals

(
I2a

I2b

)
=

2∑

j=1

∫ θj+1

θj

(
cos θ
sin θ

)
dθ

∫ ρj
2(θ)
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1(θ)

ρ
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√
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0√
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0

ρ dρ

=
2∑
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(
cos θ
sin θ

)
dθ
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2(θ)
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0e
ik0R dR (11)

respectively, for the case of Fig. 1(a), and
(
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)
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)
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j (θ)

0

√
R2 − w2

0e
ik0R dR (12)

respectively, for the case of Fig. 1(b). For the nonsingular case or w0 6= 0, we cannot derive a
closed-form formula for the inner integrals in the above and they are evaluated with the numerical
quadrature rule. For the singular case, namely, w0 → 0 in the situation of Fig. 1(b), we can derive
a closed-form formula for the inner integrals in the above, i.e.,

(
Is
2a

Is
2b

)
=

3∑

j=1
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w0→0
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θj
1

(
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)[
eik0dj

ik0

(
dθ

j(θ)−
1

ik0

)
− 1

k2
0

]
dθ. (13)

4. NUMERICAL EXAMPLE

To demonstrate the effectiveness of the novel approach for evaluating the singular potential inte-
grals, we present a typical numerical example for EM scattering by a perfectly electric conducting
(PEC) object, but the technique can also be used in the problems with non-PEC objects. It is
assumed that the incident wave is a plane wave with a frequency f = 300 MHz and is propagating
along the −z direction in free space. We calculate the bistatic radar cross section (RCS) of the ob-
ject observed along the principal cut (φ = 0◦ and θ = 0◦–180◦) for the scatterer with both vertical
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Figure 2: Bistatic RCS solutions for a PEC sphere with a radius a = 0.2758λ.
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polarization (V V ) and horizontal polarization (HH). The scatterer is a PEC sphere with a radius
a = 0.2758λ (the origin of the coordinate system is the center of the sphere) and we discretize the
spherical surface into 4216 triangular patches. Fig. 2 plots the RCS solutions and they are very
close to the corresponding Mie-series solutions.

5. CONCLUSION

Although many techniques have been developed for evaluating the singular potential integrals
arising from the SIEs in the MoM with the RWG basis function, we provide an alternative approach
to handle the singular integrals in this work. The approach can automatically cancel the singularity
without using a variable change or coordinate transform and reduce the integrals to a one-fold
numerical integration with a very simple integrand. Compared with the Duffy’s method which
requires a two-fold numerical integration, the approach could be more convenient in implementation
and more efficient in calculation as illustrated by the numerical example.
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Abstract— This paper proposes a printed monopole antenna, which is fabricated on a 0.8 mm
thick FR-4 substrate for WWAN 5-band application. On one side of the substrate, a monopole
patch and a 50 Ω micro-strip feed-line with length of 25mm are etched. The monopole patch
is directed fed by the feed-line and operates a resonant mode at 2.66 GHz. On the other side
of the substrate, a coupled-fed monopole with four arms (an L-shaped arm, a left arm, a right
arm, and an F-shaped arm) and a ground plane are printed. The coupled-fed monopole is
connected to the ground plane through one of the arms (the F-shaped arm). Beside, each arm
of the monopole excites its own resonant mode, except one of the arms (the left arm) is used
for improving the impedance matching. By adjusting the length of the four arms, the antenna’s
operating bandwidth based on the 6-dB return loss is from 0.72–1.15 GHz and 1.45–2.2 GHz for
GSM 850/900, GSM 1800/1900, and UMTS applications. The overall dimension of the proposed
antenna is 60 × 110 × 0.8mm3 that contains an antenna portion of 60 × 15mm2 and a ground
plane of 60× 95 mm2. The proposed antenna having dual wide operating bandwidth and a small
size with planar structure are suitable for smart phone handset. This article also provides the
studies of measured radiation patterns, antenna gain, and radiation efficiency. Furthermore, the
simulated results of antenna SAR obtained by SEMCAD-X are presented and discussed. Both
the measured results and antenna SAR demonstrate the reliability of the proposed antenna.

1. INTRODUCTION

Owing to the portable requirement of modern wireless communication systems, the components
for the wireless devices such as mobile phones, laptop computers, and tablet PCs are needed to be
small, low profile, light, low cost, and easy integration with circuit boards. Beside the constraint
of portable, these products must also carry multi functions to attract the consumer’s interests.
Therefore, the antennas used in these products are required to have multi operating bands for multi
functions and small size for placing inside of them. Printed antennas that have the advantages of
compact, low cost, and wide operating bandwidth become the optimal selection for manufacturers.
In 1–4), the proposed designs used 3D structure to operate penta-bands for WWAN applications,
whose operating bandwidths are within 824–960 and 1710–2170 MHz. The reference antennas 5–8)
with planar geometric were also designed for WWAN applications. Indeed, the planar antenna
has benefit of compact and easy fabrication to the 3D structure. To excite border impedance
bandwidths of an antenna, coupled-fed mechanism becomes a popular feeding method because it
produces more uniform surface current distributions and less input impedance variations. In 2,
7, 9–10), monopole, PIFA, and loop antennas were employed coupled-fed method to obtain multi-
band and broad-band applications. In this paper, a WWAN five-band antenna for mobile phone
application is proposed. The proposed antenna consists of a monopole patch connected with a 50 Ω
micro-strip feed-line on front side of an FR4 substrate and a multi-arm monopole coupled fed by the
monopole patch. The multi-arm monopole is printed on back side of the substrate and connected
with the system ground plane. The 6-dB operating bandwidths (0.72–1.15 and 1.45–2.2 GHz) are
all excited by the multi-arm monopole and can be used in the WWAN five-band applications. Note
that the monopole patch excites a resonant mode at 2.66 GHz, which is not used in this design.

2. ANTENNA DESIGN AND ITS RESONANT MODES

The geometric of the proposed monopole antenna shown in Figure 1 is fabricated on a 0.8 mm FR4
substrate with relative permittivity constant of 4.4 and loss tangent of 0.0245. On front side of
the substrate, a monopole patch connected with a 50 Ω micro-strip feed-line is printed. An SMA
connector at end of the micro-strip feed-line is used for RF signal inputs. The monopole patch is
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excited to obtain a resonant mode at 2.66 GHz. On back side of the substrate a multi-arm monopole
connected with the system ground plane is designed. The system ground plane occupies an area of
60 × 95mm2, while the antenna portion is 60 × 15mm2. The multi-arm monopole is coupled fed
by the monopole patch and consists of four arms, which are an L-shaped arm, a left arm, a right
arm, and an F-shaped arm. On the left hand side of the coupled-fed monopole, the monopole with
the L-shaped arm (W2 + L3) excites a resonant mode at 0.85 GHz and its higher modes at 1.73
and 2.14GHz and the monopole with the left arm (W4) is used for increasing impedance matching
of higher operating band. On the right hand side, the monopole with the right arm (W3) excites
a resonant mode at 1.85GHz and the monopole with the F-shaped arm operates a resonant mode
at 1.93 GHz. Note that the F-shaped arm connects to the system ground plane and the detailed
dimensions are listed in Table 1. Figure 2 shows the measured and simulated return losses of
the proposed antenna. The simulated results are obtained through the HFSS simulation software
by Ansoft. From the results, the correspondences between the measured and simulated results
are observed, except an excited mode at 1.6 GHz occurred in the measured result is owing to the
measured cable line. Based on the 6-dB return loss, the measured result from 0.72–1.15 GHz and
1.45–2.2GHz can be applied in GSM 850/900, GSM 1800/1900, and UMTS systems.

Figure 1: Geometric of the proposed monopole an-
tenna.

Figure 2: Measured and simulated return losses of
the proposed antenna.

Figure 3: Simulated return losses with different
lengths of L-shaped arm (W2 + L3).

Figure 4: Simulated return losses with different
lengths of left arm (W4).

Table 1: Parameters of proposed design (Unit: mm). Table 2: Simulated results of SAR at different oper-
ating bands.
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3. PARAMETRIC STUDY AND EXPERIMENTAL RESULTS

This paragraph presents the parameters that control the resonant modes. Figures 3, 4, 5, and
6 demonstrate the different lengths of the four arms of the coupled-fed monopole while Figure 7
shows the different lengths of the direct-fed monopole. In Figure 3, the L-shaped arm (W2 + L3)
is decreased from 33 to 10mm. The resonant mode of 0.85 GHz and its higher modes at 1.73 and
2.14GHz are shifted to higher band and the other modes only affect their impedance matching. The
results verify that the L-shaped arm controls these resonant modes. Figure 4 shows the simulated
return losses of different lengths of the left arm (W4). The left arm is surrounded by the L-shaped
arm therefore the left arm influences the antenna’s impedance matching. On the right hand side, the
simulated return losses of different length of the right arm (W3) are shown in Figure 5. The results
indicate that the resonant mode at 1.85GHz moves to higher band as W3 decreases and verifies that
the 1.85 GHz mode is obtained by it. Figure 6 shows the simulated return losses of different lengths
of the F-shaped arm. When the length of L4 equals 7 mm, the 1.93GHz mode separates with the
higher mode of the L-shaped arm at 2.14 GHz to create wider operating bandwidth. The other
bands have minor influences by this change. Figure 7 shows the simulated return losses of different
lengths of the direct-fed monopole (W5). Although the resonant mode at 2.66GHz is not used in
this design, it moves to higher band as the length W5 decreases. The resonant modes excited by
the coupled-fed monopole have only slight effects.

Figure 8 shows the measured 2-D radiation patterns at 859, 924, 1795, 1920, and 2045MHz.
The patterns in X-Y plane at 859 and 924 MHz have an omni-directional characteristic. The
patterns at higher bands, which are twisted and have more nulls, are due to the nulls of current
path in both resonant path and ground plane. Figures 9(a) and 9(b) show the measured antenna
gain and radiation efficiency at 824–960 MHz and 1710–2170 MHz, respectively. From the results,
the antenna gain at 824–960 MHz is from 0.6 to 1.9 dBi and radiation efficiency is above 64.5%
with smooth variation. At 1710–2170MHz, the antenna gain is from 2.4 to 3.4 dBi and radiation

Figure 5: Simulated return losses with different
lengths of W3.

Figure 6: Simulated return losses with different
lengths of L4.

Figure 7: Simulated return losses of the proposed antenna with different lengths of W5.
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Figure 8: Measured 2-D radiation patterns at 859, 924, 1795, 1920, and 2045 MHz.

efficiency is higher than 65.7%. The simulated antenna SAR listed in Table 2 pass the FCC
regulation except at 925 MHz, which has SAR value of 1.71 W/kg. The value is a little over the
FCC standard of 1-g SAR less than 1.6 W/kg. Note that the proposed antenna is placed inside of
a 1-mm thick plastic casing for the simulation and the results are obtained through SEMCAD-X
software.
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(a) (b)

Figure 9: Measured antenna gain and radiation efficiency at (a) 824–960 MHz and (b) 1710–2170 MHz.

4. CONCLUSIONS

A direct-fed monopole and a coupled-fed monopole with four arms designed on an FR 4 substrate
have been proposed for WWAN mobile applications. The resonant bands excited by the coupled-fed
monopole are verified and the dual operating bandwidths based on the 6-dB return loss are 0.72–
1.15GHz and 1.45–2.2GHz that cover GSM 850/900, GSM 1800/1900, and UMTS applications.
To the antenna’s performances, good antenna gains and efficiency are obtained and measured 3-D
radiation patterns in X-Y plane show an omni-directional characteristic. In addition, the simulated
SARs almost meet the FCC regulations at the operating frequency bands. The overall dimensions
of 60×110×0.8mm3 with planar two-dimensional structure make the proposed antenna attractive
great interests in the modern slim mobile phones.
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Design of Two-layer Hemispherical Dielectric Resonator Antenna

Xiaosheng Fang and Kwok Wa Leung

The State Key Laboratory of Millimeter Waves, Department of Electronic Engineering
City University of Hong Kong, Kowloon, Hong Kong, China

Abstract— The two-layer hemispherical dielectric resonator antenna (DRA) excited in the
TE111 mode is studied. Its resonance frequency is found rigorously by solving the TE-mode
characteristic equation. By using the covariance matrix adaptation evolutionary strategy (CMA-
ES), results that determine the outer and inner radii of the two-layer hemispherical DRA are
found for the first time. The results are compared with the exact solutions and good agreement
is obtained.

1. INTRODUCTION

The dielectric resonator antenna (DRA) [1, 2] has received tremendous attention due to a number
of attractive advantages such as its small size, light weight, low loss, and ease of excitation. The
shape of the DRA can be rectangular, cylindrical, or hemispherical, but only the last one admits
an analytical solution.

A number of studies on the two-layer hemispherical DRA [3–6] have been carried out owning
to its wideband characteristic. In designing a two-layer hemispherical DRA, the characteristic
equation [3] can be solved to determine the resonance frequency. However, the equation has spher-
ical Bessel and Hankel functions that engineers may not be familiar with. Also, it difficult to
solve the solution using a pocket calculator and a computer is normally needed. To address these
problems, an engineering formula that gives the TE111-mode resonance frequency of the two-layer
hemispherical DRA has been obtained [4], but the solution is limited to the hollow case only.

In this paper, a more general formula for designing the two-layer hemispherical DRA is obtained
by using the covariance matrix adaptation evolutionary strategy (CMA-ES). The superiority of the
CMA-ES over the least square method as used in [4] has been discussed in [7] and is therefore not
repeated here. The formula can be used to determine the outer radius of the two-layer hemispherical
DRA when given the design frequency and dimension ratio. From outer radius, the inner radius
can be obtained easily from the given dimension ratio. It was found that the maximum error of the
formula is less than 3.1% over the ranges of 6 ≤ εr1 ≤ 21, 2 ≤ εr1/εr2 ≤ 6, and 0.07 ≤ b/a ≤ 0.67.

2. THEORY

Figure 1 shows the geometry of a two-layer hemispherical DRA resting on the ground plane. The
outer layer of the DR has radius a and dielectric constant εr1, whereas the inner layer has radius b
and dielectric constant εr2. In this paper, the free-space wavenumber is denoted by k0, whereas the
wavenumbers of the outer and inner dielectric layers are denoted by k1 =

√
εr1k0 and k2 =

√
εr2k0,

respectively. The TE111-mode resonance frequency fr of the DRA can be obtained by finding the
first root (k) of k0 using the following TE-mode characteristic equation [3] (the indices n, m, and r
of a TEnmr mode refer to field variations along the θ, φ, and r directions, respectively):

Γ1Γ2 − Γ3Γ4 = 0 (1)

where

Γ1 = Ĵ ′1(k2b)Ĥ
(2)
1 (k1b)−

√
εr1

εr2
Ĵ1(k2b)Ĥ

′(2)
1 (k1b)

Γ2 = Ĵ1(k1a)Ĥ
′(2)
1 (k0a)−√εr1Ĵ

′
1(k1a)Ĥ(2)

1 (k0a)

Γ3 = Ĵ ′1(k2b)Ĵ1(k1b)−
√

εr1

εr2
Ĵ1(k2b)Ĵ ′1(k1b)

Γ4 = Ĥ
(2)
1 (k1a)Ĥ

′(2)
1 (k0a)−√εr1Ĥ

′(2)
1 (k1a)Ĥ(2)

1 (k0a)

in which Ĵn(x) and Ĥ
(2)
n (x) are the first-order Schelkunoff-type spherical Bessel (first kind) and

Hankel (second kind) functions, respectively. A prime of a function denotes a derivative with
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Figure 1: Geometry of the two-layer hemispherical DRA resting on a ground plane.

respect to the whole argument. After the first root k is obtained, the frequency fr can be obtained
as follows:

fr =
c · Re(k)

2π
(2)

where c is the speed of light in vacuum.

3. RESULTS

The following part is to obtain engineering formulas that determine the dimensions a, b of the DRA
when εr1,2, fr, and b/a are given. Since fr is inversely proportional to a [4], it can be expressed as
follows:

fr =
1
a
F

(
εr1,

εr1

εr2
,
b

a

)
(3)

where the function F is to be determined from (1), (2). For convenience, (3) can be written as:

fra = F

(
εr1,

εr1

εr2
,
b

a

)
(4)

Let x1 = εr1, x2 =εr1/εr2, x3 = b/a, and y = fra, (4) then becomes y = F (x1, x2, x3). To
determine F , a number of data sets were generated by solving (1) numerically. The data was
curve-fitted using the following mathematical form:

y =
A(x3)√

d0x1 + d1
[B(x3) + x2]C(x3) (5)

where

A(x3) = a3x
3
3 + a2x

2
3 + a1x3 + a0

B(x3) = b3x
3
3 + b2x

2
3 + b1x3 + b0

C(x3) = c3x
3
3 + c2x

2
3 + c1x3 + c0

A 4× 4 matrix M containing the unknown parameters is defined as follows:

M =




a0 b0 c0 d0

a1 b1 c1 d1

a2 b2 c2 0
a3 b3 c3 0


 (6)

The CMA-ES method is used here to determine the parameters. An optimal parameter matrix
MO can be obtained by minimizing the maximum percentage error as done in [7]. In our study, the
optimization process was independently repeated for 100 times and the following optimal parameter
matrix MO was obtained:

MO =




49.59 18.78 −0.024 0.183
−32.08 −5.02 0.07 −0.1
5.05 −17.77 −0.012 0
57.01 6.89 −0.004 0


 (7)
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After the various parameters have been found, the outer radius a can be calculated straightforwardly
from (5) and (7), while the inner radius b can be obtained easily from the given ratio of b/a. The
result was tested and it was found that it is valid over the ranges of 6 ≤ εr1 ≤ 21, 2 ≤ εr1/εr2 ≤
6, and 0.07 ≤ b/a ≤ 0.67, with errors less than 3.1%.

4. CONCLUSIONS

New results that facilitate designs of the TE111-mode two-layer hemispherical DRA have been
presented. In the first part of this paper, the TE111-mode resonance frequency fr has been found
for given a, b, εr1, and εr2. It has been obtained rigorously by solving the TE-mode characteristic
equation. For the second part, an engineering formula which determines the outer radius a of the
DRA for given εr1,2, fr, and b/a has been found. After a has been found, the inner radius b can be
obtained easily from the dimension ratio b/a. The result has been obtained by using the CMA-ES
method. It was found that its error is less than 3.1% over the ranges of 6 ≤ εr1 ≤ 21, 2 ≤ εr1/εr2 ≤
6, and 0.07 ≤ b/a ≤ 0.67. The results should be useful for designs of two-layer hemispherical DRAs.
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Use of Transparent Dielectric Resonator Antenna as a Light Cover

Xiaosheng Fang and Kwok Wa Leung
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Abstract— This paper presents a dualband transparent hollow hemispherical dielectric res-
onator antenna (DRA) functioning as a light cover. The dualband DRA is excited by a coaxial-
cable-fed aperture. The lower and upper bands of the antenna can cover the IEEE 802.11b
WLAN band (2.4–2.48 GHz) and IEEE 802.11a WLAN band (5.15–5.35 GHz), respectively. AN-
SYS HFSS was used to simulate the reflection coefficient, radiation pattern, and gain of the
antenna. Measurements were carried out to verify the simulations and reasonable agreement
between them is obtained. Results of using the transparent DRA as a light cover are reported.

1. INTRODUCTION

Due to attractive features such as its small size, light weight, low loss, and ease of excitation,
tremendous research efforts have been paid on the dielectric resonator antenna (DRA) over the
last two decades [1, 2]. Different dielectric materials including ceramics, composite material, and
glass can be used for fabrications of DRA. Among them glass is the most interesting because of
its transparent characteristic. The first transparent glass DRA [3] has been proposed by Lim and
Leung in 2010.

Today, it is a trend to provide dual- or multi-function designs [4] to reduce the system size and
cut the system cost. Recently, the idea of using the glass DRA as a light cover has been proposed [5–
7]. In [7], the dualband hollow glass hemispherical DRA is excited by a microstripline-fed slot. It
is part of a lighting system and is an excellent hidden antenna. In this paper, the coupling slot of
the dualband transparent hollow glass hemispherical DRA is fed by a coaxial cable instead of the
microstripline. As a result, no microwave substrate is required. Instead, an aluminum ground plane
is used to support the glass DRA. The proposed dualband DRA is operated in 2.4- and 5.2-GHz
WLAN bands. Its reflection coefficient, radiation pattern, and gain of the antenna were simulated
by using ANSYS HFSS, and the results are in reasonable agreement with our measurements.

2. CONFIGURATION

Figure 1 shows the configuration of the dualband transparent hollow hemispherical DRA. The DRA
has outer and inner radii of a1 = 20.8mm and a2 = 9 mm, respectively. The dielectric constant
εr of the glass was measured and found to be 6.85. An aluminum ground plane with a size of
10 × 10 cm2 is used to support the DRA. The DRA is excited by a coupling slot with a length of
L = 39 mm and a width of W = 2 mm, which is fed with a coaxial cable beneath the ground plane.
An LED, driven by a 3-V DC power supply, is inserted into the hollow region of the DRA through
the slot to serve as the light source. Fig. 2 shows a photo of the DRA prototype.
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hemispherical DRA

L

y
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Ground plane
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z
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a2 a
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To power supply
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Figure 1: Configuration of the dualband hollow glass hemispherical DRA. (a) Top view. (b) Side view.
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Figure 2: A photo of the DRA prototype.
An LED is inserted into the hollow region
of the DRA to serve as the light source.
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Figure 3: Measured and simulated reflection coefficients of the
dualband hollow glass hemispherical DRA with and without
the LED as a function of frequency: a1 = 20.8mm, a2 = 9 mm,
εr = 6.85, L = 39 mm and W = 2mm.
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Figure 4: Measured and simulated radiation patterns of the dualband transparent glass hemispherical DRA
with and without the LED. The parameters are the same as in Fig. 3. (a) 2.40GHz. (b) 5.20 GHz.

3. RESULTS

Figure 3 shows the measured and simulated reflection coefficients of the prototype. Reasonable
agreement between the measured and simulated results is observed. With reference to the figure,
three resonant modes are found. The first and third resonant modes are caused by the TE111 and
TE311 modes of the hollow hemispherical DRA, respectively, whereas the second resonant mode is
due to the coupling slot. The measured resonance frequencies (min. |S11|) of the TE111 and TE311

mode are given by 2.41 GHz and 5.23 GHz, respectively, which agree reasonably well with simulated
frequencies of 2.45 GHz (1.65% error) and 5.34 GHz (2.08% error). It can be found from the figure
that the measured impedance bandwidths (|S11| < −10 dB) of the lower and upper bands are 6.6%
(2.33–2.49GHz) and 7.8% (5.05–5.46GHz), respectively, entirely covering the 2.4- and 5.2-GHz
WLAN bands.

The measured and simulated radiation patterns of the prototype at the WLAN frequencies are
shown in Fig. 4 and reasonable agreement between them is seen. With reference to the figure,
broadside field patterns are observed for the two resonant modes. For each resonant mode, the
co-polarized fields are stronger than the cross-polarized fields by more than 18 dB in the boresight
direction (θ = 0◦).

Figure 5 shows the measured antenna gain of the DRA. With reference to the figure, the mea-
sured peak gains of the lower and upper bands are ∼ 6.07 dBi and ∼ 7.78 dBi, respectively, which
are found at around the match points, as expected.

The dualband hollow glass hemispherical DRA with the LED inserted was also studied. The
reflection coefficient, radiation pattern and antenna gain of this light-cover DRA were measured
and the results are also shown in Figs. 3–5 for ease of comparison. With reference to the figures,
the results with and without the LED are almost the same. Also, it was experimentally found that
the results do not change when the LEDs are turned on or off, which is highly desirable.
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Figure 5: Measured antenna gains of the dualband hollow hemispherical DRA with and without the LED.
The parameters are the same as in Fig. 3.

4. CONCLUSIONS

A slot-coupled dualband hollow glass hemispherical DRA has been investigated. The slot is fed by
a coaxial cable. It has been shown that the proposed antenna can completely cover the 2.4- and
5.2-GHz WLAN bands. The glass DRA can simultaneously serves as a light cover. To demonstrate
this, an LED has been inserted into the hollow region of the DRA through the coupling slot. It has
been found that the LED has negligible effects on the antenna performance, therefore it is needless
to take it into account when designing the light-cover DRA.
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A Compact Loop Antenna with Parasitic Split Ring for UHF RFID
Application
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Abstract— This paper presents a compact loop antenna with parasitic split ring for the reader
of the UHF RFID application. The proposed antenna is made up of the rectangular loop structure
(feeding element) and the parasitic split ring to reduce the overall antenna dimension. It is found
that the size can be decreased by 50% of the typical single loop antenna. The simulation is
carried out by using CST Microwave Studio program based on the Finite Integral Technique
(FIT). Furthermore, the antenna parameters are optimized using the Quasi Newton method.
The effect of the antenna parameters on the impedance bandwidth are investigated in this paper.
The comparison between the simulation and experimental results are also discussed. From the
results, the antenna has the |S11| less than −10 dB along the bandwidth of 12 MHz (1.6%). It
can be operated in UHF RFID system in Thailand with the frequency band from 920 MHz to
925MHz. The omnidirectional beam is obtained with the maximum gain of 1.5 dBi at the center
frequency of 922.5MHz. The antenna is designed on FR4-substrate. The overall size of the
proposed antenna is 51mm × 38mm × 0.8mm (0.15λ× 0.11λ× 0.02λ). It is easily embedded
inside handheld reader. Moreover, the proposed antenna is simple structure, low profile and easy
fabrication. Therefore, the compact loop antenna with parasitic split ring can be employed with
a handheld UHF RFID reader.

1. INTRODUCTION

Radio frequency identification (RFID) is a technology used for object identification. The RFID
technology has been used for many applications such as retail, transportation, manufacturing and
goods flow systems [1]. There are various frequency bands of RFID systems such as low frequency
(LF), high frequency (HF), ultra high frequency (UHF), and microwave frequency. The UHF-
RFID systems are very popular because the operating range is further than the LF- and HF-RFID
systems. The LF- and HF-RFID systems use the near-field coupling techniques whereas the UHF-
RFID utilizes the far-field radiation technique. The typical system operation consists of tag, reader
and information management system. The reader uses an antenna to transmit radio energy to
interrogate a transponder or tag that is attached to the item to be identified.

Generally, the RFID reader can be classified into two different categories: stationary and hand-
held readers. The advantage of handheld reader is used to read the data from the tags attached on
goods or materials that are not convenient to move. For this reason, the handheld reader is suitable
to use for crawl items in a retail store or warehouse management, including gathered information
about pallets of goods. The special considerations in the design of handheld reader antenna are
compact size, light weight, strong structure, durable use and convenient movement [2].

In recent years, there are many types of studied antennas for handheld RFID reader such as
a printed dipole antenna [3], three-element printed Yagi antenna [4], helical antenna [2] and four
non-meandered printed inverted-F antenna [5], that mainly focus on the design of the compact size
antenna. By using the same fashion as the printed dipole antenna in [3], the proposed antenna
design utilizes the printed loop antenna with parasitic split ring on FR4-substrate.

This paper proposes the compact loop antenna and parasitic split ring on FR4-substrate for the
reader of RFID applications. The allocated UHF band in Thailand is 920–925 MHz. In Section 2,
antenna design is shown. The simulation and experimental results of the proposed antennas are
given in Section 3. Finally, conclusion is given in Section 4.

2. ANTENNA DESIGN

In this section, the antenna design and the simulation results will be addressed. The antenna
is simulated using the CST Microwave Studio [6], and the antenna evolution is initialized with
rectangular loop structure with total length of perimeter of one wavelength to study various char-
acteristics. Next, two parasitic parallel lines of the same size will be added which are placed above
and below of the rectangular loop. It is noted that the width of the loop and length of the parasitic
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parallel lines have identical size. The last step is to add the parasitic split ring in place of parasitic
parallel lines. The width and the length of the rectangular loop and parasitic split ring can be
adjusted to meet the required characteristics.
2.1. Rectangular Loop Antenna with Parasitic Parallel Lines
The simulation of the antenna evolution is initialized with the rectangular loop antenna with
perimeter of one wavelength on FR4-substrate as shown in Fig. 1(a). The antenna is designed to
operate at 922.5MHz where it is the center frequency of UHF RFID band in Thailand. It is found
that the rectangular loop antenna can be operated at 922.5 MHz with omnidirectional pattern in
vertical plane. According to the principle of loop antenna when the circumference is about the
wavelength, the maximum radiation will be perpendicular to the plane of the loop. When the loop
size is smaller than one wavelength, the radiation is gradually changed from an omnidirectional
pattern in vertical plane to an omnidirectional pattern in horizontal plane [7]. Therefore, the
requirement of the antenna design is to radiate in horizontal plane of the loop. Then, parasitic
parallel lines will be add with the same size which are placed above and below the loop, in order
to reduce the size of loop antenna. Fig. 1(b) illustrates the rectangular loop antenna with parasitic
parallel lines configuration.

From the result of |S11| at the operating frequency of 922.5 MHz as shown in Fig. 2, it can be
seen that when add parasitic parallel lines, the |S11| is decreased. However, with the added parasitic
parallel lines of the loop antenna, the total size of the antenna cannot be sufficiently reduced. The
next step is to add the parasitic split ring structure in place of the parasitic parallel lines which
will be discussed in the next section.
2.2. Rectangular Loop Antenna with Parasitic Split Ring
In order to apply the antenna for handheld reader application in horizontal plane, the size of the
antenna and radiation pattern must be suitable for implementation with handheld RFID reader.
Fig. 3 shows the structure of the rectangular loop antenna and parasitic split ring. This structure
can be further reduced the overall size of the antenna. The proposed antenna parameters must be
optimized.

3. SIMULATION AND EXPERIMENTAL RESULTS

All simulations were performed by using CST Microwave Studio. The optimum antenna parameters
are tabulated in Table 1. The |S11| versus frequency of the proposed antenna is shown in Fig. 4.
This antenna can be operated along the UHF RFID band. It is found that the |S11| is lower than
−10 dB from 915MHz to 930 MHz or 1.6% bandwidth of UHF band. For the measurement, a
photograph of the proposed prototype tag antenna is depicted in Fig. 5. The measurement of |S11|
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Table 1: The optimum antenna parameters.

Parameters W L w1 l1 t1 t2 t3 s1 s2 h

Size in mm 51 38 26.5 23.5 4 7 3 2 7 0.8
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Figure 6: Simulated and measured radiation patterns at
922.5 MHz.

and radiation pattern was carried out using the Agilent E5230A vector network analyzer (VNA),
which agree fairly well with the simulation result, as shown in Fig. 4 and Fig. 6. The measurement
of |S11| is lower than −10 dB from 916 MHz to 928 MHz (1.2% bandwidth).

4. CONCLUSIONS

A compact loop antenna with parasitic split ring is proposed in this paper. The proposed antenna
can be operated from 920 MHz to 925 MHz for the reader of the UHF RFID application. The
proposed antenna is achieved by using the rectangular loop structure (feeding element) together
with the parasitic split ring to reduce the overall antenna dimension. It is found that the size can
be decreased by 50% of the typical single loop antenna. The overall size of the proposed antenna is
51mm×38mm×0.8mm (0.15λ×0.11λ×0.02λ). The antenna radiates the omnidirectional beam.
The directivity is 1.7 dBi at 922.5 MHz. The prototype was fabricated and measured to verify the
simulations. The measurement results show good agreement with the simulations ones. Therefore,
the characteristics of the proposed compact loop antenna with parasitic split ring can achieve the
requirement of the UHF RFID application.
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Compact Size Antenna for Car FM Radio
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Abstract— Car antenna can be divided into different types, various forms of car antenna is
like below types: internal antenna, external antenna, hidden antenna and we have seen in the
car is almost the mast antenna, but the mast antenna is easy to collide when we driving in
the restricted space of occasions. Therefore the structure of shark fin antenna doesn’t easily to
influence at narrow space and that have appearance and function of advantages but the drawback
is the poor reception. This paper describes combination of the antenna board and the car FM
amplifier, and to set the shape of the car antenna board to the shark fin antenna that in order to
achieve compact size, ease assembly and lower manufacturing costs, and kept to good reception
on the FM radio.

1. INTRODUCTION

FM radio is almost required for any kinds of car. From the FCC regulation, the frequency band
for FM radio is from 88MHz to 108MHz that means the wavelength the FM car radio is around 3
meters. Due to the car environment, the size of antenna should be as small as possible to reduce
the wind resistance when the car is moving. For the size of quarter wavelength monopole antenna
for this band is about 75 cm. It is large in length for the car. In order to reduce the size of the
wire antenna, broadside mode helix antenna with height about 6 cm is used for the traditional FM
car radio. This paper describes a wire antenna, which is printed on FR4 with thickness 0.8mm, is
used for car FM radio.

2. WIRE ANTENNA

The car FM radio, which is composed of a wire antenna and a printed circuit board FM amplifier,
and they was etched on an FR4/Epoxy substrate with a thickness of 0.8 mm. This wire antenna
is a metal strip, and the metal strip is bent around the printed circuit board FM amplifier. The
ground plane area is 50 × 30 cm, and it is below the wire antenna and is simulated as roof of the
car. The shape of the car antenna board is for a shark fin antenna, which size is 10× 6 cm. The
wire width is 1mm, the wire between each other is 1 mm meter. The wavelength of FM is 3 meters,
and this band of the quarter-wave length is 75 cm, but now this wire antenna isn’t enough for the
quarter-wave length. The wire antenna simulations the FM band impedance of the imaginary parts
is capacitive. so we used the parallel LC, by using the equating of the imaginary parts to solve the
jXc. We were used lumped elements such as SMD capacitors/inductors, and let the wire antenna
to achieve compact size. Figure 2 shown the Equivalent circuit model of the wire antenna, and jB
is Equivalent circuit as parallel LC.

Figure 1: The Equivalent circuit model of the wire
antenna.

Figure 2: Efficiency of wire antenna.
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Figure 3: The car FM wire antenna. Figure 4: The environment of performance test for
S21.

Figure 5: Test S21 of car FM wire antenna. Figure 6: The environment of performance test for
car FM radio.

3. MEASUREMENT RESULTS

When measured, we have to simulate the car of the roof, so the wire antenna was placed in the
metal plane, and connected a 12 V battery to make it work. We compared the wire antenna and
other commercially available shark fin antenna, the wire antenna of the S21 is better than the
other. Figure 3 the car FM wire antenna. Figure 4 is the environment of performance test for S21.
Figure 5 shows that test S21 of the car antenna.

4. CONCLUSIONS

The car FM wire antenna full use of shark fin antenna some of the space, and does not interfere
with the reception of the signal, such a combination of methods, making the car antenna can be
compact size, low-cost, and also to simplify the complicated assembly, and the test result shows that
there are 38 radio base station are received with good audio quality. Figure 6 is the environment
of performance test for the car FM wire antenna with amplifier and radio receiver mounted on the
1 meter by 1.5 meter ground. This paper had patent applications by Lorom Industrial Co. Ltd,
Taiwan.
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Gain Enhancement of Circularly Polarized Slender Antenna Using a
Wider Helical Element

Ye Zhang and Takeshi Fukusako
Department of Computer Science & Electrical Engineering, Kumamoto University, Japan

Abstract— This paper presents a gain enhancement of a small circularly polarized (CP), slen-
der helical antennas with a wider of helical line in a limit space. The gain of helical element
is increased to 0 dBic, which is higher by 6 dB than previous study. The antenna can generate
circular polarization in the normal direction to the helical axis. A number of conventional circu-
larly polarized antennas have roughly a square or circular shape for generating two orthogonal,
linearly polarized modes of equal amplitude with a phase difference of 90◦. The slender sharp
antenna is novel and convenient for installation in some devices. The measured and simulated
characteristics of the antenna are in good agreement. Furthermore, in order to apply the antenna
to small handset devices, the antenna is installed on a large ground plane (60 mm × 40mm) to
discuss the effect of the ground, since the AR is affected by the radiation from both the antenna
element and the large ground plane. Such planar and slender shaped antenna is useful to be
installed in handsets or used as RFID tags.

1. INTRODUCTION

In recent years, small and circularly polarized antennas have become attractive for several types
of applications, including wireless telecommunication, wireless sensors, GPS, and RFIDs [1–3].
A number of conventional circularly polarized antennas have roughly a square or circular shape
in order to generate two orthogonal, linearly polarized modes of equal amplitude with a phase
difference of 90◦. On the other hand, a slender, rectangular antenna is convenient for installation
in some devices. However, in previous study, the capacitive feed helical element CP antenna shown
in [1], the gains are lower than that of a conventional small antenna. This paper presents the
techniques to enhance the gain of previous antenna. A wider helical element is used to enhance the
antenna gain. As a result, the gain of helical element is increased to 0 dBic, which is higher by 6 dB
than previous study. Such planar and slender shaped antenna is useful to be installed in handsets
or used as RFID tags.

2. ANTENNA STRUCTURE

The structure of the proposed antenna is shown in Figs. 1(a), (b). The antenna has a height (the
distance between the antenna and the ground plane) of 1.6 mm + d (the height of helical element)
and uses a 0.8 mm thick RT/Duroid 5880 substrate with a permittivity (εr) of 2.2 and a dielectric
loss (tan δ) of 0.001. The helical element has a width w of 2 mm or 4mm and spaced 0.25 mm
between the adjacent lines. The substrate dimension is fixed as (gx) 28 mm (0.09λ0, λ0: wavelength
at resonance frequency) ×(gy) 8.75 mm (0.03λ0w = 2 mm) or 16.75 mm (0.06λ0w = 4 mm) and

 

(a) (b)

y
x

z

Figure 1: Geometry of the proposed antenna. (a) Structure of the helical element, feed plate and ground
plane. The dielectric substrates have been removed from this figure. (b) Side view in the x-z plane.
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Figure 2: Axial ratio characteristics and frequency
variations with varying lengths d.

Figure 3: The gain characteristics.

antenna
λ 0 / 4 

Figure 4: The proposed antenna with the feeding
cable and the λ0/4 spertop of balun.

Figure 5: S11 characteristics and Axial ratio charac-
teristics.

satisfies the condition of electrically small antennas (ka < 0.5). The length of the element is
approximately half-wavelength to provide inductive impedance at the resonant frequency. At the
feed point, a capacitive feed structure, as reported in [1–3] is used. The feed plate has a length of
3mm and a width of 20 mm to give a capacitive impedance.

3. RESULTS ANTENNA CHARACTERISTICS

The structure is simulated using Ansoft HFSS ver. 10 simulations software, which utilizes 3D
full-wave finite element methods (FEM). In order to keep the size of the small antenna as much as
possible, the width of helical element adjusted to w = 2 mm which is wider than the previous study
w = 1 mm at first. The simulated result of axial ratio characteristics and frequency variations with
varying lengths d are shown in Fig. 2. The CP can be achieved in the frequency band of 0.8GHz
to 1.2GHz, which depends on the total length of helical element. Moreover, for keeping the slender
sharp of antenna, w = 4 mm has been also discussed. The CP can be achieved form 0.61GHz to
1.02GHz.

The gain is enhanced about 5 dB (w = 2mm, gy = 8.75mm) and 6 dB (w = 4 mm, gy =
16.75mm) as shown in Fig. 3. The maximum of gain is increased to 0 dBic, the present results are
practical values for applications such as short range wireless communication.

The fabricated antenna is (w = 2 mm, d = 4 mm, gy = 8.75mm easy fabrication) shown in
Fig. 4. The fabricated antenna has a ka value of 0.33. A coaxial cable has been soldered to the
feeding point, and a spertopf balun of quarter-wavelength has been mounted on to the feeding cable
in order to eliminate the leakage current from the cable [4].

Figure 5 shows the simulated and measured results of the S11 and axial ratio characteristics (+z
direction). The simulated and measured results are reasonably identical.

The simulated and measured gains are −2.07 dBic and −1.74 dBic at the resonant frequencies
as shown in Fig. 6.

Figure 7 shows the measured and simulated radiation patterns for x-z and y-z planes. These
results shows similar radiation pattern as dipole antenna and are in a reasonably good agreement
in both planes.

In order to apply the antenna to devices having a large ground plane [1, 5], the antenna is placed
at the top of a 60 mm×40mm (0.2λ0×0.13λ0) ground plane as shown in Fig. 8, which maybe used



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 227

Figure 6: Gain characteristics.
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Figure 7: Radiation patterns.

Figure 8: Geometry of the proposed antenna
which is installed on 60 mm× 40mm.

(a) d=4 mm (b) d=14.4 mm

Figure 9: Current distribution of the proposed antenna.

for small handsets. However, because of the different current distribution on the ground plane, as
shown in Fig. 9, the antenna needs to adjust d = 14.4mm for CP when the AR is affected by the
radiation from both the antenna element and the large ground plane.

4. CONCLUSION

Gain enhancement of a small circularly polarized, slender helical antenna with a wider of helical
line had been presented. The maximum gain of helical element can be increased to 0 dBic, which is
higher by 6 dB than previous study. This CP antenna can find its applications in RFID and small
handsets.
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Resonantly Confined Modes in Optical Fibers with Circularly
Aligned High-index Rods
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Abstract— An optical fiber with novel waveguiding mechanism is proposed. The proposed
fiber consists of a circularly-arranged array of high index rods and low index cladding and core
region. The wave is confined in the inner region surrounded by the rods by guided-mode reso-
nance (GMR). Different from the conventional circular fibers in which wave is confined by total
internal reflection, the proposed fiber exhibit relatively narrow guiding condition due to its GMR-
confinement. Some of the optical characteristics such as dispersion relations, mode field profiles,
and loss spectra are analyzed using Finite-Difference Time-Domain (FDTD) method.

1. INTRODUCTION

Optical fiber-based sensing has become a key technology in a number of industrial fields due to its
robustness to electromagnetic noise, low power consumption and multi-point detection capability.
Especially, a class of micro-structured fibers such as photonic crystal fibers (PCFs) has been re-
garded as a promising building block for the above application, for its characteristic propagation
properties. To date, for example, high-sensitive refractive index sensors [1] and gas sensors [2] have
been demonstrated utilizing PCFs. To further improve the system’s sensitivity, it is straightforward
to sharpen the wavelength dependence of the propagation characteristics (loss, etc.) of such fibers.
To fulfill this requirement, in this paper, we demonstrate that a class of optical fibers having an
array of high-index rods can support highly wavelength dependent propagation modes.

Figure 1 shows a schematic view of the proposed fiber structure. High index rods (n = 1.8)
are circularly arranged with assist holes (n = 1.0) in a host medium (n = 1.45) with a constant
azimuthal pitch. This rod array functions as a curved version of sub-wavelength grating. It exhibits
guided-mode resonance (GMR [3]) for diverging and converging waves inside the fiber. Convention-
ally, GMR phenomena have been studied and demonstrated in a flat geometry [3]. On the other
hand, recently, several groups reported that curved gratings shows resonant reflection for diverging
waves, and can be useful for light focusing applications [4, 5]. In proposed fiber, at a resonance
wavelength the array of rods function as a highly reflective mirror, resulting in a field confinement
inside the circular region surrounded by the rods. The role of assist holes is to reduce refractive
index near the outer edge of the fiber, and suppress the radiation loss of the leaky mode that
contributes the formation of GMR. Transverse field confinement of circular optical cavity having
such curved grating was already confirmed by FDTD simulation for a perfect 2-D system [6]. As
the resonance condition is highly wavelength dependent, the propagation loss rapidly changes along
with the detuning from the resonance wavelength. The largest difference between this fiber and
PCFs photonic bandgap fibers (PBFs) are that the propagation condition is quite sensitive to both
wavelength and structural variation.

Figure 1: Index profile of the proposed fiber. β means the propagation constant.
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Figure 2: Calculated in-plane reflectivity of the rod arrays with various curvature radius (ρ). Polarization
was assumed to be TM (E-field is normal to the plane). For the finite ρ structures the reflectivity is that
for diverging circular waves incident from the center of the curvature. The vertical dotted line indicate the
cut-off wavelength above which no higher order diffracted waves are radiated to the background medium for
the flat structure.

(a) (b) (c) 

Figure 3: Calculated E-field patterns at GMR peaks. (a) Flat, (b), (c) finite curvature structures with
ρ = 32Λ/2π and ρ = 16Λ/2π, respectively. Incident wave was launched from the top of the figure.

2. BASIC MIRROR PERFORMANCE OF THE ROD ARRAY

First, the reflection characteristics of the rods/holes array are analyzed. Fig. 2 shows calculated
reflection spectra for various curvature radii. In a flat structure we assumed that the neighboring
rods and holes form an equilateral triangle. For curved structures we kept the diameters of rods
and holes the same as the flat structure. Simulations were carried out using in-plane version of
FDTD. The field is assumed to be TM (E-field is normal to the plane, H-field lies in the plane).
In the flat structure (ρ = infinity), sharp GMR peak feature as high as R = 100% appeared at
wavelength ∼ 1.5Λ. Similar peaks appeared also for finite curvature structures. For the curved
structures reflectivity is defined for a diverging cylindrical wave incident from the center of the
curvature (reflected wave becomes a converging cylindrical wave propagating back to the center
of the curvature). From this result, it was confirmed that this type of curved rods/holes array
function as a mirror for cylindrical waves.

Figure 3 shows calculated electric field profiles at the GMR peaks for each structure. For the
flat structure (a), we used Cartesian version of 2D-FDTD. The top and bottom of the analytical
space were terminated by perfectly matched layers (PMLs). Horizontal extent was truncated by
one period and the boundary walls were connected by periodic boundary condition. In (b) and (c),
2-D FDTD of cylindrical coordinate system version was used. The inner and outer edges of the
space were terminated by radiation boundies [7].

In Fig. 3(a), typical GMR properties can be observable: i.e., field is strongly localized in the
grating (rod array) region. In addition, Field experiences 2π phase shift per period along the
transverse (horizontal) direction. We can see horizontally-oscillating feature, which is created by
the evanescent field, in the vicinity of the rod region. This feature rapidly vanishes as the position
goes far from the array, resulting in the mirror operation for only the zeroth-order diffracted waves.
Figs. 3(b) and 3(c) show that the above GMR mirror function is preserved for finite curvature
structures; field confinement still occurs in the array region and cylindrical standing wave is formed
inside the curvature. In addition, no higher order diffracted waves are generated inside the curvature
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region. However, small portion of diffracted waves exists outside the array. This can be explained
as follows: in the resonant grating, the incident wave first couples to the leaky guided mode which
propagates horizontally within the array layer. This leaky mode re-radiates small portion of the
modal power toward both sides of the array. When directly reflected wave and all the radiated
waves interfere constructively, 100% reflectivity is achieved. In the curved structure, the above
leaky mode is that for a “curved” periodic waveguide. Therefore it always suffers from a bending
loss. The smaller the bending radius, the larger the loss becomes. This is the reason for the field
leakage observed outside the array in Fig. 3(b) and Fig. 3(c). We can suppress it by, for example,
locating more assist holes or increasing the curvature radius.

3. CHARACTERISTICS OF THE FIBER STRUCTURE

Next, we calculated characteristics of a fiber structure. The base structure is Fig. 2(c) and Fig. 3(c),
in which 16 pairs of rods and holes surround the core region. Calculation was carried out using
the Cartesian coordinate version of the compact 2-D FDTD method [8]. In this method, time
evolution of the fields for a given excitation is calculated for a specified out-of-plane wavenumber
(propagation constant of the fiber, β). A point E-source with a guassian-enveloped sinusoidal
waveform was located at the center of the curvature. The time-domain signal of E was monitored
at the center. Finite temporal portions of the signal were extracted by applying a time-window and
passed to Fast Fourier Transformation to obtain a short-time spectrum. Frequencies of confined
modes were determined by picking up the peak frequencies of the spectrum. Also, by changing the
center time of the window at a constant interval, and calculating the decay rate of each peak, we
can estimate the propagation loss of each mode. Fig. 4 shows a calculated dispersion relation (β vs
frequency) of the fiber. We found two types of modes: resonantly confined modes (RGM, indicated

Figure 4: Dispersion relation of resonantly guided modes (RGMs) and index guided modes (IGMs), respec-
tively. Three dashed lines correspond to the lightlines of the rod, cladding, and air holes (from bottom to
top), respectively.

(a) (b) (c)

Figure 5: Mode field profiles of (a), (b) RGMs and (c) IGM.
The upper and lower figures correspond to the axial compo-
nent of E- and H-fields, respectively. The H amplitudes are
multiplied by impedance in vacuum (Z0).

Figure 6: Confinement loss of the RGM and
IGM. R1, R2, etc. correspond to each mode
displayed in Fig. 2. Note that the rapid
variation of I1 mainly originates from cal-
culation error.
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by R1 and R2), and ordinary index-guided mode (IGM, marked by I1 ∼ I3). Significant feature
is that the dispersion relation of RGMs extends beyond the lightline of the cladding. This should
be a clear evidence of that the RGMs are not reflected by total internal reflection, but resonant
reflection (which can occur at large reflection angle at core/clad boundary).

Figure 5 shows the field profiles for RGMs (A and B in Fig. 4) and IGM (C in Fig. 4). Figs. 5(a)
and 5(b) clearly show the feature of GMR: azimuthal standing wave pattern is formed along the
high-index rod array. On the other hand, the E-field pattern of IGM (Fig. 5(c)) shows no nulls
along the azimuthal direction near the rod region. According to the calculation of temporal decay
rate of each mode, the RGMs were found to have loss minima at a specific wavelength whereas
IGMs have no such characteristics.

Figure 6 shows the relation between the wavelength and propagation loss. The loss minima can
only be seen for RGMs. Such characteristic implies the RGM’s potential usefulness as a sensing
probe, which detects environmental fluctuation via the change of propagation loss. Although the
calculated order of propagation loss is quite large, structural design having moderate loss will be
found by proper selection of constituent materials and appropriate rods/assist holes arrangement.

4. CONCLUSIONS

We proposed a novel class of optical fibers that confine and guide light utilizing guided-mode
resonance phenomenon of circularly arranged rods embedded in a host material. Calculation result
of dispersion relation indicated that the mode can exist in the (conventionally) continuum region.
Calculated mode field profiles also exhibited a typical feature of GMR: field is strongly confined in
the rod array region. The challenge is to optimize the loss spectra will be investigated as our next
task.

ACKNOWLEDGMENT

This study has been supported by JSPS KAKENHI Grant Number 24656041.

REFERENCES

1. Wu, D. K. C., B. T. Kuhlmey, and B. J. Eggleton, “Ulitrasensitive photonic crystal fiber
refractive index sensor,” Opt. Lett., Vol. 34, No. 3, 322–324, 2009.

2. Li, S.-G., S.-Y. Liu, Z.-Y. Song, Y. Han, T.-L. Cheng, G.-Y. Zhou, and L.-T. Hou, “Study
of the sensitivity of gas sensing by use of index-guiding photonic crystal fibers,” Appl. Opt.,
Vol. 46, No. 22, 5183–5188, 2007.

3. Wang, S. S. and R. Magnusson, “Theory and applications of guided-mode resonance filters,”
Appl. Opt., Vol. 32, No. 14, 2606–2613, 1993.

4. Cannistra, A. T., M. K. Poutous, E. G. Johnson, and T. J. Suleski, “Performance of conformal
guided resonance filters,” Opt. Lett., Vol. 36, No. 7, 1155–1157, 2011.

5. Ohtera, Y., S. Iijima, and H. Yamada, “Guided-mode resonance in curved grating structures,”
Opt. Lett., Vol. 36, No. 9, 1689–1691, 2011.

6. Ohtera, Y., S. Iijima, and H. Yamada, “Cylindrical resonator utilizing curved resonant grating
as a cavity wall,” Micromachines, Vol. 3, No. 1, 101–113, 2012.

7. Xu, Y., J. S. Vuckovic, R. K. Lee, O. J. Painter, A. Scherer, and A. Yariv, “Finite-difference
time-domain calculation of spontaneous emission lifetime in a microcavity,” J. Opt. Soc. Am.
B, Vol. 16, No. 3, 465–474, 1999.

8. Xiao, S. and R. Vahldieck, “An efficient 2-D FDTD algorithm using real variables,” IEEE
Microwave Guided Wave Lett., Vol. 3, No. 5, 127–129, 1993.



232 PIERS Proceedings, Taipei, March 25–28, 2013

Terahertz Metamaterial Absorbers for Sensing and Imaging

P. Kung and S. M. Kim
Department of Electrical and Computer Engineering, The University of Alabama, Tuscaloosa, USA

Abstract— The development of devices and structures with functionality in the terahertz (THz)
portion of the electromagnetic spectrum is of great interest because of potential applications in
sensing and imaging in the THz, including molecular spectroscopy and medical imaging. One
of such devices is a THz absorber that has the ability to absorb THz radiation with specific
characteristics, including polarization, bandwidth, or multiband capability.

In this work, we present the design and finite-element simulation of thin, tunable, polarization
insensitive metamaterial THz absorbers. We further propose a novel metamaterial structure with
a broadened bandwidth of absorption in the THz. This concept is based on multiple band absorp-
tion and is achieved by bringing absorption bands close enough to one another in a multi-layered
pattern, which decreases the negative interaction between rings and corresponding resonances.
Physically, the structure consists of multilayer concentric copper rings, interspaced with polyimide
as the dielectric and a final copper plane to reflect selected frequencies back into the absorbing
layered rings. These rings are tightly stacked in order to reduce their destructive interaction
compared to when the rings are all placed on the same plane normal to the incident wave.

1. INTRODUCTION

The Terahertz (THz) range (0.1 ∼ 10THz) of the electromagnetic spectrum has attracted increas-
ing attention because of a growing number of applications. Because it lies between the microwave
and far infrared frequencies, it shares some properties from each of these regimes. Like microwave,
THz wave can penetrate through wide variety of non-conducting materials like clothing, paper,
plastic, wood, etc.. THz radiation is also non-ionizing and can be absorbed by molecules like water
and DNA. These properties make THz waves very attractive for a large variety of application in-
cluding medical imaging [1], environmental monitoring of Earth [2], remote sensing of explosives [3],
and semiconductor electrical property determination [4]. However, conventional microwave tech-
nology cannot measure and detect THz radiation. As a result, there is intense research focused
on developing appropriate devices to sense THz electromagnetic waves. Although terahertz time
domain spectroscopy (THz-TDS) is a method which has been extensively used to measure tera-
hertz transmission and reflection from materials, it suffers from indirect measurement in frequency
domain and a large experimental setup size. Therefore, it is highly challenging to design compact
THz devices capable of measuring terahertz radiation directly.

Metamaterials, which are artificially subwavelength structures capable of manipulating electro-
magnetic waves in a desired fashion [5, 6], represent a promising approach to meet this need. The
first metamaterial THz absorber was introduced in 2008 and used the major drawback of meta-
materials, loss in a metal, as a key factor to absorb terahertz waves [8]. It consisted of three
subwavelength layers including a frequency selective surface (FSS), a dielectric spacer followed by
a metallic back layer. Many articles have discussed the principle of these kind of absorbers. Basi-
cally, the FSS determines the absorption frequency, the metallic back layer reflects the transmitted
resonance frequency, and the spacer layer acts as a subwavelength cavity which makes the waves
reflected from the metallic layer out of phase with respect to the reflected waves from the FSS [7].
Soon after the first demonstration of THz absorber, different structures have been fabricated to en-
hance the functionality of the absorber including polarization independent [8, 9], dual band [8, 10],
triple band [9], multiband [7] and broadband perfect absorbers [11–13].

2. ABSORBER STRUCTURE AND SIMULATION PROCEDURE

The absorber structure considered here consists of a periodic 2D array of two stacked-layered
concentric rings acting as the FSS layers, as shown in Figure 1 (one unit cell shown). A thin
dielectric (polyimide) layer separated the two ring layers, and another separated the back FSS
layer from a back metallic full layer. The metal used in this study was copper. The spacer between
the metallic back layer and the back FSS layer is also polyimide.

Finite element analysis (FEA) was carried out using commercial COMSOL Multiphysics package
in order to determine the response of the structure to an incident THz electromagnetic wave. The
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(a) (b)

Figure 1: (a) 3D illustration of the hybrid multilayer absorber with polarization and wave vector directions.
(b) Planar view of the front and back FSS layers showing their respective ring arrangement.

response from a unit cell containing the structure under study was considered in the simulation. The
incident THz wave propagates perpendicularly to the plane of the structure and perfect boundary
conditions in the directions perpendicular to electric and magnetic field vectors were used. For
absorption calculations, both Poynting theorem method and scattering matrix calculations were
used. In the former, the incident power (I) was calculated as 0.5×E2

0/Z0 which E0 is the incident
electric field (V/m) and Z0 is the free space impedance (Ω), while the reflected power (R) was
calculated through Comsol. Because our structure contains a metallic back plane parallel to the
plane of the ring structure, there is no transmission through the absorber and its absorption can
therefore be determined as 1 − R/I. Lumped port boundary conditions were also employed to
calculate scattering matrix parameters and the absorption was calculated by using 1−|S11|2−|S21|2.
Both calculations were in agreement with each other. For the simulation, the conductivity used for
the copper was σ = 6×107 S/m. For the polyimide material, a conductivity of σ = 6.7×10−16 S/m
and a relative permittivity of ε = 3.15 were used. The thickness of the copper layers (ring and back
plane) was 200 nm.

3. RESULTS AND DISCUSSION

Each ring of the two FSS layers was first simulated separately prior to combining them together to
make a multilayer hybrid absorber. The aim of this part of the work consisted of determining the
proper radii for the rings and optimal polyimide spatter thicknesses through sweeps. Simulation
results the first (front) FSS ring yielded 29 and 31µm for the inner and outer radii respectively
(rfront.in and rfront.out), and a polyimide thickness of 10.5µm, in order to achieve an absorption
peak of 99.9% at 1.06 THz. The unit cell dimension was 104µm. For the second (back) FSS ring,
its inner and outer raddi, as well as its distance from the first FSS ring were parameters that were
swept. The optimal distance between the two FSS layers was found to be 1µm and the ring radii
34 and 36µm (rfront.in and rfront.out) to achieve a 99.9% absorption at 0.82 THz. After putting
both FSS together, the absorption frequencies remained almost unchanged. However, due to the
interaction between the rings in the two stacked layers, the peak of absorption decreased slightly
to 98%. The bandwidth of the absorption peak at half maximum for each resonance frequency was
almost 50 GHz.

In order to broaden the absorption band, the radius of the front ring was first changed as a
means to bring the resonances closer in frequency. Table 1 lists the dimensions of three different
absorber structures investigated, with the resulting absorption peak frequencies. By increasing
the radius of the front ring while keeping other structure parameters unchanged, the resonance
frequencies are brought closer, which can also be observed in the absorption spectra in Figure 2.
But by doing so, the rings get closer to each other in the plane normal to the incidence direction
and therefore the effect of the electric field of one ring onto another ring gets considerable, which
reduces the peak absorption of the back FSS ring at the lower frequency. At the same time, the
resonance frequency bears a slight red shift.

To achieve a broadband absorber, the front ring radius was further increased until it exceeded
the size of the back ring. Figure 3 illustrates the resulting absorption spectra of structures with
dimensions listed in Table 2. For comparison, we have also depicted the first resonance absorption of
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absorber #1. In structure #4, the absorption peaks mostly overlapped, resulting in an absorption
bandwidth increase up to 70 GHz which was 20GHz more than the bandwidth of one ring absorber.
In absorber #5, the front ring size was even larger until the resonance frequencies are distinguishable
once more. Similar to the case of absorber #3, the amplitude of second (back ring) absorption also
decreased but its resonance frequency experienced a small blue shift compared to the single ring
absorber case. The bandwidth at half maximum of absorber #5 was 100 GHz, which was 2 times
as high as that of single ring absorbers.

Table 1: Dimensions of three different absorbers.

Name
rfront. in

(µm)

rfront. out

(µm)

Front Res.

(THz)

Abs.

(%)

rback. in

(µm)

rback. out

(µm)

Back Res.

(THz)

Abs.

(%)

29–31,

34–36

(1)

29 31 1.06 98 34 36 0.82 98

31–33,

34–36

(2)

31 33 1 98 34 36 0.812 79

32–34,

34–36

(3)

32 34 0.94 98 34 36 0.80 56

Table 2: Dimensions of three different absorbers where the back ring radii are fixed but the font ring radii
increase and exceed the size of those in back ring.

Structure
rfront. in

(µm)

rfront. out

(µm)

Front Res.

(THz)

Abs.

(%)

rback. in

(µm)

rback. out

(µm)

Back Res.

(THz)

Abs.

(%)

38–40,

34–36

(4)

38 40 0.80 98 34 36 — —

39–41,

34–36

(5)

39 41 0.775 98 34 36 0.835 61

Figure 2: Absorption spectra for the three absorber
structures of Table 1.

Figure 3: Absorption spectra for the three absorber
structures of Table 2.
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4. CONCLUSIONS

We have investigated a multilayer polarization independent THz absorber consisting of two copper
rings in two tightly stacked layers separated by a polyimide layer, followed by another polyimide
layer and a metallic back layer. Design and simulation were carried out using finite element analysis.
First, the proper radii for the individual rings and polyimide thickness were optimized, resulting in
an absorption resonance bandwidth at half maximum of almost 50 GHz. By changing the dimension
of the ring in the front layer, we have brought the resonance closer in frequency, which led to a
doubling of the bandwidth to 100 GHz. However, the peak absorption associated with the back
ring dropped to 60%, which is attributed to the spatial overlap between the two rings.
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Abstract— In this paper, we demonstrate how to take advantage of the forbidden bands that
present 1D meta-material to design a line that exhibits a low group velocity. The theoretical
aspect and an application along with its design rules are presented. Finally, the usability of the
line to transmit some piece of information at low velocity is practically verified.

1. INTRODUCTION

Many hyperfrequencies applications require slow lines. They can be used as delay lines, for data
buffering or to increase interactions between the electromagnetic wave and matter, by increasing the
interaction time as in electro-optic applications [1]. There are two ways to obtain a significant delay
using a line. Whether a long line is used or it is possible to use a shorter line if the electromagnetic
velocity is significantly smaller. In some radar applications, the required delays are very large.
They imply such length that they are realized using optical fibers.

Without dispersion, the only way to obtain a slow velocity in a line or a material consists in
using high dielectric constant material. Unfortunately only small velocity reduction can be obtained
this way. It is possible though to obtain large velocity reduction by taking advantage of dispersion.
Many applications are not wide band and can therefore withstand smaller bandwidth. It is possible
to obtain a significant velocity reduction when the line or material is resonant over the considered
bandwidth. Many works based on this effect have been carried out recently [2]. In this paper, we
propose to use the properties of some metamaterial lines to obtain the same result.

In this work, we demonstrate how to calculate the required gain to obtain a given group velocity
reduction using the Kramers-Kronig relations [3] and how it applies to 1D metamaterials. Then
we expose the key features that control the behavior of such lines: characteristic impedance, group
velocity and bandwidth and how they interact with each others. The design of the line is then
checked using a circuit simulation software that can take into account some internal propagation
phenomena. At this point the losses in both substrate and lumped components as well as impedance
matching with the standard 50 Ω lines are taken into account.

Finally the results obtained with a prototype are presented. The usability of such a system to
obtain large delays is verified and discussed focusing on ability to transmit data.

2. SLOW LINES BASICS

A slow line exhibits a low group velocity Vg defined as follows:

Vg =
dω

dk
(1)

where ω is the circular frequency and k the wave vector modulus in the direction of propagation,
which is to says, in the case of a line, minus the phase shift per length unit.
2.1. Slowing Down
Considering the Kramers-Kronig relations [4, 5], group velocity variations can be obtained by mod-
ifying the amplitude of the frequency response (i.e., the gain). This is illustrated in Figure 1. In
this figure, curve a) presents the relative targeted velocity variation of the group velocity, where
V0 is the “normal” group velocity. By using Equation (1), one can calculate the corresponding
wave vector modulus which is presented in the Figure 1(b). It is then possible to compute [3] the
required gain variation G for a given length of line L as presented in Figure 1(c).

The results of Figure 1 can be applied to any frequency domain ranging from zero to Fmax.
The K-K relation yields the logarithm of the gain variation which has been converted to dB for
convenience in Figure 1(c). One can see considering the legend of this figure that the greater
the initial group velocity V0, the easier it is to reduce it. Accordingly, The greater the frequency
range Fmax, the higher the required gain. By plotting those graphs for narrower velocity reduction
bandwidth, it shows as well that the greater the bandwidth, the larger the required gain.
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Figure 1: Targeted velocity reduction and corresponding gain variation.
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Figure 2: Theoretical structure of the slow 1D metamaterial line. (a) General structure. (b) Components
details.

2.2. Dimensioning

In a microstrip line or 50Ω coaxial wire where the group velocity is about 2
3 of c the speed of light in

vacuum, by taking Fmax = 4GHz in order to have a central frequency of 2 GHz (Telecommunications
applications), the required gain variation according to Figure 1 is of G ≈ 8 × Fmax

V0
≈ 160 dB per

length unit. This value is indeed titanic. It cannot be reached via some amplification. The
Hilbert transform that underlies the Kramers-Kronig produces a result up to an additive constant.
Consequently, the gain variation presented in Figure 1 can be shifted down. Finally it is possible to
consider a pass band line, where the gain is 0 dB at 2GHz and that presents a strong attenuation
outside the bandwidth.

This might be achieved using filters, but it is much more judicious to consider a passband line
where the bandwidth is created by two adjacent forbidden bands.

3. 1D META-MATERIAL LINE

A 1D meta-material is a line build up of a succession of elementary cells whose length ` is such
that the line appears homogeneous to the electromagnetic wave it carries. This condition can be
stated as:

` < λ
10 (2)

where λ is the wave length of the carried wave.
Such a structure is presented in Figure 2(a). The cells of the metamaterial are constituted of

lumped or printed components connected with classical line segments.
This kind of line is easier to study when the length of the line segment is small which is compatible

with the condition of Equation (2). One can simply consider the components values and the classical
telegraphist model of the line segments to calculate the behavior of the metamaterial [6]. In this
work, the target frequency is about 2GHz therefore the Equation (2) yields ` ¿ 1 cm when using
microstrip lines over a PTFE woven glass substrate. This condition can be respected using classical
hybrid technology [7]. Consequently, the 1D metamaterial line used will be studied in a first time
without considering the line segment, the design is then post corrected to take into account their
influence which is assumed to be small enough.
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3.1. Band-gaps
1D metamaterials are known to exhibit bandgaps which is what we are looking for. In a first
time an elementary cell such as the one presented in Figure 2(b) without the capacitor C1 is
considered. The propagation in such a structure has been studied by Brillouin [8]. As long as the
condition of Equation (2) is respected, this 1D metamaterial behaves as a right handed line up to
the circular frequency 1√

L1C2
. After this frequency, the propagation is forbidden. In order to begin

with a forbidden band, we have added the serial capacitor C1 which prevents propagation at low
frequencies. Finally, the behavior of the metamaterial can be calculated using the Floquet theorem
an the Kirchhoff laws and one obtains [9] the behavior presented in Table 1.

This table shows that it is possible with such a structure to flank a RH propagation band with
a forbidden band on each side.

4. TUNNING THE SLOW LINE

There are three parameters to take into account when designing a slow line: the velocity reduction,
the bandwidth and the characteristic impedance of the line. Each of those parameters influences the
other. For instance enlarging the bandwidth increases the velocity, and modifies the characteristic
impedance. In the realization presented hereafter, we have chosen to favor velocity reduction over
characteristic impedance.

One can find in Table 2 the values calculated to obtain a bandwidth of about 100 MHz around
2GHz. In the same table one, will find as well the values corrected by simulating [10] a line of 10
cells of the metamaterial, in order to take into account the 50 Ω line segments used to practically
build the line.

The obtained line presents a low characteristic impedance of about 3Ω which makes it necessary
to use quarter waves line segment at its input and output in order to avoid reflections. As these
quarter wave line segment are not slow line segments we assume that the multiple reflection they
induce are short lived compared to the propagation time in the line itself and that they will not
perturb the line unduly. This point will be verified later.

Figure 3(a) presents an overview of the behavior of the transmission. It exhibits a narrow

Table 1: Nature of the waves in the slow line metamaterial.

0

Evanescent Evanescent

Nature

Right handed

ω
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ω
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Table 2: Values calculated and corrected by simulation for the 1D slow metamaterial line.

Ideal metamaterial Corrected values
L1 4.5 nH 3.4 nH
C1 1.5 pF 1.4 pF
C2 26 pF 21 pF
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Figure 3: Simulated slow line forbidden bands and performances.
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passband with very steep slopes around 2GHz as required to significantly reduce the group velocity.
Figure 3(b) presents the corresponding shape of the argument of the transmission coefficient which
shows that there is indeed a strong variation of the group velocity in the considered passband.
Finally, 3(c) presents the corresponding group delay which is to be compared to the ≈ 0.35 ns that
would be obtained in a classical 7 cm long microstrip line.

5. BUILDING AND CHARACTERIZING THE SLOW LINE

5.1. Realization

The line calculated and simulated has been realized and is presented in Figure 4.

5.2. Performances

We have firstly verified the value of the group velocity for the prototype. This measurement was
simply realized using a Vector Network Analyzer (VNA) to measure the argument of S21. The
measurement was performed inside and outside of the passband in order to measure the velocity
reduction ratio. This corresponds to a steady state measurement. The ratio measured is 32 as
presented in Table 3 along with an high attenuation which is mainly due to the losses in the
components. At this level, these losses prevent of course to use such a line for industrial applications.
Nevertheless it allows to validate the concept. Though being high, the losses do not prevent to
measure the effective data transmission ability of the the slow line.

Schuster demonstrated in 1920 as reported by Brillouin in his book [11] that the group velocity is
the velocity of any king of signal modulation given a constant transmission amplitude. It is not the
case for the slow line. Nevertheless, the passband is sufficiently large to allow to transmit modulated
signals. Consequently, we measured the effective signal velocity by comparing the transit time of a
GSFK (Gaussian Frequency Shift Keying) modulated data frame time between the slow line and
a reference microstrip line of the same length. By doing so, we are sure to effectively measure the
information velocity which would have not been fully the case if we had used a Gaussian modulated
signal for instance [12]. The experimental setup is presented in Figure 5.

A data set chosen to easily recognize its middle bit is used to modulate a carrier at the central
frequency of the slow line. The GFSK modulator generates a synchronization signal. The modu-
lated signal alternatively propagates in the slow line and in a reference microstrip line of the same
overall length than the slow line. After its transit in the slow line, or in the reference line, the signal

Cell :  Lumped components 

connected using microstrip 

line segments

PTFE Woven Glass 

Substrate

Quarter wave adaptation line

Top side ground plane and

vias to bottom side ground plane

7 cm~~

Figure 4: Slow line prototype.

Table 3: Summary of the performances of the slow line.

Vgref VgSlow

Vgref
VgSlow

Reflection
(|S11|)

Losses

Simulated 2.06 108 m/s 4.2 106 m/s 48 ** **
Steady State
measurement

(via VNA S21)
1.65 108 m/v 5.12 108 m/s 32 −40 dB 40 dB

Transient measurement
(Zero span SPA)

2.14 108 m/s 5.84 108 m/s 37 ** 40 dB

** = Not measured or calculated
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Figure 5: Experimental signal velocity measurement setup.

is demodulated using a spectrum analyzer in zero span mode with the same settings in both cases (
reference level, resolution filter, sweep time). This way we verified that the information is correctly
transmitted, and we measured the effective delay for the information introduced by the slow line.
The middle bit is identified inside the data frame by demodulating the whole frame and its start
date is measured as the middle of the rising time in both cases. This method for measuring the
information velocity is insensitive to any bias that would result from some reshaping of the signal.

6. CONCLUSION

In this paper we used, the previously well-tried from previous work, Kramers-Kroenig technique
to estimate the gain variation required to obtain a significant reduction of the group velocity.
Considering the magnitude of the gain variation, we concluded that the best way to reach this goal
is to take advantage of the strong attenuation that occurs in frequency bands where the waves are
evanescent. Consequently we designed a slow line by flanking its working band by two forbidden
bands. Simulations validated the concept and allowed to tune the design by taking into accounts
the losses in the components and the dimension of the connecting microstrip lines we used for
the hybrid technology prototype. By working as expected, this prototype validates the conception
method. Further more it has allowed us to verify that though the transmission amplitude in the
working band is not strictly constant, the group velocity reduction effectively corresponds to a
reduction of the velocity of information in spite of strong amplitude variations.
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Abstract— In this paper, we present a genetic algorithm as the optimization procedure in the
design of a two-phase multilayered acoustic cloak. Examples on refining the material parameters
of anisotropic layers as well as thickness distributions are demonstrate. Numerical results show
that the proposed optimization can efficiently reduce the scattering fields with simpler structure
configurations.

1. INTRODUCTION

Recently, the use of coordinate transformations to design materials specifications that control the
propagation of electromagnetic waves as desire has been extensively discussed. This starts with
the pioneering study of invisibility cloaks by Pendry [1] and Leonhardt [2]. They proposed that
one can enclose a region by a properly engineered material, whose refractive index are tailored
according to the result of geometric transformation, while light pass through, the fields would be
bent around the region without penetrating and finally return to their original trajectories. The
idea is soon confirmed by a few works of theoretical models [3, 4], numerical ray tracing [5], full
wave simulation [6] and experiment in microwave regime [7]. Similar concept can be extended to
the design of acoustic cloak [8–10]. Experiment for protecting underwater structure from sonar
detection [11] is performed as well. Unfortunately, such media usually appears strong anisotropy
and nonhomogeneity which is not easy to fabricate even using metamaterials. In practice, a possible
way to yield this property is the use of anisotropic multilayered structures [7, 12] or bi-layer isotropic
media [13–16]. However, the unavoidable scattering will occur due to impedance mismatch. For
electromagnetics, some researches devoted to the reduction of scattering of multilayered cloak
through optimizations [17–19]. Similar concept is also performed in acoustic cloaking by Cai [20].
In this paper, we extent the concept in the design of cylindrical acoustic cloaks with a genetic
algorithm based optimization procedure. Through the proposed optimization procedure, a simpler
cloak structure which consists of a multilayered composite made of only two isotropic materials is
presented. In addition, with suitable constraints in calculations, the material parameters can be
restricted within a certain range so that the constituent materials are close to nature materials.

2. LAYERED DESIGN AND OPTIMIZATION OF ACOUSTIC CLOAKS

According to the transformation techniques, the bulk modulus and mass density tensor of a cylin-
drical acoustic cloak can be written as

κ

κ0
=

(
b− a

b

)2 r

r − a
,

ρr

ρ0
=

r

r − a
,

ρθ

ρ0
=

r − a

r
,

in which a and b are the inner and outer radius of the cloak, respectively, and the subscript zero
denotes the properties of background material. Such graded anisotropic material can be approached
by using discrete homogeneous cylindrical shells as shown in Fig. 1 when the incident wavelength
is much larger than the thickness of each layer. A few proposed works have demonstrated that
multilayered cloaks comprised of either anisotropic or bi-layer isotropic media can perform well
with respect to a given frequency through optimization. In this letter, we propose an alternative
layered structure which consists of only two kinds of isotropic media periodically arranged along
radial direction and each thickness ti (i = 1−M) can be varying.

Our design is implemented by the following steps: First, we break the cloaking shell into a step-
wise discrete N -layer structure and each was characterized by a homogeneous anisotropic media as
shown in Fig. 1(b). Then, we individually approximate each anisotropic layer by alternating layers
of isotropic materials as shown in Fig. 1(c) and thus total number of layers of the structure becomes
2N . Finally, we replace the previous structure by a two phase concentric multilayered structures
with identical number of layers as shown in Fig. 1(d). Actually, the first two steps are the same
with other reported works of electromagnetic and acoustic cloaking. The key point of the proposed
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design is the last step. We utilize GA optimization to search for optimal solutions for these two
materials as well as the geometric configurations. Before we start, let us introduce the objective
function of the problem, scattering width, a quantitative parameter in scattering studies, which is
the measure of power scattered in a given direction when an object is illuminated by an incident
wave. For the proposed model, the angle distribution of scattering cross section can be expressed
as

σ = lim
r→∞

[
2πr

|psc|2
|pinc|2

]
. (1)

In far-fields, Eq. (1) can be expressed through asymptotic approximation and yields

σ =
4
k0

∣∣∣∣∣
∑

n

inAneinθ

∣∣∣∣∣
2

, (2)

where An is the coefficients of scattering field induce by a unit-amplitude incident plane wave. If
the incident frequency and observation angle are prescribed, Eq. (2) is only in terms of material
parameters and thickness with M + 4 unknowns. For simplicity, we focus on the bistatic scatter-
ing width in the forward direction (θ = 0) since the strongest scattering occurs in this direction
generally. For better cloaking efficiency, the smaller value of σ is demanded, and hence our opti-
mization aims to the reduction of scattering width by adjusting the material pair ρA(B), κA(B) and
corresponding thickness ti for each layer.

3. OPTIMIZATION SCHEME AND NUMERICAL RESULTS

We illustrate a simple design of a six layered cloak as an example with respect to sound frequency
9875Hz. Background material is water with density ρ0 = 998 kg/m3 and bulk modulus κ0 =
1.9Gpa. The geometric parameters are selected as a = 0.1m and b = λ = 0.15m which forms
the diameters of cloaking region about 1.2 times the incident wavelengths. Note that the outer
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Figure 1: (a) Schematic representation for an ideal acoustic cloak and (b)–(d) the design procedure of the
two-phase multilayered cloak.

Table 1: Material parameters for the six-layer cloak
in step 2.

Layer ti /λ ρi /ρ0 κi /κ0

1 0.056 0.0385
1.44442 0.056 25.962

3 0.056 0.1010
0.55564 0.056 9.8990

5 0.056 0.1504
0.37786 0.056 6.6496

Table 2: Optimized parameters for the two phase
multilayered cloak.

Layer ti /λ ρi /ρ0 κi /κ0

1 0.0661 0.0627 0.9400
2 0.0538 8.6889 0.7151
3 0.0403 0.0627 0.9400
4 0.1157 8.6889 0.7151
5 0.0135 0.0627 0.9400
6 0.0134 8.6889 0.7151
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radius b is changeable after optimization but here we just assign a moderate initial value. Sound
hard condition is assumed at the innermost interface (r = a) to mimic a rigid acoustic object.
When applying the GA, the inner radius of the cloak is fixed and the chromosome is arranged as
a string representing variables {ρA, ρB, κA, κB, ti}, i = 1–6. It is mentioned that the second step in
the previous section is essential since the initial guesses and constrain condition in our GA process
are determined from this step. According to the example, processing first two steps acquires the
parameters for each layer in Table 1. It is observed that the constituents can be classified into
two groups. Group A, correspond to layer 1, 3 and 5, is the low density materials (in contrast to
water). Group B, correspond to layer 2, 4 and 6, is the high density materials. Both groups share
the same value of bulk modulus. In this regard, we suppose our two-phase model is also constructed
by the combination of a low density ρA and a high density shell ρB, and assume the value of these
two materials locate on somewhere between the maximum and minimum values of group A and B
respectively. Thus the constrain can be expressed calculationas

min(ρ1, ρ3, ρ5) ≤ ρA ≤ max(ρ1, ρ3, ρ5), min(ρ2, ρ4, ρ6) ≤ ρB ≤ max(ρ2, ρ4, ρ6),
min(κ1, κ3, κ5) ≤ κA, B ≤ max(κ1, κ3, κ5), λ/100 ≤ ti ≤ λ/5. (3)

The average densities ρA =(ρ1+ρ3+ρ5)/3, ρB =(ρ2+ρ4+ρ6)/3 together with uniform thickness
ti = (b − a)/6, i = 1–6 are set as the initial guesses. The roulette wheel selection and heuristic
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Figure 3: (a) Snapshot of the pressure field distribution (unit: Pa), (b) the norm of scattered field, and (c)
the streamlines.
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crossover function are used in our GA process, and numerical optimization proceeds until the
stopping criteria σ/2a < 0.002 is satisfied. Table 2 shows the final optimized results. It is interesting
to see that the optimized material for the low density shell (ρA, κA) is very close to the properties
of some conventional materials such as polyetherimide (PEI), polyimide (PI), and specific types
of aluminum honeycomb [21]. It appears a great advantage in fabrication. We plot the angle
distributions of scattering width normalized to geometrical cross section in Fig. 2. The black curve
represents the normalized scattering efficiency of a sound rigid cylinder without any cloak. The blue
and red curves represent the cases of layered cloak with parameters of Tables 1 and 2, respectively.
It can be observed that the scattering width is significantly reduced in every direction compared
to non-cloak case. To further verify the optimization results, the full wave simulations based on
finite element method are demonstrated. The snapshot of pressure field and norm of scattered field
in the vicinity of the optimized two-phase cloak are shown in Figs. 3(a) and (b) respectively. It is
found that strong scattering is induced within the shell region a < r < b, whereas the scattering
field outside the cloak is diminished. This indicates that most scattering energies are cancelled by
the multilayered structure so that a good cloaking performance is presented. Fig. 3 illustrates the
streamlines of energy flux in the optimized two-phase multilayered cloak. The fluxes flow around
the inner region but with different paths than that of an ideal cloak. After passing through the
cloak, the fluxes return to their original trajectories without any distortion.

4. CONCLUSIONS

In conclusion, we introduced an optimization design of a two-phase isotropic multilayered cylindri-
cal cloak. We demonstrate that an ideal acoustic with anisotropic and inhomogeneous materials
can be approached by simple multilayered structure which only consist of two kinds of materials.
By moderately adjusting their material and geometrical parameters, we found that at certain con-
figurations the scattering width of this multilayered cloak can be efficiently minimized. In addition,
one of these two materials of the structure is very close to conventional material which indicate
that it is more feasible in practice to fabricate. For further study, the proposed procedure can
be extended to three dimensional cases or applied to the design of other structures with complex
materials.

ACKNOWLEDGMENT

This work was supported by the National Science Council, Taiwan, under Contract No. NSC97-
2221-E-006-117-MY3.

REFERENCES

1. Pendry, J. B., D. Schurig, and D. R. Smith, “Controlling electromagnetic fields,” Science,
Vol. 312, 1780–1782, 2006.

2. Leonhardt, U., “Optical conformal mapping,” Science, Vol. 312, 1777–1780, 2006.
3. Ruan, Z., M. Yan, C. W. Neff, and M. Qiu, “Ideal cylindrical cloak: Perfect but sensitive to

tiny perturbations,” Phys. Revs. Lett., Vol. 99, 113903, 2007.
4. Chen, H., B. I. Wu, B. Zhang, and J. A. Kong, “Electromagnetic wave interactions with a

metamaterial cloak,” Phys. Rev. Lett., Vol. 99, 063903, 2007.
5. Schurig, D., J. B. Pendry, and D. R. Smith, “Calculation of material properties and ray tracing

in transformation media,” Opt. Express, Vol. 14, No. 21, 9794–9804, 2006.
6. Cummer, S. A., B.-I. Popa, D. Schurig, and D. R. Smith, “Full-wave simulations of electro-

magnetic cloaking structures,” Phys. Rev. E, Vol. 74, 036621, 2006.
7. Schurig, D., J. J. Mock, B. J. Justice, S. A. Cummer, J. B. Pendry, A. F. Starr, and D. R. Smith,

“Metamaterial electromagnetic cloak at microwave frequencies,” Science, Vol. 314, 977, 2006.
8. Milton, G. W., M. Briane, and J. R. Willis, “On cloaking for elasticity and physical equations

with a transformation invariant form,” New J. Phys., Vol. 8, 248, 2006.
9. Cummer, S. A. and D. Schurig, “One path to acoustic cloaking,” New J. Phys., Vol. 9, 45,

2007.
10. Chen, H. and C. T. Chan, “Acoustic cloaking in three dimensions using acoustic metamateri-

als,” Appl. Phys. Lett., Vol. 91, 183518, 2007.
11. Zhang, S., C. Xia, and N. Fang, “Broadband acoustic cloak for ultrasound waves,” Phys. Rev.

Lett., Vol. 106, 024301, 2011.
12. Cai, W., U. K. Chettiar, A. V. Kildishev, and V. M. Shalaev, “Optical cloaking with metama-

terials,” Nat. Photon., Vol. 1, 224–227, 2007.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 245

13. Huang, Y., Y. Feng, and T. Jiang, “Electromagnetic cloaking by layered structure of homoge-
neous isotropic materials,” Opt. Express, Vol. 15, 11133, 2007.

14. Torrent, D. and J. Sánchez-Dehesa, “Acoustic cloaking in two dimensions a feasible approach,”
New J. Phys., Vol. 10, 063015, 2008.

15. Qiu, C. W., L. Hu, X. Xu, and Y. Feng, “Spherical cloaking with homogeneous isotropic
multilayered structures,” Phys. Rev. E, Vol. 79, 047602, 2009.

16. Cheng, Y., F. Yang, J. Y. Xu, and X. J. Liu, “A multilayer structured acoustic cloak with
homogeneous isotropic materials,” Appl. Phys. Lett., Vol. 92, 151913, 2008.

17. Popa, B.-I. and S. A. Cummer, “Cloaking with optimized anisotropic layers,” Phys. Rev. A,
Vol. 79, 023806, 2009.

18. Xi, S., H. Chen, B. Zhang, B.-I. Wu, and J. A. Kong, “Route to low-scattering cylindrical
cloaks with finite permittivity and permeability,” Phys. Rev. B, Vol. 79, 155122, 2009.

19. Yu, Z., Y. Feng, X. Xu, J. Zhao, and T. Jiang, “Optimized cylindrical invisibility cloak with
minimum layers of non-magnetic isotropic materials” J. Phys. D: Appl. Phys., Vol. 44, No. 18,
185102, 2011.

20. Cai, L. W., “Optimizing imperfect cloaks to perfection,” J. Acoust. Soc. Am., Vol. 132, No. 4
2923–2931, 2012.

21. MatWeb online source: http://www.matweb.com/.



246 PIERS Proceedings, Taipei, March 25–28, 2013

3D Active Imaging Models and Systems to See through Adverse
Conditions: Application to the Surveillance of an Aircraft

Environment

N. Riviere1, R. Ceolato1, E. Bernard1, L. Hespel1, and M. Renaudat2

1The French Aerospace Lab, Onera, Toulouse 31055, France
2Sagem Security and Defense, Massy 91344, France

Abstract— Onera, the French Aerospace Lab, develops and models active imaging systems to
understand the relevant physical phenomena impacting on their performances. As a consequence,
efforts have been done both on the propagation of a pulse through the atmosphere and on target
geometries and their surface properties. But these imaging systems must operate at night in all
ambient illuminations and weather conditions in order to perform the strategic surveillance of
the environment for various worldwide operations or to perform the enhanced navigation of an
aircraft. Onera has implemented codes for 3D laser imaging systems. As we aim to image a scene
even in the presence of rain, snow, fog or haze, Onera introduces such meteorological effects in
its numerical model and compares simulated images with measurements provided by commercial
laser scanner.

1. INTRODUCTION

Weather conditions influence the incidence of aircraft (A/C) accidents in a number of ways. As
an example, one can remember the 11th April 2011 when an Air France A380, taxiing along the
runway of JFK Airport in New York, clipped the wing of a smaller Comair CRJ jet, sending it
into a spin. There were no reports of injuries but both aircrafts have been grounded pending an
investigation. This accident is mainly due to bad weather (strong rain) and low visibility (night
vision) conditions. Onera identified different sensor technologies in order to detect, to recognize
and to localize objects of the scene in all weather conditions to provide enhanced visions to the
crew. One distinguishes two kinds of sensors to fulfill the target: large Field of View (FOV) sensors
(passive visible/IR Camera, Radar) and, high spatial resolution — small FOV optical laser sensors
prototypes. On the one hand, large FOV sensors technologies are often chosen to offer the best
solution to the pilot to maneuver on the taxi way. On the other hand, the small FOV sensors
study is dedicated to recognize and to localize fixed and mobile objects on the taxiway. Onera will
improve the obstacle detection, the localization of obstacles previously detected and the recognition
of these objects. Bad weather conditions (rain, snow, fog, haze, dust wind. . . ) impacts the visibility
and also the contrast of the scene. Several technologies can be considered like 2D flash ladar or 3D
ladar (laser scanner, new Focal Plane Area. . . ) [1, 2]. Onera develops new laser imaging systems
and simulates images obtained with such systems by modeling all physical phenomena including
meteorological ones. For small FOV applications, we distinguish 2D and 3D active imaging devices
as physical phenomena can be different in these two cases. Here, we focus on 3D active imaging
systems from simulations to experiments.

2. ACTIVE IMAGING MODELS

3D imaging can be done with either scanning or non-scanning systems. In this paper, we present a
scanning technique to image in three dimensions the environment of an A/C. The purpose of a 3D
scanner is usually to create a point cloud of geometric samples on the surface of an object. Then,
these points can be used to extrapolate the shape of the object (a process called reconstruction). 3D
scanners collect distance information about surfaces within its FOV and the retro-diffused flux by
the surface to the detector device. If a spherical coordinate system is defined in which the scanner
is the origin and the vector out from the front of the scanner is ϕ = 0 and θ = 0, then each point
in the picture is associated with a ϕ and θ. Together with distance, which corresponds to the r
component, these spherical coordinates fully describe the three dimensional position of each point in
the picture, in a local coordinate system relative to the scanner. The intensity backscattered by the
scene mainly depends on the type of material (backscattered reflectance for a fixed wavelength). Its
value can be stored and associated to each point in the picture. The accuracy observed on a scene
depends on applications and experimental conditions. To define the characteristics of a specific
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Figure 1: General approach adopted to study a 3D
fullwave form laser scanner.

Figure 2: Description of an airport with optical
properties of materials on facets.

imager and its associated performances, Onera developed a model (Matlis code) to simulate the
entire process. Many papers deal with the acquisition of a distance using but few of them provide
a result taking into account the entire imaging process (from the laser source to the detection).
Matlis code allows simulating 3D point clouds obtained by a static (for terrestrial applications) or
a moving laser scanner (for aerial applications) with a linear or a circular scan law. The general
description is shown on Figure 1. Each physical phenomenon is simulated in a dedicated module
where physical or simplified models are used [3–5].

First, we describe a 3D scene with a large number of facets including optical properties of
materials, coordinates of facet summits, directions and positions of normal vectors. This description
is commonly used for Onera’s applications: Figure 2 represents the runway, taxiways, buildings and
typical objects of an airport. To simulate the effect of the target shape, the laser pulse is separated
into a temporal (in the direction of propagation) and a spatial (perpendicular to the direction of
propagation) contribution. The beam’s irradiance profile is assumed to be Gaussian. The temporal
shape of the pulse is an adaptable parameter that can be changed by the user (e.g., Gaussian form
and temporal width set to 5 ns).

The received component power from the target is calculated from the radar equation [6, 7]. It
depends on the material and the bidirectional reflectance distribution function (BRDF) applied
to each facet. The BRDF takes into account surface and subsurface local light scattering. Then,
we add the background solar irradiance and the backscattering component to the signal received
by the sensor. The received power is modulated by speckle phenomena witch are estimated by
the diameter of the speckle cells. Furthermore, atmospheric turbulences affect the received signal
in several ways: laser beam expansion and deviation, scintillation (random intensity fluctuation).
The received signal is degraded by such phenomenon and the estimated distance can be affected.
By convoluting the shape of the laser output signal with the temporal response of the target we
obtain the shape of the reflected signal. Different electrical and optical properties of the sensor are
simulated. We limit this study to an avalanche photodiode sensor with different kinds of electronic
noises [8]. The output of our code is a 3D point cloud (position and intensity value coded on N
bits). Figure 3 shows a validation.

As a result, we model a 3D laser imaging system taking into account the propagation of a laser
pulse through a clear atmosphere, its reflection on a target and its detection by a sensor. We also
developed signal processing and current works are dedicated to introduce bad weather conditions
in our code [9].

3. ACTIVE IMAGING EXPERIMENTS

Onera performs evaluations of laser scanner to address operational requirements and scenarios both
previously selected and defined. These evaluations have been based on laser sensor modeling con-
sidering 3D objects database (airport, vehicles. . . ) associated with realistic bad weather conditions
and optical properties measured or issued from an Onera specific database [10]. For some critical
items, we used small-scale test benches providing water spray, water wall environment (equivalent
to monsoon phenomena), field trials using fog generators, natural bad weather conditions (char-
acterized using adequate instruments). We characterize microphysical parameters such as particle
size distribution, concentration of particles, extinction, and absorption of adverse media generated
on these benches. As an example, next figure represents the particle size distribution of the fog
obtained with a typical nozzle. Specific “performance evaluation” targets were also designed.

We planed to evaluate technologies regarding to taxi operation improved vision operational
requirements and to evaluate the capability of detection and recognition of taxiway objects under
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Figure 3: Overview of the scene and 3 representations of the results obtained with Matlis code (linear
scanner, altitude 200 m, frequency range 50 kHz and speed 500 km · h−1).

Figure 4: Normalized PSD for a typical nozzle used on a test bench to generate fog and Pilot’s requirements.

Figure 5: Typical paint coatings observed with a 3D laser scanner and the associated optical properties.

all meteorological conditions. The flight crew needs information about the environment of the
A/C on a taxiway (orientation, obstacles. . . ). The table included in Figure 4 gives examples of
pilots’ requirements. We evaluate the geometric aspect of different technical patterns in lab, the
spectral reflectance of typical material (natural or man-made material, Visible and IR range) and
the transmission through the adverse media [11, 12]. We verified retrieved values of reflectances on
technical targets observed with a laser scanner. We distinguish the BRDF and the DHR (Directional
Hemispherical Reflectance) components for different types of materials [13]. The spectral DHR is
an integrated parameter calculated as a ratio of the total energy reflected by the sample to the
total incident energy from a given direction. It could be measured by lab instruments on small
scaled samples. Also, it can be computed by integrating the BRDF over the half-space. If we
consider samples to be lambertian, the DHR is determined by the backscattered light (from/to
a ladar system) [14]. Figure 5 shows the good agreement between lab measurements and results
extracted from laser scanner experiments.

To evaluate the transmission through an adverse media (fog, haze, rain. . . ), we realize an ex-
periment with a lambertian panel in front of the laser scanner. Next figure represents the point
cloud obtained with our laser scanner. The target and the fog can be easily separated (geometric
and radiometric aspects). We also verify the temporal transmission (Figure 6). We demonstrate
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Figure 6: Detection of a target and relative transmission through fog by night.

Figure 7: Detection of a vehicle and identification of the fog contribution (red dots).

that it is possible to detect targets with different reflectance values, even if there is fog between the
scanner and the scene. All of these experiments were done by night in low visibility conditions. 3D
laser scanner systems create a point cloud of the object as show on Figure 7. After post-treatments,
we separate the object from adverse media. We bring to light the embedded capability and the
good resolution of such devices.

4. CONCLUSIONS

Active imaging systems are useful to see with bad visibility (night vision) and with bad weather
conditions (fog, rain. . . ). We identify sensor technologies in order to detect, to recognize and to
localize objects of a scene under all weather conditions to provide enhanced visions of an A/C.
New technologies can be considered to achieve this objective. The next step would consider mobile
objects and it would integrate new physical models of bad weather conditions Matlis code. A full
validation of the concept by comparison between experiments and models under adverse conditions
will be done.
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Abstract— SAR image segmentation is the base problem of SAR processing, and the premise
of the scene interpretation. Be corrupted by speckle noise, SAR image segmentation is a recog-
nized problem. The paper presents an approach using the method based on hierarchical region
merging. According to the mechanism of speckle, the backscatter of SAR image obeys the nega-
tive exponent distribution in homogeneous region. We proposed the measure of the homogeneity
based on negative exponent distribution and Mumford-Shah function. The Local mutual best fit-
ting, which has lower algorithm complexity, will be used in our algorithm. Unlike the traditional
hybrid segmentation, the method presented in our paper can afford the segmentation result in
continuous scales from pixel level to the whole scene. The comparison of the method and Level
Set validates that segmentation method can overcome the speckle noise and better in keep the
structure of the parcel.

1. INTRODUCTION

With the launches of new SAR sensors, such as the German TerraSAR-X/TanDEM-X and the
Italian COSMO-Skymed satellites, SAR remote sensing from space has made a big leap forward
with a very high spatial resolution of up to 1 m, and hence open up for the first time opportunities
to use SAR for fine imaging of urban area. High resolution SAR imagery has become a promising
tool to provide updated geo-information. However, the mass data and complex noise characteristics
are really a challenge to SAR image processing and analysis.

Object-based image analysis (OBIA) technique provides a feasible idea to solve the problem.
Image segmentation is the premise and basis of OBIA. Be different from classification, the main
purpose of the image segmentation is the reconstruction and analysis of image details. Due to the
side-glance imaging and random walk of multiplicative speckle noise, homogeneous area in SAR
image may present different characteristics and the parcel has no continuous contour. At present
there are a lot of research literatures about SAR image segmentation. The algorithm can be divided
into three categories: 1) method based on contour detection, 2) method based on clustering, 3)
method based on region split/merging. In the existing segmentation algorithm, method based on
region split/merging is robust and effective in reconstructing the scene corrupted by speckle noise,
and is widely used in remote sensing analysis [1].

Method based on region split/merging usually consists of the following three parts, 1) the
merging rule, 2) the heterogeneity measure, 3) iterative termination conditions. Heterogeneity
measure is the most critical part of regional segmentation. Region statistics is usually adopted to
measure heterogeneity. In literature [2], the Gaussian distribution is used to describe the statistical
characteristic and t test is utilized to measure the heterogeneity of merging regions. In literature [3],
the Gamma distribution is used to describe the statistical characteristic and maximum likelihood
estimation is utilized to determine region merge. In fact, gamma distribution is more proper in
describing SAR texture [4]. In order to guarantee the edge of merge area is smooth, and eliminate
internal hole, a shape parameter is used in literature [5, 6]. It can get a more reasonable result,
combine statistical characteristic with shape parameter.

The merging rule is an important part of graph based segmentation algorithm. Different rules
will greatly affect the results of image segmentation [7]. In literature [6], the simulated annealing
algorithm is used to segmentation. Each “boundary point” is randomly changed to an adjacent
region. If it causes a better result, the change will be accepted. Otherwise, the change will be
accepted by a certain probability. The common procedure is based on greedy programming. Only
global optimal result is accepted at every time. These methods can have a good result. But it is
inefficient and time-consuming. In literature [5], the algorithm called local mutual best fitting is
employed, which can get the approximate optimal result and reduces the complexity of time.

The paper adopts the region split/merging algorithm and proposes the heterogeneity measure
of SAR image segmentation. To overcome the problem that the statistical characteristic is not
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effective, we amend the heterogeneity measure. The local mutual best fitting will be used in our al-
gorithm, which has lower algorithm complexity. The method presented can afford the segmentation
result in continuous scales from pixel level to the whole scene.

2. COST FUNCTION OF REGION MERGE

The cost function has two competing terms. The first is the measure of heterogeneity, which
is derived from the single-point statistical model of SAR intensity imagery and Mumford-shah
function. The second one is the shape term, which is related to the boundaries of the regions. The
shape term is helpful to maintain smooth edges or a more or less compact form. The function is
shown as follow,

C = sChetero + (1− s)Cshape (1)

where Chetero is the measure of heterogeneity, and Cshape is the shape term, s is the weight between
terms. The introduction to the terms is provided in the following sections.

2.1. The Measure of Heterogeneity

The high resolution images provided by TerraSAR and Cosmo-SkyMed are mostly one look inten-
sity images. According to priori knowledge, SAR intensity image obeys the negative exponential
distribution in homogeneous area. The Probability Distribution Function (PDF) can be written as
follows:

P (I) =
1
σ

exp
(
− I

σ

)
(2)

where I is the intensity and σ is the standard deviation.
Assuming that there is nA pixels in region A, nB pixels in region B, and the PDF of each pixel

is independent. The joint probability distribution of region A and B can be written as follow:

PA,B(σA, σB, Ii, Ij) =
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i=1

1
σA

exp
(
− Ii

σA

)
·

nB∏

j=1

1
σB

exp
(
− Ij

σB

)
(3)

The cost function of merging region A and B is described as the deviation between the PDF of
merged region and the joint probability of region A and B.

ln P0 − lnPA,B = nA ·
(

lnσA +
µA

σA

)
+ nB ·

(
ln σB +

µB

σB

)
− (nA + nB) ·

(
ln σ0 +

µ0

σ0

)
(4)

where P0 is the PDF of merged region, PA,B is the joint probability of region A and B, σA, µA,
σB, µB is the mean value and standard deviation of region A and B respectively. σ0, µ0 is the
mean value and standard deviation of merged region. In SAR images, the mean value and standard
deviation of negative exponential distribution are equal. So the merge cost Cdiff can be rewritten
as:

Cdiff = nA lnσA + nB ln σB − (nA + nB) lnσ0 (5)

Due to the property µ = σ, use (µ + σ)/2 to replace σ:

Cdiff = nA ln(σA + µA) + nB ln(σB + µB)− (nA + nB) ln(σ0 + µ0) (6)

When merging between single pixels, σ equals to 0, Equation (6) avoids two problems: 1) the
cost function may get a singular value in merging single pixels. 2) standard deviation has poor
ability to describe the heterogeneity between regions.

Furthermore, according to the Mumford-shah function, which is a frame of image segmentation,
the boundary of region is important in describing the heterogeneity between regions. Several seg-
mentation algorithms are compared in article [8] using SAR data. We can find that the algorithms
based on Mumford-shah function are better than the algorithm only based on the region statistics.
We rewrite the Equation (6) according to Mumford-shah function,

Cdiff = [nA ln(σA + µA) + nB ln(σB + µB)− nA + nB ln(σ0 + µ0)] /l(∂(A,B)) (7)

where l(∂(A, B)) is the length of the common boundary of region A, B.
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(a) (b) (c)

Figure 1: The unreasonable cases of region.

2.2. Shape Term

We hope the region in image segmentation reasonable as far as possible. The main unreasonable
cases are shown in Fig. 1(a) the hollow region shape, (b) the region has a hole, (c) the region has
sawtooth.

Two parameters called compactness and smoothness, are used to control the shape of the region.
The compactness is defined as the ratio of the region length and the square root of the region size.
It is used to reduce the cases (a) and (b). When cases (a) and (b) appear, the cost function will
reach high value. The smoothness is defined as the ratio of the region length and the edge length
of the bounding box. It is used to reduce the case (c). In case (c), the region length is longer than
the edge length of the bounding box, and it will result in a higher value in smoothness parameter,
as well as the cost function.

compact =
l√
n

smooth =
l

b

(8)

where l is the region length, b is edge length of the bounding box, n is the region size (that is the
number of pixels in the region).

2.3. Local mutual best fitting

Local mutual best fitting is a bottom-up strategy. The processing can be expressed as follows:

(1) The segmentation starts from the single pixel, the single pixel is viewed as object.
(2) For each object A in the current image, find the best fitting neighbor of A. Assuming that

object B is the best fitting neighbor of A.
(3) Investigated the best fitting neighbor C of object B, if C and A are not the same, then choose

the object B as the current object, go back to step (2).
(4) If C and A are the same, merge the object A and object B. If the object D and object E are

the best fitting neighbor of each other, than merge the object D and object E.
(5) Traverse the whole image each iteration.
(6) Repeat these steps until there are no objects need to merge in the image. A limit can be used

to control the merging between objects.

3. EXPERIMENT AND ANALYSIS

The experiment is carried out with the artificially and real SAR images. We want to validate that
the method can segment meaningful parcel with reasonable boundary. Fig. 2 shows the artificially
image contaminated by speckle noise of one look Gamma distribution and the edge map of the
segmentation result. One can observe that the algorithm success to detect all the regions in the
scene. And the edges of the regions are close to ideal edges.

In the real SAR image, a compare with Level Set, which is famous for keeping reasonable border
in SAR image segmentation, is proposed in the first experiment. The test data is acquired by
ERS-1, the size of the image is 250× 250 pixels and the scene is farmland. The result is shown in
Fig. 3. It’s shown that, the proposed method can overcome the interference of speckle noise and
get meaningful parcel with reasonable border.
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(a) (b) (c)

Figure 2: (a) Artificially image. (b) Artificially image corrupted by multiplicative noise. (c) The segmenta-
tion result.

(a) (b) (c)

Figure 3: (a) Original image. (b) Proposed method. (c) Level set.

4. CONCLUSION

The paper adopts the graph based segmentation algorithm and proposes the heterogeneity measure
of SAR image segmentation. The Mumford-shah theory is adopted to complete the description of
homogeneity measurement. The local mutual best fitting is employed in the algorithm, which has
lower algorithm complexity. The proposed method is robust in SAR image segmentation. The
comparison of the method and Level Set validates that segmentation method can overcome the
speckle noise and better in keep the structure of the parcel.
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New SAW Odor and Gas Sensor for Sensor Network Installed in
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Mitsutaka Hikita and Jun Hosaka
Faculty of Global Engineering, Kogakuin University, Shinjuku-ku, Tokyo 163-8677, Japan

Abstract— Sensor network has been proposed with the development of mobile communications
system such as cellular phone and wireless LAN. To detect CO, environmental gas and hydrogen
leakage from future fuel-cell cars, we published the novel SAW sensor with self-temperature-
compensated characteristics on the assumption of garage use at −40 to 80◦C. However, the
sensor network which operates under extreme low-power consumption requires small losses for
delay-line-type sensors. We have developed a new low-loss sensor consisting of lattice-circuit type
delay lines which have large spaces between IDTs and reflectors, where reactive films are formed.

1. INTRODUCTION

Mobile communications by means of the cellular-phone system have spread all over the world from
the last half of the twentieth century to today. Recently, a sensor network has been investigated to
control the environments at homes, offices and public places such as hospitals. In this system, small
radio communications network is installed in a certain area to connect many distributed sensors by
similar technology to that used in cellular-phone system. The sensor network is considered as the
new concept which will have a big impact on our lives and will grow to a giant industry like the
cellular-phone system. It will also contribute to future ecology, i.e., energy saving and environment
preservation.

Recently HEMS (Home Energy Management Systems) have also been proposed to connect
homes and offices seamlessly to the smart-grid systems. In these systems, the smart house will
be achieved by the combination between energy-management devices, i.e., smart meters, and the
sensor network. As shown in Fig. 1, many sensor nodes with various sensors including the smart
meters will be installed within homes, offices and public places. These nodes can communicate one
another via small radio network. Sensed signals from all nodes are gathered to a center node. The
center node supervises all sensor nodes, processes collected data and sends control signals to other
installations and devices.

In this paper, we propose a sensor-node structure which includes a novel SAW gas sensor taking
hydrogen-gas leakage from future fuel-cell cars and odors from patients or in sickrooms as examples.
SAW gas sensors are already under commerce. The zNose’s provided by EST Corp. are the most
successful SAW gas sensors, i.e., GC (gas chromatography) [1]. The odor sensors were also published
by E. J. Staple et al. using the same technology [2]. However, use in a garage as sensor nodes must
warrant large temperature range at −40 to 80◦C, which requires the self-temperature-compensation
characteristics as an essential feature. Moreover, the sensor nodes must operate more than couples
of years under a single battery, which requires very low-power consumption and very low-loss
characteristics for SAW sensors.

In general, the long propagation length is necessary to delay-line type SAW sensors because gas-
particle density is measured by the phase shift between the signal to input IDT and that from output
IDT. To increase the propagation length, ball SAW sensors use lap-type propagation paths along

ZigBee

Center node / Smart meter

Patient

Sensor nodes

(Odd sensor) 

Hydrogen

gas sensor

Sensor

network

Figure 1: Sensor network involved in smart house. Sensors for hydrogen gas leakage from future fuel-cell
cars and odor sensors for care environments, etc. are installed.
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the equator of the quartz ball [3]. We investigated a new lattice-circuit type delay line consisting
of SAW resonators. These resonators have large spaces between IDTs and reflectors to provide the
long propagation length keeping the low-loss characteristics. We have also proposed a new sensor
structure which uses three lattice-circuit delay lines. It has not only low-loss characteristics but
also the self-temperature-compensation characteristics same as the previous one [4, 5]. Explanation
about characteristics of the previous one, a new sensor configuration, a principle of the lattice-
circuit type delay line with large-spaced SAW resonators, and simulation and experimental results
will be presented in this paper.

2. CHARACTERISTICS OF TRANSVERSAL DELAY-LINE TYPE SENSOR

The previous sensor is shown in Fig. 2(a). Between input and output IDTs thin film reactive to
specific gas/odor particles, e.g., palladium (Pd) thin film for the hydrogen gas, is formed. Small
mass loading produced by sensing particles results in phase shift of the received SAW. The delay-
line length for D-1 is L, while other lengths for D-2 and D-3 are L+λo/8 and L−λo/8, respectively.
The D-1 is used as sensing delay lines. The D-2 and D-3 are isolated from air and provide standard
phases determined by SAW propagation lengths between IDTs.

When the 1st-fundamental signal is supplied to all input IDTs, phase relations of three output
signals from (1) to (3) shown in Fig. 2(b) are achieved. The (2) is assumed on X axis with
0 phase, then the (3) is located on Y axis due to λo/4-propagation path difference. With no
particle concentration the sensor output (1) is in-between. With increase of the concentration (1)
only rotates in the constellation. With rise in temperature, all output (1), (2) and (3) rotate
simultaneously in the constellation. The values of (1) projected to the rotated (2) and (3) axes
can provide effects of concentrated particles without influence of temperature. Thus the self-
temperature-compensated characteristics can be achieved, which is vitally important for sensor-
network due to the requirement of extremely-wide temperature range from −40 to 80◦C especially
in a garage use. Almost same relation can be achieved at the 3rd-harmonic frequency as shown in
Fig. 2(c).

Experimental results for temperature characteristics of phases of (1), (2), and (3) are shown in
Figs. 2(d) and (e) for 1st-fundamental and 3rd-harmonic frequencies, respectively. Phase differences
between (2) and (3) are exactly 90◦. The phase shifts due to temperature changes are also same
for all outputs, which can provide correct phase shift only due to the sensing-gas/odor effects at
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Figure 2: SAW sensor with self-temperature-compensation characteristic; (a) Basic configuration; (b) and
(c) Phase constellations for 1st-fundamental and 3rd-harmonic signals respectively; (d) and (e) Temperature
characteristics for 1st-fundamental and 3rd-harmonic signals respectively.
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both frequencies.

3. NEW LOW-LOSS SAW SENSOR

3.1. Structure of Lattice-circuit Type Delay Line Sensor

One of the most promising radio communications media for the sensor network is 0.9–2.4-GHz
ZigBee shown in Fig. 1, which has been regulated by IEEE802.15.4 [6]. As a block diagram is shown
in Fig. 3, the ZigBee-based sensor node consists of 0.9–2.4-GHz VCO (Voltage-Controlled Oscillator)
locked to TCXO (Temperature-Compensated Xtal Oscillator) and other circuit components. For
the low-loss sensor, the sensing signal is also generated from 0.9–2.4-GHz VCO as shown in Fig. 3,
which is the same procedure as used in the previous one. Only 1st-fundamental frequency signal is
supplied to the sensor. It can be obtained from 0.9–2.4-GHz signal divided by N . Mixers are also
used to obtain the projected components of the output (1) to the output (2) and (3), respectively.

Extreme low-loss performances are required for devices used in sensor nodes because the sensor
nodes must operate for couples of years with a single battery. We have investigated a lattice-circuit
type SAW delay line, which can also provide the self-temperature-compensation characteristics as
well as low insertion losses. As shown in Fig. 4, the sensor consists of three kinds of lattice-circuit
type delay lines, of which two delay lines, LC-2 and LC-3, are used to provide standard phases [7].
The LC-1 in Fig. 4 is used as a sensor delay line. Each lattice-circuit delay line has circuit elements
of Z1 and Z2, or Z1′ and Z2′, or Z1′′ and Z2′′. The suffixes i = 1 and 2 mean impedance of SAW
resonators with difference of ±λo/4 in propagation lengths between IDTs and reflectors, which is
one of the most essential features required for SAW resonators used in lattice-circuit type delay
lines. The difference between Z1′ and Z1′′, and between Z2′ and Z2′′ is the difference of λo/8
in propagation lengths between IDTs and reflectors. Z1′ and Z2′, and Z1′′ and Z2′′ are used to
construct lattice-circuit type delay lines which provide standard phases. The λo/8 difference in
the propagation lengths between IDTs and reflectors corresponds to phase difference of 90◦ for the
propagating SAW. Because SAW propagates twice along the paths between IDTs and reflectors,
i.e., one is forward propagation to reflectors from IDTs and the other is backward propagation from
the reflectors to IDTs.

The Z1 and Z2 construct a sensor delay line, of which phase shifts correspond to the concen-
tration of sensing gas particles. Same procedures used in the previously transversal one can be
applied to measure the phase shift. The projected values of (1) to (2) and (3) respectively provide
the temperature-compensated phase components of (1). Balance output can be obtained from the
delay lines. Double-balanced mixers (D. B. Mix.) are practical to obtain the projected phase com-
ponents as shown in Fig. 4. The mixing procedures with balanced input and output can provide
noise-reduction characteristics, which is very effective especially in case of these sensors using very
subtle changes in output signals.

3.2. Principle of Lattice-circuit with Large-spaced SAW Resonators

When balanced signals with opposite signs, ±Vi/2, are supplied to input terminals, balanced signals,
±Vo/2, are obtained at output terminals as shown in Fig. 5(a). If taking the lattice-circuit type
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delay line LC-1 in Fig. 4 as an example, schematic drawings of SAW resonators with large spaces
between IDTs and reflectors are given in Figs. 5(b) and (c). The spaces, P and P + λo/4 for Z1
and Z2 respectively, are designed to be large to warrant enough interaction areas where specific
gas particles concentrate in the reactive film. SAWs launched in both directions are reflected from
the grating reflectors at both sides and enter the IDTs again. Thus small energy leakage from
the resonators can be achieved within the reflection bandwidth of reflectors. The lattice-circuit
type delay line shown in Fig. 5(a) with SAW resonators shown in Figs. 5(b) and (c) as lattice-arm
elements can provide a pass band as wide as reflection bandwidth of reflectors regardless of many
resonant frequencies within the band. Operation principle of the delay line is explained blow.

If we treat the SAW resonator as a serial circuit-arm element, there are two kinds of currents
which flow along two different paths from one terminal to the other. One is the current passing
through capacitance between fingers of IDT as shown in Fig. 6(a). The other is the current which
is converted to SAW once. The SAW is reflected from reflectors and reconverted to current again in
IDT as shown in Fig. 7(a). Therefore, the former is direct coupling via capacitance and the latter
is indirect coupling via SAW.

In the case of direct coupling, Z1 and Z2 can be expressed by simple capacitors shown in
Fig. 6(b). When balanced signals with opposite signs, ±Vi/2, are supplied to input terminals, they
pass through the capacitors and come out at each output terminal as shown in Fig. 6(b). However,
they have equal amplitude but opposite signs, i.e., + and − respectively, which results in naught
outputs.

In the case of Fig. 7(a)’s indirect coupling via SAW, the current is converted to SAW, while the
SAW is reflected from the reflectors to enter IDT again. However, Z1 and Z2 have spaces between
IDTs and reflectors of which length difference is λo/4. Due to this difference, phase difference of π
occurs between reflected SAWs of Z1 and Z2. So, when balanced signals with opposite signs, ±Vi/2,
are supplied to input terminals, they come out at each output terminal with equal amplitude and
same sign as shown in Fig. 7(b). Thus the balanced output signal can be obtained between output
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Figure 8: Simulation results for lattice-circuit type delay line; (a) Amplitude characteristics; (b) Phase
characteristics; (c) Group delay characteristics.
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Figure 9: Experimental results for lattice-circuit type delay line; (a) Amplitude characteristics; (b) Phase
characteristics; (c) Group delay characteristics.

terminals.

4. DESIGN AND EXPERIMENTAL RESULTS

We designed the lattice-circuit type delay line LC-1 shown in Fig. 4 as a typical example. The spaces
between IDTs and reflectors, P and P + λo/4, are 50λo and 50.25λo for Z1 and Z2 respectively. A
128◦ Y -X LiNbO3 was assumed as the substrate. Simulated amplitude characteristics are shown
in Fig. 8(a). Frequency responses of almost same as reflection responses of the reflector can be
achieved. Phase characteristics of the delay line are shown in Fig. 8(b). Group delay characteristics
are shown in Fig. 8(c).

To verify our proposal, we carried out experiments based on the designed results. A 128◦ Y -
X LiNbO3 substrate was used. Experimental amplitude characteristics are shown in Fig. 9(a).
Low-loss characteristics of about 4 dB were achieved. Good agreement between simulation and
experimental frequency responses is attained, which is also similar to reflection responses of the
reflector. Phase characteristics of the experimental delay line are shown in Fig. 9(b). Group delay
characteristics of the experimental delay line are shown in Fig. 9(c). About 1-µs delay time was
achieved, which corresponds to the propagation length of about 160λo. This value is larger than
twice the length of P = 50λo due to SAW penetration effect into IDTs and reflectors.

5. CONCLUSIONS

A new gas sensor configuration with self-temperature-compensation characteristics and wide-dynamic
sensing range was illustrated. To overcome the biggest problem, i.e., large insertion losses for use
in sensor network, we have invented a new sensor structure with low-loss delay lines, which also
has self-temperature-compensation characteristics. The lattice circuit constructed with SAW res-
onators was used for the low-loss delay lines. Each resonator has large spaces between IDTs and
reflectors to provide enough interaction areas to detect gases. Basic explanation about the lat-
tice circuit, results of simulation design for lattice-circuit type delay line and experimental results
were presented. These results showed the compatibility between self-temperature-compensation
and low-loss characteristics.
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Abstract— Using the eddy current testing (ECT) system with AMR sensor developed by us,
we tested a liquid rocket combustion chamber specimen. The signals produced by the cooling
grooves reduced the signal-to-noise ratio and limited the smallest defect that can be detected.
We developed an FFT (Fast Fourier Transform) method to reduce the influence of the coolant
channel signals. We first made the FFT for the scanning result; and set the values of some
frequencies and their harmonics to Zero (The frequencies are determined by the periodic cooling
grooves signals); then made the inverse FFT (IFFT) of the spectrum. The results proved that this
method was effective to reduce the influence of the cooling groove signals and the signal-to-noise
ratio was improved.

1. INTRODUCTION

We have a research project to develop a high sensitive ECT (eddy current testing) system and use
it to detect the small cracks in the copper alloy wall of combustion chamber of liquid rocket A high
sensitive AMR (anisotropic magneto resistive) sensor was developed and used ECT system [1]. With
the AMR-based ECT system, we successfully detected the artificial defects in aluminum plate [2]
copper alloy plate [3, 4], and copper alloy chamber type specimen [5] in which grooves and artificial
defects were made to simulate the wall of the combustion chamber of liquid fuel rocket. The signals
produced by the grooves reduced the signal-to-noise ratio and limited the smallest defect that can
be detected. It is necessary to reduce it.

2. AMR-BASED ECT SYSTEM AND CHAMBER TYPE SPECIMEN

Figure 1 shows the schematic block diagram of dual frequency ECT system with AMR sensor [5].
AMR sensor of HMC1001 was used [6]. The coil was used to produce the AC magnetic field. Two
lock-in amplifiers and two frequencies were used in this ECT system. For high frequency f2, the
penetration depth is small, surface condition and lift off have big influence to the output of V2.
For low frequency f1, the penetration depth is big. Both the inside and surface properties of the
material can be detected. By subtracting the output of V1 and V2, the lift off related noise can be
successfully reduced.

A chamber type specimen made of copper alloy was fabricated to simulate the combustion
chamber of liquid rocket. Figure 2 shows it. Grooves were made on it to simulate the cooling
grooves of the combustion chamber. From the bottom of the grooves, the wall thickness was about
1mm. 12 artificial slits with different length and depth were made under the bottom of some grooves
to simulate the defects. The width of the slits was about 0.2 mm. The lengths were 2 mm, 5mm,

AMR

Specimen

Excitation coil

AMR driving

circuit Lock-in AMP

Lock-in AMP

f1 f2

V1

V2

Figure 1: Schematic block diagram of
ECT system with AMR sensor.
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φ146mm
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Figure 2: Chamber type specimen to simulate the combustion
chamber of liquid rocket.
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Figure 3: Scanning results for the slits with the left thickness of 0.4mm and 0.6 mm.
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Figure 4: (a) ECT signals produced by the defects and the grooves. (b) ECT signals after FFT and inverse
FFT. The groove signals were reduced and the signal-to-noise ratio was improved.

and 10 mm; and the left thickness of the wall at the positions of the slits were 0 mm (through),
0.2mm, 0.4mm, and 0.6 mm.

Figure 3 shows the scanning results for the slits with the left thickness of 0.4 mm and 0.6 mm.
For the high excitation frequency of 20 kHz, due to the small penetration depth, no slit signals
could be observed. For the low excitation frequency of 2 kHz, both the slit defect signals and the
lift off related signals were observed. After the subtraction of the outputs of low frequency and
high frequency, the line became flat. This proved that the dual frequency method was effective
to reduce the influence of the variance of lift off. But the groove signals existed after subtraction,
which reduced the signal-to-noise ratio and limited the smallest defect that can be detected.

3. FFT METHOD TO REDUCE THE GROOVE SIGNALS

We developed an FFT (Fast Fourier Transform) method to reduce the influence of the groove
signals. The cooling grooves were periodic in space, so the signals produced by the grooves were
also periodic signals. For the combustion chamber specimen, the periods of the grooves were about
4 degree, and the corresponding space frequency was about 0.25/degree.

We first made the FFT for the scanning result; and set the values of FFT spectrum to Zero at
the special frequencies of 0.23/degree ∼ 0.27/degree, 0.46/degree ∼ 0.54/degree, and 0.69/degree
∼ 0.81/degree; then made the inverse FFT (IFFT) of the spectrum. Figure 4(a) shows the ECT
signals produced by the defects and the grooves. Figure 4(b) shows the results after FFT and
IFFT. We can see that the groove signals were reduced and the signal-to-noise ratio was improved.

4. SUMMARY

Using FFT and inverse FFT method, the influence of the groove signals was reduced and the
signal-to-noise ratio was improved. We will use this technology to small defect with size smaller
than 1 mm.
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Abstract— Radiowave propagating through a rain zone, will be scattered, depolarized, ab-
sorbed and delayed in time. All these effects of rain on the wave propagation are related to the
frequency at which the signal is transmitted and polarization of the wave as well as to the rain
rate, which influences the form and size distribution of the raindrop. The average power received
by the bistatic radar is proportional to the product of reflectivity and attenuation. These can
be measured in practice but sometime there is need to determine them separately. In order to
determine radar reflectivity, backscattering coefficient needs to be estimated. This study makes
predictions about backscattering coefficient caused by hydro meters along terrestrial radio links,
operated at wide bandwidth of 10–140 GHz frequencies. The scattering properties of the spherical
raindrop are calculated for different sizes of raindrops. From the scattering properties, the back
cross-sections for the spherical raindrops are determined for different frequencies. These are inte-
grated over different established raindrop-size distribution models to formulate radar reflectivity
and fitted to generate power-law models.

1. INTRODUCTION

Terrestrial links operating at frequencies higher than 10 GHz suffers degradation due to rain. Rain
attenuation modeling on earth-space path has been conducted by many researchers and number of
rain attenuation prediction models has been developed. Currently, ITU-R models are recommended
models used to predict rain attenuation since, on average, they are simplified and have better
accuracy [1]. However, to predict the signal degradation that will result from a rain event, the
knowledge of the scattering cross section as well as the extinction properties are of importance [2].
An umber of different techniques have been employed in seeking solutions to this problem. Spherical
drops have been analysed by the use of the Mie Theory but other shapes may require a more complex
analysis [2]. Among the methods which have been used in treating non-spherical raindrops are
perturbation analysis [3–5], point matching techniques [5, 6] and integral equation formulations of
the problem [7].

In this study, results for backscatter cross section and attenuation are calculated with a Mie
scattering code for spherical drops at 19, 60 and 140 GHz. Result from the scattering algorithm is
applied to the drop size distribution measured by Afullo in Durabn, South Africa [8], thereafter,
the relationship between rainfall and radar reflectivity is derived.

2. RADAR REFLECTIVITY

2.1. Raindrop Distribution

The lognormal raindrop size distribution is expressed as:

N (Di) =
Nt

σ
√

2π
exp

− (ln (Di)− µi)
2

2σ2
i

(1)

where Nt is the scattering point diameter density. The independent input, Di the mean diameter
of the scattering point which can be obtained directly from measurement. The input parameters
Nt, µ, and σ are obtained by regression fitting proceduresto yield:

NT = aoR
bo

µln = Aµ + Bµ lnR,

σ2
ln = Aσ + Bσ ln R,

(2)
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where ao, bo, Aµ, Bµ, Aσ, and Bσ, all represent the regression coefficients of input parameters
corresponding to the lognormal distribution, using the MoM. They were presented as [8];

NT = 544.4R0.1145

µln = −0.6369 + 0.298 lnR,

σ2
ln = 0.2887− 0.041 lnR,

(3)

2.2. Reflectivity
Mie scattering is applied in this approach to determine the radar reflectivity. The backscattering
coefficient Qb is integrated over the drop size distribution N(D) as suggested in [8], which leads to
the radar reflectivity given by [9, 10]:

η =

Nmax∫

0

Qb(D)N(D)dD (mm2mm−3) (4)

The backscattering coefficient computations are performed under Mie theory. Fig. 1 shows the
backscattering coefficient of spherical raindrops as function of raindrop diameter and signal inci-
dences for 19.5, 60 and 140 GHz frequencies.

The exponential characteristic of the Qb is observed for the entire raindrop range and the
characteristic oscillations of resonance backscattering are also observe at for D > 0.6 mm at 140 GHz
and D > 1.5mm at 60 GHz.

The reflectivity in Equation (4) is calculated using Durban lognormal distribution and Mie
theory as shows in Figs. 2–3 and compared with MP, JD, JT and LP drop size distributions. The
results show that MP, JD, JT and LP drop size distributions underestimated the reflectivity at the
frequencies below 15 GHz and overestimated the values of reflectivity at frequencies above 15 GHz.

Figure 4 shows reflectivity as a function of rainfall rate obtained using the lognormal drop size
distribution (DSD) for 19, 60 and 140GHz frequencies. The reflectivity at 19.5 GHz is greater
than at 60 and 140 GHz for the entire rainfall rate range. This can be explained by observing the
reflectivity as a function of frequencies (Fig. 2). For lognormal Durban distribution, after attaining
a pick about 10GHz, the reflectivity is decreasing while the frequency is increasing. As results, η
at 19.5 GHz is greater than η at 60 and 140 GHz. It is can also be explain from Fig. 1. For the
raindrop bigger that 1.5 mm Qb at 60 GHz is greater than Qb at 140GHz, also, at D > 3mm, Qb at
19.5GHz is greater than Qb at 140GHz. These observations mean that there are more contributions
for radar reflectivity of bigger raindrops at lower frequencies.

2.3. Power Law Model
In order to estimate radar reflectivity (η), we employ an empirical scaling relationship expressed
as:

η = αRβ (5)

where α and β are coefficients to bedetermined and R is the rainrate.
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Figure 2: Reflectivity at rain rate 5 mm/h.

Figure 3: Reflectivity at rain rate 120 mm/h.
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Figure 4: Radar reflectivity as a function of rainfall rate using the Durban lognormal drop size distribution.

Table 1: Power law relaship between radar reflectivity and rainrate obtained using Durban lognornal raindrop
distribution for spherical model.

F (GHz) α β R2

19.5GHz 33.802 0.5677 0.981
60GHz 16.721 0.5624 0.9988
120GHz 8.269 0.5624 0.999

The obtained results of the parameters α and β are shown in Table 1. It has been observed that
the fitted model has a high coefficient of goodness (R2) indicating a good fit to proposed model.
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3. CONCLUSION

In this study, radar reflectivity is calculated using Durban lognormal distribution and Mie theory
and compared with MP, JD, JT and LP drop size distributions. The results show that MP, JD,
JT and LP drop size distributions underestimated the reflectivity at the frequencies below 15 GHz
and overestimated the values of reflectivity at frequencies above 25 GHz. It was also observed
that the reflectivity at 19.5GHz is greater than at 60 and 140 GHz for the entire rainrate range.
This can be explained by observing the reflectivity as a function of frequencies. For lognormal
Durban distribution, after attaining a pick about 10GHz, the reflectivity is decreasing while the
frequency is increasing. As results, η at 19.5 GHz is greater than η at 60 and 140 GHz. Finally, the
empirical scaling relationship has be employed for practical engineering application to estimate the
parameters in order to predict radar reflectivity.
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Abstract— The increasing interest in the time domain (TD) analysis of ultra wideband or
short pulse target identification and remote sensing applications has resulted in the development
of new TD techniques to analyze the antenna radiation, which provides more physically appealing
interpretation of wave phenomena. Most recently the applications have been extended to treat
the problems arising in the near zone of electrically large antennas such as the vital life-detection
systems and noncontact microwave detection systems, where the objects under detection may
locate in the near zone of antenna. The potential applications of near-field antennas continue
to grow dramatically and desire more exploration in the near future. A TD analytic solution
to predict the transient radiation from a phased periodic array of elemental antennas is thus
developed. This paper presents an analytical transient analysis of electromagnetic field radiation
from a phased and finite periodic array of antennas for the near- and far-field focused applications.

1. INTRODUCTION

A TD analytic solution to predict the transient radiation from a phased periodic array of elemental
antennas is thus developed. In this analysis, the array excitation phases were impressed to radiate
electromagnetic (EM) fields focused in the near zone of array aperture [1–3]. Potential and practical
antenna designs in the frequency domain (FD) have been investigated and found with feasible
implementation strategies for the phased array antennas. The TD phenomena are investigated in
this paper. The developed TD analytical solution is a response to the elemental antennas with a
transient impulse input on its current moment. The response to a realistic astigmatic finite-energy
pulse can be obtained by applying the ordinary convolution theorem to obtain the early-time
transient radiation fields generated by the same antennas.

Due to the sophisticated complexity in the analytical analysis in TD, most of past TD EM analy-
sis tends to employ TD numerical techniques, such as finite difference time domain (FDTD) and TD
integral approaches, which provided exact solutions, but suffered from computational inefficiency to
treat the radiations problems of electrically large antennas. Thus, it remains attractive to develop
quasi-analytical TD solutions with simple and closed forms, which have the advantage of providing
physical interpretations of wave behaviors. Examples include the developments of TD uniform geo-
metrical theory of diffraction (TD-UTD), physical theory of diffraction (TD-PTD), physical optics
(TD-PO) and TD aperture integration (TD-AI) techniques that were obtained by using either a
direct inverse Laplace transform or an analytical time transform (ATT) of the corresponding FD
formulations. These solutions are limited to the transient analysis of antenna radiation with scat-
tering mechanisms such as the reflector antennas, and are not applicable to the current situation
of direct antenna radiation from a phased array.

The past works most related to the current one are these in [4, 5] where the TD radiations of
two-dimensional infinite or semi-infinite array of dipoles were analyzed. Sequentially linear phase
impressions were assumed to produce far-field focused radiation of angularly offset beams. The TD
phenomena of Floquet modes in the quantity of field potentials with a transient impulse excitation
in the current moments were examined. The current work can be viewed as a generalization as it
provides more complete and comprehensive analysis, and will reduce to previous solutions in [4, 5]
when the focal point is moved into the far zone of array. In this generalized analysis, one first
considers a two dimensional finite array of current moments with phases impressed to radiate
fields focused in the near zone of array aperture, where the focal field point can be arbitrarily
selected. Thus the presented analysis is valid for both near- and far-field focus applications. Also
the assumption of near-field focusing for the array excitation exhibits many unique wave phenomena
that were not revealed in the previous works [4, 5] since they appear to focus the array with a
linear phase impression. These phenomena are very important for its application in the near-field
communications.
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2. FORMULATIONS OF THE TRANSIENT IMPULSE RESPONSE FOR A PLANAR
AND RECTANGULAR ANTENNA ARRAY

2.1. Transient Phenomena of an Unit Current Moment

A planar, rectangular array of (2Nx+1)×(2Ny +1) elements of magnetic current moment, dp̄(r̄′, t),
with periods, dx and dy, in the x- and y-axes, respectively, is illustrated in Figure 1. This current
moment has a transient behavior by

dp̄
(
r̄′, t

)
= dP̄

(
r̄′

) · δ (
t− t′

)
(1)

where δ(·) is the Dirac delta function. The nmth element of the array is located at r̄′nm =
(ndx,mdy, 0)(−Nx ≤ n ≤ Nx, −Ny ≤ m ≤ Ny). The radiation exhibits a transient behavior
of impulse in TD by

dF̄nm(r̄, t) =
1
4π

dP̄ (r̄′)
δ(t− rnm

c )
rnm

, (2)

where r̄nm = r̄ − r̄′nm with r̄ = (x, y, z) being the observer.

2.2. Transient Phenomena of an Array of Phased Unit Current Moments

The net potential of a NFA is given by

dF̄ (r̄, s) =
Ny∑

m=−Ny

Nx∑

n=−Nx

A(n,m)
1

ro,nm
e

s

c
φ(n,m)dF̄nm(r̄, s), (3)

where r̄o,nm = (xo − ndx, yo − mdy, zo) and φ(n,m) = ro,nm − ro with r̄o being the focus point.
In (3), A(n,m) is an amplitude taper to reduce the diffraction effects of a finite array. In TD, (3)
becomes

dF̄ (r̄, t) =
1
4π




Ny∑

m=−Ny

Nx∑

n=−Nx

A(n,m) ·
δ
(
t− rnm−φ(n,m)

c

)

ro,nmrnm


 dP̄ (r̄′). (4)

Equation (4) can be expressed in terms of Floquet modes by using the Poisson sum formula, and
becomes

dF̄ (r, t) =
1
4

4∑

`=1

C̄`(r̄, t) +
1
2

4∑

α=1

Ḡα(r̄, t) +
∞∑

q=−∞

∞∑
p=−∞

F̄w
pq(r̄, t), (5)

where each term is associated corner effects, edge effects and Floquet mode effects as illustrated in
Figure 2. It is noted that each terms in (5) have been evaluated in a closed-form formulation, and
will be presented in the conference.

Figure 1: A two dimensional periodic array of cur-
rent moments induced on the array antenna ele-
ments to radiate near-zone focused field at r̄o.
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Figure 2: Illustration of edge column/row and corner
elements used to compute C̄`(r̄, t) and Ḡα(r̄, t).
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3. RADIATION CHARACTERISTICS

3.1. An Integration Contour and Its Characteristics

An equal time delay contour exists on the array aperture, which contributes to the radiation field at
time, t as illustrated in Figure 3(a). This contour is either a hyperbolic or elliptical curve depending
o the observation time and location. It is found that this contour, Ct(t), is the intersection of a
hyperbolic surface and z = 0 plane as illustrated in Figure 3(b) as an example, where the two focused
points of the hyperbolic surface are located at F1 = (x, y, z) and F2 = (x0, y0, z0), respectively. Thus
the hyperbolic surface is formed by the two focuses at the focus and observer, which results in equal
time delays. Detailed discussion of the integration contour will be presented in the conference.

3.2. Solution of F̄ w
pq(r̄, t)

The solution of F̄w
pq(r̄, t) can be formulated according to the integration contour. For an example

of an elliptical contour, it can be expressed

F̄w
pq(r̄, t) = − [U(t− t1)− U(t− t2)] cABLt

2dxdy(2Nx + 1)(2Ny + 1)
dP̄ (r̄′)e−j(pde1,d+qde2,d)J̃0(ξ) (6)

where U(·) is a step function, A and B are related to the radii of the elliptical contour with
(e1,d, e2,d) being the location of center. In (6), Lt = ct −

√
x2

0 + y2
0 + z2

0 , (pd, qd) is related to the
mode, and J̃0(ξ) is referred as the incomplete Bessel function. This formulation is presented here
because it reduces to the case in the far-field focusing antenna array because the incomplete Bessel
function will reduce to the ordinary Bessel Function as pointed. The formulations for the cases of
linear and hyperbolic contours will be presented in the conference.

x̂

ŷ

a
S

1
( )

t
C t

2
( )

t
C t

(a) Integration Contour (b) A hyperbolic surface (c) Change of integration contour

Figure 3: The variation of integration contour for phased array aperture, which is formed by the intersection
between the aperture and a hyperbolic surface.

(a) (p,q)=(0,0) (b) (p,q)=(1,0) (c) (p,q)=(2,2)

Figure 4: Transient responses of various Floquet modes for an infinite and a finite array of current sources
with impulse excitations. The periods are 0.1m in both x- and y-dimensions. The focus and observation
points are at (0, 0, 50m) and (0, 0, 1m), respectively.
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4. NUMERICAL EXAMPLES

The array of antennas has a period of 0.1m in both x- and y-dimensions. The focus point is at
(xo, yo, zo) = (0, 0, 50m), which is relatively far away from the array aperture. The observation
point is at (0, 0, 1m), and is in the near zone. In this examination, one considers the behaviors
of F̄pq(r̄, t), which represents the dominating contributions in the array radiation for the impulse
current distributions for every element.

One first considers the case of an infinite array, and examines the fundamental (p, q) = (0, 0),
(1, 0) and (2, 2) modes, whose results are shown in Figures 4(a)–(c).

5. CONCLUSIONS

This paper presents an analytical transient analysis of electromagnetic field radiation from a phased
and finite periodic array of antennas for the near- and far-field focused applications. The elemental
current moments of array are assumed with a transient impulse input for the excitations whose
phases are impressed to radiate near-zone focused fields. The transient field phenomena for each
of the Floquet mode expansion were analyzed. The solution reduces to the case of far-zone field
radiation by moving the focus point to the far zone. The analysis shows that the radiation exhibits
an impulse field at the focused point, and finite pulses at locations away from the focus point.
Phenomena of partial cylindrical wave functions have been observed.
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Abstract— Electromagnetic (EM) radiation by elastic media includes a multiplephysics process
because the EM and mechanic processes exist simultaneously and are coupled together. To exactly
describe the involved process, the coupled Maxwell’s equations and elastic wave equations should
be solved. Traditionally, these equations are in the original partial differential equation (PDE)
form and they can only be solved with differential equation solvers in addition to analytical
approaches for some simple problems. In this work, we develop an integral equation approach
for the multiphysics process based on the Huygens’ equivalence principle and extinction theorem
and the resulting integral equations are solved using Nyström method. A numerical example for
EM radiation from an elastic cube is presented to demonstrate the approach.

1. INTRODUCTION

Electromagnetic (EM) radiation is caused by electric oscillation in metallic devices like antennas.
The fundamental mechanism of EM radiation is the acceleration or deceleration of free electric
charges (electrons) when they move in metallic materials. Therefore, all devices with the accelera-
tion or deceleration of free electric charges in movement will result in EM radiation through time-
varying currents [1]. EM radiation could also be produced by mechanical approaches through the
mechanical-to-electrical converters, such as piezoelectric or electrokinetic materials [2]. Mechanical
oscillation or vibration in such materials can yield a motion of electric charges with varying velocity
and generate time-varying currents leading to EM radiation. The EM radiation from piezoactive
rocks under the influence of elastic oscillations triggered by shots or mechanical impacts was first
observed and studied by former Soviet scientists in 1950’s and the related techniques were widely
applied to geophysical exploration for many valuable minerals [3]. To systematically study the
EM radiation by mechanical approaches, one can exert controllable mechanical vibration on piezo-
electric objects and measure radiated EM fields. The theoretical analysis and simulation for the
phenomenon have been studied since 1950’s based on coupled electrodynamic and elastodynamic
equations [4]. However, the investigations were only based on the original partial differential equa-
tion (PDE) form of the equations and the solutions for the equations were obtained by PDE solvers
or analytical approaches for some simple structures [5].

In this work, we develop an integral equation approach to study the EM radiation phenomenon
from elastic objects in controllable mechanical vibration. The coupled governing integral equations
are developed from the PDE counterparts by using Huygens’ equivalence principle and extinction
theorem [6]. In the derivation, it is recognized that the current source of EM radiation is generated
by the varying displacement vector through strain tensors in the Maxwell’s equations. By the
developed integral equations, all integral equation solvers, such as method of moments (MoM),
boundary element method (BEM) or Nyström method [7] can be used in the analysis and simulation,
and their advantages can be enjoyed. Since the unknown functions are three-dimensional (3D)
vectors on the object surface in elastic wave integral equations, we find that the Nyström method
is more suitable to solve the coupled integral equations and we present a typical numerical example
for EM radiation by an elastic cube to demonstrate the approach.

2. WAVE EQUATIONS

The EM radiation by elastic media can be described through the governing equations which are
the coupled electrodynamic and elastodynamic equations. In a PDE form, they are [5]

εijkEk,j = −Ḃi, εijkHk,j = Ḋi, Bi,i = 0, Di,i = 0 (1)

which are the Maxwell’s equations and

Tji ,j + ρfi = ρüi (2)
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which is the elastic wave equation equivalent to the following widely-referred equation

(λ + µ)∇∇ · u + µ∇2u + ω2ρu = −f . (3)

Note that one uses x instead of r to denote a position vector in space in elastodynamics so that
indicial notation can be used conveniently (in the indicial notation, x1, x2, and x3 correspond to x, y,
and z, respectively, and the components of a vector or tensor are denoted with indices). In the above,
εijk is the permutation tensor, Bi and Di are the components of the magnetic induction (magnetic
flux density) vector B and electric displacement (electric flux density) vector D, respectively, and
Tij are the components of stress tensor T̄. A dot and two dots over a variable imply the first-order
and second-order derivatives with respect to time, respectively, and a comma followed by an index
denotes the partial differentiation with respect to the coordinate associated with the index. Also,
u is the displacement field vector, f is the applied external force, ρ is the mass density, and λ and µ
are the Lamé constants, respectively. The coupling between the two types of equations is reflected
in the constitutive relations [5]

Tij = cijklSkl − ekijEk (4)
Di = eijkSjk + εijEj (5)

where εij is the permittivity, eijk is the stress constant, and

Sij =
1
2

(uj,i + ui,j) (6)

cijkl = λδij δkl + µ (δjkδil + δilδik ) (7)

are the components of the strain tensor S̄ and the elastic stiffness, respectively. If we consider the
symmetries in the strain and stress tensors which usually hold, and re-order the indices 11, 22, 33,
23 or 32, 31 or 13, and 12 or 21 in ij and kl as 1, 2, 3, 4, 5, and 6 in p and q, respectively, then the
components of those tensors can be re-indexed as

cijkl → cpq, eikl → eip, Tij → Tp (8)
S1 = S11, S2 = S22, S3 = S33, S4 = 2S23, S5 = 2S31, S6 = 2S12. (9)

With the new indices, the above constitutive relations can be written as

Tp =
6∑

q=1

cpqSq −
3∑

q=1

eqpEq, p = 1, . . . , 6 (10)

Dp =
6∑

q=1

epqSq +
3∑

q=1

εpqEq, p = 1, 2, 3. (11)

The above coupled wave equations can be solved by any PDE solvers and may be solved analytically
for certain simple problems.

3. INTEGRAL EQUATION APPROACH

Due to the well-known characteristics of PDE solvers, the integral equation approach is preferred
for solving many wave problems. We can derive the coupled integral equations for the EM radiation
by elastic media so that the merits of integral equation solvers can be enjoyed. To do so, we need
to consider the EM wave part and elastic wave part separately and the corresponding integral
equations can be derived from their PDE counterparts by using the Huygens’ equivalence principle
and extinction theorem [6]. For the EM wave part, we have the following electric field integral
equations (EFIE) for the elastic object which is treated as a dielectric object in electrical property

n̂×
∫

S

[
iωµ1g1 (r, r′)J (r′)− 1

iωε1
∇g1 (r, r′)∇′ · J (r′)−M (r′)×∇g1 (r, r′)

]
dS′

= n̂×Eex
1 (r), r ∈ S (12)

n̂×
∫

S

[
iωµ2g2 (r, r′)J (r′)− 1

iωε2
∇g2 (r, r′)∇′ · J (r′)−M (r′)×∇g2 (r, r′)

]
dS′

= 0, r ∈ S (13)
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Figure 1: Geometry of an elastic object
under a mechanical excitation.
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Figure 2: Radiated electric field by an elastic cube under a me-
chanical excitation. The cube has a side length s = 0.2m, relative
permittivity εr = 2.0, mass density ρ = 0.97, and Lamé constants
λ = 0.51 and µ = 0.23, respectively.

where n̂ is the unit normal vector on the surface of the elastic object S as shown in Figure 1, J(r′)
and M(r′) are the equivalent electric and magnetic current densities on S, g1(r, r′) and g2(r, r′)
are the 3D scalar Green’s function related to the object in Region 1 and surrounding medium in
Region 2, respectively. Also, the indexed ε and µ are the permittivity and permeability in the
corresponding regions and Eex

1 (r) represents the exciting electric field.
For the elastic wave part, the governing integral equations can be written as

1
2
u(r) +

∫

S

[
Q̄T

1 (r, r′) · u(r′)− ḠT
1 (r, r′) · t(r′)

]
dS′ = uex

1 (r), r ∈ S (14)

1
2
u(r) +

∫

S

[
ḠT

2 (r, r′) · t(r′)− Q̄T
2 (r, r′) · u(r′)

]
dS′ = 0, r ∈ S (15)

where Q̄ = n̂′ · ¯̄W(r, r′) while ¯̄W(r, r′) is a third-rank Green’s tensor, and u and t are the total
displacement and traction vectors at the object surface S, which are the unknown vectors to be
solved.

The above integral equations are coupled through the excitation, i.e., the excitation on the right-
hand side of Eq. (12) should be from the contribution of the strain tensor. From the Maxwell’s
equations, we have

εijkHk,j = Ḋi = eijk Ṡjk + εijĖj . (16)
We can treat the first term of the right-hand side of the above equation as an effective current
which produces the exciting electric field Eex

1 (r) in Region 1, i.e.,

Eex
1 (r) =

∫

V1

Ḡ1(r, r′) · Ju
1(r′) dV ′ (17)

where Ju
1(r′) is the effective current in V1 and the superscript u implies that it is related to the

displacement field. From Eq. (11), the effective current has the following three components

Ju
p = −iω

6∑

q=1

epqSq, p = 1, 2, 3 (18)

for time-harmonic fields and Sq is determined by Sij = 1
2(uj,i + ui,j). Using the excitation in

Eq. (17) as the excitation of the right-hand side in Eq. (12), we can solve the equivalent current
densities J(r′) and M(r′) on the surface of the elastic object and then calculate the radiated EM
fields by them in the surrounding medium. However, we have to solve Eqs. (14) and (15) to obtain
the displacement field inside V1 first and then calculate the effective current in V1 through the
strain tensor Sij = 1

2(uj,i + ui,j). Since the unknown vectors in Eqs. (14) and (15) are 3D vectors
on the object surface, the Nyström method is more suitable than the MoM to solve them though
treating the hypersingularity in the EFIE is required [8].
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4. NUMERICAL EXAMPLE

We present one numerical example to illustrate the integral equation approach for analyzing the
EM radiation by elastic objects. The selected elastic object is a cube with a side length s = 0.2m
and relative permittivity εr = 2.0. Its elasticity is characterized with ρ = 0.97, λ = 0.51, µ = 0.23,
and

[epq] =

[ 23.3 −6.5 −6.5 0 0 0
0 0 0 0 0 17.0
0 0 0 0 17.0 0

]
, (19)

respectively. Figure 2 shows the radiated electric field observed along the principal cut (φ = 0◦ and
θ = 0◦–180◦) at the spherical surface with a radius r = 5.0 m (its center is located at the center of
the cube) when the exciting displacement field uex

1 (r) is a plane wave.

5. CONCLUSION

Electromagnetic (EM) radiation by elastic object includes a multiple physics process, namely, the
electrodynamic and elastodynamic processes exist simultaneously and are coupled together. Tra-
ditionally, the process is described with the coupled Maxwell’s equations and elastic wave equation
in their PDE form and only PDE solvers or analytical approach for certain simple cases can be
used in the analysis. In this work, we develop an integral equation approach for governing the
process and the coupled integral equations are derived from their PDE counterparts based on the
Huygens’ equivalence principle and extinction theorem. The coupling between the two kinds of
integral equations is reflected in the effective current source produced from the strain tensor and
the radiated EM fields can be calculated by the equivalent current densities on the object surface
after solving the EFIE with the exciting electric field excited by the effective current source. With
the coupled integral equations, the elegance of integral equation solvers like the Nyström method
can be enjoyed as demonstrated in the numerical example.
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Input Impedance Measurement for Balanced Antenna by
S-parameter Method
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Abstract— In this presentation, the S-parameter method that is a technique for measuring
balanced impedance using a vector network analyzer is examined about the measurement that
combines the SOLT calibration and the compensation by ABCD-matrix, and measurement us-
ing the TRL calibration. A jig for measuring balanced loads is fabricated by the microstrip
line on PCB to improve the fabrication accuracy and reproducibility. When the SOLT cali-
bration is performed, three compensating methods using ABCD-matrix, called open-correction,
short-correction, and open-short-correction are applied to eliminate the influence of the jig. The
wideband input impedance of a dipole antenna, which is one of typical balanced fed antennas,
is measured using our proposed methods, and are compared with a calculated results using the
moment method. The best measured result of the S-parameter method is in good agreement
with calculated result.

1. INTRODUCTION

In recent years, many wireless telecommunication services have spread over the world. It is known
that the characteristics of conventional antennas, such as monopole antennas, change considerably
when the body of the handset is touched by the hand. This is caused by the variation of the current
on the surface of the conducting box used for the handset due to human body influence. To decrease
the influence of the human body, a balanced fed antenna is suggested [1]. The input impedance
of the balanced antenna is measured conventionally by using a balun that forces opposite currents
into each part of the radiation element. Generally, due to the narrow available bandwidth, balun
is not suitable for the measurement of the wideband balanced antenna. Recently, the S-parameter
method is proposed to measure the balanced impedance of the antenna using a jig instead of the
balun, and two ports of a vector network analyzer (VNA) [2, 3]. We had examined the S-parameter
method with calibration cables and a jig fabricated by semi-rigid cable [4].

In this presentation, to improve the measurement precision, a jig fabricated by microstrip line
is examined. The microstrip line fabricated using a milling machine increases machining accuracy
and reproducibility. The measured result of S-parameter method is examined about the SOLT
calibration and the TRL calibration has been performed. In case of the SOLT calibration, accuracy
of measurement can be improved by removing the influence of the jig for the measurement. Three
compensating methods using ABCD-matrix, called open-correction, short-correction, and open-
short-correction are applied to eliminate the influence of the jig for the S-parameter method. The
wideband input impedance of a dipole antenna, which is one of typical balanced fed antennas,
is measured using our proposed methods, and are compared with a calculated results using the
method of moment.

2. S-PARAMETER METHOD

Figure 1 shows the dipole antenna, which is one of the balanced fed antennas. Using the impedance
matrix of the two-port network as shown in Fig. 2, the equation for the dipole antenna is given by

V1 = Z11I1 + Z12I2

V2 = Z21I1 + Z22I2

}
. (1)

Figure 1: Dipole antenna. Figure 2: Two-port network.
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When the dipole antenna is fed by a balanced source, the currents that flow on the two radiation
elements are I = I1 = −I2. Because the differential voltage is Vd = V1 − V2, the input impedance
Zin is expressed as follows using the Z-parameter, in addition, it can be converted into S-parameter
and ABCD-parameter.

Zin = Vd/I = Z11 − Z12 − Z21 + Z22 = 2Z0
(1− S12) (1− S21)− S11S22

(1− S11) (1− S22)− S12S21

=
1
C

(A−D + AD + BC − 1) (2)

3. MEASUREMENT METHOD

Figures 3 and 4 show the geometry of jig for measurement and the fabricated jig. The jig is
composed of two dielectric substrates with dimension of 40× 40× 0.8mm3, the dielectric constant
of 2.15. A microstrip line with the characteristic impedance of 50 Ω is printed on the dielectric
substrate, and a SMA connector is soldered to one end of the microstrip line. Two dielectric
substrates facing the ground each other are fixed with the six screws, as shown in Fig. 4. Then, the
radiation element of the balanced antenna is soldered to the other end of the microstrip line. In
this study, the jigs connected to port 1 and port 2 of VNA are called jig #1 and #2, respectively.

Figure 5 shows the circuit diagram with an antenna connected to the jig for measurement in a
two-port network configuration. The ABCD-matrix K ′ that is between the calibration planes can
be determined by substituting the measured results of the S-parameter using the VNA in Eq. (3).

K’ =

[
(1+S11)(1−S22)+S12S21

2S21

(1+S11)(1+S22)−S12S21

2S21

(1−S11)(1−S22)−S12S21

2S21

(1−S11)(1+S22)+S12S21

2S21

]
(3)

As shown in Fig. 5(a), the characteristic of jigs are included in the ABCD-matrix K ′ when the
SOLT calibration is performed. The ABCD-matrix K of the antenna can be obtained by removing
the ABCD-matrices of jigs KJ1 and KJ2, as given by

K = K−1
J1 K ′K−1

J2 (4)

As shown in Fig. 5(b), the ABCD-matrix of the antenna can be measured directly when the
TRL calibration is performed.

Finally, the input impedance of the balanced antenna can be obtained by substituting the
ABCD-parameter of the antenna for Eq. (2).

Figure 3: Geometry of jig. Figure 4: Fabricated jig.

(a) SOLT calibration (b) TRL calibration

Figure 5: Equivalent circuit diagram of antenna with jig.
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3.1. Open-correction and Short-correction
Open-correction and short-correction are the methods for determining the ABCD-parameter of jig
using the input impedance of the jig terminated in an open circuit and a short circuit, respectively,
and the characteristic impedance of the jig. Thus the jig should be a transmission line. The input
impedance of jig at calibration plane for both cases can be given by

{
ZO = Z0/tanh γl: open-circuit
ZS = Z0 tanh γl: short-circuit (5)

where Z0, γ and l are the characteristic impedance of the transmission line, the propagation constant
and the length. The hyperbolic functions sinh γl and cosh γl can be given by ZO or ZS , and Z0

using cosh2 γl − sinh2 γl = 1 and Eq. (5). Thus, the ABCD-matrix of the jig can be written as
Eq. (6).





KJ = 1√
Z2

O−Z2
0

[
ZO Z2

0
1 ZO

]
: open-correction

KJ = 1√
Z2

0−Z2
S

[
Z0 Z0ZS

ZS/Z0 Z0

]
: short-correction

(6)

3.2. Open-short-correction
Open-short-correction is a method for determining the ABCD-matrix of jig using both input
impedance of open-circuited and short-circuited line. When the jig is expressed by the ABCD-
matrix, the input impedance Z at calibration plane is given by

Z =
V ′

1

I ′1
=

AV ′
2 + BI ′2

CV ′
2 + DI ′2

(7)

Because I ′2 = 0, when the jig is terminated in an open circuit, the input impedance for open circuit
is ZO = A/C. On the other hand, because V ′

2 = 0, when the jig is terminated in an short circuit, the
input impedance for short circuit is ZS = B/D. Because the jig is a symmetrical circuit (A = D)
and a reciprocal circuit (AD −BC = 1), the ABCD-matrix KJ is given by

KJ =
√

ZO

ZO − ZS

[
1 ZS

1/ZO 1

]
(8)

4. RESULTS AND DISCUSSION

Typical results for the S-parameter method are presented for a dipole antenna. Two pieces of
copper wire with length of 50 mm and diameter of 1.0 mm are soldered onto the microstrip line
of jig #1 and #2 for fabricating the dipole antenna to be measured. To discuss the accuracy of
the measured result of the S-parameter method using the jig fabricated by microstrip line, the
calculated result using the method of moments is also shown.

Figure 6 shows the measured input impedance of the dipole antenna after the SOLT calibration
is performed. It is seen in Fig. 6(a) that the measured result of the S-parameter method calibrated
by the open-correction agrees very well with the simulated result at about 6 GHz or less. The
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Figure 6: Measured input impedance after the SOLT calibration is performed.
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Figure 7: Measured input impedance after the TRL calibration is performed.

measured result of the open-short-correction also agrees with the simulated result at about 6 GHz
or less, though some sharp peaks appear. Because the frequency of peak is the same as the
resonant frequency of the jig, it can be said that and these error caused by the calculation of the
compensation. Regarding the short-correction, it is understood that the measured result is worse
than the other two compensation results. It seems that there is a problem in the short circuit
load by via of microstrip line. As shown in Fig. 6(b), it is observed that the measured results of
reactance are the same tendency as the resistance.

Figure 7 shows the measured input impedance after the TRL calibration is performed. In this
figure, two kinds of measured results when the open-circuited jig and the short-circuited jig are
used as a standard of reflect are shown. Because two measured results agree well, it is understood
that both type of reflect can be used. Both measured results are corresponding to the calculated
result quite well in the frequency of about 4.5 GHz or less.

5. CONCLUSIONS

In this presentation, to improve the measurement precision, a jig fabricated by microstrip line
for the S-parameter method was examined. The measured result of S-parameter method was
examined after the SOLT calibration and the TRL calibration had been performed. In case of
the SOLT calibration, three compensating methods using ABCD-matrix, called open-correction,
short-correction, and open-short-correction were applied to eliminate the influence of the jig for
the S-parameter method. The wideband input impedance of a dipole antenna, which is one of
typical balanced fed antennas, was measured using our proposed methods, and were compared
with a calculated results using the method of moment. Consequently, it was notable that the
best measured result of the S-parameter method agreed very well with the simulated result in the
frequency of about 6 GHz or less.
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Near-field Magnetic Probe Method Predicting Far-field
Measurements — Correlation of Dipole Boresight Measurements

with Anechoic Range Model
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Abstract— Traditional methods for establishing EMC and field density can be predicted using
a field approximation routine based on well documented principles. In the process of reducing
spurious emissions or interference EMC engineers will use suppression techniques of shields,
boxes and cages. These methods have been found to work in normal applications but as the
frequency expands traditional methods of EMC suppression may not be as effective. The far
field approximation technique presented in this paper allows an engineer to test a sub assembly
in the near field and then have a value which can be extrapolated to the far field. Measurements
taken using the broadband near field “magnetic probe method” used with an automated scanning
system (EM-ISight) can be extrapolated to either a 3 m or 10 m range space. Such a technique
can allow the design engineer to determine the effectiveness of their design prior to the final
integration of an assembly thus understanding better the uncertainties of a previously developed
reference design or suppression methods.

1. INTRODUCTION

Our interest is in pre-compliance measurements using the “magnetic probe method” [1, 2]. It is
very useful for EMC design engineers to take the near-field behavior into account for predicting
the far-field [3, 4]. The near-field to far-field transformation has been extensively studied since
the plane-wave expansion method with probe correction proposed by Kerns in 1963 [5]. Several
successful methods have been developed such as Fast Fourier Transformation (FFT) and equiva-
lent source methods [6–14], and these activities have greatly enhanced the popularity of near-field
measurement. In this paper, we use these techniques to demonstrate the degree of correlation
that can be achieved translating actual near-field “magnetic field” measurements of elementary
reference dipoles into equivalent far-field “electric field” numbers expected from range measure-
ments. The theoretical, numerical and measurement techniques applied in our work are described
in the methodology Section 2 of the report. Validation is provided in Section 3 using full 3D range
propagation models of anechoic, semi-anechoic chambers and Open Area Test Site (OATS) ranges.
Near-field measurements provided in Section 4 were taken in the Fresnel region near the reference
dipole surface and compared with the results obtained using numerical methods. Further, these
near-field measurements were performed in a normal lab environment rather than an OATS or
anechoic chamber as required with far-field measurements, demonstrating that the magnetic probe
coupling mechanism in close proximity with a reference dipole DUT can be sufficiently used to
validate accurate measurements that are less affected by outside interactions and conditions. The
standard far-field compliance test is not well suited for early stages of product development. Mea-
sured radiation patterns in the far-field can be regarded as a direct measurement [15], on the other
hand near-field measurements can be used to obtain the electromagnetic fields from a DUT [16] as
needed to provide source diagnostics of emissions in EMC studies of PCBs and ICs [17, 18]. Fur-
thermore, performing a near-field scan provides knowledge added through visual interpretation of
radiated emission signatures that can tell the EMC design engineer optimum placement of devices
and the location of problems in PCB stacks and where to place shielding and other suppression
methods necessary early in the design cycle. Near-field measurements have advantages in reliability
and costs of applications [19], making it a highly feasible technique.

2. MEASUREMENT METHODOLOGY

Reference dipoles are used as the DUT for the work in this analysis. These devices are resonant
balanced half-wave dipoles that are tuned and optimized for maximum free space radiation at the
specified resonant frequency of 2.45 GHz and 5 GHz. Radial dimensions were obtained from actual
reference dipoles used in calibration of traditional range measurements and are characterized using
a vector network analyzer (VNA) with results shown in Figure 1 for both dipoles. The Finite
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Frequency Z  RL  VSWR  Gain D R 

(MHz) [ohms] [dB]   (dBi) [mm] [mm] 

2450.0 54.7+j4.9 −23.9 1.14 2.15 58.0 55.3 

5000.0 47.3+j5.4 −24.2 1.13 2.16 29.0 28.2 

Figure 1: Reference dipole.

       Ez                      Etheta         Dipole              Ephi             Ex 

Figure 2: FFT numerical radiation pattern.

                 Reference Dipole DUT                    Magnetic Loop Probe 

Figure 3: Magnetic field probe and DUT coupling. Figure 4: Theoretical wave impedance.

Difference Time Domain (FDTD) method is used to calculate the scatter parameter of each dipole
model and for validation purposes are compared with the VNA measurements.

The FDTD numerical calculations were performed using complex models of the dipole geometry
(radiating and balun elements) constructed and meshed into a rectangular Yee cell problem space of
XY Z (60, 173, 353) with a 0.8 mm cubic cell dimension. Impedance matching using external devices
was not needed excluding the λ/4 balun element incorporated into the dipole structure [20]. The
temporal conditions for the center frequencies are reported in Figure 1 the respective impedance
Z, return loss RL, VSWR, gain G, radial length D, and calculated far-field distance (R). Each
dipole is excited and driven with a continuous wave sinusoid with (0 dBm) of power directly into
the geometric center axis of symmetry.

Far-field radiation patterns are shown in Figure 2 are generated using the FFT method by
forming a cuboid around the DUT shown in the center view of Figure 3 with the complex 3D
radiation patterns adjacent to planer cuts in the outside views respectively. The direction of
propagation (out of the page) is along the Y -axis. The standard spherical coordinate system is
used to define vertical polarization attributes of elevation (page top down) as the Z-axis, and
azimuth (page left to right) as the X-axis. These radiation patterns are used by the propagation
model to calculate far-field “electric field” target numbers expected in a range measurement.

Magnetic field calculations and measurements of the Hx field vector are taken with the magnetic
probe positioned at the reference point shown in Figure 3 and defined as separation distance (Rm)
located in the dipole boresight moving away ranging Rm (0 to 156mm) into the far-field.

Reference dipoles cover an important class of antenna as their electromagnetic characteristics;
of radiation, wave impedance and power density are well understood and are frequently used for
range calibration measurements. Similarly, calculations and measurements conducted in the near-
field can be correlated to range calibration measurements. Equiphase properties [21, 22] in the
radiation region of half wavelength dipoles are of particular interest in our paper. According to
IEEE standard definitions [23], an equiphase aperture (determined on boresight) for which (D) is
the dimension in the E or H plane that presents three different radiation regions. Each region has
unique field characteristics that provide insight into the actual fields as a function of distance from
the source DUT. The far-field (Fraunhofer Region) is the R distance greater than 2D2/λ where
the angular distribution is independent (22.6 degrees error) of distance from the source and where
E and H fields are in-phase (orthogonal) and converge to 377 ohms free space wave impedance
as shown Figure 4 [24]. The transition region is the soft boundary separating near-field (Fresnel
Region).

The wave impedance of both reference dipoles are calculated with FDTD relative to the Rm
probe separation distance. FDTD calculations in Figure 5 correlate with theoretical calculations
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Figure 5: Numerical wave impedance. Figure 6: Magnetic field measurements vs: numeri-
cal calculations.

Figure 7: Electric field numerical calculations. Figure 8: Range propagation model.

of Figure 4 as both converge to the free space impedance 377 ohms or 51.5 dBohms. The magnetic
field measurements are converted into equivalent electric fields numbers using the 51.5 dBohm free
space impedance.

Measurements of the reference dipole DUT are taken using the APREL robotic near-field scan-
ning system EM-ISight (EMIS) to accurately place the probe at the reference position in-line of
boresight. The probe is moved away from the DUT directly under robotic control along the Y -axis
ranging outwards a distance Rm to 156mm. The separation distance Rm is established from the
top surface of the dipole to the nearest point on the probe element and 1.3mm is added to the
measurement distance to account for the magnetic probe loop aperture offset from the probe tip.

EMIS measurements of the magnetic Hx field vector (cross hatched) shown in Figure 6 are
directly compared with FDTD calculations (solid lines). The electric field calculations in Figure 7
are included here for completeness and discussion purposes later on in the paper.

In testing the reference dipole DUT, the near-field EMIS measurements and the FDTD numerical
calculation results can be translated to far-field numbers using Equation (1) [25].

Amplitude(10m) = 20 log(10m/Rm) (1)

Equation (1) provides the ability to translate measurements directly to any Rm distance of the
far-field region, in our case 10m (this is the distance used in standard procedures CISPR-22 for
range measurements).

3. RANGE PROPAGATION MODEL

The OATS and anechoic chamber range model shown in Figure 8 is constructed as a full 3D
propagation model for the far-field analysis of the reference dipole. The analysis method uses
the Shooting Bouncing Ray Tracing (SBRT) algorithm with the Uniform Theory of Diffraction
(UTD) [26, 27]. Ray tracing is an effective way to evaluate complex antenna radiation patterns
of electric fields and predicting their interactions of reflection and polarization in the spherical
co-ordinate system.
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              Hx (1.8mm)                            Hx (39mm)

Figure 9: EMIS measured Hx field vector.

             Hx (1.8mm)                            Hx (39mm)

Figure 10: FDTD numerical Hx field vector.

Figure 11: Propagation range SBRT predicted re-
sults.

Measurement Vs: Simulation 2.5GHz 
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V/m EMIS 26.89 18.79 14.28 9.11
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Figure 12: EMIS measured vs: FDTD numerical at
2.45GHz.

Radiation patterns shown in Figure 2 were created using post processing FFT to transform
the DUT electric fields into far-field 3D radiation patterns. These complex patterns capture all
attributes of gain directivity and are imported into the SBRT ray tracing model as vertically
polarized transmitting antennas. Within the range model the DUT is located at point (0) one
meter in elevation above ground level and driven with 0 dBm of input power at the respective
operating frequency. Further, (1000) receiver antennas are placed in-line with boresight ranging
outwards 10 meters at the same elevation above ground. These antennas are defined as vertically
polarized isotropic radiator receivers with 0 dB gain were used to map ground reflections.

The entire propagation model as viewed in Figure 8 shows the real radiation pattern (total
electric field) of the transmitting dipole DUT located in the top left pointing in the boresight
direction (theta90, phi90) inline with isotropic range receiving antennas.

4. MEASUREMENT AND NUMERICAL ANALYSIS

The magnetic field measurements shown in Figure 9 are taken in the Fresnel region in boresight
of the 2.45 GHz reference dipole. EMIS provides important visual interpretations of the Hx field
vector distribution very near to the surface of the dipole and also at distance Rm of 39 mm where
a volumetric 4D view is displayed. The FDTD calculations displayed in Figure 10 are in fine
agreement.

The numerical range propagation model SBRT analysis in Figure 11 displays the predicted
electric field target numbers. The full-anechoic response has a smooth continuous free space path
loss (FSPL), whereas semi-anechoic or OATS range shows multipath interference reflection from
the metallic ground plane. These are consistent with what can be expected in a large range and
must be taken into account. Indications show approximately a 6 dB electric field variation at 10 m
due to multipath bounce, not considered when testing in near-field or full anechoic chambers.

The EMIS magnetic field measurements in Figures 12–13 are directly compared with FDTD
calculations and are found to be in fine agreement moving towards the source. The opposite is true
of the electric field as the numbers tend toward agreement moving farther away from the source.
This is evident in Figure 14 where equivalent electric fields defined as translation numbers are
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Measurement Vs Simulation 5.0GHz
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Figure 13: EMIS measured vs: FDTD numerical at
5.0GHz.

Magnetic Near-Field Measurements Translated into Electric Far-Field
Numbers are Compared with Predicted Far-Field Target Numbers
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Figure 14: EMIS vs: SBRT 10 m prediction delta.

found to be in very fine agreement with the prediction target numbers calculated by the SBRT
range propagation model.

5. DISCUSSION AND CONCLUSION

The results presented in Section 4 of this paper clearly demonstrate that a significant degree of
correlation exists between magnetic probe near-field measurements and electric far-field range cal-
culations. The EMIS system magnetic field measurements shown in Figure 14 taken at Rm 12.5 mm
convert and translate to equivalent electric field strength numbers at 10 meters with an uncertainty
delta of less than 0.5 dBV/m are in very fine agreement with electric field strength numbers pre-
dicted by the SBRT range propagation model. Magnetic field calculations and measurements in
Figure 6 demonstrate a smooth continuous function beginning at the surface of the dipole that
continues unabated well into the far-field region. This is not the case with the electric field as cal-
culations in Figure 7 demonstrate significant fluctuation moving towards the source. Observations
of the data in Figures 12–13 show that magnetic field uncertainty decreases moving closer to the
source, whereas electric field uncertainty increases moving closer to the source. The magnetic probe
field coupling mechanism in close proximity with the reference dipole can be sufficiently used to
validate accurate measurements that are less affected by interactions and conditions expected from
semi-anechoic or OATS test ranges [28]. This study has demonstrated the advantages of working in
the near-field using the EM-ISight system and the automated volumetric averaging method early
in the design stage to mitigate risks which may occur further in the design process due to changes
in reference design or components such as shielding mechanisms or final assembly packaging. When
extrapolating fields outside of a measurement volume it is possible to choose an appropriate spatial
step size dependent on a maximum tolerated error and minimum size of scanned elements, this is
a subject for future work.
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Abstract— In this paper, the effects of residual stress on SAW strain sensors due to the
assembly process are analyzed. SAW strain sensors are mounted with different adhesives and the
sensors response is evaluated with the measured scattering parameters S11. Sensors deformation is
investigated using a “With-Light-Interferometry” approach, and compared with the simulations.
Additionally, the temperature dependency of the SAW strain sensors is analyzed before and
after the assembly. Finally, a thermal aging step is performed and the sensor response and its
deformation are evaluated.

1. INTRODUCTION

State of the art SAW strain sensors have a vast range of applications as passive wireless sensing
devices [1–6]. However, the room of improvement in assembly and packaging of SAW sensors for
structural integration in measurement applications still exists [7, 8]. Depending on the assembly
technologies and materials, the sensors performance is affected tremendously. A mismatch in the
CTE of the carrier material, the glue, and the α-quartz substrate of the SAW resonator causes
an offset in the sensor signal [9, 10]. Moreover, the material properties and the bond layer thick-
ness influences the sensor offset as well as the sensor sensitivity [11, 12]. Selecting adapted bond
components will fully utilize the performance of SAW strain sensors. Analyzing the bond process,
utilized materials, and the corresponding thermo-mechanical stress, the existing weak points in
the assembly and packaging of the SAW technology for industrial applications can be solved. This
paper is organized as follows. Used materials, processes, and experimental setup are summarized in
Section 2. In Section 3, experiments and results are presented. Section 4 elaborates the simulation
approach of the residual stress problem and Section 5 gives a conclusion of the presented work.

2. MATERIALS, PROCESSES, AND EXPERIMENTAL SETUP

Experiments within this work have been carried out using industrial SAW strain sensors [13]. These
sensors provide reproducible and reliable sensor signals, which are mandatory for convincing stress
investigations. Commonly used heat-treatable steel has been selected as carrier material for the
SAW strain sensors. The CTE of the steel carrier is in the range of the α-quartz sensor substrate [14].
Two polymer adhesives were chosen, which were already investigated and particularly suitable
for SAW strain sensor application [12]. The adhesives and the bare SAW strain sensors were
deposited with a dispensing system, respectively, applied with a pick and place tool. Therefore, a
high process quality and repeatability is achieved. Bare sensor chips without electrical connectors
were selected, for minimizing the sensor signal distortion. Material parameters are summarized
in Table 1, whereby CTE is representing the coefficient of thermal expansion, E the Young’s
modulus, Tg the glass transition temperature, and TP the process temperature. Figure 1 depicts
the experimental setup, used for residual stress investigations.

3. EXPERIMENTS

For the experiments three sensors were assembled in each case with the selected adhesives (Table 1).
A probe station has been used for interconnection of the SAW strain sensor with a network ana-
lyzer [15]. Therefore a well reproducible and reliable electrical connection has been achieved for the
sensor response analysis. The sensors were characterized before and after their assembly. The tem-
perature dependency of the sensors was analyzed up to 125◦C. The sensor deformation due to the
thermo mechanical stress of the assembly process was measured using “With-Light-Interferometry”
approach. These measurements were directly compared with the results of the implemented 3 D
FEM simulations. In conclusion, the whole setup was aged at 150◦C for a time span of 100 h and
the sensor performance and its deformation were analyzed.
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Table 1: Material data of the setup, consisting of
SAW strain sensor, polymer adhesives, and heat
treatable steel carrier at 25◦C.

Material 
CTE in

ppm/K 
E in GPa Tg in °C TP in °C 

Steel carrier 12 210 - - 

Polymer 

adhesive 

1 42
*
/147

** 
5.5

*
/0.3

**
 134 150 

2 24
*
 9.0

*
 179 150 

-quartz
***

 7.1−20.91 78 − 103 - - 

*
Below the glass transition temperature Tg. 

**
Above the glass transition temperature Tg. 

***
Strong anisotropy parallel and perpendicular to the optical axis of the  

quartz in combination with a high temperature dependency of the CTE.  

ααα

Figure 1: Assembled SAW strain sensor for residual
stress investigations, fixed with polymer adhesive 1.

3.1. SAW Strain Sensor Response
Sensors relative resonance frequency shift ∆f/f0 were calculated from the measured S11 parameters.
The term ∆f/f0 is independent from the unloaded sensors resonance frequency f0. Due to the
thermo mechanical stress, induced by the bond process with the polymer adhesive 1, a sensor
offset of 94.5 ± 17.7 ppm was measured at room temperature. Attached sensors with polymer
adhesive 2 had an offset of 159.3 ± 28.4 ppm at room temperature. Figures 2 and 3 exhibits
the temperature responses of the SAW strain sensors, assembled with polymer adhesive 1 and 2,
respectively. Furthermore, the temperature response of the sensors after an aging time span of
100 h at 150◦C is also depicted in Figures 2 and 3.

The constraint free measurement (before gluing) of the SAW strain sensors response, by varying
the temperature up to 125◦C in 20◦C steps shows an unexpected high deviation of the sensor signal
between the heating and cooling cycle. Reference measurements with a resistive temperature sensor
proved an inhomogeneous temperature distribution on the thermo chuck of the probe station. The
thermo chuck has a limited accuracy in temperature distribution. Therefore, small thermal contact
area of the sensor leads to the depicted sensor response deviation. With an increasing thermal
interconnection the sensor signal deviation decreases.

For both sets of experiments, the parabolic temperature response of the sensors has been changed
due to their fixation on the steel carrier. In case of the attachment with polymer adhesive 1
(Figure 2), the sensor response converges for increasing temperatures to the sensor response without
any constrains in displacement. At temperatures above 100◦C the SAW strain sensors temperature
response of the fixed sensors is approximately equal to the constraint free sensor response. This is
due to the fact, that the operating temperature is in the range of the stress free temperature Tg

(134◦C) of the polymer adhesive 1. In case of polymer adhesive 2 fixed sensors, the sensor signal
also converges to the constraint free sensor response. However at 125◦C operating temperature,
there is an offset between the associated sensor signals, which indicates an existing residual stress
at this temperature. This behavior corresponds to a higher stress free temperature Tg (179◦C)
of the polymer adhesive 2. No significant sensor signal change has been observed between the
measurement directly after the gluing process and the measurements performed after the aging
time span of 100 h at 150◦C. Only in case of polymer adhesive 1 fixed sensors (Figure 2), a non-
significant sensor signal shift was detected.

Figure 4 shows an assembled SAW strain sensor using polymer adhesive 1 after the aging time
span of 100 h at 150◦C. The bond material demonstrates a color change after the aging step, which
indicates a degradation of the adhesive. However, the bond strength did not decrease after the aging
step, which was measured with a shear test as described in [12]. The change in color of polymer
adhesive 1 is originated in the aging temperature of 150◦C, which is above the glass transition
temperature Tg (134◦C) of the glue. The bond layers consisting of polymer adhesive 2 did not
evince any change after the aging, due to the high glass transition temperature Tg (179◦C) of the
glue.
3.2. SAW Strain Sensor Deformation Measurement
The SAW strain sensor deformation perpendicular to the sensor surface (z-direction) before (bare
chip deformation) and after the bond process were measured. The deformation is anisotropic,
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relating to the α-quartz sensor substrate cut orientation. The maximum deformation in z-direction
occurs at diagonally opposite corners of the sensor, as depicted in Figure 5. The bare sensor chips
demonstrate a deflection of 0.53± 0.03µm, which indicates the existence of residually inner stress
in the α-quartz sensor substrate. After the assembly of the sensors, their deformation due to the
residual stress is 1.82±0.13µm for polymer adhesive 1 fixed sensors (Figure 5), and 2.41±0.06µm for
polymer adhesive 2 mounted sensors (Figure 6). This deformation is consequently a superposition
of the residual inner stress caused sensor deflection and the thermo mechanical stress induced
deflection from the bond process. The difference between the bare sensor chip measurement and
the assembled sensor deformation is 1.29± 0.13µm for polymer adhesive 1 and 1.88± 0.07µm for
polymer adhesive 2 fixed sensors. As the process temperature TP is equal (150◦C) for both bond
materials, the different chip deformations are obtained by the difference in the Young’s modulus
E, the glass transition temperature Tg, the CTE, and the bond layer thickness (polymer adhesive
1, 117± 18µm, polymer adhesive 2, 62± 6µm). The different chip deformations correspond to the
measured sensor response, which verifies a higher chip deformation and a higher offset in the sensor
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Figure 2: Temperature response of SAW strain sen-
sors, bare and assembled sensor chips with polymer
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Figure 4: Assembled SAW strain sensor after aging time span of 100 h at 150◦C, fixed with polymer adhe-
sive 1.

Figure 5: Measured SAW strain sensor deformation
perpendicular to the sensor surface after the bonding
onto a steel carrier with polymer adhesive 1.

Figure 6: Measured SAW strain sensor deformation
perpendicular to the sensor surface after the bonding
onto a steel carrier with polymer adhesive 2.
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Figure 7: Simulated SAW strain sensor chip defor-
mation perpendicular to the sensor surface after the
bonding onto a steel carrier with polymer adhesive 1.

Figure 8: Simulated SAW strain sensor chip defor-
mation perpendicular to the sensor surface after the
bonding onto a steel carrier with polymer adhesive 2.

signal at room temperature. After the aging time span of 100 h at 150◦C, for both bond materials
no change in sensor chip deformation was observed.

4. SIMULATION OF SENSOR DEFORMATION

For the thermo mechanical simulation a 3D FEM model has been implemented using ANSYS. The
residual stress in the SAW sensor chip and its deformation was computed by cooling down from
the process temperature TP to room temperature. The measured mean bond layer thickness of
polymer adhesive 1 and 2 was used for the modeling. Sensor chip and steel carrier thickness of
350µm and 1.2 mm were defined, respectively. The anisotropy of the α-quartz sensor substrate has
been modeled as described by Zukowski [16].

Figures 7 and 8 show the simulated sensor chip deformation due to the residual stress induced
by the bond process with polymer adhesive 1 and 2, respectively. The simulated sensor chip
deformation in z-direction (perpendicular to the sensor surface) for polymer adhesive 1 and 2 fixed
sensors is 1.55µm and 2.35µm, respectively. Simulation and measurements are deviating 20% for
polymer adhesive 1 and 25% for polymer adhesive 2. This deviation between the simulation results
and the measured sensor chip deformation originates mainly from not well known bond material
properties. Therefore, extensive investigations in material properties are required. With more
precise modeling of the material parameters, the simulation can converge to measurement results.

5. CONCLUSIONS

The experimental and simulation results obtained within this work contribute to a better under-
standing of SAW strain sensor assembly and the effects of residual stress on the sensor performance.
The sensor offset and its performance depend on the CTE, the Young’s modulus E, the glass tran-
sition temperature Tg, the process temperature TP , and the bond layer thickness of the used bond
materials and the carrier material properties, respectively. Depending on the cut orientation of
the α-quartz sensor substrate, the sensor has a maximum offset at room temperature. In case
of sensor operation within the range of the glass transition temperature, the influencing residual
stress decreases and the sensor response converges to the constraint free sensor response. It has
been demonstrated, with a well-controlled bond process and skillful selection of bond materials, the
sensor performance is reliable, reproducible, and predictable. These characteristics are mandatory
for a successful establishment of SAW strain sensors in industrial applications.
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Design of Second-order Inductive-coupled Resonator-based
Bandpass Filter with Controllable Multiple Transmission Zeros

H.-H. Huang and T.-S. Horng
Department of Electrical Engineering, National Sun Yat-Sen University, Kaohsiung 804, Taiwan

Abstract— This study proposes synthetic design for a compact LTCC bandpass filter with high
rejection over a wide stopband for use in 2.4–2.5GHz WLAN application. The presented design
derives formulas for synthesizing a filter to meet the specification requirement in the passband
insertion and return losses as well as the stopband attenuation. The presented bandpass filter has
feedback paths for a coupling capacitor and a grounding inductor to provide controllable multiple
transmission zeros at 5.0GHz and 3.3 GHz stopband, resulting in high stopband rejection in 4.8 to
5.0GHz range and 3.2 to 4.8GHz range, which suppresses the second harmonic band and Ultra-
wideband (UWB) signals. Experiment results are very agreement with the full-wave simulation
results.

1. INTRODUCTION

The most favored bandpass filters, which are microwave devices that are used in wireless communi-
cation systems, have a miniature architecture, low insertion loss, sharp transition edge and excellent
stopband rejection. Therefore, much of the relevant literature is concerned with designs in which
sharp-transition edge and large stopband high rejection. Most of the conventional microstrip filters
developed to date are based mainly on transmission-line structures [1]. These filters require too
much area because each resonator needs quarter- or half-wavelength to get resonance. Although
some studies have proposed stepped impedance resonators [2, 3] to reduce filter size, the proposed
designs are still not size-competitive with LTCC filters. For device miniaturization, many filters
are designed on an LTCC substrate. For a second-order lumped-element bandpass filter topology, a
grounding capacitor can be used to generate transmission zeros in the stopband [4] to enhance the
rejection, or a capacitive input/output configuration [5] can be used so that the attenuation pole is
sufficiently close to the passband to realize a sharp-transition edge. Normally, these filters [4, 5] are
not sufficiently rejection-competitive over a wide stopband because they only have two transmission
zeros. Although, the third-order designs in [6] can achieve high rejection effectively. Normally, the
area of a bandpass filters design of greater than second-order is large.

The synthesis method proposed in this study can be used to design a LTCC bandpass filter that is
both miniaturized and has superior stopband rejection in WLAN application. Fig. 1 shows that, by
controlling the grounding inductor and coupling capacitor, the filter creates multiple transmission
zeros at the desired frequency and generates a rejection band sufficient for suppressing 4.8–5.0GHz
second harmonic band, 0.82–0.96 GHz GSM band and 3.2–4.8GHz UWB signals.

2. BANDPASS FILTER ANALYSIS

Figure 1 shows a bandpass filter with a coupling capacitor (Cc) installed between the Input/Output
terminals of the second-order filter and a grounding inductor (Lg) installed between the second-
order filter and the ground plane. The proposed filter can be regarded as three two-port networks
connected in parallel-serial with first, second and third parts. The first network can be regarded as
a second-order filter with infinite a transmission zero, as shown in Fig. 2(a). The second network
is a simple grounding inductor (Lg) (Fig. 2(b)). The third network is a simple coupling capacitor
(Cc) (Fig. 2(c)).

The impedance matrix (ZL) for the lower network of the proposed filter can formulate as the
sum of the first (Za) and second network (Zb) as follows:

ZL = Za + Zb =
[

Za
11 Za

12
Za

21 Za
22

]
+

[
sLg sLg

sLg sLg

]
(1)

Since these matrices assume a lossless filter, the admittance matrix (Y ) of the proposed filter that
can be constructed by summing the third (Y c) and lower network (Y L) as follows:

Y = Y c + Y L =
[

sCc −sCc

−sCc sCc

]
+

[
ZL

11 ZL
12

ZL
21 ZL

22

]−1

(2)
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Figure 1: Scheme of proposed
bandpass filter with a ground-
ing inductor and a coupling
capacitor.
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Figure 2: (a) The first network without the feedback coupling capaci-
tor and the grounding inductor. (b) The second network of a grounding
inductor. (c) The third network of a coupling capacitor.
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Figure 3: The proposed second-order bandpass filter with inductive-coupled resonator. (a) Schematic. (b) Its
equivalence to a cascade of four L-shape matching networks.

Therefore, the Y21 can be expressed as

Y21 = sCc +
s3C2

2

[L2 + L1(2 + s2C1L2 + s2C2L2)]

×
[
L2Lg + 2L1Lg(1 + s2C1L2) + L2

1(1 + 2s2C1Lg + s4C2
1L2Lg)

1 + s2C2(L1 + 2Lg) + s2C1L1(1 + 2s2C2Lg)

]
(3)

The transmission zero is produced when Y21(s) = 0. Where each side of the passband has one
transmission zero, let Y21(s) = 0 after separately substituting (3). Finally, based on these quantities
(L2, C2, L1, C1), the values for the Lg and Cc can be obtained by combining Y21(s = jωt1) = 0 and
Y21(s = jωt2) = 0.

3. SECOND-ORDER INDUCTIVE-COUPLED FILTER SYNTHESIS

Figure 3(a) shows the architecture of a second-order bandpass filter with two LC resonators linked
in parallel by inductive coupling and a capacitor (C2) in series between the inductor (L2) and the
front and back stage of the filter. The two resonators generate two poles that support the passband
of the filter. Capacitor (C2) functions not only as an inverter for matching resonators to the external
impedance, but also as a dc-decoupling capacitor for blocking the dc signal from both the front
and back stage of the filter. This filter can be equivalent to a cascade of four symmetric L-shaped
matching networks as shown in Fig. 3(b) with two interstage matching resistances denoted by Rv1

and Rv2. For Rv2 < Rv1 and Z0 < Rv1, the solutions of C2, L2, L1 and C1 at the reflection zero
angular frequencies of ωr1 and ωr2 (ωr1 > ωr2) must satisfy these equations below

C2 =
1

ωr1Z0Qa1
=

1
ωr2Z0Qa2

(4)

L2 =
2Z0Qb1

ωr1
·
(
Q2

a1 + 1
)

(
Q2

b1 + 1
) =

2Z0Qb2

ωr2
·
(
Q2

a2 + 1
)

(
Q2

b2 + 1
) (5)

L1 =

(
Q2

a1 + 1
)
Z0

ωr1 (Qa1 −Qb1)

(
1− ω2

r1

ω2
r.LC

)
=

(
Q2

a2 + 1
)
Z0

ωr2 (Qa2 −Qb2)

(
1− ω2

r2

ω2
r,LC

)
(6)

C1 =
1

ω2
r,LCL1

(7)
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Figure 4: Second-order bandpass filter design. (a) C2 for various design values of Qa1. (b) L2, C1 and L1

for various design values of Qb1 when Qa1 = 0.3.

where ωr,LC represents the resonant angular frequency of the L1C1 resonator. System impedance Z0

is 50 Ω. The Qa1,2 = [(Rv1(ωr1,2)/Z0)− 1]1/2 and Qb1,2 = [(Rv1(ωr1,2)/Rv2(ωr1,2))− 1]1/2 represent
the quality factors of the L-shaped matching network operating at ωr1,2 [7]. Equations (4)–(6) can
then be used to obtain Qa2, Qb2 and ωr,LC , respectively. It can be expressed as

Qa2 =
ωr1Qa1

ωr2
(8)

Qb2 =
1
2

[
ωr1

(
Q2

a2 + 1
) (

Q2
b1 + 1

)

ωr2Qb1

(
Q2

a1 + 1
)

]
− 1

2

√√√√
[

ωr1

(
Q2

a2 + 1
) (

Q2
b1 + 1

)

ωr2Qb1

(
Q2

a1 + 1
)

]2

− 4 (9)

ωr,LC =
√

ωr1ωr2 ×
√

ωr1

(
Q2

a1 + 1
)
(Qa2 −Qb2)− ωr2

(
Q2

a2 + 1
)
(Qa1 −Qb1)

ωr2

(
Q2

a1 + 1
)
(Qa2 −Qb2)− ωr1

(
Q2

a2 + 1
)
(Qa1 −Qb1)

(10)

The synthesis steps for all elements are complete. After setting two reflection zeros (ωr1, ωr2) and
their matching quality factors (Qa1, Qb1), the values for Qa2, Qb2 and ωr,LC can be determined by
substituting (8)–(10), respectively. Finally, all elements of the second-order filter can be calculated
by substituting the above parameters in (4)–(7).

The proposed second-order bandpass filter design has a center frequency of 245 GHz, a passband
bandwidth of BW = 100MHz a passband insertion loss of IL 5 1.5 dB, and a passband return loss
of RL = 15 dB. First, considering the possibility of center frequency shift due to the fabrication
tolerance, we set a wide passband by choosing that ωr1 = 2π × 229GHz and ωr2 = 2π × 64GHz.
Second, quality factors (Qa1, Qb1) are set for the L-shaped matching network. Figs. 4(a)–(b) show
the relations between synthetic elements and quality factors (Qa1, Qb1). We hypothesized that the
value of the capacitor is smaller than 5 pF and that the value of the inductor is smaller than 3.5 nH
considering the area of the filter and the limits of the process. The experiments showed that the
C2 value decreases and the Qa1 value increases, which causes the extra transmission zero (ωt3) to
move toward the ωt2. Therefore, a C2 value larger than 3 pF was chosen to avoid a ωt3 that was too
close to the ωt2. Given the above considerations, the values selected for Qa1 and Qb1 were 0.3 and
1.5, respectively. The values calculated for Qa2, Qb2, and ωr,LC by (8)–(10) were 0.346, 0.479 and
14.141GHz, respectively. Finally, after substituting the above parameters in (4)–(7), the values
obtained for C2, L2, L1 and C1 were 4.02 pF, 3.03 nH, 1.03 nH, 4.86 pF, respectively.

4. FILTER IMPLEMENTATION AND MEASURED RESULTS

A bandpass filter is designed with the center frequency of 2.45 GHz and a passband bandwidth
of BW = 100MHz for WLAN applications. The passband insertion loss is IL 5 1.5 dB, and the
passband return loss is RL = 15 dB. The required stopband attenuation levels are set to values
greater than 30 dB at 4.8–5.0 GHz and 0.82–0.96 GHz to suppress the second harmonic band and
GSM band. However, considering the possibility of transmission zeros being shifted by fabrication
tolerance, the frequency was heighten by setting ωt1 = 2π×1.07GHz and ωt2 = 2π×5.05GHz. With
these quantities (L2, C2, L1, C1), the values of Lg and Cc obtained by uniting Y21(s = jωt1) = 0
and Y21(s = jωt2) = 0 were Lg = 0.06 nH and Cc = 0.43 pF, respectively.

Figure 5(a) shows the LTCC bandpass filter implemented in a Heraus ceramic (dielectric con-
stant, 7.8; loss tangent, 0.003) and silver metal. The bandpass filter surface-mounted onto an FR4
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Figure 5: Implemented LTCC bandpass filter. (a) Photograph. (b) Comparison of EM-simulated and
measured magnitudes of S21 and S11.

printed-circuit board for measuring its S parameters. The designed bandpass filter has an area of
2.0mm× 1.25mm. Fig. 5(b) compares the simulated and measured magnitudes of S21 and S11 of
the proposed bandpass filter design. The agreement is good over the frequency range from 0.1 to
6GHz. The EM simulation is based on a full-wave analysis by Ansoft HFSS. The measured pass-
band insertion loss approximates 1.47 dB, which approaches the predicted value of IL 5 1.5 dB, and
the measured passband return loss is better than 13.3 dB. The measured stopband attenuation level
at 1.07GHz reaches 44 dB, and the resulting 26 dB stopband rejection in the 0.82 to 0.96 GHz range
suppresses the GSM band. The measurement stopband level at 5.05 GHz reaches 53 dB, resulting
in a 38 dB stopband rejection in the 4.8 to 5.0 GHz range, which suppresses the second harmonic
band. The extra transmission zero at 3.3 GHz also reaches an attenuation level of 37 dB, and the
resulting 26.5 dB stopband rejection in the 3.2 to 4.8 GHz range suppresses the UWB signals.

5. CONCLUSIONS

This work proposed synthesis method for a bandpass filter design with three transmission zeros
over a large stopband operating in the 2.4–2.5 GHz WLAN band. Two transmissions zero frequen-
cies (ωt1, ωt2) are arbitrarily controlled. Another transmission zero frequency (ωt3) is conditional
controlled. This method quickly yields a design solution that minimizes the required area of filter
and provides excellent rejection over a large stopband.
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Design of Dual-band Coupling Matrix-based Matching Network

Chieh-Sen Lee and Chin-Lung Yang
National Cheng Kung University, Taiwan

Abstract— This study developed a novel dual-band matching technique based on a coupling
matrix transformer that matches complex load impedances at two frequencies simultaneously.
Matching performance can be significantly improved by the dual-band filter-based matching
network at operation dual-bands. Especially, excellent selectivity at the operation frequencies and
rejection capability in undesired bands can be achieved. A general design principle is analyzed,
and the results of numerical examples demonstrated that complex impedances can be successfully
matched at two arbitrary frequencies simultaneously with excellent performance rates.

1. INTRODUCTION

In modern wireless systems or communication devices, dual-band matching networks are necessary
to enable the full potential performance of these complex and compact systems. For example,
GSM systems demand dual-standard transceivers that may contain dual-band microwave amplifiers
requiring a well-designed dual-band matching network. Moreover, some dual-band systems can be
applied for wireless power transmission to improve the efficiency [1].

To design a dual-band matching network, new matching techniques have considered the necessity
for matching complex impedance at dual-bands [2–5]. The analytical method of a dual-frequency
transformer was introduced for two arbitrary real impedances [2]. In 2009, a complex impedance
transformer in dual frequencies connected was proposed by two or three unequal transmission line
sections and extended to match two complex impedances [3]. However, the [3] methodology and
the design equations require a higher order of numerical optimizations that find convergence for
selected frequency ratios and complex input impedances [4]. In [5], a general technique for synthesis
of matching networks is expanded to quad-band applications. However, these techniques encounter
that dual-frequency transformers may accompany the harmonic of the matching operation bands.

This paper presents an alternative methodology, which is a systematic approach to the design
of a dual-band matching network and overcome the previous out-of-band problem. This method-
ology can suppress unnecessary matching bands without the harmonic issues. The band-pass filter
coupling matrix characteristics of poles and zeros allowed for the determination of impedance
transformation [6]. To obtain band-pass performance, an equivalent lumped element network was
previously introduced [6, 7]. However, the optimization requirement for finding roots or inability
to achieve equal ripple caused problems when applying these equivalent lumped networks [8]. The
coupling matrix technique has advantages for hardware implementation and optimization meth-
ods and generates analytical synthesis through proper cost functions. The frequency selectivity,
impedance transformation, and response of the network can be compromised and predicted [9];
therefore, a coupling matrix-based matching network is proposed with numerical examples to aid
understanding.

2. ANALYSIS OF INPUT IMPEDANCE AND DESIGN PRINCIPLES FOR COUPLING
PROTOTYPE NETWORK

The methodology is to synthesize a matching network that presents two different complex impedances
based on a coupling matrix-based 2-order filter with inverters. Such a network is shown in Fig. 1,
and the coupling matrix is expressed as follows:

M =




0 MS,1 0 0
MS,1 0 M1,2 0

0 M1,2 0 M2,L

0 0 M2,L 0


 (1)

Figure 1 shows an impedance transformer for a coupling circuit with a series resonator and
impedance inverter of complex impedances (ZL and Zin). The matrix subscripts S and L correspond
to source and load, respectively, which can be corresponding to the subscript indices 0 and 3,
respectively, and subscripts 1 and 2 correspond to the first and second resonators, respectively.
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Figure 1: The coupling routing diagram of a conventional second-order filter model with resonators and
coupling coefficients. Zin is the input impedance from the front-end of the filter circuit; ZL corresponds to
the load impedance.

Figure 2: Trace of typical 2-Pole Chebyshev
filter input impedance with MS,1 = 1.2247,
M1,2 = 4.753, and M2,L = 1.2247 in frequency
from 0 to 2GHz.

Figure 3: Generalized bandpass filters (including dis-
tributed elements) using impedance inverters.

Coupling matrix (M -matrix) methods [9] are applied to calculate the coupling matrix values for
a typical second-order Butterworth or Chebyshev band-pass. A trace of the reflection coefficient at
the input based on Chebyshev filters is shown on a Smith chart in Fig. 2. The trace passes through
the center of the chart twice, indicating a potential match at two frequencies.
2.1. Impedance Transfer Function
The coupling matrix value can correspond to the synthesis of prototype filter circuits with invert-
ers [7]. A conventional second-order filter with resonators and mutual coupling (Fig. 1) can be
converted into an equivalent circuit model as shown in Fig. 2. In the case of an impedance inverter
realization, the input impedance of the transformer is expressed by the fraction expansion:

Zin =
K2

0,1

R1 + K2
1,2

R2+
K2

2,3
ZL

(2)

The resonator composed of the lumped Lsi and Csi series type resonance, where jR1 and jR2 are
the impedance of the first and second series resonators. K represents the corresponding coupling
matrix inverters of the series type. Therefore, K inverter value can be obtained as follows:

R1 = ωLs1 − 1/(ωCs1) (3)
R2 = ωLs2 − 1/(ωCs2) (4)

KS,1 = M1,S

√
ZOωOLS1

Ωc
FBW (5)

K2,L = M2,L

√
ZOωOLs2

Ωc
FBW (6)

K1,2 =
(FBW )M1,2ωO

Ωc

√
Ls1Ls2 (7)

Csi = 1/(ωo,i)2Lsi (8)

where FBW is the fractional bandwidth. Equations (7) and (5) (6) represent the internal coupling
(M1,2) and the external coupling (M1,s and M2,L) of the K impedance inverter, respectively. In
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this paper, Ω represents a radian frequency variable of a band pass prototype filter with the cutoff
frequency (Ωc) at 1 (rad/s). Finally, ωO is the original prototype network operation resonance
frequency, and ω′o is the modified one after impedance matching; The corresponding series capacitor
C ′

si can be calculated from (8).

2.2. Coupling Coefficients for Matching Load Impedance
For this impedance transfer network, the M2,L and ω′o,2 parameters can be determined by the
matching impedance. To match the source impedance Z0, we let Zin=50 Ω temporarily. The
coupling coefficients related to impedance transfer on frequency response can be obtained after
applying ZL(= RL + jXL) to rearrange (2) and separating real and imaginary portions. After
algebraic substitutions (9)–(11), the simplified Equations (12) and (13) can be expressed as follows:

∆ = ZOR1

(
ZOR1RL+XL (K01)

2
)
− (K01)

2 (ZOR1XL−RL (K01)
2) (9)

∆m = ZOXL (K12)
2
(
ZOR1RL+XL (K01)

2
)
−ZORL (K12)

2
(
ZOR1XL−RL (K01)

2
)

(10)

∆n = R1RLZ2
O (K12)

2− (K01)
2 ZORL (K12)

2 (11)

M2,L =
∆m

∆

(√
Ωc/

√
(ZOωOL2(FBW )

)
(12)

ω′o,2 =

√((
ωOL2−∆n

∆

)
ωO

)
L2 (13)

where ω′o,2= 2πf ′0,2 is the resonance frequency of the second resonator, which should be modified to
differ from the original ωo. In this paper, the Lsi is fixed, and Csi is variable to present the modified
ω′o,2. Equation (8) shows the relationship between Lsi and Csi at the operation frequency. Therefore,
the L2 value in (12) and (13) can be decided from the L value original LC resonance in the filter
at ωO. The complex impedance ZL can be the arbitrary to match system characteristic impedance
Zo with proper coupling coefficients. From the original band-pass filter design case, we designed
the required coupling coefficients for desired transmission response to obtain the transmission pole
frequency at original f1 and f2 locations. Our proposed concept of a dual matching network for
complex impedance used two parameters M2,L and ω′o,2 to design matched complex impedance
at original f1 and f2. Subsequently, the matching band can be modified by appropriate internal
coupling M1,2.

2.3. Matching Dual-band Frequency
For desired matching frequency, (2) describes the input impedance depending on frequency re-
sponse. Because of the band-pass characteristic, as shown in Fig. 2, equal input impedance occurs
in dual-frequency. The matching impedance is determined after the coupling coefficients M2,L and
ω′o,2 have been chosen in (12), (13), and the frequencies f1 and f2 can be modified as f ′1 and f ′2
when M1,2 is modified as M ′

1,2. The first step is to determine the prototype of the band-pass circuit
at operation center frequency ω0= 2π

√
f ′1f

′
2. The M2L and ω′o,2 can be obtained. Therefore, the

task to finish the design is to solve for the values of M ′
12. From (2), we can obtain the following:

M ′
1,2=

√
(ZOR1K2

23+(ZOR1XL−RLK2
01)R2)(Ωc)

ZOXLL1L2(ωoFBW )2
(14)

If one of the matching dual frequencies f ′1 is known, M1,2 can be obtained by applying the coupling
condition to (14). The other matching frequency f ′2 is symmetric for f ′1 with the center frequency
at ω0.

3. DESIGN PROCEDURE

A number of numerical examples are presented in this section to verify design methods. The
main design procedures are shown in Fig. 4 with the detailed numerical explanations as follows.
First, for matching complex impedance, coupling matrix methods [9] demonstrate that the coupling
coefficients for a typical two-pole Chebyshev response filter are MS,1 = 1.2247, M1,2 = 1.6583,
M2,L = 1.2247, FBW is 0.1. We start designing based on these conditions. In these cases, we
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first designed M1,2 = 4.753, and fixed this M1,2. The chosen load impedances, including four
different cases and the calculated results, are listed in Table 1. From the prototype filter response,
the operation central frequency was ω0 = 1GHz, and we obtained the transmission poles with
M1,2 = 4.753 at 0.815 GHz and 1.25 GHz. FBW for filter design is the ratio of operation frequency
bandwidth with central frequency. For this matching design theorem, the FBW determines the
initial matching frequency location from original filter; the locations poles of frequency response
can determined the required bandwidth. Based on the FBW, the coupling coefficients for matching
can be designed.

Following (12) and (13), Fig. 5 shows the simulation result using the ADS (Advanced Design
System). The desired matching load impedance of the four cases can be matched to ZO in a
narrow band at the dual frequencies Another methodology using dual-frequency transformer based
on two unequal microstrip line [3] is also calculated (matching to 200 Ω) to compare the matching
performance. As shown in Fig. 4, the proposed method has a high selectivity and a superior
reflection response, especially on the undesired harmonic operation frequencies such as 2GHz and
3GHz. Furthermore, at the middle band between 0.815GHz and 1.25 GHz, our proposed method
provides more than 5 dB improvement of in S11 at 1 GHz than the design performance of two
microstrip line dual-frequency transformer in [3]. The required coupling coefficients and resonance
frequencies are listed in Table 1.

Second, the arbitrary dual-band frequencies were also determined through our proposed model,
and the result is shown in Fig. 6. The proposed dual-frequency impedance matching transformer
between complex impedances 400-j200 Ω and system impedance ZO can be designed at several
arbitrary frequencies. One of the matching characteristic frequency is fixed at f ′1 1.8 GHz, and f ′2
can be tuned at different frequencies, such as 2.4 GHz, 3.5 GHz, 4 GHz, and 5.2 GHz. The results
are summarized in Table 2. The tunable dual-band frequencies f ′1 and f ′2 (ω0 = 2π

√
f ′1f

′
2) will

Figure 4: Design flow of the proposed filter-based dual-band matching network.

Figure 5: Comparison of dual-band complex
impedance matching performance and unmatching
band (out-band) rejection capability.

Figure 6: Dual-band complex impedance with dif-
ferent matching frequencies.

Table 1: Parameters of the dual-frequency impedance matching (MS,1 = 1.2247, M1,2 = 4.753, fo = 1GHz).

RL(Ω) XL(Ω) M2,L f ′o,2 (GHz)
200 0 2.4396 1.0065
50 −50 1.725 1.081
100 50 1.9286 0.9672
25 −25 1.2198 1.081
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Table 2: Parameters of the dual-frequency impedance matching (ZL = 400-j200 Ω, MS,1 = 1.2247, M2,L =
3.874, f1 = 1.8 GHz).

Type f ′1 (GHz) f ′2 (GHz) fo (GHz) M ′
1,2

Case A 1.8 2.4 2.0785 4.537
Case B 1.8 3.5 2.5100 6.737
Case C 1.8 4 2.6825 7.068
Case D 1.8 5.2 3.0594 8.953

vary because the ω0 center frequency is reconfigurable. As shown in the table, the larger frequency
separation between f ′1 and f ′2, the larger coupling M ′

1,2 should be, which also agrees with the
filter theories. The central operation ω0 frequency is decided at the first step in band-pass filter
synthesizing. M2,L, ω′o,2, and M ′

1,2 are designed from (12) to (14); however, ω0,1 = ω0 is kept the
same in each case.

4. CONCLUSIONS

The analytic nonlinear characteristics for dual-frequency matching between complex impedances
and system ZO impedance based-on band-pass filter were obtained by a thorough derivation. By
combining coupling matrix filter characteristics to fulfill this network, matching performance can
be improved at operation dual-bands, and excellent undesired band rejection capability can be
achieved. The designed schemes are easy to implement. By extending the proposed concepts, the
multi-band matching networks based on filter design can be realized and verified.
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Abstract— This manuscript describes our progress in the development of cryogenic wideband
LNA for radio-astronomical applications. With technology maturity and fabrication cost taken
into account, the WIN 0.15 µm GaAs pHEMT process is used for the 5–10 GHz and 8–20 GHz
LNA design. Room-temperature S-parameters and noise temperature are measured first with
gain larger than 20 dB, input and output reflection coefficients below −10 dB within the intended
bandwidth. As for the cryogenic noise measurement, the 6 dB cold-attenuator method is used to
obtain the corresponding Tn at different ambient temperatures. A noise improvement factor of 3
is observed for cryogenic LNA designed with this 0.15 µm GaAs process.

1. INTRODUCTION

Cryogenic wideband LNA is among the most critical components used in the microwave and
millimeter-wave radio-astronomical receivers. The LNA designed using TRW (now NGST) and
HRL 0.1µm InP processes have both shown superb cryogenic noise performance [1, 2]; however,
these processes are difficult to obtain outside the US due to the export permit and security issues.
The Asia-based semiconductor foundry WIN, on the other hand, is focusing on commercial mar-
kets with its 0.15µm GaAs process which is available in most regions. Since very little is revealed
about the cryogenic performance of this WIN 0.15µm GaAs process, we are curious whether an
improvement factor of around 10 in noise temperature Tn, as in the cases of TRW and HRL, will be
observed when the amplifier is cooled down from room temperature to below 20K? If the answer
is yes, it is worth using this cryogenic GaAs LNA as second-stage, or even first-stage amplifier
since its impact on the receiver system’s noise may now be more tolerable. This paper intends to
report our progress in developing the 5–10GHz and 8–20GHz LNA’s using WIN 0.15µm GaAs
pHEMT process; their S-parameters and noise temperature will then be measured on-wafer at
room temperature. Once packaged, the 5–10 GHz LNA will then be cooled down to allow cryogenic
characterization.

2. THE 5–10 GHz AND 8–20 GHz LNA DESIGN AND THEIR CHARACTERIZATION

Figures 1 and 2 are the photographs of the 5–10GHz and 8–20 GHz LNA’s, where the common-
source transistors are used to achieve low noise and good input and output matching [3]. Fig. 3
displays the S-parameters and noise temperature measured on-wafer at room temperature; small S11

and S22, and large S21, all are achieved for these two amplifiers and the measured noise temperature
is reasonably good. Fig. 4 records the measured gain versus input power at 8GHz, which can be
used to derive the input-referred 1 dB compression point (P1 dB) at that specific frequency point;
the 5–10GHz and 8–20GHz P1dB of these two LNA’s are obtained in similar way. The use of
smaller transistors and more amplification stages in the LNA082 causes its P1dB to be smaller than
that of LNA0510.

Figure 5 shows the cryogenic noise measurement setup. Inside the cryostat, the long input and
output coaxial cables act as thermal buffers, thus the temperature of both the attenuator and the

Figure 1: Photograph of the 5–10GHz low-noise am-
plifier, i.e., LNA0510.

Figure 2: Photograph of the 8–20 GHz low-noise am-
plifier, i.e., LNA0820.
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Figure 3: S-parameters and Tn (right Y -axis) of the 5–10 GHz and 8–20 GHz LNA’s measured on-wafer at
room temperature.
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Figure 4: Gain versus input power as measured at 8 GHz of the LNA’s, and their input-referred P1 dB curves.

Figure 5: Noise measurement setup with input and output stainless-steel cables used as thermal buffers.

Figure 6: 5–10GHz averaged Tn (in K) and gain (in
dB) versus ambient temperature of LNA0510.

Figure 7: Measure Tn of the LNA0510 at 67 K (solid),
51K (dashed) and 17 K (dotted).

LNA can be assumed to be that of the cold plate. With prior knowledge of the cable loss at different
temperatures, proper noise de-embedding can thus be carried out during the Tn measurement [4].
For the noise measurement at very low temperature, a 20 dB cold attenuator has to be inserted in
front of the LNA so that the equivalent hot/cold noise will be more comparable to Tn of the LNA.
As ambient temperature rises, the noise contribution of this 20 dB attenuator will also increase and,
at certain point, becomes very large as compared with the noise source itself which in turn makes
accurate noise measurement to be difficult. To obtain Tn of the LNA over wide-range ambient
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temperatures, the 6 dB cold attenuator is used as a compromise between 20 dB cold attenuator
(preferable for low temperature) and no attenuation (suitable for high temperature) at all. Fig. 6
displays the 5–10 GHz averaged Tn and gain of the LNA0510 measured at different temperatures.
Fig. 7 is the measured Tn versus frequency of this LNA0510 where the cold-plate temperature is
gradually lowered from 67K to 17 K. It becomes clear that little noise improvement can be obtained
once the ambient temperature is below 80K, and a noise improvement factor of 3 is the best that
can be obtained for cryogenic LNA designed using WIN 0.15µm GaAs pHEMT process.

3. CONCLUSIONS

In this paper, the 5–10GHz and 8–20 GHz low-noise amplifiers have been designed using WIN
0.15µm GaAs pHEMT process and characterized at different temperatures. Using 6 dB cold at-
tenuator method, it is found that the LNA’s noise performance can be improved by lowering the
ambient temperature but once it is below 80 K, no discernible Tn improvement is observed. Ex-
ploring possible solutions for further lowering Tn will be our next research topics.
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Abstract— The authors have investigated the impact of nonlinear distortions to optical signal
transmission over proposed configuration of combined wavelength division multiplexed (WDM)
fiber-optic transmission system (FOTS). In chosen model of ultra-dense combined WDM system
optical signals are transmitted with two different per channel bitrates (i.e., 10 and 40 Gbit/s)
and three different optical signal modulation formats are used for the encoding of transmitted
data body (i.e., non-return to zero encoded on-off keying or NRZ-OOK, orthogonal polarization
shift keying or 2-POLSK and NRZ encoded differential phase shift keying or NRZ-DPSK) and in
addition “non ITU-T” defined minimum and equal frequency intervals are used for the channels
separation.

1. INTRODUCTION

The transmission throughput over the existing wavelength division multiplexed (WDM) fiber-optic
transmission systems (FOTS) can be increased in the following manner: using higher per channel
bitrates, narrower channel spacing or wider amplifier bandwidth [1–3]. So, the increase of “for
WDM-suitable” band utilization (or increase of spectral efficiency) allows to reduce the number of
channel required for the transmission of the same data body as compared with relatively spectrally
inefficient WDM systems (i.e., SE < 0.2 bit/s/Hz) [4]. As well as allows postpone the shortage of
“for WDM-suitable” band and avoid the deployment of new optical fibers [7]. That is why the
method of increase of transmissions SE has some characteristics that are adequate for future needs
and requirements of continuous traffic growth.

Obviously, it is necessary to evaluate the impact of all fiber nonlinearities to optical signal
transmission over the purposed model of combined-WDM system designed for the future optical
transport networks. Hence, two different nonlinear impacts are analyzed in this paper: optical
signal self-phase modulation (SPM) and cross-phase modulation (XPM), while four waves mixing
(FWM) and scattering process are planned for further research efforts.

This impact occurs from the increased power levels coupled to the optical fiber as well as due to
variations of fiber’s dispersion coefficient [8, 9]. Note that data in investigated combined-WDM sys-
tems are encoding by manipulation with optical signal’s freedom degrees such as intensity, phase and
state of polarization. In accordance with each freedom degree and respecting previous researches
(e.g., [4, 10]) the most applicable modulation format has been chosen: non-return to zero encoded
on-off keying (NRZ-OOK), NRZ encoded differential phase shift keying (NRZ-DPSK) and orthog-
onal binary polarization shift keying (2-POLSK). The similar combined or hybrid WDM systems
currently are starting to appear as the result of upgrade of existing transport infrastructure [2, 5].

2. NUMERICAL ANALYSIS AND MATHEMATICAL MODEL

In this paper, the impact of nonlinear optical effects (NOE, SPM and XPM particularly) on optical
signal transmission have been mainly analyzed for the 9-channel combined-WDM systems that
complies with the following scheme of configuration: [1st (fc = 193.025 THz), 4th and 7th channels:
NRZ-OOK, R = 10 Gbit/s] — [2nd (fc = 193.100THz), 5th and 8th channels: 2-POLSK, R =
40Gbit/s] — [3rd (fc = 193.175THz), 5th and 9th channels: R = 40 Gbit/s].

The detailed configuration and the main blocks of simulation model in RSoft Design Group,
Inc. software OptSim 5.2 is shown on Fig. 1. The basic system’s configuration such as the modu-
lation format distribution among the channel as well as the basic parameters of transmitting and
receiving units such as optical filter type, bandwidth and order have been obtained in [10] but the
minimum and equal channel spacing value acceptable for signal detection on the other fiber end
with appropriate error probability below the maximum permissible threshold have been obtained
in [4]. The investigated configuration represents the “worst case scenario” since have a higher av-
erage BER value for signals detected as compared with the rest of possible configurations [4, 10].
Optical signal booster and pre-amplifier have been placed after the multiplexer and before the
demultiplexer, respectively, for achieving the expressions of the fiber nonlinearities. The part of
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Figure 1: The configuration of simulation scheme in OptSim 5.2 used for the evaluation of self-phase mod-
ulation impact on optical signal transmission over the ultra-dense WDM system with combined data rates
and signal formats; the blocks of transmitting and receiving units for NRZ-OOK, 2-POLSK and NRZ-DPSK
signal formats.

fiber-optic transmission line consists of chromatic dispersion (CD) compensation module (DCM)
based on DCF, standard single mode fiber (SSMF, ITU-T Recommendation G. 652) and inline
fixed output power EDFA. The fixed output power level was changed exactly for the booster and
inline amplifier, whereas it remained unchanged and equal to 10 dBm for pre-amplifier. During the
simulations we have analyzed the NOE while others impacts such as amplified spontaneous emission
(ASE) noise and other fibers nonlinearities (e.g., FWM, Brillouin scattering and Raman crosstalk)
are being ignored. The 10 km of DCF (dispersion coefficient at 1550 nm is −80 ps/nm/km, its
core effective area is 20 · 10−12 m2 and fiber non-linearity coefficient is 5.071/W/km) compensates
CD that optical signal will accumulated during the transmission over 50 km of SSMF (dispersion
coefficient at 1550 nm is 16 ps/nm/km, its core effective area is 80 ·10−12 m2 and fiber non-linearity
coefficient is 1.271 /W/km). In further researches the number of such FOTL can be increased for
the evaluation of system performance after the transmission over several such sectors (using the
principle of iteration loops already described in [10]).

3. RESULTS AND DISCUSSIONS

This research revealed the maximum output power level of EDFA at which the BER values for
the single channel as well as multichannel FOTS are still fulfill the requirements addressed to the
maximum permissible error probability for signal detection. As well as it is analyzed the influence
of fiber’s first order dispersion coefficient variations to optical signal distortions (and increment of
detected signals BER value) rose due to SPM and XPM. Before the analyze such impact to signal
transmission over the spectrally efficient multichannel WDM FOTS with combined data rates and
signal formats, let is evaluate their impact on single channel FOTS performance.

WDM system detailed described in previous section, the NRZ-OOK modulated optical signals
with 10 Gbit/s per channel bitrate are transmitted in the first system’s channel. If such signals
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are transmitted in single channel FOTS, the BER value of detected signals exceed the maximum
permissible threshold of 10−12 if the booster and inline optical amplifier’s fixed output power level
is larger than 18 dBm. Note that the central wavelength value of each channel in single channel
FOTS are as similar as in 3-channel combined-WDM FOTS and the configuration of FOTL units
remains unchanged. The similar effect of BER value improvement in combined-WDM system in
comparison with traditional systems with one modulation format has been described in [11]. FOTL
structure was modified as compared with depicted in Fig. 1 in order to analyze the influence of SSMF
first order dispersion coefficient variations to the changes of signals’ BER values due to XPM. In
addition, 10 Gbit/s NRZ-OOK, 40 Gbit/s 2-POLSK and 40 Gbit/s NRZ-DPSK modulated signals
were transmitted not over one span of SMF but two in order to become more evident changes on
detected signal spectrum.

Instead of dealing with one channel FOTS as it was for SPM, here we placed two channels. One of
them is so-called pump channel but the second one is the probe channel containing informative sig-
nal. For 10Gbit/s NRZ-OOK signal, channel spacing between pump and signal channel is 25GHz,
100GHz for 40 Gbit/s 2-POLSK and 200 GHz for 40 Gbit/s NRZ-DPSK (see Fig. 2). 10 Gbit/s
NRZ-OOK signal spectrums sufficiently changes and its left part broadens if SMF dispersion co-
efficient is close to 0 ps/nm/km (see Fig. 2(a)). As for the 40 Gbit/s 2-POLSK and NRZ-DPSK
signals, the spectrum distortions are almost no noticeable (see Figs. 2 (b)–(c)). 40Gbit/s 2-POLSK
channel power increases but by less than 0.1 dBm if dispersion coefficient is around 0 ps/nm/km
as compared with the power levels at D = 16 ps/nm/km/. Whereas, for 40 Gbit/s NRZ-DPSK
channel, it is almost constant (see Fig. 3). Such power level variations of filtered channel lead to
some evidence changes in detected informative signals Q-factor values (see Fig. 4). For 40Gbit/s
2-POLSK channel, it decreases by 0.8 dB whereas, 40 Gbit/s NRZ-DPSK channels experiences some
Q-factor increase, if a value of dispersion coefficient is close to 0 ps/nm/km. In contrast, power
level of filtered informative 10Gbit/s NRZ-OOK channel increases sufficiently (by more than 1 dB),
if dispersion coefficient changes from 16 to 0 ps/nm/km. Q-factor value decreases as it is shown in
Fig. 4. The gradual increase of the fixed output power levels of booster and inline optical amplifiers
allows obtaining in system’s channel detected signal BER correlation diagram for each channel. As
can be seen in Fig. 5, the first channel’s BER value is sufficiently below the 10−12 even if power
levels of optical amplifiers are larger than 25 dBm. In this case, the 1st channel’s BER = 5 · 10−23

and the detected eye diagram evidences only about small amount of “1” amplitude jitter. The
third channel’s BER exceeds the maximum acceptable error probability of 10−16 only at 19 dBm.
At 18 dBm the BER for this channel is equal to 1 · 10−19 and the detected eye diagram evidences
about some noticeable timing jitter that reduces the eye opening. As for the second system’s
channel where 2-POLSK modulated signals are transmitted with 40Gbit/s per channel bitrate,
then its BER values obtained for such power level range of booster and inline optical amplifier are
exceeding the maximum permissible threshold of 10−16. At 4 dBm its value is equal to 3 · 10−7. As
can be seen from the eye diagram obtained for this channel, it is very noisy with lot of an amount
of amplitude jitter. The eye opening width is not enough for securing of signal detection with ap-
propriate error probability below the maximum acceptable threshold.Variations of BER values of
40Gbit/s 2-POLSK channel is non-essential depending on fiber’s dispersion coefficient (see green

(a) (b) (c)

Figure 2: XSPM and XPM impact on modulated signal spectrum: (a) 10 Gbit/s NRZ-OOK; (b) 40 Gbit/s
2-POLSK; (c) 40 Gbit/s NRZ-DPSK, where P is the pump signal and S is probe or informative signal.
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Figure 3: Filtered informative signal power in func-
tion of SMF dispersion coefficient.

Figure 4: Detected informative signal Q-factor value
in function of SMF dispersion coefficient.

Figure 5: BER correlation diagram for the central systems channels (i.e., those with number 1–3) that
represents BER as a function on the output power level of optical signal amplifiers (booster and inline
amplifier) and the eye diagrams of each channel for the maximum tolerable amplifiers’ output power levels.

curve in Fig. 5) and these values in all investigated range sufficiently exceed defined threshold.
They vary around the value of 10−6, so in such spectrally efficient combined-WDM system some
FEC technique must be used.

4. CONCLUSIONS

As for the spectrally efficient combined-WDM system in which 75 GHz non ITU-T defined but
equal frequency intervals are used for channel separation, then transmission in the first channel
(10Gbit/s NRZ-OOK) does not fail even at 25 dBm of amplifiers output power levels. In the third
channel (40 Gbit/s NRZ-DPSK) it fails only at 18 dBm, whereas in the second channel (40Gbit/s
2-POLSK) fails already at 4 dBm and in this channel detected signals cannot be performed with ap-
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propriate error probability below 10−16. Similar “bad” performance of 40 Gbit/s 2-POLSK channel
is observed after the evaluation of dispersion coefficient influence to the detected BER values. To
sum up, comparing the performance of two 40Gbit/s channels we have to conclude that 2-POLSK
modulated signals are more susceptible to the impact of fiber nonlinearities (i.e., SPM particularly)
in such ultra-dense combined transmission mode than NRZ-DPSK signals. As result, transmission
fails in this 2-POLSK channel and some FEC technique must be used to secure signal detection
with appropriately low BER.
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Abstract— Spectrum-sliced dense wavelength-division-multiplexed passive optical network (SS-
DWDM PON) is an attractive and cost effective solution to satisfy the growing worldwide demand
for transmission capacity in the next generation fiber optical access networks. The strength of
SS-DWDM PON technology is use of one common broadband seed light source and its ability to
place electronics and optical elements in one central office (CO), in that way simplifying the ar-
chitecture of fiber optical network. The authors have successfully demonstrated the optical link
reach improvement by implementation of chromatic dispersion compensation for cost effective
SS-DWDM PON system.

1. INTRODUCTION

Traditional WDM systems have multiple transmitter lasers operating at different wavelengths,
which need to be wavelength selected for each individual channel operated at a specific wavelength.
It increases complexity of network architecture, cost and wavelength (channel) management. The
strength and benefit of SS-DWDM PON optical systems from the same advantages as WDM, while
employing low cost incoherent light sources like amplified spontaneous emission (ASE) source or
light-emitting diode (LED). This spectral slicing method is a promising cost-efficient solution for a
transmitter in an optical line terminal (OLT) of WDM-PON architecture. SS-WDM PON system
is more energy efficient than traditional WDM PON because there is employed a single common
broadband light source for transmission on a large number of wavelength channels, not a one source
per user as it is in the traditional WDM-PON [1–3].

The optical bandwidth per channel of SS-WDM PON system is large compared to the bit rate.
Therefore, dispersion considerably degrades the performance of this system more than it is observed
in conventional laser-based systems. The influence of dispersion needs to be studied in order to
understand the characteristic of a SS-WDM PON system employing a standard single mode optical
fiber. In traditional time-division multiplexed passive optical network (TDM-PON), the number
of ONTs (users) is limited by the attenuation of optical splitter in a single wavelength, but using
WDM PON technology we can provide up to 64 or even more wavelengths in an optical access
network [4]. Therefore WDM-PON becomes the strongest competitor because of its upgradeability
and high capacity. In case of large number of end users the WDM-PON system can be assumed as
an effective way to solve the bottleneck problem because each user receives its own wavelength [5].

It is very important to build a new type optical system based on widely used frequency grid,
recommended by international standards because of such a system potentially is much more com-
patible with other already existing WDM-PON optical systems. The main benefit includes the
reduction of network architecture complexity as well as cost per one user. It is possible by replac-
ing the classic WDM-PON system (where one laser source is used for each user) with our proposed
spectrum-sliced dense WDM PON system with CD compensation (where one seed broadband ASE
source is spectrally sliced and used for multiple users) [6, 7].

2. SIMULATION MODEL AND NUMERICAL ANALYSIS

Our accepted research method is a mathematical simulation using newest OptSim 5.2 simulation
software, where complex differential equation systems are solved using Split-Step algorithm. In
order to study the nonlinear effects in optical fiber the nonlinear Schrödinger equation (NLS) is
used. Except certain cases this equation cannot be solved analytically. Therefore, OptSim software
is used for simulation of fiber optical transmission systems where it solves complex differential
equations using Time Domain Split-Step (TDSS) method [3]. The performance of simulated scheme
was evaluated by the obtained bit error ratio (BER) value of each WDM channel in the end of
the fiber optical link. Basis on ITU recommendation G.984.2 it should be noticed that BER value
for fiber optical transmission systems with data rate 2.5 Gbit/s per channel is specified less than
10−10 [8].
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Figure 1: Experimental model of proposed high-speed 16-channel AWG filtered ASE seeded SS-DWDM
PON system with DCM module.

In order to investigate the performance of incoherent broadband ASE light source as seed light
for usage in spectrum sliced WDM passive optical networks we created a simulation scheme of
high-speed 16 channel SS-DWDM PON system in OptSim 5.2 software, see Fig. 1. The design
of high performance broadband flat spectrum ASE source on the output of cascaded EDFAs in
details is described in next chapter. This chapter describes the simulation model and parameters
of proposed SS-DWDM PON system with flat ASE seed source. As one can see in Fig. 1, SS-WDM
PON simulation scheme consists of 16 channels. The frequency grid is anchored to 193.1 THz and
channel spacing is chosen equal to 100GHz frequency interval. This frequency grid and interval is
defined in ITU-T recommendation G.694.1.

Broadband ASE light source is spectrally sliced using 16-channel AWG filter (AWG1) with
channel spacing equal to 100 GHz (0.8 nm in wavelength). Using this AWG unit we can obtain
spectrally sliced optical channels (slices) with dense channel interval 100GHz. Insertion losses of
AWG units are simulated using attenuation blocks (attenuators).

Simulated athermal high-performance AWG multiplexers and demultiplexers are absolutely pas-
sive optical components (no need for thermal regulation and monitoring electronics) with insertion
loss up to 3 dB each [1]. After spectrum slicing by AWG1 optical slices are transmitted to the
optical line terminals (OLTs). OLTs are located at central office (CO). Each OLT consists of data
source, NRZ driver, and external Mach-Zehnder modulator (MZM). Generated bit sequence from
data source is sent to NRZ driver where electrical NRZ pulses are formed. Afterwards formed
electrical NRZ pulses are sent to MZM modulator. MZM modulates the optical slices from AWG1
and forms optical pulses according to electrical drive signal. These formed optical pulses from
all OLTs are coupled by AWG multiplexer (AWG2) and sent into standard optical single mode
fiber (SMF) defined in ITU-T recommendation G.652. Information from OLT is transmitted to
an optical network terminal (ONT) or user over the fiber optical transmission link called optical
distribution network (ODN). In the end of fiber optical link optical channels are split using AWG
demultiplexer (AWG3) located in remote terminal (RT). Receiver section includes ONT units. Each
ONT consists of sensitivity receiver with PIN photodiode (sensitivity S = −25 dBm at sensitivity
reference error probability BER = 1 · 10−10), Bessel electrical filter (3-dB electrical bandwidth
BE = 1.6GHz), optical power meter and electrical probe to evaluate the quality of received optical
data signal. Optical signal is converted to electrical signal using PIN photodiode and filtered by
Bessel electrical filter to reduce noise [9]. In simulation setup we used real parameters of standard
DCF fiber and tunable FBG.

3. RESULTS AND DISCUSSIONS

Flat-top type AWG units were chosen for spectral slicing of ASE light source in our optical system
because of good filtering performance, excellent WDM channel separation and bandwidth allow
passing sufficient high optical power [2]. To reduce the negative impact of intensity noise as well
as cross phase modulation the correct choice of filter’s shape and 3-dB pass bandwidth is very
important [10, 11]. In Fig. 2, are compared two SS-DWDM PON channels (central frequencies
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193.1 and 193.2 THz) which are filtered by Gaussian and flat-top type AWGs with identical 50 GHz
3-dB pass bandwidth.

It is shown that flat-top AWG has narrower spectral filter shape than Gaussian type AWG.
Wider filter shape leads to larger slice width, higher resultant slice’s power and optical signal
dispersion [6]. In OptSim software we simulated flat-top type AWG filter shape using Raised
Cosine optical filter’s transfer function but using Super-Gaussian transfer function we approximate
Gaussian AWG filter shape [10].

As one can see in Fig. 2, in the case of Gaussian filter the crosstalk between channels will be
much higher than employing flat-top type filter. Based on this we can make a conclusion that AWG
with flat-top filter spectral shape has higher optical signal to noise ratio (OSNR) than AWG with
Gaussian type filter shape at identical bandwidth (3-dB bandwidth is 50GHz). Based on above
mentioned facts we chose flat-top AWGs for our investigated SS-DWDM PON simulation scheme.
In Fig. 2, it is shown optical spectrum on the output of ASE source and spectra after each flat-top
AWG unit.

We found that optimal 3-dB bandwidth value of flat-top type AWG unit for maximal system
performance must be about 90GHz. By slicing the spectrum of proposed ASE source with first
AWG demultiplexer we obtain 16 separate WDM channels with channel output power variation less
than 0.42 dB. As one can see in Fig. 3, the performance of investigated SS-DWDM PON system
was completely sufficient to provide data transmission with BER < 1 · 10−10 over the fiber optical
span of 12 km in length without CD compensation.

The first realized chromatic dispersion compensation method includes the implementation of
DCF in central office. It was found that the optimal required DCF fiber length for maximum
improvement of our SS-DWDM PON system’s performance is 5.1 km. This length of DCF fiber
can compensate about 410 ps/nm of accumulated CD. Using DCF fiber with such a length we can
achieve the maximal 16-channel SS-DWDM PON system’s link length of 24 km, see Fig. 3(a).

By using FBG we achieve better results than using DCF for accumulated CD compensation.
Implementation of FBG for CD compensation extends the total reach of SS-DWDM PON system

Figure 2: Optical output power spectrum of ASE source and 16-channel SS-DWDM PON system after
each stage of flat-top type AWG unit. Comparison of Gaussian and flat-top type AWGs with 50 GHz 3-dB
bandwidth in case of two adjacent WDM.
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Figure 3: BER correlation diagram and output eye diagram of worst spectrally sliced dense WDM PON
system’s channel after 12 km SMF link length without CD compensation module. SS-DWDM PON system’s
eye diagrams and BER values of the received signal from worst channels employing. (a) DCF fiber and (b)
FBG for accumulated CD compensation in DCM unit.
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up to 26 km, see Fig. 3(b). This result can be explained by the fact that FBG has relatively
small insertion loss (< 4 dB) and instead of DCF fiber it can be used at higher optical powers
without inducing nonlinear optical effects, which can reduce the system’s performance. Optimal
CD compensation amount that must be compensated by FBG is −420 ps/nm and this amount is
equivalent to full CD compensation.

4. CONCLUSIONS

In this work, using we have realized and investigated an experimental high-speed SS-DWDM PON
system where DCF and FBG are used for accumulated chromatic dispersion (CD) compensation
to improve the maximal link reach from OLT to ONT at the same time providing high system
performance with BER < 1 · 10−10. It is shown design of broadband ASE source with +23 dBm
output power and flat spectrum in system’s operating wavelength range (C-band) using two EDFAs
connected in cascade mode. We demonstrate that using DCF for CD compensation SS-DWDM
PON reach can be improved by 100% or extra 12 km in length — from 12 km to 24 km. But using
FBG unit network reach can be improved by 117% or extra 14 km — from 12 km to 26 km. Basis on
these results authors recommend to use FBG DCM units for CD compensation in future high-speed
16-channel dense SS-WDM PON systems for maximal system’s performance and network reach.
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Abstract— In order to achieve nonblocking connection, all the switching networks are designed
to provide connections of full permutations. To reduce the hardware complexity, we propose
designing wavelength-exchanging cross connect (WEX) to support sufficient permutations instead
of full permutations. In this paper, we propose an algorithm to construct an optimal Benes WEX
architecture with sufficient permutations. The idea is to select a minimal number of switching
elements in a Benes WEX so that all connections of sufficient permutations can be provided.
Our case study results show that the architectures of our proposed WEX based on sufficient
permutations in the cases of 2 and 4 wavelengths in each fiber can to save up to half switching
elements compared with that of the existing Benes WEXs based on full permutations.

1. INTRODUCTION

Wavelength cross-connect (WXC) [1–3] is a wavelength division multiplexing (WDM) device with
switching capability. Basically, a WXC consists of two types of main elements: space switching
elements (SSEs) and wavelength converters (WCs). SSEs are capable of connecting input ports to
the required output ports without performing any wavelength conversion on input signals. WCs
are usually employed to relax the wavelength continuity constraint and hence improve the blocking
performance of the networks [4].

A new type of WXC, namely wavelength-exchanging cross connect (WEX), was proposed whose
architecture consists of SSEs and wavelength-exchange optical crossbars (WOCs) [5–9]. WOC is
a switching element with 2 inputs and 2 outputs and can perform a single-step space switching
and wavelength conversion between two wavelengths. Consequently,the WEX architecture does
not require the stages of separated WCs.

To reduce the hardware complexity of switch, Waksman [10] observed that some elementary cells
(switches) of a switch are left in the bar state and can be eliminated. Similarly, a 4×4 wavelength-
exchangeable permutation switching network was proposed, in which there exists a WOC always
left in the bar state so that it can be reduced. Such a switching network was employed to build a
large-scale Benes WEX network [9].

The design of all the existing switching networks is based on full-permutation to achieve non-
blocking connections [1–9]. However, this results in a huge amount of hardware complexity in the
switching networks.

We observed that the permutations correspond to mutually exchange wavelengths within an
output fiber may not be necessary and can be regarded to perform the same switching job. Based
on the idea, we classified all of the permutations into several equivalent sets, each performing a
particular switching job. From each equivalent set, any one permutation could be selected as a
representative, and all of the representative permutations were grouped together to form a set
called sufficient permutations [11].

We applied the concept of sufficient permutations to simplify the Benes WEX architecture
shown in [11]. However, it was to run all the control states of all the switching elements. This
leads complex computing. In order to design a compact WXE architecture, we select the minimal
number of the switching elements in Benes WEX such that all the sufficient permutations can be
provided.

2. SUFFICIENT PERMUTATIONS

We consider the N ×N wavelength-exchanging cross connect with F input fibers, F output fibers,
and W wavelengths in each fiber, where N = WF. In this paper, we will focus on the WEX
architecture with F = 2.
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Let W λ(F × F ) switch denote such a WEX. The set of fibers and the set of wavelengths are
denoted as {f1, f2, . . . , fF } and {λ1, λ2, . . . , λW }, respectively. Let X = [1, 2, 3, 4, . . . , N ]t be the
input vector of a W λ(F × F ) switch, where k is the input signal Sk on wavelength λj in fiber fi

and k = i + 2 · (j − 1), k = 1, 2, . . . , N . Such an arrangement is known as the connection pattern
of fiber-based type [7].

Let Y = [π1, π2, . . . , πN ]t be a permutation vector at the switch output for input vector X,
where πy = k ∈ {1, 2, . . . , N} denotes that signal Sk is routed to output port y. For example,
the permutation vector [3, 4, 1, 2]t in a 2λ(2 × 2) switch (shown in Figure 1(d)) stands for that
signals 1, 2, 3, and 4 will be routed to output port 3, 4, 1, and 2, respectively. Suppose that we
examine the destination fibers instead of the destination ports of the input signals, we find that
the permutation vector [3, 4, 1, 2]t in a 2λ(2 × 2) switch implies that signals 1, 2, 3, and 4 will
be routed to output fiber f1, f2, f1, and f2, respectively. Since signals 1, 2, 3, and 4 also come
from f1, f2, f1, and f2, respectively, we say that all of these input signals stay at the fiber, where
they come from. We find that the permutation vectors [1, 2, 3, 4]t, [3, 2, 1, 4]t, and [1, 4, 3, 2]t
(shown in Figures 1(a), 1(b), and 1(c), respectively) have also the same phenomenon. All of the
permutation vectors [3, 4, 1, 2]t, [1, 2, 3, 4]t, [3, 2, 1, 4]t, and [1, 4, 3, 2]t correspond to mutually
exchange wavelengths within an output fiber, we say that these four permutation vectors in a
2λ(2× 2) switch do the same switching job, which routes input signals so that all of them stay at
the fiber where they come from. Therefore, any one of these four permutations can to provide this
switching job. These four permutations are shown in Figure 1.

Assume that a signal arriving at a particular input port of a WEX has two states: stay and
jump. The stay state indicates that the arriving signal intends to stay at the same fiber, and the
jump state indicates that the arriving signal intends to jump into the other fiber. To design the
WEX with nonblocking connections, the number of signals with jump state in two fibers f1 and f2

should be the same.
Let {a1, a2, . . . , am} and {A1, A2, . . . , Am} denote the set of m different signals with jump state

in fiber f1 and f2, respectively, where ak ∈ {1, 3, . . . , 2W − 1} corresponds to index k of signal Sk

from fiber f1 and Ak ∈ {2, 4, . . . , 2W} corresponds to index k of signal Sk from fiber f2. Since
the mutual exchange between {a1, a2, . . . , am} and {A1, A2, . . . , Am} performs a switching job for
a particular nonzero number of m, we use the notation: {a1, a2, . . . , am} ↔ {A1, A2, . . . , Am}
to represent such a switching job. For m = 0 which indicates the all input signals have stay
state, we denote it as: Φ ↔ Φ. The permutations that perform all switching jobs are defined
by the sufficient permutations. This implies that sufficient permutations perform both Φ ↔ Φ
and any combination of {a1, a2, . . . , am} ↔ {A1, A2, . . . , Am} for m = 1, 2, . . . , W . For example,
the sufficient permutations of a 2λ(2 × 2) switch perform the following switching jobs: Φ ↔ Φ,
{1} ↔ {3}, {2} ↔ {4}, {2} ↔ {3}, {1} ↔ {4}, and {1, 2} ↔ {3, 4}.

For a W λ(2×2) WEX, we observe that there are combinations in the switching job of {a1, a2, . . . ,
am} ↔ {A1, A2, . . . , Am}, where CW

m denotes the number of ways to choose m different signals from
W ones. Consequently, the number of switching jobs is (CW

m )2 or a particular number of m, and
the total number of switching jobs is

∑W
m=0(C

W
m )2 = C2W

W for sufficient permutations.

3. DESIGN ALGORITHM

In this section, we will propose an algorithm to design an optimal Benes WEX architecture, which
is based on sufficient permutations. Then, we will give two examples of case study. The reason
why our design focuses on the Benes architecture is because Benes architecture is known as one of
most efficient switch architectures in terms of the numbers of 2× 2 switches it uses to build larger
switches [12].

(a) (b) (c) (d)

Figure 1: Four permutation vectors do the same switching job in a 2λ(2× 2) switch.
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A WEX architecture consisting of SSEs and WOCs as the switching elements is said to be
optimal, if it has the minimal number of switching elements and it can to perform all the sufficient
permutations.

To find the minimal number of switching elements in a WEX architecture, we observe that
(a) each switching element performs either the bar or the cross state; (b) the states of switching
elements determine the permutation output; (c) a particular permutation output may result from
one or more than one combination of the states of all switching elements. This implies that if
the number of switching elements in a WEX is n, the number of different permutation outputs is
not greater than 2n. Therefore, a W λ(2× 2) WEX with sufficient permutations, whose number of
switching job is C2W

W , must have at least n switching elements, where 2n ≥ C2W
W .

The idea of our proposed algorithm is to (i) select a candidate architecture by removing some
of switching elements in the original Benes WEX, where the candidate architecture has minimal
number switching elements, (ii) verify if this candidate can perform all switching jobs, and (iii)
modify the candidate architecture by increasing total number of switching elements by one and
repeat the procedure (ii), if this candidate cannot perform all switching jobs.

In the following, we show the algorithm for designing an optimal W λ(2× 2) Benes WEX archi-
tecture, based on sufficient permutations. The algorithm takes the parameters W as inputs, and it
outputs an optimal Benes WEX architecture.

(1) Construct a W λ(2× 2) Benes WEX.
(2) Find n, where n is the minimal number of 2× 2 switching elements and n satisfies 2n ≥ C2W

W .
(3) Select a sub-WEX architecture of the Benes WEX, which has n switching elements.
(4) Verify if the sub-WEX can perform all of the switching jobs for sufficient permutations.
(5) If the sub-WEX can provide all switching jobs, then this sub-WEX is optimal. Otherwise, we

increase n by one, and go to step (3).

Next, we apply the algorithm given above to construct 2λ(2 × 2) and 4λ(2 × 2) Benes WEX.
And, the results of the optimal 2λ(2× 2) and 4λ(2×2) Benes WEXs are shown in Figure 2(b) and
Figure 3(b), respectively.

4. COMPARISON OF ARCHITECTURES

We will compare our optimal Benes WEXs with the original Benes WEXs in [5, 9] and simplified
Benes WEXs in [11] with respect to hardware complexity for the cases of 2λ(2× 2) and 4λ(2× 2).
Notice that the design of the original Benes WEXs in [5, 9] is based on full permutations; while the
simplified Benes WEXs in [11] and our optimal Benes WEXs are based on sufficient permutations.

(a) (b)

Figure 2: (a) The 2λ(2×2) Benes WEX. (b) The optimal 2λ(2×2) Benes WEX.

(a) (b)

Figure 3: (a) The 4λ(2×2) Benes WEX. (b) The optimal 4λ(2×2) Benes WEX.
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(a) (b)

Figure 4: (a) The original 2λ(2×2) Benes WEX [5]. (b) The simplified 2λ(2× 2) Benes WEX [11].

(a) (b)

Figure 5: (a) The original 4λ(2× 2) Benes WEX [9]. (b) The simplified 4λ(2×2) Benes WEX [11].

Table 1: The hardware complexity comparison.

Architectures original WEX simplified WEX [11] optimal WEX
2λ(2×2) 4 + 2 [5] 2 + 2 2 + 1
4λ(2×2) 8 + 10 [9] 4 + 10 5 + 4

Note: x + y stands for x SSEs and y WOCs.

In the case of 2λ(2×2) Benes WEX switch, the original Benes WEX uses 6 switching elements [5],
as shown in Figure 4(a); while the simplified Benes WEX uses 4 switching elements [11], as shown
in Figure 4(b). Recall that our optimal Benes WEX only uses 3 switching elements, as shown in
Figure 2(b).

In the case of 4λ(2 × 2) Benes WEX switch, the original Benes WEX uses 18 switching ele-
ments [9], as shown in Figure 5(a); while the simplified Benes WEX uses 14 switching elements [11],
as shown in Figure 5(b). Recall that our optimal Benes WEX uses 9 switching elements, as shown
in Figure 3(b).

Table 1 shows the number of SSEs and the number of WOCs (denoted by a number x plus a
number y) used in these WEXs that we have compared.

5. CONCLUSIONS

In this paper, we propose an algorithm to design an optimal W λ(2 × 2) Benes WEX architecture
based on sufficient permutations, where sufficient permutations perform the switching operations
of routing input signals to destination fibers instead of destination ports. To achieve an optimal
design, we propose using minimal number of switching elements. Our study results show that
the proposed Benes WEX architecture in both 2λ(2×2) and 4λ(2× 2) cases can cut the hardware
complexity by half in comparison with the original WEX architectures.

ACKNOWLEDGMENT

This work was supported by the National Science Council of Taiwan under the Grant NSC 100-
2221-E-327-030.

REFERENCES

1. Brackett, C. A., “Forward: Is there an emerging consensus on WDMnetworking?,” J. Lightwave
Technol., Vol. 14, 936–941, Jun. 1996.

2. Zhong, W. D., J. P. R. Lacey, and R. S. Tucker, “Multiwavelength crossconnects for optical
transport networks,” J. Lightwave Technol., Vol. 14, 1613–1620, Jul. 1996.



316 PIERS Proceedings, Taipei, March 25–28, 2013

3. Chen, Y. K. and C. C. Lee, “Fiber Bragg grating-based large nonblacking multiwavelength
cross-connects,” J. Lightw. Technol., Vol. 16, No. 10, 1746–1756, Oct. 1998.

4. Lee, K. C. and V. O. K. Li, “A wavelength-convertible optical network,” J. Lightwave Technol.,
Vol. 11, 962–97, May/Jun. 1993.

5. Hamza, H. S. and J. S. Deogun, “Architectures for WDM Benes interconnection network
with simultaneous space-wavelength switching capability,” 2nd IEEE Int. Conf. on Broadband
Networks, Oct. 2005.

6. Hamza, H. S. and J. S. Deogun, “Wavelength-exchanging cross-connect (WEX) — A new
class of photonic cross-connect architectures,” J. Lightw. Technol., Vol. 24, No. 3, 1101–1111,
Mar. 2006.

7. Hamza, H. S. and J. S. Deogun, “Designing full-connectivity WDM photonic interconnects with
reduced switching and conversion complexity,” 14th IEEE Symposium on High-performance
Interconn-ects, Aug. 2006.

8. Hamza, H. S. and J. S. Deogun, “WDM photonic interconnects: A balance design approach,”
IEEE/ACM Trans. Netw., Vol. 15, No. 6, 1565–1578, Dec. 2007.

9. Hamza, H. S., “Optimizing complexity in Benes-type WDM switching networks,” Journal of
Photonic Network Communications, Vol. 17, No. 3, 277–291, 2009.

10. Waksman, A., “A Permutation network,” J. of the ACM, Vol. 15, No. 1, 159–163, Jan. 1968.
11. Wu, J.-C. and M. H. Wei, “A design methodology to simplify WDM Benes photonic switches,”

2009 IEEE 9th Malaysia International Conference on Communications (MICC 2009), 381–386,
Dec. 2009.

12. Ramaswami, R., K. N. Sivarajan, and G. H. Sasaki, Optical Networks: A Practical Perspective,
3rd Edition, Morgan Kaufmann, San Francisco, 2010.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 317

Analysis of Anisotropic Diffraction in Volume Gratings Using Liquid
Crystal Composites

A. Ogiwara1, H. Shichi1, H. Kakiuchida2, A. Emoto3, and H. Ono4

1Department of Electronic Engineering, Kobe City College of Technology, Japan
2Materials Research Institute for Sustainable Development

National Institute of Advanced Industrial Science and Technology (AIST), Japan
3Electronics and Photonics Research Institute

National Institute of Advanced Industrial Science and Technology (AIST), Japan
4Department of Electrical Engineering, Nagaoka University of Technology, Japan

Abstract— A micro-periodic structure composed of polymer and liquid crystal (LC) phases is
called holographic polymer dispersed liquid crystal (HPDLC) grating. The HPDLC grating has
been applied for grating formation to obtain both high optical efficiency and electric switching
function. Moreover, HPDLC grating shows polarization dependence in diffraction efficiencies
against the incident polarization state of laser light. The anisotropic diffraction is modulated by
the distribution of submicrometer-scale liquid crystal (LC) droplet in a polymer matrix using in-
terferometric laser exposure. The refractive-index modulations (n1x, n1y, n1z) in grating medium
corresponding to the three dimensional directions are obtained by applying theoretical calcula-
tion based on the anisotropy for the experimental results of angular dependence of diffraction
efficiencies in various grating structures. Our analysis shows that the diffraction efficiency and the
characteristic ratio of diffraction efficiency in polarization parallel to the grating vector to that
in polarization perpendicular to the grating vector are markedly affected by the refractive-index
modulations.

1. INTRODUCTION

The development of holographic and diffractive optical technologies is of considerable interest for
integrated optics, sensor systems, displays, optical interconnects, and optical data storage devices.
In many applications, it is desirable to have control over the diffraction efficiency of a device by
applying electric field. A useful approach is to employ a liquid-crystal (LC) phase, which can
consider the change in birefringence induced by electric field as refractive index modulation in
the device. Such a device has been realized using a polymer-dispersed liquid crystal (PDLC)
consisting of LC droplets embedded in a polymer matrix. Since the LC molecules in the droplets
can be aligned by applying electric field, the change in refractive index by LC orientation in the
polymer matrix is usable for electric switching application. The refractive index modulation in
PDLC systems is realized by spatial density or concentration variation in the resulting polymer,
or spatially distributed voids. Thus, when a mixture of LC and monomer materials containing a
photo initiator is irradiated using a spatially periodic intensity, the formation of polymer networks
is induced in the bright regions of fringes. At the same time as the reaction, LC molecules are
separated in the dark regions of fringes. As a result, a periodic structure consisting of polymerized
and LC concentration regions is produced in the PDLC systems using the obtained irradiation
pattern. If a holographic optical system with a laser source is applied to the PDLC systems,
fine periodic structures produced by cured-polymer and separated LC phases, that is, holographic
polymer-dispersed liquid crystal (HPDLC) gratings, can be realized using the optical system [1–8].

Diffusion and phase-separation processes during grating formation, which are induced by photo
polymerization, are considered to dominate the diffraction properties of the fabricated HPDLC
gratings. The high polarization dependence of the diffraction property developed in the HPDLC
gratings is expected to provide novel polarization-controllable optical devices, such as thin polarized
beam splitting films with a microscopic holographic structure [9, 10]. Therefore, the anisotropic
diffraction properties in the HPDLC gratings are theoretically and experimentally important issues
to be studied for the development of novel optical devices. We report in this article the anisotropic
diffraction of HPDLC gratings based on the refractive-index modulations (n1x, n1y, n1z) in grating
medium affecting the behaviors of LC molecules in the grating structure.

2. THEORETICAL TREATMENT FOR GRATING STRUCTURE

Figure 1 shows the grating structure for theoretical treatment. The amplitudes of refractive-index
modulation (n1x, n1y, n1z) in grating medium corresponding to the three dimensional directions are
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estimated by expanding the Kogelnik’s coupled-wave theory using the incident angle dependence
in anisotropic diffraction against the p and s-polarizations [6, 11]. The estimation procedure is
described as follows. The difference in the amplitude of refractive-index modulation in the grating
between P - and S-polarizations is regarded as an indicator of the order of LC orientation. The
amplitude of refractive-index modulation in the grating is related to diffraction efficiency (η(θρ)) for
incident light angle (θρ) in grating medium through Kogelnik’s coupled-wave theory as expressed
by [11]

η (θρ) =
sin2

√
ν2 + ξ2

1 + ξ2

ν2

(1)

where ν = κd (κp and κs) for p- and s-polarizations as follows,

κp =
π

(
n1x cos2 θρ − n1z sin2 θρ

)

λ cos θρ
(2)

κs =
π n1y

λ cos θρ
, (3)

and ξ = Γd/2Cs is expressed by following parameters:

Γ = ∆θ K sin(φ− θ0) (4)

Cs = cos(θρ)−
(

K

β

)
cos(φ) (5)

The parameters described above are expressed as K = 2π/Λ and β = 2πno/λ. Here, d is the
thickness of the grating, ∆θ is the deviation between incidence angle (θρ) and Bragg angle (θ0)
in the grating medium, ϕ is the slanted angle, no is the average refractive index, Λ is the grating
spacing, and in the present case, λ, d, and Λ correspond to 0.532µm, 10µm, and 1µm respectively.
no is estimated to be 1.532 from the mixture ratio of LC and polymer molecules. d, ϕ, and Λ
are confirmed by SEM observation, as detailed in later section. The amplitude of refractive-index
modulation values of the present samples are estimated from the measurement of the incident angle
dependence in anisotropic diffraction against the p and s-polarizations using Eq. (1).

3. EXPERIMENT

3.1. Sample Preparation
LC composite for an HPDLC grating was prepared using isotropic monomers (Kyoeisha Chemical)
such as 2-hydroxy-3-phenoxy-propyl acrylate, 2-hydroxyethyl methacrylate, and dimethylol tricyclo
decane diacrylate mixed with LC materials. The ratios of the isotropic monomers mixtures were
80, 5, and 15 wt.%, respectively, and two kinds of nematic LC materials K-15 and BL024 (Merck)
was added to the prepolymer mixture at content ratio of 25 and 35 wt.% based on the fraction of
all ingredients. N-phenylglycine and xanthene dye (dibromofluorescein) as a coinitiator and pho-
toinitiator were introduced to the LC composites composed of isotropic and anisotropic monomers,
respectively. The refractive index of the cured composition for isotropic monomers was found to
be 1.520 by ellipsometric analysis. The physical properties (no/ne, clearing point) of nematic LC
supplied by Merck as follows: K-15 (1.5331/1.7288, 35.1◦C), and BL024 (1.5132/1.7174, 81◦C).

Figure 1: Grating structure for theoretical
treatment.
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Figure 2: Optical setup for fabricating an HPDLC grating
at controlled temperature using laser interferometer.
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Figure 3: Incidence angle dependences of diffraction efficiencies for an unslanted HPDLC grating (square)
at φ = 90 and a slanted grating (circle) at φ = 80.4 formed by LC (K15): (a) p- and (b) s-polarizations.
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Figure 4: Incidence angle dependences of diffraction efficiencies for an unslanted HPDLC grating (square)
at φ = 90 and a slanted grating (circle) at φ = 80.4 formed by LC (BL024): (a) p- and (b) s-polarizations.

3.2. Optical Setup for Device Fabrication
Figure 2 shows the optical setup for the formation of optical gratings. Interferometric exposure
using a green laser (Nd:YVO4, λ = 532 nm) induces spatially periodic modulation in the refractive
index at various spacings as the angle of the laser beam crossing the samples is adjusted. Using
the rotary stage under the sample, the direction of grating formation can be adjusted to yield
unslanted and slanted gratings. The temperature for the device fabrication was adjusted to 50◦C
using the temperature controller with the Peltier element in this setup. The laser source for
photopolymerization was collimated and linearly polarized perpendicularly to the grating vector,
and the intensity on the samples was fixed at 5mW/cm2. The polarization directions parallel and
perpendicular to the grating vector are called P - and S-polarizations, respectively.

4. RESULTS AND DISCUSSION

Figure 3 shows incidence angle dependences of diffraction efficiencies for an unslanted HPDLC
grating (square marks) at φ = 90 and a slanted grating (circle marks) at φ = 80.4 formed by the
nematic LC (K15) The solid lines show the theoretical predictions obtained using Eq. (1). The
diffraction efficiency was obtained as the ratio of diffracted first order intensity to the total of 0th
and first order diffracted intensity. Figs. 3(a) and 3(b) show the diffraction efficiencies (ηp and
ηs) for incident p- and s-polarization lights. On the other side, Figure 4 shows incidence angle
dependences of diffraction efficiencies for an unslanted HPDLC grating (square marks) at φ = 90
and a slanted grating (circle marks) at φ = 80.4 formed by the nematic LC (BL024). The theoretical
predictions are well coincident with the experimental results. The obtained gratings show highly
anisotropic diffraction properties since the diffraction efficiencies of ηp are much larger than ηs in
both unslanted and slanted gratings. The resultant diffraction anisotropy, that is, the distinctive
ratio (ηp/ηs), is larger observed in the gratings formed by the nematic LC (BL024) than that of
the nematic LC (K-15).

Figure 5 shows anisotropic refractive indices obtained based on the theoretical and experimental
treatments in various HPDLC gratings. We can observe that the anisotropic refractive index (n1x)
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Figure 5: Anisotropic refractive indices estimated by the theoretical analysis in the HPDLC gratings formed
by LC composites composed of isotropic monomers and different LC materials: (a) K-15 and (b) BL024.
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Figure 6: SEM cross-sectional views of the HPDLC gratings formed by LC composites: (a) K-15 and (b)
BL024.

is much larger than other refractive indices (n1y, and n1z), and that the ratio is dominant at
amplitude of n1x in Fig. 5(b) by the LC (BL024) compared with that in Fig. 5(a) by the LC (K-
15). The amplitude of n1x corresponds to the direction of p-polarization which is parallel to the
grating vector. Figure 6 shows the SEM cross-sectional views of the HPDLC gratings formed by
LC composites composed of isotropic monomers and different LC materials at (a) K-15 and (b)
BL024. The SEM images show the cured polymer and the trace of LC droplets distributed to form
a periodic structure. The periodic structure separated by the LC layer composed of the coalesced
fine droplets is clearly observed.

5. CONCLUSIONS

Anisotropic volume holographic gratings were produced from a polymer-dispersed liquid crystal by
different LC composites. The angular dependence of diffraction efficiencies were experimentally
investigated for various gratings formed by different grating structures and LC contents. The
theoretical predictions obtained by the equation based on the anisotropic diffractions were well
coincident with the experimental results. The refractive-index modulations (nx, ny, nz) in grating
medium corresponding to the three dimensional directions were estimated by applying theoretical
calculation for the incidence angle dependence of the diffraction efficiencies. The SEM observations
show the separated phase morphology of LC-rich and polymer-rich regions. The results of refractive-
index modulation in the grating indicate that the anisotropic refractive index (n1x) is much larger
than other refractive indices (n1y and n1z) and that the LC orientation in a small droplet is highly
ordered along the grating vector.
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Abstract— Grating devices using photosensitive organic materials play an important role in
the development of optical and optoelectronic systems. High diffraction efficiency and polariza-
tion dependence achieved in a holographic polymer-dispersed liquid crystal (HPDLC) grating
are expected to provide novel polarization controllable optical devices, such as the holographic
memory for optically reconfigurable gate arrays (ORGAs). However, the optical property is af-
fected by the temperature change under environments where the HPDLC devices are applied.
The temperature dependence of the diffraction efficiency in holographic memory is investigated
for various LC composites materials. The anisotropic diffraction induced by the alignment of LC
in periodic structure in the HPDLC memory is confirmed to be maintained at high temperature
over 100◦C by adjusting the combination of refractive index of LC and polymer materials.

1. INTRODUCTION

In recent years, the holographic memory for optically reconfigurable gate arrays (ORGAs) have
been worthy of notice as a multi-context field programmable gate array (FPGA) to realize fast
and numerous reconfiguration contexts using optical information processing technique [1–6]. As
presented in Fig. 1, the ORGAs consist of laser sources, an optical holographic memory, and a
programmable gate-array VLSI. A configuration procedure is executed by writing the reconstructed
light patterns depending on the logical circuit to the photodiode array in gate-array VLSI using
the optical reconfiguration system. Thus the optical connections based on the holographic memory
can propose parallel programmability and fast reconfiguration. Moreover, holographic memories
are well known to have high defect-tolerance because each bit of a reconfiguration context can be
generated from the entire holographic memory [4]. For that reason, the damage to some fraction
of the component rarely affects its diffraction pattern or a reconfiguration context. Therefore, the
ORGAs are extremely robust against the components defects such as laser arrays, gate arrays,
and holographic memories, and are particularly useful for space applications, which require high
reliability [3]. Therefore the optical performance to store numerous contexts and to reconstruct
them with high quality is needed for holographic memory in the ORGAs system. The HPDLC
memory is suitable for ORGAs sytem because the configuration context pattern embedded in the
polymer matrix is stored based on the parallel light reaction induced by the laser light exposure as
fine periodic structures produced by cured-polymer and separated LC droplets phases, and it can
be reconstructed with high diffraction efficiency and transparency [7–10].

However, the optical property is affected by the temperature change under environments where
the HPDLC devices are applied. In this paper, we propose the temperature dependable holographic
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Figure 1: Overview of an ORGA comprising a
gate-array VLSI, a holographic memory, and a
laser array.
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Figure 2: The optical setup for fabricating HPDLC
memory using a laser interferometer with a photo
mask.
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memory using the combination of nematic LC and LC diacrylate monomer materials. The HPDLC
memory is fabricated by a photo-induced phase separation technique using laser light interference
exposures for the LC and polymer composites with different physical properties, such as refractive
indices and the temperature at clearing point. The temperature dependence of the diffraction effi-
ciency in holographic memory is investigated for various LC composites materials. The anisotropic
diffraction induced by the alignment of LC in periodic structure in the HPDLC memory is con-
firmed to be maintained at high temperature over 100◦C by adjusting the combination of refractive
index of LC and polymer materials.

2. EXPERIMENT

2.1. Sample Preparation
LC composite for an HPDLC grating was prepared using isotropic monomers (Kyoeisha Chemical)
such as 2-hydroxy-3-phenoxy-propyl acrylate, 2-hydroxyethyl methacrylate, and dimethylol tricyclo
decane diacrylate mixed with LC materials [9]. The ratios of the isotropic monomers mixtures
were 80, 5, and 15wt.%, respectively, and nematic LC material (Merck BL024) was added to the
prepolymer mixture at content ratio of 25 wt.% based on the fraction of all ingredients. Another
LC composite was prepared using the LC diacrylate monomer (Merck RM257) and the nematic
LC material (Merck MLC7023). The wt.% of LC and monomer were 25 and 75 wt.%, respectively.
N-phenylglycine and xanthene dye (dibromofluorescein) as a coinitiator and photoinitiator were
introduced to the LC composites composed of isotropic and anisotropic monomers, respectively.

The refractive index of the cured composition for isotropic monomers was found to be 1.520
by ellipsometric analysis. The physical properties of LC diacrylate monomer (RM257) given by
the Material supplier indicate that their refractive indices for ordinary and extraordinary light are
(no = 1.508, ne = 1.687) and the melting and clearing points are 66 and 127◦C, respectively. The
physical properties (no/ne, clearing point) of nematic LC supplied by Merck as follows: BL024
(1.5132/1.7174, 81◦C), and MLC7023 (1.465/1.525, 79.5◦C).

2.2. Optical Setup for Device Fabrication
Figure 2 shows an optical setup used to record a holographic memory. The light source is a green
laser (Nd:YVO4) of 100 mW with 532 nm wavelength. The laser source for photopolymerization was
collimated and linearly polarized perpendicularly to the grating vector. The laser light was divided
into two parallel beams: a reference beam and an object beam. The object beam is incident to a
photo mask including configuration contexts for a logical circuit. Interferometric exposure induces
spatially periodic modulation of refractive index at the grating spacing of 1µm by the laser beam
angle crossed at 30◦ on the samples. The temperature condition in the device fabrication was
adjusted at 50◦C and 100◦C for isotropic and LC diacrylate monomers, respectively in this setup
using the temperature controller with a Peltier element. A photo mask was located at one pass of
the laser beam in the laser interferometer to record the information of mask pattern as a grating
structure.

3. RESULTS AND DISCUSSION

3.1. Temperature Dependence of Diffraction Efficiencies of Holographic Memory
Figure 3 show the temperature dependence of diffraction efficiencies of HPDLC gratings formed
in the different LC composites: (a) isotropic monomers mixtures with LC (BL024) and (b) LC
diacrylate monomer (RM257) with LC (MLC7023). The closed and opened marks such as ηp and
ηs correspond to the diffraction efficiencies for incident p- and s-polarization laser lights which are
coincident with the wavelength in device fabrication. The grating in Fig. 3(a) is formed on the
bare glass plate while the grating in Fig. 3(b) is formed on the glass plate with the polyimide layer
rubbed direction of 0◦.

In Fig. 3(a), the diffraction efficiency of P -polarization component (ηp) starts to decrease around
70◦C near the clearing point (81◦C), while S-polarization (ηs) starts to increase around the tem-
perature. At the temperature above 80◦C, the diffraction efficiencies of P - and S-polarization
components (ηp and ηs) are coincident and the polarization dependence of diffraction efficiencies
has disappeared. On the other side, in Fig. 3(b), the diffraction efficiencies of ηp and ηs show ap-
proximately 80% and 40% in the temperature region which ranges from room temperature (25◦C)
to 110◦C above clearing point of LC (79.5◦C). The resultant HPDLC grating shows that the tem-
perature dependence of anisotropic diffractions is improved by the design of refractive indices of
LC composites.
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Figure 3: Temperature dependence of diffraction efficiencies of HPDLC gratings fabricated by (a) the nematic
LC (BL024) and isotropic monomers, and (b) the nematic LC (MLC7023) and LC diacrylate monomer at
rubbed direction of 0◦.

(a) (b) (c)

Figure 4: Effects of thermal modulation on the context images for AND circuit reconstructed under various
temperatures at (a) 25◦C, (b) 50◦C, and (c) 100◦C in the HPDLC grating formed by the nematic LC (BL024)
and isotropic monomers.

(a) (b) (c)

Figure 5: Effects of thermal modulation on the context images for AND circuit reconstructed under various
temperatures at (a) 25◦C, (b) 50◦C, and (c) 100◦C in the HPDLC grating formed by the nematic LC
(MLC7023) and LC diacrylate monomers.

3.2. Effect of Thermal Modulation on Holographic Memory

Figures 4 and 5 show the effects of thermal modulation on the context image of AND circuit
reconstructed from the HPDLC memory by the green laser irradiation of 532 nm. In Figs. 4(a)
and 5(a), we can clearly observe the white and dark points in the image respectively which signify
the binary states H and L for programming elements composed of the photodiodes array in the
ORGA-VLSI [6]. At the temperature of 50◦C, the intensity of white spots in Fig. 4(b) show lower
level than those of Fig. 5(b). At the temperature of 100◦C, white spots in Fig. 4(c) are almost
vanished while the context image of AND circuit clearly appears in Fig. 5(c). Thus the temperature
dependence of diffraction efficiency of HPDLC memory above N-I transition temperature can be
improved by the design based on the refractive indices for LC composites materials. Therefore, the
temperature dependable holographic memory which can maintain reconstruction performance at
high temperature region over 100◦C are realized.
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4. CONCLUSIONS

Formation of HPDLC gratings were studied by the LC composite materials composed of isotropic
and anisotropic monomers. The anisotropic diffractions of HPDLC gratings were influenced by the
LC composites composed of nemaic LC and monomers which have different clearing points and
refractive indices. The diffraction efficiency of HPDLC memory above N-I transition temperature
were improved by the design based on the refractive indices for LC composites materials. The
experimental results demonstrate that the holographic memory fabricated by the LC diacrylate
monomer (Merck RM257) and the nematic LC (Merck MLC7023) of low refractive index between
extra-ordinary and ordinary indices (ne and no) can reconstruct the configuration contexts to
implement optical reconfiguration under harsh environmental condition in the high temperature
over 100◦C.
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