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Abstract—An integrated rat-race coupler for balun applications based on high quality factor
Slow-wave CoPlanar Waveguides transmission lines (S-CPW Tlines) at millimeter wave frequen-
cies was realized in the 65-nm CMOS technology from STMicroelectronics. Optimized criteria for
a CPW phase-inverter and Tlines’ characteristic impedance enable to minimize insertion loss and
surface on the die. The various building blocs were designed thanks to 3D full wave EM software
coupled to a circuit simulator. Thanks to the S-CPW Tlines, the device occupies a small area of
0.085mm2. From 51GHz till a minimum of 67GHz, i.e., a 16 GHz bandwidth, the measurements
show the return loss is lower than −15 dB. The magnitude imbalance of the measured couplings
are included between to −4.2 and −4.1 dB and −6.5 and −6 dB, respectively, and are really flat
over a wide bandwidth. Finally, in the bandwidth the phase shift between the output ports is
kept very flat, equal to 175.9◦ ± 0.4◦, while the isolation is better than −26 dB. The rings are
smaller than 290 µm on a side. It shows the potential of this approach for further increasing
working frequencies.

1. INTRODUCTION

Baluns are passive components widely spread in the microwave and millimeter-wave frequency
ranges. They are commonly used in many applications such as amplification, mixing or differ-
ential measurements. They can be realized in several manners, with lumped coupled inductors
or transformers, or with distributed, transmission line’s based circuits. The key issue for CMOS
RFICs is the chip area. While in RF, say until tens of GHz, the use of transformers is obvious and
easy to implement, and on the other hand distributed circuits are size consuming, the situation
becomes different when dealing with working frequencies of 60–100 GHz and above. The design of
the transformers becomes more difficult because of the low efficiency of the coupled inductors, the
insertion loss increase and the phase and amplitude imbalance become difficult to control. This
lumped approach needs the development of very accurate electrical models taking into account all
the parasitic elements, in particular the capacitors. On the other hand, the design of transmission
lines (TLines) is made easier because of less parasitic, and they are well suited for millimeter-wave
devices. In that context, the distributed rat-race coupler is an interesting candidate to be used as
a balun [1] for millimeter-wave frequencies. However it suffers from a small bandwidth when used
as a balun, in particular concerning the phase imbalance. In [2], a balun was implemented in a
0.13-µm SiGe BiCMOS technology. A phase-inverter in one of the arms of the hybrid ring leads
to very small variation of the phase imbalance over a wide bandwidth. The authors used classical
grounded CPW TLines. A coupling factor of −5.7 dB was measured at 60 GHz with a 0.11mm2

chip area. Results carried out in [2] are very good in term of phase imbalance (184◦ ± 1◦ in the
targeted bandwidth). However, such low insertion loss was obtained thanks to the use of a thick
Back-End-Of-Line (BEOL) of 10µm. For more advanced technologies, like the 65-nm and in the
next future the 28-nm CMOS technology, the BEOL thickness is lower, in the order of 5µm. Hence
the use of grounded CPW is no more suitable because very narrow strips have to be used, leading
to increased attenuation loss. Microstrip TLines also suffer from high attenuation loss when dealing
with thin BEOLs.

In this paper, in order to address this issue of thin BEOLs, the same topology of balun was
implemented with slow-wave CPW (S-CPW) TLines, as firstly described in [3] and by the authors
in [4]. Higher quality factor can be obtained using these particular TLines, not depending on
the BEOL thickness. Moreover, the slow-wave behaviour leads to shorter TLines, leading to even
smaller devices. Based on these TLines, thanks to the size reduction technique described in [5] and
with a phase-inverter inserted in the 3λ/4 arm, a 60-GHz balun was implemented in the 65-nm
CMOS technology from STMicroelectronics. The principle of the designed balun is explained in
part II. Then the design of each bloc, such as TLines (S-CPW and microstrip), transitions (S-CPW
to microstrip) or phase-inverter is described in part III. Finally, part IV gives the measurement
results. Small phase imbalance and good isolation are obtained.
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Figure 1: Compact low-loss rat-race balun description (not at scale).

6
.5

5
 µ

m

(a) (b)

Figure 2: (a) CMOS 65-nm technology description. LB is the cap layer, IA and IB, the two thick top metal
layers. (b) S-CPW 3D view.

2. RAT-RACE DESIGN

Figure 1 gives the balun’s topology.
The rat-race balun was implemented in the 65-nm STMicroelectronics CMOS technology which

BEOL is described in Fig. 2(a).
The design of the rat race is divided in several blocs simulated individually thanks to a 3D

full-wave EM software (Ansoft HFSS). In a second step, the S-parameters are all gathered to be
simulated thanks to a circuit simulator (Agilent ADS). In [5], it is reported that an infinite number
of electrical lengths exists for the design of a 3 dB hybrid coupler. Whatever the arms characteristic
impedance is, below the conventional value of Z0

√
2, the ring electrical length may be less than 1.5λ.

This is very interesting, because (i) the rat-race ring can be shortened, and (ii) the characteristic
impedance of the S-CPW TLines can be chosen in order to reach the highest quality factor. Next,
in order to (i) reduce the ring physical length, (ii) equate the insertion loss, and (iii) improve the
phase imbalance between the two output ports, an adequate phase-inverter was designed to be
inserted in the longest arm of the rat-race, as shown in Fig. 1.

Finally, T -junctions were designed and optimized in order to reach low insertion loss and return
loss. The blocs’ simulation and optimization are described in the next section.

3. BLOCKS SIMULATION

3.1. S-CPW TLines

S-CPW TLines are based on conventional coplanar CPW TLines with a patterned floating shield,
including floating metallic strips underneath the CPW strips, as shown in Fig. 2(b). The signal
conductor and the ground planes of the CPW are on the thick top metal layer IB in order to reduce
the metallic losses whereas the floating strips are realized on the highest thin metal layer M5.
Previous papers already proved that the simulation and measurement results of such a topology
are in really good agreement and provided TLines with very high quality factors equal to more than
twice those reached with classical CPW or microstrip TLines [6, 7]. The floating shield dimensions
are 0.1µm for the strip width (SL) and 0.55µm for the strip spacing (SS). A parametric study
involving the signal conductor width (W ), the signal-to-ground gap (G) and the ground plane
width (Wg) concluded to the highest Q factor value at 60GHz for W = 20µm, G = 25µm
and Wg = 12µm, respectively, leading to a 45Ω characteristic impedance. This TLine, and the
microstrip Tline used in the T -junctions (Fig. 1) were realized in the CMOS 65 nm technology. The
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S-CPW Tline was measured and its characteristic impedance Zc and effective dielectric constant
εreff were extracted. A really good agreement was obtained between measurement and simulation
results. The value of the characteristic impedance is 45Ω and εreff reaches 12.5 as expected. At
60GHz, the S-CPW TLine quality factor reaches 24 which is twice bigger than that of a classical
CPW TLine, and six times higher compared to the microstrip line designed for the T -junctions. The
electrical lengths of the branches of a conventional rat-race built with a characteristic impedance of
70.7Ω are 90◦(λ/4) and 270◦(3λ/4). According to [5], considering a 45 Ω characteristic impedance,
the electrical lengths become 52◦ and 232◦, respectively. Thus, while choosing the Tline with the
best quality factor as possible, not only the rat race will present better loss performances but it
will also be miniaturized.

3.2. T -junctions: Microstrip Lines and S-CPW/Microstrip Transitions
Because of the high memory computing needs due to the presence of the very thin strips of the
floating shield, the T -junctions based on S-CPW TLines are heavy to simulate and optimize with a
full-wave electromagnetic tool. Hence, T -junctions were designed in a microstrip technology. The
signal strip and ground layers as well as the dimensions were optimized in order to get a microstrip
Tline characteristic impedance of 45Ω. The microstrip Tline was placed on the thickest metal
layer LB to reduce the metallic losses whereas the ground strip was coated on metal layer M1. The
microstrip width is 6.2µm. The extracted parameters Zc and εreff from the measurement of the
microstrip Tline fit well with the simulations, 45Ω and 3.8, respectively. The S-CPW/microstrip
transition brings about 0.11 dB of insertion loss at 60GHz with S11 equal to −28 dB in simulation.
The T -junction’s model is taken into account in the global rat-race model.

3.3. Phase-Inverter
A phase-inverter (Fig. 1) was considered in the middle of the 232◦ branch in order to reduce
the length of the Tline. With this approach, the same TLines are placed in the four branches,
hence leading to very small phase imbalance versus frequency, thus increasing the bandwidth. The
topology is based on a symmetrical design as in [2]. The wider is the overlap between signal and
ground conductors and the bigger is its parasitic capacitor value when ground and signal strips
are overlapping. Thus, the narrowest width limited by the technology was fixed to minimize the
parasitic capacitor. The phase shift is about 199◦ at 60 GHz. This value is greater than 180◦,
due to in-out inductive parasitic effects, and the capacitive loading due to the overlap between the
strips. It was compensated with smaller TLines apart to reach the targeted value of 232◦.

4. RAW MEASURED RESULTS FOR THE RAT RACE BALUN

The layout of the achieved rat-race balun is shown in Fig. 3.
The raw measured results are shown in Fig. 4. Measurements were carried out with a 4 ports

Agilent Vector Network Analyzer, from 10GHz till 67 GHz. The return loss S11 and S22 show a shift
in the working frequency compared to S33; indeed best matching is around 67GHz with −33 dB for
S11 and S22, and 55 GHz for S33 with −38 dB, (Fig. 4(a)). Both ports 1 and 2 are directly connected
with the arm containing the phase-inverter. First measurements on the phase-inverter alone show
unexpected mismatch. It is possible that the mismatched phase-inverter at the expected frequency
degrades the global matching at the two involved ports. This point is under investigation. The
pads at the inputs/outputs of the component which are equivalent to loaded capacitors at each
port shift the working frequency at lower frequency. The value of these equivalent capacitors is

290 µm
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Figure 3: Layout of the rat-race balun with phase-inverter, S-CPW and microstrip TLines in 65-nm CMOS
technology.
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Figure 4: S-parameters measurement. (a) S11, S22, S33, S21, S31, S32. (b) Phase imbalance between the
outputs (port 2 and port 3).

evaluated around 39 fF. If the bandwidth is defined by considering −15 dB for any return loss, then
a minimum of 26% is obtained (between 51GHz and 67 GHz minimum) with a phase imbalance
equal to 175.9◦± 0.4◦, as shown in Fig. 4(b). There is a shift of 4.1◦ compared to the perfect phase
imbalance, but it is very flat over the whole bandwidth. In this frequency band, the insertion loss of
the rat-race balun lies between 6.5 and 6 dB for the phase-inverted arm (S21) and between 4.2 and
4.1 dB for the other one (S31), Fig. 4(a). In the arm without phase-inverter the extra insertion loss
is 1.2 dB compared to a lossless ideal rat-race. This is a very attractive result. In the phase-inverted
arm, the increase of the insertion loss seems to be due to the phase-inverter under investigation.
The transmission parameters are robust with very flat curves. Isolation S32 is better than −24 dB
over a very large frequency band, at least from 10 GHz to 67GHz (see Fig. 4(a)).

Finally, the chip area is equal to 0.085 mm2. Improving the phase-inverter, the rat race could
probably be balanced in magnitude and have a better return loss, in addition to its good sturdiness,
good isolation, small phase imbalance in a large frequency range, and compactness. The perfor-
mances obtained in [2] are better in term of insertion loss, think this was obtained with a thicker
BEOL. The other parameters are comparable, and our design leads to a 20% smaller chip area.

5. CONCLUSION

In this paper, an integrated CMOS millimeter-wave rat-race coupler for balun applications has been
proposed. It is based on the use of high quality factor and compact S-CPW TLines. The design
procedure in a 65 nm CMOS technology was detailed. S-CPW TLines together with the use of a
phase-inverter in the longer rat-race arm enables to reach a very compact device. Measurements
show a small variation in the phase imbalance, a good isolation and robust transmission parameters
for a compact device. The improvement of the phase-inverter could probably improve the balanced
magnitude between the output ports. To the best of our knowledge, it is the first demonstration
of a millimetre-wave rat-race balun based on S-CPW TLines. As stated in the introduction, these
TLines conserve good performances while the BEOL thickness is reduced. Hence the present design
could serve as a proof-of-concept for the design of further baluns at higher frequencies and with
advanced CMOS technologies, where the design of transformers becomes very hard due to small
loops and thin BEOLs.
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Abstract— This paper presents a novel approach to design a parametric RF stop band pass
filter based on Low Temperature Co-fired Ceramic (LTCC) Technology. The LTCC technology
enables to miniaturize and development compact structures using not only the standard xy-planar
circuit dimensions but also the z-height dimension. The proposed filters topologies are based on
a stripline loaded with one or several complementary rings resonator (CSRRs). Specifically, a
parametric study z-location of the stripline respect to the CSRRs is carried out in order to
determine the optimum configurations operating in the Ku-band.

1. INTRODUCTION

Efficient filtering microwave techniques are crucial in order to design microwave circuit applications
in many areas such as signal processing, wireless communications, military uses or biomedical engi-
neering. Specifically, several works have been developed in order to design new microwave Ku-band
filters [1]. Recently, metamaterial transmission lines (TLs) (i.e., artificial lines consisting of a host
line loaded with reactive elements) have been used to develop microwave filters in printed circuit
board (PCB) [2]. Alternatively, complementary split ring resonators (CSRRs) have been revealed
as good candidates in order to improve the performance of conventional microwave filters [3]. On
the other hand, the Low Temperature Co-fired Ceramic (LTCC) technology (Fig. 1) has become an
alternative platform for implementing RF passive components and circuits due to its high perfor-
mance, reliability and low losses [4]. Therefore, LTCC technology enables further miniaturization
and development of compact structures using not only the standard xy-planar circuit dimension
but also the z-height dimension [5].

The aim of this work is to develop a parametric design of several RF metamaterial stop-band
filters based on a stripline loaded with complementary split ring resonators (CSRRs) in LTCC
technology in order to show an alternative way to implement stop band pass filter based on RF
metamaterials. The analysis of the influence of the different parameters such as the relative xyz-
location of CSRRs with regard to the host transmission line has been performed in terms of fre-
quency response. Specifically, an electromagnetic simulation parametric study has been carried out
by means of the commercial Agilent Momentum software. A 6-metal layer LTCC technology has
been used. Fig. 1 shows a cross section scheme of the Ferro A6 used substrates (dielectric constant,
εr = 5.96, thickness = 3.7 mil). Several layers have been interconnected by means of vias.

Figure 1: Cross section of the 6 metal layer LTCC technology.
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2. INFLUENCE OF THE STRIPLINE RESPECT TO THE Z-POSITION

Before integrating the geometries of the complementary split ring resonators (CSRRs), the stripline
itself has been defined. The initial device consist of two 50Ω access lines etched on the layer number
6 combined with two connections through vias shortcutting the stripline which has been defined in
several layers. In this sense, the influence of the position of the stripline and vias in the xyz plane is
studied. Fig. 2 shows the two initial symmetrical and non-symmetrical considered topologies. The
electromagnetic simulations are devoted to obtain the insertion losses (S21 parameter) in several
cases. As a generic result a 3 dB better mismatching performance is observed in symmetrical
topologies. Therefore, in order to improve the frequency response of the designed Ku-band filters,
it has been sought for symmetrical geometries which reduce this mismatching degree and losses.
The designed stripline is patterned on different LTCC layers but with the same dimensions that
correspond to 10580 × 200µm2. Fig. 3 depicts the parametric electromagnetic simulation results
corresponding to the insertion losses with regard to the layer position. As can be observed, the
mismatching is higher if the layer position is deeper. In addition, the rejection level has been
reduced from 6 dB to 2.4 dB which implies a 60% reduction in comparison to the initial symmetrical
geometry. Finally, to implement the complementary ring resonators, the designed stripline has been
patterned on the LTCC layer number 3 that supposes a rejection level lower than 1 dB.

3. INFLUENCE OF THE NUMBER OF CSRRS IN TERMS OF THE LAYER POSITION

According to the previous results, the filter stripline has been located in the third LTCC layer. As
next step, the influence of the number of CSRRs with regard to the layer position has been studied.
The CSRRs and the stripline dimensions correspond to 2000 × 2000µm2 and 10580 × 200µm2,
respectively. First it has been analyzed the electromagnetic simulation response when the geometry

(a) (b)

Figure 2: Comparison between (a) symmetrical and (b) non-symmetrical implementation.

Figure 3: Electromagnetic simulation of the insertion losses of the considered stripline with regard to the
layer position in the z-plane.
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Figure 4: Electromagnetic simulation insertion losses for one CSRR with regard to the layer position.

Figure 5: Electromagnetic simulation insertion losses for two CSRR located in different layers.

includes one CSRR in the first, second, fourth and fifth layer. Fig. 4 shows the electromagnetic
simulation insertion losses for those different cases. It can be observed that the nearer the CSRR
to the host line (layers 2 and 4) the higher the resonance frequency, because of the higher level of
electrical coupling. Moreover, the resonance frequency of 2 and 4 layers are quite similar, because
the involved equivalent inductors and capacitors are symmetrical. The average level of rejection
corresponds to 15 dB.

Secondly, it has been considered the electromagnetic simulation response when the geometry
includes two CSRRs located in the same xy position and etched in two different layers (variable
z-axis). Fig. 5 shows the electromagnetic simulation insertion losses in those cases. It is observed
two resonance peaks at different frequencies due to both CSRR1-host line and CSRR2-host line
electrical coupling. Again, the rejection level corresponds to an average value of 15 dB and the
undesired presence of an extra resonance implies that those topologies are not optimum.

As third step, the behavior of a structure composed by two CSRRs etched in the same layer has
been studied. As depicted in Fig. 6, the best configurations in terms of rejection are obtained for
CSRRs located on layers second and fifth by obtaining rejection levels of 40 and 27 dB, respectively,.
Therefore, in order to improve the rejection level of the proposed stop-band filters it is recommended
to use at least two CSRRs in each layer.

A final improved topology is presented in Fig. 7. The best case corresponds to a 2-CSRRs
stage etched on layes 2 and 5 simultaneously. The obtained a rejection level corresponds to 40 dB
achieved around 17.8GHz, whereas the rest of the band remains matched.
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Figure 6: Electromagnetic simulation insertion losses for two CSRRs located in the same layer.

Figure 7: Electromagnetic simulation insertion losses for two CSRRs stage combined in two LTCC layers.

4. CONCLUSIONS

In summary, a parametric design of a Ku-band stop-band pass filter based on RF metamaterials on
LTCC technology has been proposed. In order to reduce the number of parameters, the stripline
is patterned in the LTCC layer number 3 whereas two CSRRs are etched on layers number 2 and
number 5. It has been demonstrated, that these structures open the door to design filters based to
stripline RF metamaterials in LTCC technology.
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Abstract— Low frequency analog and digital electronic circuits are susceptible to radiofre-
quency interference (RFI). This disturbance is produced when the coupled RF signal is rectified
by the non-linear behavior of the semiconductors used in the small signal analog input stages of
the electronic system. These circuits present an AM demodulation effect produced by nonlinear-
ity of internal transistors, generating parasitic signals in the low-frequency range and undesired
offset voltage. In this paper, an alternative to the current standard EMI filters is presented by
combining the conventional printed circuit board layout with complementary split ring resonators
(CSRRs), in order to reduce the output offset impact due to RFI. An operational amplifier circuit
has been designed with a 4-stage CSRR filter, electromagnetically simulated and experimentally
tested. Two prototypes have been implemented, with and without CSRRs in order to compare
the filter properties in standard FR4 substrate. The resonance frequency of the CSRRs has been
designed in the vicinity of 2.4 GHz in order to prevent susceptibility in the ISM band. Electro-
magnetic and electrical equivalent circuit model simulations are also provided and compared with
experimental results. Measurement data show an effective rejection of the undesired RF demod-
ulation without affecting the signal integrity out of the filter band, and therefore a significant
reduction concerning output offset voltage impact in terms of RFI amplitude with no-extra cost
in terms of the device area or manufacturing process.

1. INTRODUCTION

Electronic systems are usually disturbed by high frequency radiofrequency (RF) electromagnetic
interference (EMI), whose amplitudes change randomly in time. This out of frequency band elec-
tromagnetic compatibility (EMC) issue is produced when the RF signal is coupled to sensors and
cabling of the system, conducting the EMI to signal-conditioning, and causing errors or malfunc-
tion due to the rectification by the non-linear behavior of the semiconductors used in the electronic
systems [1].

To solve this problem, effective filtering techniques must be implemented at the input stages
of the system in order to avoid the non-desired rectification effect. Standard solutions are based
on design robustness (involving a higher number of electronic components) or layout shielding
(involving extra metal layers or area) [2]. Recently, specific multilayer layout techniques based on
electromagnetic band gaps (EBGs) have appeared in order to filter EMI in several applications
with good performance [3]. EBGs belong to a broad family of artificial media with electromagnetic
properties generally not found in nature, called metamaterials. A second type of metamaterials,
the so-called effective media (i.e., metamaterials satisfying the condition: signal wavelength (λ ¿
period) have shown some excellent notch filtering properties. Among them, the group called single
negative media (SNG) are used in this work in order to implement a filter technique to mitigate
RFI.

Physically, SNG (i.e., effective media with negative magnetic permeability µ < 0, or electric
permittivity, ε < 0) can be implemented by using so called split-ring resonators (SRRs) and their
dual counterparts, the complementary split-ring resonators (CSRRs) [4, 5]. In this paper, a filter
developed by means of effective media metamaterials based on CSRRs is used to reduce RFI in a
conventional analog circuit constituted of a differential amplifier based on an OPAMP.

2. CSRRs

Essentially, CSRRs (Fig. 1(a)) are the negative images of SRRs. SRRs consist of a pair of metal
rings etched on a dielectric slab with apertures in opposite sides which can be mainly excited
by means of a parallel magnetic-field along its axis. If an array of SRRs is located close to a
transmission line, some current loops can be induced in the rings and they reflect the incident host
signal at resonance. Therefore they behave as an LC tank magnetically coupled to the host line [6].
From duality arguments based on an approximation of the Babinet’s principle for dielectric boards,
it is demonstrated that the CSRRs, roughly behave as their dual counterparts (i.e., their resonance
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Figure 1: (a) Topology of the CSRR. Metallization zones are depicted in grey. (b) Lumped-element equivalent
circuit of the CSRR coupled to a transmission line. (c) Designed layout. The black layer corresponds to the
top layer, whereas the grey layer corresponds to ground, where the CSRRs have been etched. (d) Equivalent
circuit model of the implemented filter.

frequency is approximately equal to that of the corresponding equivalent SRRs). An efficient way to
achieve stop-band frequency responses is to etch CSRRs in the ground plane of a structure such as
a microstrip line (or similar) or even in the conductor strip. CSRRs are coupled electrically to the
host line according to the model shown in Fig. 1(b). The main advantage of these sub-wavelength
particles are their low implementation cost (no extra components, neither PCB layers are required
or special etching techniques) and the quasi-non-area consumption, since they are located in the
ground plane of the overall structure With regard to the filtering effectiveness a trade-off between
the rejection level and the number of CSRR stages appears.

3. PROPOSED STRUCTURE

The test circuit consists of a conventional differential amplifier. The configuration corresponds to
a basic instrumentation amplifier with an output voltage approximately equal to the input voltage
difference. In order to avoid RFI reaching the OPAMP input, a 4-CSRR filter has been designed
and combined in the final prototype. Fig. 1(c) shows the PCB designed layout. It can be observed
two CSSR arrays located in the ground plane, underneath the input transmission lines carrying the
signal of interest to the differential input. Notice that this distribution implies effective non-area
consumption with respect to a conventional 1-layer design. Moreover, no extra lumped circuitry is
needed and no series stage filter is required.

The resonance frequency of the CSRRs has been designed in the vicinity of 2.4 GHz, by means
of the Agilent ADS and Momentum software in order to prevent susceptibility in the Industry-
Scientific-Medical (ISM) radio band. In fact, the involved single resonator dimensions have been
slightly detuned in order to achieve a wider stop-band bandwidth (i.e., single CSRRs with close
resonance frequencies). Therefore, a final simulation step based on a multiple tuning procedure has
been developed. EMI filter simulations have been performed between external input ports (P1 and
P3) and internal ports (P2 and P4) before OPAMP and circuitry stage (output port corresponds
to P5) (Fig. 1(c)).

Figure 1(d) depicts the corresponding full lumped circuit model by taking into account the
electrical model illustrated in Fig. 1(b). The inter-resonator coupling between adjacent CSRRs has
been modelled by means of capacitances C5, C6, C7.

By analyzing a single CSRR coupled to the line (i.e., no inter-resonator coupling), two resonance
frequencies arise: the frequency that nulls the shunt impedance (i.e., transmission zero frequency),
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given by (1) and the resonance frequency of the CSRR given by (2):

fZ =
1

2π
√

LC · [CC + C ′]
. (1)

f0 =
1

2π
√

LCCC
. (2)

On the other hand, the periodic structure under study by neglecting inter-resonator coupling,
satisfies (3),

cosϕ = 1 +
ZS (jω)
ZP (jω)

. (3)

This equation allows the analysis of periodic circuits based on the cell depicted in Fig. 1(b) with
the help of the dispersion relation and Bloch impedance. ϕ denotes the phase shift of the elemental
cell, and ZP and ZS correspond to the shunt and series impedance, respectively, of the T-circuit
model. By combining electromagnetic simulation results and Equations (1)–(3) the parameters of
the overall model can be extracted.

4. FABRICATED PROTOTYPES

Two experimental prototypes have been fabricated and tested. Both implementations present the
same top level metal layer layout and are differentiated from the ground plane (a conventional
one in the first case and a ground plane disturbed by etched CSRR arrays in the second case).
Fig. 2 shows the prototype setup consisting of a 3-port 4-stage CSRR loaded parallel transmission
lines, which have been designed to obtain a stop band filter around 2.4 GHz. The OPAMP used in
the prototypes is a UA741CD, supplied by two voltage regulators, a MC78M15BDTG (15 V) and
aMC79M15CDTG (−15 V). All resistor values are 1 kΩ. Decoupling capacitors (100 nF and 10µF)
have been also used to complement the supply lines. The substrate corresponds to the commercial
MC 100 FR4. Specifically, 50 Ω two microstrip access lines are considered with dimensions: width
W = 2.84mm, length l = 4 cm, and separation s = 6.55mm. The total circuit area is 6.9×4.8 cm2.

5. EXPERIMENTAL AND SIMULATION RESULTS

In order to test the overall performance of the proposed CSRR prototype, a RFI coupling has
been emulated by means of a signal modulated in AM (with carrier frequency fC = 2.4 GHz)
with a low frequency tone (modulated frequency fm = 10 kHz). The direct power injection carrier
amplitude, corresponds to −10 dBm and the modulation index to 50%. The experimental output
spectrum at the low operation frequency (10 kHz) reveals a disturbance on the order of 20 dB
for the conventional case (Fig. 3(a)), which is produced by the non-linear behavior of OPAMP.
However, the CSRRs prototype completely removes this EMI effect, since the impact of resonators
notably filters the undesired noise signal at this frequency. In order to evaluate the effectiveness
of the proposed implementation, the DC offset voltage in terms of interference amplitude has also
been tested and shown in Fig. 3(b). When the noise signal is injected, a significant increase of the
offset with EMI amplitudes higher than −5 dBm is observed in the conventional circuit, whereas in
the same conditions, the offset of the prototype equipped with the CSRR filter remains constant
(−1.19mV). Notice also that the offset level is almost 4 times lower in CSRR filtered prototype,
since the best offset level for the conventional device is approximately −4mV.

With regard to the filter performance, Fig. 4(a) shows the detailed fitting between the proposed
equivalent circuit frequency response, the electromagnetic simulation and the equivalent circuit

(a) (b)

Figure 2: Fabricated prototype device. (a) Top side. (b) Bottom side including CSRRs.
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Figure 3: (a) Measured demodulation output device spectrum for conventional and CSRRs prototypes. (b)
Measured DC offset vs. RF interference amplitude for conventional and CSRRs prototypes (m = 50%).
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Figure 4: (a) Insertion losses |S21|. (b) Return losses |S11|. (c) Coupling losses |S41|.

model behaviour. As can be observed, a significant rejection level is obtained (|S21| < −40 dB) at
the frequency band of interest. Fig. 4(b) depicts the CSRRs filter electromagnetic return losses
(S11), whereas the crosstalk has been obtained by measuring S41. According to the results, the
crosstalk is reduced in the rejection band of the CSRR RFI filter adding an extra benefit in terms
of the immunity (coupling reduction).

Moreover, the obtained signal integrity (SI) of the device has been analyzed by means of the
eye diagram test including eye width (EW ) and eye high (EH). An input test signal of 1 V
operating at 50MHz has been used. The eye diagrams corresponding to the prototype without
CSRRs simulated and measured are depicted in Figs. 5(a)–(b). In this case, the obtained values
are EW = 10 ns and EH = 999 mV for simulation and EW = 10 ns and EH = 1.04V for
measurements. Likewise Figs. 5(c)–(d) show the eye diagram for the prototype with CSRRs. The
obtained values by simulation (Fig. 5(c)) are EW = 9.98 ns and EH = 999mV and EW = 10 ns
and EH = 1.032 V for measurements (Fig. 5(d)). Thus, the experimental degradation between the
prototype with CSRRS and a continuous ground plane reference board of the EW is null whereas
a 0.77% difference is observed for the EH. Therefore, an extremely low SI degradation (negligible)
is achieved with CSRRs by obtaining with a good filtering response. Therefore, those results reveal
an excellent behavior in terms of SI.

6. CONCLUSIONS

In summary, it has been demonstrated that EMI effects due to random RF disturbance signals
reaching the OPAMP input circuits, which present an inherent non-linear behavior, can be signif-
icantly reduced by means of filters based on CSRR with no impact in terms of signal integrity.
Basically, the demodulated low frequency signal attenuation as well as DC offset minimization has
been tested, both by simulation and experimentally. In fact, ground loaded CSRR transmission
lines can be a compact-low-cost method in order to significantly decrease the PCB RF coupling
interference at the ISM band. Simulated and experimental results show a 45 dB coupling reduction
at 2.4 GHz. Moreover, it has been demonstrated that CSRRs do not affect the signal integrity
out of the filter band since no significant impact is measured in the eye diagram concerning the
comparison between both fabricated prototypes.

The authors are confident about the application of these structures for EMI reduction in planar
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electronic circuits operating at high frequencies/data-transmission rates.
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Abstract— The aim of this study is to investigate occupational exposure to extremely low
frequency (ELF) electric fields (EF) in office work. The background electric fields (n = 4) were 2–
25V/m and the highest electric field measured was 1000 V/m. Different devices found in the office
environment were measured for EF exposure. Results included, e.g., (1) spot lamps: 400 V/m
and 1000 V/m (from surface) and 30 V/m (distance 50 cm), (2) coffee maker: 10–20V/m (from
surface), (3) the transformer of a computer: 100–200 V/m (from surface), (4) the alternator of a
cellular phone: 40–60V/m, (5) a UPS (uninterruptible power supply): 300 V/m (from surface)
and 5V/m (distance 1 m), (6) a PC table speaker: 250 V/m (from surface). The measured values
obtained are clearly below 10 000 V/m threshold stipulated in the guidelines of ICNIRP (The
International Commission on Non-ionizing Radiation Protection).

1. INTRODUCTION

Previous studies have presented the measurement results of exposure to extremely low frequency
(ELF) magnetic fields in different work environments e.g., the office work environment. Electric
fields (EF) have been studied at substations where there are high voltages, but are given less
coverage in other settings.

The International Commission on Non-ionizing Radiation Protection (ICNIRP) has published
guidelines for limiting exposure to time-varying EMFs (1 Hz–100 kHz) [1]. According to these
guidelines, the reference level for general public EF exposure (50 Hz) is 5 kV/m and for occupa-
tional exposure (50 Hz), 10 kV/m. Basic restrictions of the internal electric fields (at 50Hz) for
occupational exposure are set at 0.1V/m (for the central nervous system (CNS) tissues of the
head) and 0.8 V/m (for all tissues of the head and body) [1].

In Finland, the occupational exposure to EF has been measured during various work tasks
at switching and transforming stations of 110 kV substations, and analyzed to determine if the
reference values of ICNIRP guidelines were exceeded. A study investigating this found the average
value of all EF measurements taken was 3.6 kV/m and the maximum value was 15.5 kV/m (n =
765) [3]. A related study [4] showed that the highest maximum average current density in the
neck was 1.8 mA/m2 (calculated internal electric field 9.0–18.0 mV/m) during various work tasks
at 110 kV substations. Additionally it found that all measured values were lower than the basic
restrictions (0.1 and 0.8 V/m for central nervous system tissues of the head, and all tissues of the
head and body, respectively), set out in the guidelines of the ICNIRP.

(a) measurement around a phone (b) measurement from surface of a transformer
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(c) measurement around an IPad (d)  measurements near computers and cables

Figure 1: Examples of our measurement situations (distances are 30 cm in photographs (a), (c) and (d)).

Table 1: The summary of EF measurement results from different devices..

Site Sensor Electric field,V/m
Office Room — background in room (n = 4) 2–25

Spot light 1 surface of lamp 1000
Spot light 1 50 cm 30
Coffee maker surface 10–20

PC-transformers surface 100–200
Charger of a mobile phone surface 50–60

230V/50 Hz plug surface 170
Spot light 2 surface 400

UPS 1 surface 300
UPS 2 1 m 5

PC loudspeaker for table use surface 250
MP3 player 20 cm 11–30

Chargers (camera, IPAD, etc) 20 cm 1–50
Heating radiator, 1.6 kW 20 cm 2–13

Mobile phones 20 cm 2–6
Mobile phones surface 50–100

IPAD 20 cm 40–55
IPAD surface 500–1000

Mixer with whisks 20 cm 50–100
Microwave oven 20 cm 4–6
Electric kettle 20 cm 12–30

Guidelines of ICNIRP for general population exposure 5000

It is however important to monitor the EF exposure at work places where voltages are low,
in order to gain some understanding of the disturbances or minor effects, such as the electrical
interference to equipment or medical aids, which may result from EF exposure. The objective of
this study was to investigate the occupational exposure to ELF EF in the office work setting.

2. MEASUREMENT METHODS

Measurements were taken using Holaday HI3604 (accuracy ±10%) and Wandel&Golterman EFA-3
(accuracy ±5%) meters. Figure 1 shows examples of our measurement situations.
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3. RESULTS

Table 1 shows the summary of our measurements. The background electric fields (n = 4) were
2–25V/m. Different devices were sampled, for example: (1) spot lamps — 400V/m and 1000 V/m
(from surface) and 30 V/m (distance 50 cm), (2) coffee maker — 10–20 V/m (from surface), (3) the
transformers of a computer — 100–200 V/m (from surface), (4) the alternator of a cellular phone
— 40–60 V/m, (5) a UPS (uninterruptible power supply) — 300V/m (from surface) and 5V/m
(distance of 1 m), (6) a PC table speaker — 250V/m (from surface). The highest electric field
measured was 1000 V/m. From mobile phones, we also measured the exposure when the phone is
in radio mode, but this was found to be on a level with the background electric field.

4. DISCUSSION

The amount of measurements was limited so it is important to conduct further measurements before
stronger conclusions can be drawn. In addition, both the sizes of the measured objects and the size
of the sensor used can cause erroneous results. The results however still may provide some guidance.
As the values show that disturbances to radios and TVs or other sensible devices are possible. On
the other side however, the measured values were so low, that no adverse effects to humans are
possible during the sensible use of normal electrical devises, found in the office environment.

5. CONCLUSION

The measured values obtained are clearly below the ICNIRP guideline values of 5 000 V/m [1] and
do not exceed the newly proposed EC directive (2011/0152) [2] for electric field exposure.
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Abstract— In this paper, two useful, simplex and broadband coaxial-to-microstrip transi-
tions using CB-CPW, simple pre-transition, are designed and implemented. The CB-CPW,
pre-transition section is utilized to provide a smooth transition from coaxial to microstrip. In
these two transitions the effects of the field and impedance matching with considering possible
fabrication errors in total performance are completely analyzed. Experimental results are in good
agreement with simulation results. The results of back-to-back transition show that a wideband
transition with return loss better than −10 dB and total insertion loss less than 2 dB up to 16 GHz
is obtained.

1. INTRODUCTION

A coaxial-to-microstrip transition is required in the most planner structures to extract accurate mea-
surement results. The coaxial-to-microstrip transition must support only a single propagating mode
over a broad frequency band for proper de-embedding of the transition from the measurement re-
sults [1]. Furthermore it is important to have simplex, low-cost and wideband coaxial-to-microstrip
transition.

There have been several studies on the end lunch microstrip to coaxial transition [2–5]. However
in these transitions, the impedance is match only in the narrow frequency band [2]. In addition
Eisenhart’s transition that is discussed in [3], exhibits optimum performance but complicated struc-
ture, high cost and large size make it undesirable. Besides in [4] and [5] only vertical mounted
configuration of coaxial-to-microstrip transition are considered.

In this paper, two broadband transitions between SMA connector and microstrip are proposed.
These transitions are designed by the use of conductor back coplanar waveguide (CB-CPW). The
CPW and its various configurations such as CB-CPW have several attractive features in comparison
with microstrip line. For example these lines have low wave propagation dispersion up to very
high frequency [6]. There have been intensive studies on transition from CPW to other planner
transmission lines [7–12]. In this work CB-CPW, pre-transition section is used to improve the
matching of electromagnetic field distribution at the transition. The design of signal and ground
current paths through a transition are also critical and these paths must often be continuous and
as near as possible to suppress radiation [2]. In these two transitions the effects of the field and
impedance matching on the bandwidth are discussed. Moreover the influence of the fabrication and
assembly error such as slightly gap, solder paste in connections at input and output, misalignment
between microstrip and center of SMA connector, excitation of higher order modes of SMA in
connections and uncertainty of measurement instruments are considered. The simulation results
using CST and HFSS software indicate that the bandwidth is increased to maximum operating
frequency of SMA connector. The experimental results are in good agreement with simulation
results. Insertion loss less than 2.5 dB and return loss better than −10 dB are obtained from 2 to
18GHz.

2. FIRST PROPOSED TRANSITION

It is important to design a broadband coaxial-to-microstrip transition since the transition band-
width determines the bandwidth over which the effects of the transition can properly be de-
embedded from measurement results [1]. The goal of this work is to develop a coaxial-to-microstrip
transition that works up to 18 GHz. The material used in the design is Rogers RT Duroid 6010
with εr = 10.2. The metal thickness is 0.035 mm and the substrate thickness is 0.635mm. The
SMA connector used in the design is 23 SMA-50-0-52/199 N from Huber-Suhner Company. This
connector works at frequencies up to 18 GHz [13]. As it is shown in Fig. 1, center conductor of
SMA has rectangular cross section with dimensions of 1.23mm∗ 0.15mm. The width of microstrip
line is chosen 0.6 mm to yield characteristics impedance of 50 ohm within the desired frequency
band. As it is seen center conductor of SMA is wider than microstrip line and therefore direct
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Figure 1: SMA connector [13].
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Figure 2: S-parameters of direct soldering the SMA
connector to the microstrip line.
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Figure 3: First proposed transition, (a) back to back configuration, (b) top view, (c) bottom view.

soldering them cause an impedance mismatch. S-parameters obtained from CST simulation for
direct soldering the SMA connector to the microstrip line of back to back transition are shown in
Fig. 2. The length of microstrip line is 50mm. The results show very high reflection and a very
narrow bandwidth due to large mismatch of impedances.

2.1. Transition Design
First microstrip to coaxial transition that is proposed in this work is shown in Fig. 3. The struc-
ture includes CB-CPW pre-transition section that ensures proper field match between coaxial and
microstrip lines. The center conductor of CB-CPW section should has the same width as the SMA
center conductor in order to reach good impedance matching and robust solder connection. How-
ever without considering Fig. 3(c) the CB-CPW line with W1 = 1.3mm and different value of G1

(distance between central conductor and ground conductor) on the selected substrate has maximum
characteristic impedance of 37 ohm, thus there is impedance mismatch between the CB-CPW and
microstrip line.

In the proposed transition, this problem is solved by means of a hole under the removed metal
in the ground plane just below the CB-CPW section. Because some of the electric field lines are
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placed in the air region, transmission line capacitance is reduced and according to Z =
√

L/C
the characteristic impedance is increased. In other words, substrate of CB-CPW section acts as a
two layer substrate with less effective permeability. The dimensions of the hole are optimized to
maximize the bandwidth of the transition. The parameters of transition are Wg = 2, Lg = 3.4,
Hg = 2, W1 = 1.3, W2 = 2.4, W3 = 0.6, D1 = 4.8, G1 = 2, L1 = 3.1, dx = 1 and dy = 1.5 (all in
millimeter).

This transition can be placed in the box or on the fixture. Here only the box is considered.
Some portion of SMA center conductor crosses the box wall. By making circular hole in the box
wall this section acts as coaxial with rectangular center conductor. The radius of the circular hole is
chosen 1.2mm to achieve characteristic impedance of 50 ohm. The dimensions of the box should be
chosen so that the first resonance frequency occurs beyond the interest frequency range. Therefore
the dimensions of box are chosen as: WS = 30, LS = 50 and HS = 8 (all in millimeter) which have
the first resonance frequency of 19.64 GHz.

The vias equalize the potential difference between the upper and lower ground planes conse-
quently the placements of via through a transition are critical and impact the energy leakage and
the transition band width. For a transition to function properly, the signal path and the ground
path must often be continuous and in close proximity to suppress radiation [2]. Therefore in this
transition the placement of vias are chosen as much as possible near the center conductor of CB-
CPW. Furthermore by placing vias in the x-direction and y-direction, radiation and parallel plate
mode propagation in the CB-CPW section are highly decreased [1].
2.2. Simulation and Measurement Results
The S-parameters of this structure with back to back transition are obtained from CST. Simulation
and experimental results are shown in Fig. 4. The experimental bandwidth of 2 dB insertion loss
and −15 dB return loss is up to 16 GHz. Two different sets of simulated results are shown in
Fig. 4(a). The first set shows the original transition and the second set is for a similar transition
with a slightly gap in the connection of board and box walls and also with little solder to model
the real fabricated board (that are shown with circles in Fig. 3(a)).

As it is shown in Fig. 4(a) the measurement results are in good agreement with simulation results
and the differences between simulation and experimental results are due to some reasons such as
gap, solder paste in connections at input and output, SMA connector insertion loss, excitation of
higher order modes of SMA in connections and uncertainty of measurement instruments. It is seen
that due to these reasons the loss and resonances are increased.

3. SECOND PROPOSED TRANSITION

3.1. Transition Design
The structure of second proposed transition is shown in Fig. 5. In this transition center conductor
of SMA is firmly cut from the butt to achieve impedance matching. This structure is very simplex
and has good results compared with previous transition. Fig. 5(a) shows a back-to-back fabricated
transition. The length of microstrip line is 50mm. The parameters of the transition are W1 = 0.6,
W2 = 2.1, D1 = 3.8, D2 = 1.2, G1 = 1.13, L1 = 3 and dx = 1 (all in millimeter). In the CB-CPW
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Figure 4: S-parameters for the first proposed transition.
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(a)

(b)

Figure 5: Second proposed transition, (a) back to
back configuration, (b) top view.

(a) (b)

Figure 6: (a) Second proposed transition with CB-
CPW section, (b) transition without CB-CPW sec-
tion.

(a) (b)

(c)

Figure 7: Magnitude of the electric field at 10GHz, (a) along A1-A2, (b) along B1-B2, (c) along C1-C2 of
transition shown in Fig. 6(a).

section the value of W1 and the value of G1 are chosen in order to yield a characteristic impedance
of 50 ohm along the transition within the desired frequency band. The value of W1 is chosen equal
to the width of microstrip line to avoid any abrupt discontinuity and to minimize the reflection
along the transition. In this transition also the number of via and placement of them are optimized
to suppress parallel plate mode and radiation loss and to obtain maximum band width.

3.2. Electromagnetic Field Matching Study
Having the same characteristic impedance does not always guarantee a good transition between
two transmission line at higher frequencies and the field distributions of the transmission line must
also be matched. Therefore the CB-CPW section is used as an interface to match the electromag-
netic field distributions at the coaxial-to-microstrip transition. To study the effects of CB-CPW
section on the transitions, electromagnetic fields of two transition structures shown in the Fig. 6
are analyzed with HFSS. The first structure (Fig. 6(a)) is the proposed transition and the second
structure (Fig. 6(b)) is the transition without CB-CPW section. Fig. 7 shows the magnitude of the
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Figure 8: S-parameters for the second proposed transition and the transition without CB-CPW section
shown in Fig. 6.

electric fields at A1-A2, B1-B2 and C1-C2 cross-sections. This figure indicates that in the presence
of CB-CPW section, the electric field distributions are concentrated along the center conductor
providing a good match to the field distribution of the coaxial connector.

3.3. Simulation and Measurement Results
Figure 8 compares the S-parameters of the back to back transition structures with and without CB-
CPW. Adding CB-CPW section affects the overall bandwidth of transition such that the insertion
loss bandwidth is wider in the presence of CB-CPW section. The experimental bandwidth of 2 dB
insertion loss in transition without CB-CPW section is 12 GHz and in the presence of CB-CPW
section is 16 GHz.

Simulation results of the transition with a slightly gap and solder paste in the In/Out connections
(that are shown with circles in Fig. 5(a)) and also with misalignment between microstrip and center
of SMA connector are shown in Fig. 8(a). As can be seen from Fig. 8(a), the measurement results are
in good agreement with simulation results and the differences between simulation and experimental
results are due to the reasons that were discussed in the previous section. It is seen that due to
these reasons the loss and resonances are increased.

Comparing Fig. 4 and Fig. 8 shows that first proposed transition has more resonance within
the frequency band of interest with respect to the second proposed transition. Second proposed
transition is very simple more desirable and less complicated than first one. On the other hand the
first proposed structure has more robust solder connection.

4. CONCLUSION

In this paper, two simplex, low-cost, useful and wideband coaxial-to-microstrip transitions were
presented. The effects of CB-CPW sections on the transition bandwidth were discussed. In these
two transitions the effects of the field and impedance matching with considering other practical
effects in total performance were completely analyzed. The measured and simulated results of back-
to-back transition were showed good agreement. The simulation and measurement results verified
that the fabricated back-to-back coaxial-to-microstrip transition can achieve a 3 dB bandwidth of
18GHz and return loss better than −10 dB. Other transitions to improve bandwidth and reduce
resonances in frequency response are under investigation and will be presented in future works.
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Blade
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Abstract— The wind turbine blade, owing to its huge size and height with the rotational
motion, is emerging to be a big threat to the radar systems. To reduce the radar interference,
this work presents radar absorbing structures with a periodic pattern surface applicable on the
surface of the blade considering the configuration of the cross sectional characteristics of the
wind turbine blades. The optimal design was performed to get the design parameters along with
the thickness of the substrate of the radar absorbing structure, which is the composite structure
composing the wind turbine blade structure.

1. INTRODUCTION

Wind turbine blade is one of the largest composite structures in the world. For the 3 MW wind
turbine system which is very popular grade in these days, the blade is over 10 ton in weight and
over 40m in length. Most of rotors of wind turbines have 3 blades and the size of rotor disks
is larger than Airbus A380 wing span of 80 m. The rotating speed of the rotors of 3 MW wind
turbines is about 15 ∼ 16 RPM. Even though the angular velocity seems to be not so high, the
rotor tip speed is over 250 km/h which is equivalent to the take-off and/or landing speeds of a
jumbo airplane. Recently, the radar interference is a hot issue for the construction of the wind
farms due to the fact that traditional turbine blades cause interference to radar screens. This
paper presents radar absorbing structure (RAS) with periodic pattern surface for wind blades. The
RAS is composed of the periodic pattern surface and dielectric substrate grounded with PEC. The
dielectric substrate is the glass fibre-reinforced polymer composite for wind blade structure. The
surface conductivity of the pattern is controlled with the thickness of the pattern made with the
electrical conductive material [1]. The periodic pattern is optimally designed for X-band band
by using CST MICROWAVE STUDIO. The optimal dimensions and surface conductivity of the
pattern are obtained for the various thickness of the composite substrate determined by the internal
configuration of the wind blade structure.

2. SECTIONAL CONFIGURATION OF WIND TURBINE BLADES

The wind turbine blade structure is composed with several parts including leading edge, trailing
edge, spar caps, shear webs and the other wing skins. Figure 1 shows the cross sectional configura-
tion of the ordinary wind turbine blade of 3 MW grade. The external structure of the wind turbine
blade exposed to the radar signal consists of GRE and Sandwich. Figure 2 shows the schematic
drawing of Sandwich and GRE. Sandwich is composed of two skins of glass/epoxy composite lam-
inate and a core of Balsa wood or PVC foam. GRE is all composed of glass/epoxy composite
laminate from skins to the core. The skins of Sandwich and GRE are continuously connected.
Due to the inherent laminated structure, the glass/epoxy composite laminate is very suitable to be
used as a part of the multi-layered structure. Moreover, since the materials used in wind turbine
blade are all dielectric materials, we can use a part of the external structure as the substrate of
the Circuit Analog absorber with a periodic pattern surface. It can be done by placing electrically
conductive carbon fabric as a ground material inside of the wind turbine blade. But, due to the
difference of the dielectric constant between the glass/epoxy composite laminate and Balsa wood
or PVC foam, the thickness of the substrate for the absorber will be different depending on the
substrate material and it will make discontinuity of the ground material at every transition area
among Leading edge-wing skin, wing skin-Spar Cap, etc.. To prevent this discontinuity, the ground
material can be placed between the outer skin and core. The thickness of the skin is different
depending on the position in wing span direction. In this work, we designed RASs of 1 mm ∼ 3mm
thick substrates composed of the glass/epoxy composite laminate.

3. DESIGN OF RADAR ABSORBING STRUCTURE

CA absorber-type RASs are designed using Periodic Pattern Surface (PPS) of the solid square
patches. Figure 3 shows the schematic configuration of RAS. RASs are designed only for the
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Leading edge (GRE)

Sandwich: GRE/Foam(or Balsa wood)/GRE

Wing Skin (Sandwich)

Girder or Spar Cap (GRE)

Trailing edge (GRE)Shear Web (Sandwich)

GRE: Glass fiber reinforced epoxy

Figure 1: Cross sectional view of a wind turbine blade of 3MW grade (section at 70 ∼ 80% in wing span
direction of 44 m long wind blade).

Core

- thickness: 8mm ~

- balsa wood: 1.3 - j0.0

- hard foam (PVC): 1.0 - j0.0

Skin

- thickness: 1 ~ 3 mm

- glass/epoxy composite laminate

- complex permittivity: 4.3 – j0.03

GRESandwich

Figure 2: Sandwich and GRE for the external structure of wind turbine blades.

Figure 3: Schematic configuration of CA-type radar absorbing structure with periodic pattern surface (PPS).

normal incident case at the target frequency of 10 GHz. The solid square patches are composed
of conductive material having an appropriate conductivity to bring out ohmic loss [1]. When the
thickness of substrate is prescribed, the optimization parameters are the thickness T , and length
X of square patch, gap G between the patches. Table 1 shows the parameters for the design of the
RASs.

CST MICROWAVE STUDIO with transient solver was used to calculate the reflection loss of
the RASs. As shown in Figure 4, a single unit cell of a square patch is used to minimize the
computational cost by applying the magnetic and electric boundary condition, which mirror the
structure in x and y direction to infinity. TEM wave from waveguide port 1 is normally incident
on the surface of the RAS model.

4. RESULT AND DISCUSSION

The glass/epoxy composite laminate has determined discretely by number of glass ply and ply
thickness (; 0.5 mm). In the screen-type RAS, the thickness of the substrate depends on the
electromagnetic characteristics of the screen [2]. In CA-type RAS, the PPS can be treated as a
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Table 1: Parameters for design of radar absorbing structure.

Fixed parameters Parameters to be optimized
Target frequency: 10.0 GHz

Substrate material: glass/epoxy composite laminate
(4.3− j0.03, constant over all frequency)

Electrical conductivity of patch: 1,000 S/m

T : Thickness of patch
G: Gap between patches

X: Length of square patch

Prescribed parameter
H: Height of substrate

(1.0, 1.5, 2.0, 2.5 and 3.0 mm)

Port 1

E(tangential)=0

H
(tangential)

=0

conductive patch

substrate

ground

Figure 4: Numerical model to design radar absorbing structure with periodic pattern surface using CST
MICOWAVE STUDIO.
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Figure 5: (a) Reflection loss of RAS of H = 1.0mm. (b) Variation of the design parameters (normalized by
the parameters for H = 1.0mm).

R, L and C equivalent circuit as shown in Figure 3 and the best configuration of PPS can be
achieved through the optimization process provided by the CST MICROWAVE STUDIO [3]. The
Parameters for the RASs are obtained for the prescribed H = 1.0, 1.5, 2.0, 2.5 and 3.0 mm. For
H = 1.0 mm, T , X and G are obtained to be 0.1006 mm, 5.88075mm and 1.32011, respectively.
Figure 5(a) shows the reflection loss of the RAS for H = 1.0 mm. The designed RAS has minimal
reflection at the frequency = 10.0GHz. Figure 5(b) shows the variation of the design parameters
normalized by the corresponding values for H = 1.0mm. Design parameters for the other H values
are obtained with the least variation of the T . While the variation of X is very marginal, G
increases rapidly along with H. This means that, to get the thinner substrate, the gap between
the patches needs to be narrower. Since the gap size is related to the capacitance of the PPS, the
wide gap for thick substrate makes low effective dielectric constant of PPS. This result agrees well
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with the conclusion of Kim’s study [2]. The thickness of patch, T decreases slowly along with H
and we have to use higher surface resistance for the patches of PPS.

5. CONCLUSIONS

In this work, the CA-type RASs were designed by using PPS of square conductive patches applicable
into composite blade structures of wind turbines. The RAS can be integrated into the blade
structure by using the external skin of blade structure as the substrate of the RAS and inserting
the ground material inside of the blade structure. To get the continuity of the ground, various
RASs are designed for the thickness of glass/epoxy composite substrate of 1.0 ∼ 3.0mm thick.
When the size of square patch is almost maintained, the gap increases greatly and the thickness of
the patch decrease slightly along with the thickness of substrate.
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Abstract— In this presentation it is observed that varactor loaded nonmagnetic single split
longitudinal cut-wire arranged in necessary planar metastructure can show a voltage tunable mag-
netic resonance response. Previously like metastructure has been investigated without varactor in
waveguides and free space [1, 2]. It has been shown by experiment at microwaves that metastruc-
ture containing cut-wire grating and longitudinal cut-wire of resonant length can provide strong
magnetic resonant response of a single nonmagnetic cut-wire in dependence on configuration and
sizes t, s, lp, lm. Metastructure is oriented along the direction of wave propagation and cut-wires
of grating are parallel to the electric field of a plane electromagnetic wave. It has been shown a
practical way to the excitation of a magnetic resonance in nonmagnetic longitudinal line cut-wire
which is arranged perpendicularly to the electric field of incident electromagnetic wave near a
grating of cut-wires. It is suggested a concept of magnetic response based on antiparallel reso-
nant currents excited by magnetic field of surface polaritons in many spatial LC-circuits created
from cut-wire pairs of a grating and section of longitudinal cut-wire. Three separately observed
resonant effects connected with grating, LC-circuits and with longitudinal cut-wire have been
identified applying measurements in waveguides, cutoff waveguides and free space. The first reso-
nance is due to parallel currents induction in grating’s wires lp, the second resonance effect is due
to excitation of antiparallel currents in LC-circuits and the third resonance is due to contribute
of total currents from LC-circuits along longitudinal cut-wire lm. It is special interest to study
a metastructure using varactor diodes. In [8], it has been demonstrated that the resonant fre-
quency of split ring resonators (SRRs) can be tuned using varactor diodes. The resulting particle
has been called a varactor-loaded split ring resonator (VLSRR). In this paper, we use varactor
diodes to tune resonance response related to cut-wires in metastructures. With varactor one can
also match the resonance minima of transmission T to concrete resonant elements with certainty
what is important for multi-resonance system.

1. INTRODUCTION

In this presentation, it is observed that varactor loaded nonmagnetic single split longitudinal cut-
wire arranged in necessary planar metastructure can show a voltage tunable magnetic response.
Previously like metastructure without varactor (Fig. 1(a)) has been investigated in waveguides and
free space [1, 2]. It has been shown by experiment at microwaves that metastructure containing cut-
wire grating and longitudinal cut-wire of resonant length (“Gr-LCW” metastructure) can provide
strong magnetic resonant response of a single nonmagnetic cut-wire in dependence on configuration
and sizes t, s, lp, lm.

Magnetic metamaterials (i.e., metamaterials possessing magnetic response) are of interest in
dispersion engineering [3].

As it is known, metamaterals containing chiral inclusions, can at microwaves possess an effective
resonant magnetic polarizabilities and permeability which depends on the orientation of inclusions
relative to the magnetic field h of the incident electromagnetic wave [4, 5]. Resonance phenomena
are caused by the excitation of resonance currents by the microwave field h. Presently extensive
investigations are directed toward the development of magnetic metamaterials containing techno-
logically simple line wires. The main attention is devoted to a cut-wire pair that possesses both
the electric and magnetic response due to the possibility of parallel currents induction by the wave
electric field and antiparallel currents induction by the magnetic field [6, 7]. Since the magnetic
and electric resonant responses are generated practically at the same frequency, it is difficult to
separate these signals and evaluate the magnetic contribution.

In paper [1], it is suggested a new way to create separately a strong microwave magnetic response
using cut-wires. It was found in waveguides that a line wire which is oriented along waveguide
axis parallel to the direction of propagation of an electromagnetic wave (and perpendicularly to
transverse electric field which is the main part of electric field E, just that participates in microwave
energy transfer along the grating) and arranged asymmetrically near a cut-wire grating forming
surface polaritons, can exhibit a resonant response that has a magnetic nature. A giant resonance
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Figure 1: (a) “Gr-LCW ” and (b) “Gr-VLSLCW ” metastructures and (c) equivalent electric diagram.

is observed in longitudinal single cut-wire of a definite (resonant) length lm (see Fig. 1(a)) in a
certain frequency range corresponding to the existence of surface polaritons (below the resonant
frequency of the polariton-generating grating of cut-wires parallel to the E-field). We suggest and
verify a concept of magnetic response.

In [8], it has been demonstrated that the resonant frequency of split ring resonators (SRRs) can
be tuned using varactor diodes. The resulting particle has been called a varactor-loaded split ring
resonator (VLSRR). Here we show that magnetic response can be controlled by external electric field
in the case when a single nonmagnetic split cut-wire is loaded with varactor diode (Fig. 1(b)). In
this paper, we use varactor diodes to tune resonant response related to cut-wires in metastructures
“Grating-varactor loaded split longitudinal cut wire” (“Gr-VLSLCW” metastructure). We give a
practical way to the excitation of a voltage tunable magnetic resonance in nonmagnetic longitudinal
line cut-wire which is arranged perpendicularly to the electric field of incident electromagnetic wave
near a grating of cut-wires. With varactor one can also match the resonance minima of transmission
T to concrete resonant elements with certainty what is important for multi-resonance system.

2. INVESTIGATED METASTRUCTURES. MAIN EXPERIMENTAL RESULTS

We investigate two kinds of metastructures; they are presented in Fig. 1. In the first case metas-
tructure contains a grating of cut-wires (wire length lp) and a single longitudinal cut-wire or strip
(wire length lm) orthogonal to grating’s wires lp. Experimental investigations at microwaves show
these structures can provide strong magnetic resonant response of a single nonmagnetic cut-wire
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in dependence on configuration and sizes in the case when metastructures are oriented along the
direction of wave propagation and cut-wires of grating are parallel to the electric field of a plane
electromagnetic wave. Obtained results allow to suggesting and verifying a concept of magnetic
response based on antiparallel resonant currents excited by magnetic field of surface polaritons in
many spatial LC-circuits (such as abghefa and cdehgbc created from cut-wire pairs of a grating and
section of LCW ) and like-directed currents along LCW. Equivalent electric diagram is shown in
Fig. 1(c).

Directions of currents which run in many LC-circuits abghefa are the same along wire lm and
opposed to currents of circuits cdehgbc. In the case of symmetrically located wire lm(t = lp/2) these
opposed currents along LCW of circuits abghefa and abghefa are practically quenched. In the case
of asymmetrically location, if LCW length lm is resonant the wave of current along wire lm and the
resonance response are very strong. Resonance response of a LCW (lm) can be detected separately
because its resonance frequency depends on length and distance s and is different from frequencies
of grating and LC-circuits created from cut-wire pairs of a grating and a section of longitudinal
cut-wire. Three separately observed resonant effects I, II and III in transmission connected with
grating (I), LC-circuits (II) and with longitudinal cut-wire (III) have been identified applying
measurements in waveguides, cutoff waveguides and free space. The first resonance I is due to
parallel currents induction in grating’s wires lp, the second resonance effect II is due to excitation
in LC-circuits of antiparallel currents under electromotive forces induced by microwave magnetic
field and the third resonance III is due to summation of currents induced similarly in each of
LC-circuits along longitudinal cut-wire lm. The resonance I is identified as electric type while the
resonance II and III exhibit magnetic excitation and can be excited by magnetic field of surface
polaritons.

We use method of resonance type identification based on comparative analysis of the signal
transmission spectra in the main and below-cutoff waveguide section [9]. In the case of magnetic
excitation (magnetic resonance in WGD, MR) the transparency band in Cut WGD is observed
above the MR frequency. In addition, the magnetic excitation is characterized by the presence of
super-forbidden band below the MR. In the case of electric excitation (electric resonance, ER), the
transparency band in Cut WGD is observed below the ER frequency. Resonance III of lm is not
depicted in free space in propagation direction, but one can observe resonant response in transverse
direction by measurement of cross-polarized reflected wave from lm wire. A strong resonance III
is observed when the lm wire is arranged asymmetrically relative to lp wire grating, its intensity
decreases when lm wire shifts to symmetrically location. In the case of t = lp/2 resonance response
III is absent. Strong MR III is observed if the lm value is close to half-wavelength in the frequency
range adjoining resonance I from the side of lower frequencies, which is the region of existence of
surface polaritons generated by wire grating lp. The position of MR III depends on wire length
lm. Resonance III shifts toward higher frequencies with decreasing lm and a pass-band of the
below-cutoff section in this case exhibits the corresponding shift. We can make out resonances I,
II and III using measurememts in waveguide, cutoff waveguide and in free space.

The second kind of investigated metastructures allows to tune and mark resonance of longitu-
dinal cut wire LCW or strip. In this case, we use varactor loaded split cut-wire (or strip). To this
effect we split LCW (length lm) into two wires of the same length lm/2 placed on the substrate
(laminated bakelite insulation with thickness of 0.5mm or textolite with thickness of 1.5 mm) and
slide apart and then place varactor diode in the gap (gap width is 1.5mm) between wires lm/2
and solder pins of varactor to wires lm/2, Fig. 1(b). The resulting wire with length lmv we will
call a varactor-loaded split longitudinal cut wire (VLSLCW ). Varactor introduces a voltage con-
trollable effective nonlinear gap capacitance which depends on reverse bias and can tune resonance
frequency of VLSLCW when reverse bias is applied between varactor’s pins. In this configuration
with resistors RDC = 100 kΩ parasitic effects through lead wires are very small.

We measured frequency dependences of the transmission coefficient T of electromagnetic wave
of metastructures arranged along the axis and oriented parallel to the side wall of a standard
waveguide, and a below-cutoff rectangular section. To prepare Cut WGD a fragment of the main
WGD is divided into three sections by metal spacers parallel to the direction of wave propagation.
Investigated metastructure is placed into a central cutoff WGD section.

Here we show experimental results for second kind of investigated metastructures “Gr -VLSLCW”
prepared for VLSLCW resonance observation in range 3–6 GHz. Metastructures contain grating
of parallel copper wires with lengths lp = 16 mm and varactor-loaded split longitudinal cut copper
wire or strip (VLSLCW with length lmv = 33mm and diameter 0.3mm or VLSLCS with length
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Figure 2: (a), (b) Frequency dependences of Transmission T of metastructures “Gr-VLSLCW ” corresponding
to Fig. 1(b) under different bias conditions in rectangular waveguide and (c) in cutoff waveguide section in
area of resonance III related (a) to longitudinal cut wire loaded with varactor and (b), (c) to longitudinal
cut strip loaded with varactor.

lmv = 28mm and width 2 mm). Distance s between longitudinal wire or strip and grating of wires
lp is 2 mm. The results have been obtained by measurements in rectangular WGD (48 × 24mm)
and cutoff WGD (16× 24 mm) under different bias conditions. Varactors the Infineon BB857 with
a low series resistance of 1.5Ω and wide tuning range are used. Varactor capacitance is 6.5 and
0.5 pF at 1 and 28V reverse bias, respectively. It is observed that by tuning varactor resonance
frequency of the VLSLCW can be shifted of 10% in waveguide and of 15% in cutoff waveguide
section as one can see in Fig. 2.

Figure 2 shows measured frequency dependence of transmission T of metastructure and evo-
lution of this dependence with applying of electrostatic field in area of resonance III (related to
longitudinal cut wire or strip). We see that applying reverse bias from 0 to 30 V strong resonance
curve shifts from 3.9 to 4.3 GHz (Fig. 2(a)) in the case of longitudinal cut wire and from 3.7 to
4.2GHz (Fig. 2(b)) in the case of longitudinal cut strip when metastructure is placed in rectan-
gular waveguide. Metastructures exhibit high resonance levels: 15–20 dB and 20–28 dB in a 0.4
and 0.5 GHz tuning range. When metastructure is placed in cutoff waveguide section we observe
pass-band (Fig. 2(c)) with shift of maxima from 3.75 to 4.5 GHz applying reverse bias from 0 to
30V. Comparative analysis of the transmission spectra in the main and below-cutoff waveguide sec-
tion show that pass-bands in cutoff waveguide are observed above the frequency resonance minima
of transmission in main waveguide what confirms magnetic resonance excitation in a longitudinal
wire (or in a strip) and respectively electronically tunable magnetic resonance. The observed strong
dependence of resonance frequency on distance s between longitudinal wire and grating of wires
indicates also in favour of h-excitation of the resonance III. In addition it was found that the lon-
gitudinal component of electric field of surface polaritons supported by cut wire grating practically
absents at measurements using resonant effects in double split ring [10].

3. CONCLUSION

In this paper, it is observed that nonmagnetic single split longitudinal cut-wire (strip) loaded with
varactor and arranged in necessary planar metastructure can show in rectangular waveguide and
cutoff waveguide electronically tunable magnetic resonance response in 10% tuning range centered
at 3.7–4 GHz.
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A Full-band High Linearity CMOS T/R Switch for UWB Systems

Ro-Min Weng, Yun-Chih Lu, and Huo-Ying Chang
Department of Electrical Engineering, National Dong Hwa University, Hualien, Taiwan

Abstract— A transmitter/receiver (T/R) Switch in radio frequency front-end for 3.1∼10.6GHz
ultra-wideband Systems is presented. The design focuses on the techniques to increase both power
handling capability and isolation using deep n-well and floating bulk technology. The proposed
switch achieves P1dB of 9 dBm and IIP3 of 20 dBm in transmitting (TX) mode which represents
higher linearity than other CMOS T/R switches. The proposed T/R switch provides the TX and
receiving (RX) paths with different switching topologies. Different signal paths can minimize
the power leakage into the RX/TX path during TX/RX mode selection so as to improve the
linearity. The proposed T/R switch uses a 1.8 V digital control signal for TX/RX mode selec-
tion. The simulated insertion loss is less than 2.3 dB and return loss is less than −10 dB during
3.1 ∼ 10.6GHz full-band operation.

1. INTRODUCTION

In commercial applications, there are advantages in ultra-wideband (UWB) systems such as low
power, high integration, high transfer date rate, and low cost [1]. Transmitter/receiver (T/R)
switches are one of the key blocks in radar and wireless communication systems. The abilities for
T/R switch to be fully integrated with other circuits and to be operated with wide bandwidths are
required to enable wideband systems on chip. As the bandwidths of radar and wireless communi-
cation systems are extended wider or required to cover multi-bands, the need of UWB CMOS T/R
switches becomes more critical [2].

There are many challenging for the design T/R switches. Firstly, insertion loss is increased
because of signal loss in the substrate and signal paths. Conventional structures of T/R switches
are single-pole-double-throw (SPDT). Interference between an output port of transmitter and an
input port of a receiver is inevitably introduced. Hence, the isolation during TX/RX mode selection
is one of key design specifications. Moreover, the detrimental effects from silicon substrates bring
down the power handling capability of the T/R switches. Trade-offs among design parameters is
insertion loss, isolation, and power handling capability. Also wide frequency operation range is
required in the design of UWB T/R switchs.

In this paper, the development of a CMOS fully-integrated T/R switch is proposed. The pre-
sented T/R switch employs an ultra-wideband topology. This paper consists of four sections, begin-
ning with this introduction. The design of UWB T/R switch is discussed in Section 2. Simulation
results are given in Section 3. Finally, this switch is summarized in Section 4.

2. PROPOSED UWB T/R SWITCH

2.1. CMOS T/R Switch Design
Figure 1 shows the schematic of the proposed UWB T/R switch. The control voltage Vc for the
MOS switch are either 0 V or 1.8 V so that the T/R switch can be driven directly by digital circuitry.
Mn2/Mn3 and Mn1/Mn4 as MOS switch are controlled by Vc and the complimentary signal of Vc,
respectively.

In TX/RX ports, the characteristic impedances of the previous/next stage circuits are equal
to 50 Ω so that the TX/RX ports must match to 50Ω. Usually, the impedance of antenna port
is matched to 50 Ω for measurement purpose. However, the maximum output power transfer is
not achieved at output impedance of 50Ω to antenna port. In the proposed circuit, there are
only four transistors. When the signals pass through the transistor, the loss is caused. Increasing
the conductance of signal transmission path can eliminate insertion loss. Furthermore, linearity
and power handling capability are enhanced by using floating and applying negative bias to the
bulk. The inverter is effective to control nMOS transistors and to reduce the number of the control
signals.
2.2. Deep n-Well Process and Body-floating Technique
Recently, T/R switches are implemented to be fully-integrated with other integrated circuits using
deep n-type well (DNW) process as shown in Fig. 2. The body resistances can be minimized with
the source and drain junctions open to ground by floating the body. Hence, a smaller resistive
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Figure 1: Schematic of the proposed
UWB T/R switch.
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Figure 2: Simplified model of transistor using deep n-well pro-
cess.
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Figure 3: Per/post-simulation results in TX mode. (a) Return loss, (b) isolation and IL.

loss is obtained. Better performances of insertion loss, isolation, and power handling capability are
achieved. In such a body-floating structure, large resistors can be applied directly to the body of
nMOS devices, making it floating to increase the capacitance between source and drian. Latch-up
problems is solved by separating the bulk of nMOS transistors from the p-substrate. The equivalent
capacitance of transistors between drain and source with larger resistive in source can be expressed
as

CDS =
Cgs · Cgd

Cgs + Cgd
(1)

The equivalent parasitic capacitance of transistors between drain and source using DNW process
can be expressed as

C
′
DS =

Cgs · Cgd

Cgs + Cgd
+

Csb · Cdb

Csb + Cdb
(2)

In order to endure large signal swing, the bias resistors should be large enough for nMOSs. The
triple-well devices can also be applied to nMOSs while the substrate is floating effectively.

3. SIMULATION RESULTS

The proposed T/R switch is designed with tsmc 0.18µm CMOS process with the control voltage
of 1.8V. The input operation frequency is from 3.1 GHz to 10.6GHz. Both pre-simulation and
post-simulation results are provided.

Figure 3(a) shows the simulation results of return loss in TX mode. Fig. 3(b) illustrates the
simulation results of insertion loss (IL) and isolation in TX mode. Fig. 4(a) shows the simulation
results of return loss in RX mode. Fig. 4(b) depicts the simulation results of insertion loss and
isolation in RX mode. Insertion losses are less than 2.2 dB and 2.3 dB within full-band in TX mode
and RX mode, respectively. The simulated return losses at the antenna and receiver/transmitter
ports are better than 10 dB.

Figure 5 shows the simulation results of input third-order intercept point (IIP3) at 6 GHz. As
shown in Fig. 6, the chip and core area of the T/R switch is 0.64× 0.71mm2 and 0.37× 0.56mm2.
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Table 1 lists the performance summary of the proposed T/R switch along with other published
T/R switches. As obtained from Table 1, the overall performance of the proposed T/R switch is
better than those of others.

4. CONCLUSIONS

A 3.1 ∼ 10.6GHz fully-integrated CMOS T/R switch has been developed for ultra-wideband sys-
tems. The proposed T/R switch is implemented with standard 0.18-µm CMOS process. The deep
n-well process enables the negative bias to the bulk to be simultaneously floated. The body-floating
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Figure 4: Per/post-simulation results in RX mode. (a) Return loss, (b) isolation and IL.
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Figure 6: Layout of the proposed UWB T/R switch.

Table 1: Performance comparison of T/R switches.

This work
[3] [4]

[5]
Rx TX Rx TX

CMOS process (µm) 0.18 0.18 0.13 0.18
Frequency (GHz) 3.1 ∼ 10.6 3 ∼ 10 DC ∼ 20 5.2

Input return loss (dB) < −17.04 < −11.56 < −12 N/A < −10 < −10
Input return loss (dB) < −12.63 < −10.86 < −20 N/A < −10 < −10

Insertion loss (dB) < −2.2 < −2.3 < −4.4 < −2.0 < −1.56 < −2.02
Isolation (dB) < −30.30 < −35.38 < −27 < −22 < −17.15 < −31.05

P1 dB (dBm@6GHz) 8.5 9 N/A 27 11.2 29.6
IIP3 (dBm@6 GHz) 17 20 18 N/A N/A N/A
Chip area (mm2) 0.21 (core) 0.63 0.18 N/A
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technique is adopted to achieve both high linearity and high power-handling capability. Unlike other
T/R switches, the designed UWB T/R switch has an asymmetric structure for signals of trans-
mission and receiving paths to obtain better input/output impedance matching and isolation. The
proposed UWB T/R switch has the performances of low insertion loss, low return loss, and high
isolation for wireless communication systems. The proposed UWB T/R switch is proved to be
suitable for full-integration into system-on-chip of UWB systems.
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A Novel Defecect Microstrip Structure (DMS) Coupled Line Band
Pass Filter in C Band

S. R. Hosseini, R. Sarraf Shirazi, and Gh. Moradi
Wave Propagation & Microwave Measurement Research Lab., Department of Electrical Engineering

Amirkabir University of Technology, 424 Hafez Avenue, Tehran 15914, Iran

Abstract— Novel coupled line band pass filter using defected microstrop structure (DMS)
was designed which has nearly 11% relative bandwidth in C frequency band. HFSS full wave
simulation was confirmed by ADS momentum module. A circuit model based on coupled line
concept was developed to validate full wave simulation behavior.

1. INTRODUCTION

Band pass filters are one of most usable structures in microwave engineering. Band pass filters have
found numerous applications in approximately all aspects of microwave engineering and communi-
cation technology.

Satellite communications are one of important and specific ways for sending and receiving data.
C frequency band contains frequency range from 4GHz to 8 GHz which is suitable for satellite
communications.

There are various techniques for microwave filters implementation [1].
Since Planar filter structures are shapeable, light, easily fabrication and etc. can be appropriate

ones for satellite communications.
Some important and practical method for designing Microstrip filters are provided in [2].
Newer methods for designing filters such as Defected ground structures (DGS), defected mi-

crostrip structures (DMS), coupled resonator and etc have found specific attentions among mi-
crowave structure designers [7–9].

Novel bandpass filter which designed in this paper is based on defected microstrip structure
(DMS) method.

2. DEFECTS ON MICROSTRIP STRUCTURES

Defecting process firstly was made in microstrip ground (defected ground structure, DGS) which
reported in [3].

DGS disturbs current distribution on ground plane. This Turbulence creates some resonators
which will be added to main structure. Added poles caused by DGS resonances change main
structure features [4]. DGS can be used for size reduction, harmonic suppression and etc. [5–7].

DMS is new defect process which adds defects to planar strips. DMS has no unwanted radiation
from its ground, so it has less EMI index in comparison to DGS.

These defects disturb current distributions too. As a very simple method, each DMS can be
modeled by LC resonator.

The defect shape can not affect its circuit resonator modeling concept. Thus, a T-shape defect
was assumed for further analysis simplicity.

The analysis is based on ABCD matrix.

[ABCD]T = [ABCD]TL1
[ABCD]DMS [ABCD]TL2

(1)

DMS resonator

TL TL
1 2

Figure 1: DMS modeling by as simple LC resonator.

L
W

t

Figure 2: Typical microstrip defect.
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From Equation (1) we have

[ABCD]T =




cos (γl1) Z0 sin (γl1)
sin(γl1)

Z0
cos (γl1)




[
1 Z
0 1

]


cos (γl2) Z0 sin (γl2)
sin(γl2)

Z0
cos (γl2)


 (2)

where Z = (jωL) ‖ 1
(jωC) and L, C are respectively the inductance and the capacitance caused by

DMS.
The scattering parameters are achieved by [1].

S11 =
A + B

Z0
− CZ0 −D

A + B
Z0

+ CZ0 + D
S21 =

2
A + B

Z0
+ CZ0 + D

(3)

which Z0 is characteristic impedance. Simple transmission line is a low pass filter which its cutoff
frequency is limited by higher order modes. One LC series resonator cause bandstop feature to TL.
This modeling means each defect traps energy in itself at a certain frequency.

The idea was developed from this concept which cascading high pass filter and bandstop filter
can lead to bandpass filter.

A novel coupled line band pass filter was presented using DMS concept. The designed filter is
shown in Fig. 3.

This novel structure was analyzed by 3D full wave Ansoft HFSS v13 and also by Momentum
module of ADS.

The scattering parameters of this band pass filters are
Figure 5 shows a good agreement between Momentum and HFSS full wave simulation. Filter is

bandpass in Neighborhood of center frequency at 6GHz.
Considering 3 dB signal transition index, the filter bandwidth is approximately 700MHz which

provide 11% relative band width.

Figure 3: Coupled line DMS filter layout.

Figure 4: Coupled line DMS filter layout details.
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3. MODELLING

Circuit modeling can be used for desired structure using LC resonator concept of DMS. Each defect
was modeled by lossless resonator and each gap represents capacitor as a simple way for circuit
modeling. Coupling between each coupled line was modeled by coupling capacitor.

The our circuit representation is in Fig. 6.
The circuit elements were calculated via optimization process which two results have maximum

agreement over desired frequency band.
Table 1 shows circuit elements values after optimization process.
It was obvious which coupling capacitors and coupled line branch inductances should have less

value against main capacitors and Inductances. This expectation was confirmed after optimization
process as shown in Table 1.
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Table 1: Circuit modeling elements values after optimization process.

Circuit
element

C1 C2 C3 C4 C5 Cr1 Cr2 Cr3 Cg1

value 0.183665 14.1471 19.6922 19.9285 15.0342 0.50938 2.60473 9.86308 1.50868
unit pF pF pF pF pF pF pF pF fF

Circuit element Cg2 Cs1 Cs2 Lr1 Lr2 Lr3 Ls1 Ls2

value 4.34636 2.60084 14.6314 0.950167 0.58837 9.98867 9.95165 3.13976
unit fF pF pF nH nH nH pH pH

4. CONCLUSIONS

Bandpass coupled line filter based on DMS method was analyzed in full wave simulation. Circuit
model based on resonator concept of DMS confirmed full wave simulation results. Extracted circuit
elements values showed farther defects from main line have less values in comparison to main defects.
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Optimized Rat-race Coupler with Different Shapes of Defected
Ground Structure

M. Shirazi, R. Sarraf Shirazi, and Gh. R. Moradi
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Abstract— In this paper, a new type of Rat-Race ring coupler with different shapes of DGS is
presented. Three shapes of defect on ground plane have been investigated and after optimization
with Genetic Algorithm (GA) the best one is presented. Changing the shapes and dimensions
of the defect on ground will lead to better performance of a rat-race coupler such as less return
loss, smaller size or wider bandwidth than conventional rat-race coupler with DGS. All designs
are validated by using the full-wave electromagnetic simulator. At first a circular DGS have
been designed and investigated. After optimization we can see the advantages of this type
to the conventional one. The next type is triangular DGS; the optimum case of this type is
presented. Based on the triangular DGS results and distribution of electromagnetic current on
the ground plane, a fractal DGS have been designed and simulated. After optimization with
Genetic Algorithm the optimum shape and dimension of the defect on ground plane is proposed.
Simulations are carried out using HFSS 13, a commercial electromagnetic simulator based on a
finite element method.

1. INTRODUCTION

Microstrip rat-race ring couplers are important structures in microwave. They are widely used
in power amplifiers, mixers, and antenna systems due to their simplicity and wide bandwidth in
power dividing distribution [2, 3]. Hybrid ring couplers are also used in isolated power dividers
where a high level of isolation between the ports is required. However, this isolation is generally
limited in bandwidth by the phase balance performance of the hybrid. The conventional 180 hybrid
ring coupler has several shortcomings. It is inherently narrow-band, large in size, and it requires
impractically high-impedance line sections for large power-split ratios.

Recently, there has been an increasing interest in microwave and millimeter-wave applications
of the PBG [4, 5] and the DGS [1, 6]. In [1] a dumbbell shape DGS have been proposed which
has both size reduction and 3rd harmonic suppression in comparison with conventional Rat-Race
coupler. The proposed structure in [1] is not optimum neither in shape nor in size and dimensions.
Fig. 1 shows the conventional Rat-Race coupler with dumbbell shape (rectangular) DGS and new
proposed structures.

In this paper, we propose three other shapes of defect on ground plane and find the optimum
case based on GA. Each of the proposed rat-races is verified by full wave HFSS simulator and is
compared with the conventional rat-race.

2. CONVENTIONAL RAT-RACE WITH/WITHOUT DGS

In this section we examine the S-parameters of Rat-Race coupler with and without DGS. Substrate
with dielectric constant of 2.5 and thickness of 25 mil has been used. Fig. 2(a) shows return loss,

(a) (b) (c) (d)

Figure 1: Four different shapes of DGS. (a) Conventional, (b) Rat-Race with Circular DGS, (c) Rat-Race
with triangular DGS and (d) Rat-Race with fractal DGS.
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insertion loss and isolation for the conventional Rat-Race coupler. In this paper, we follow three
criteria to compute the coupler bandwidth.

1. Return loss and isolation better than 20 dB.
2. Magnitude difference between output ports should not exceed 1 dB.
3. Phase difference between output ports should not exceed 5 degree.

With these qualifications the bandwidth of conventional Rat-race coupler is about 15% with the
central frequency of 2.36GHz. Utilizing a rectangular DGS will result in 3rd harmonic suppression
and size reduction as reported in [1], but the dimensions of DGS section proposed in [1] is not
optimum. After optimization with GA the length width and gap distance of rectangular DGS
sections were a = 7mm, b = 5.2mm and g = 0.2mm, respectively. The S-parameters of this type
of DGS has been shown in Fig. 2(b).

The central frequency of Rat-Race coupler with rectangular DGS is 1.59GHz and the bandwidth
of this type of DGS is about 13.5%, as you can see the bandwidth is 1.5% less than the bandwidth
of conventional Rat-Race.

3. RAT-RACE WITH CIRCULAR DGS

A new shape that can be used as defect on ground plane is circular DGS. As shown in Fig. 1(b)
six similar circular parts have been etched from ground plane. After optimization the radial of
each circle and the width of strip became 3.5 mm and 2.6 mm, respectively. Fig. 3 shows the S-
parameters of this kind of defect. Central frequency and bandwidth of this type has not been
changed in comparison with the previous type, but much better return loos and isolation between
output ports have been achieved.

4. RAT-RACE WITH TRIANGULAR DGS

The next type of DGS that will be investigated is triangular DGS. In this type six triangular sections
with optimized base and height have been etched from ground plane. Fig. 4(a) shows S-parameters
of coupler with triangular DGS and Fig. 4(b) illustrates the phase difference between output ports.
The limiting condition for bandwidth of coupler is almost its phase imbalance between output
ports. Therefore, Fig. 2(b) has been depicted to determine the bandwidth of Rat-Race coupler
with triangular DGS.
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The central frequency of this type of DGS is around 1.54 GHz and its bandwidth is almost 14%.
It can be seen that the 3rd harmonic suppression of the coupler has not been affected by changing
the DGS shapes and dimensions.

5. RAT-RACE WITH FRACTAL DGS

With a careful examination of current distribution of coupler with triangular DGS and the S-
parameters of previous DGS types, we examined and simulated a Rat-Race coupler with fractal
DGS, the shape of this kind of DGS has been depicted in Fig. 1(d). Fig. 5(a) shows the S-parameters
of new proposed structure. As can be seen the central frequency is 1.51 GHz which is 90 MHz less
than conventional Rat-Race with rectangular DGS. It means that the proposed hybrid ring reduce
the size of coupler. The occupied area of coupler with fractal DGS is 40% of conventional Rat-Race
coupler. Also with the change in the dimension of fractal section we can achieve much better return
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Figure 4: Rat-Race with triangular DGS. (a) S-parameters, (b) phase difference between output ports.
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loss or isolation, but near 1.6 GHz. Fig. 5(b) and Fig. 5(c) show magnitude difference and phase
difference of output ports, respectively. It can be seen that the limitative factor to determine the
bandwidth is phase imbalance between output ports.

6. CONCLUSIONS

Presented is a new hybrid ring Rat-Race coupler with different types of DGS. Photography of
the presented structures is shown in Fig. 1. All slots and gaps are 0.2 mm or wider and easy for
fabrication. It has demonstrated that lower central frequency, as well as very good performance
at the designed frequency, has been achieved in these types of a rat-race coupler with DGS. All
proposed structures have been optimized with Genetic Algorithm. It is well suited to compact
low-cost active circuit applications for microwave and millimeter-wave integrated-circuits.
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Abstract— The conventional single uniform transmission line can be equivalent to the dual
and the T-shaped transmission lines, which have been proposed in the previous works. This
paper proposes two new compact Wilkinson power dividers. The first power divider uses dual
and T-shaped transmission lines to replace the two quarter-wavelength (λ/4) transmission lines
in the conventional equal-split Wilkinson power divider. The second divider utilizes new dual
transmission line section, which is composed of one single uniform and one T-shaped transmis-
sion lines, to replace each λ/4 transmission line in the conventional equal-split Wilkinson power
divider. The result of each proposed new Wilkinson power divider can demonstrate a compact
size and similar frequency responses as the conventional Wilkinson power divider around the
operating band.

1. INTRODUCTION

Recently, Wilkinson power divider is an important component in wireless communication system
due to its good performance for power division and isolation. For the practical purpose, several
types of Wilkinson power dividers have been studied in [1–5]. Conventional Wilkinson power
divider [1] has two essential quarter-wavelength (λ/4) transmission lines for transforming required
impedance matching at each port. However, the λ/4 transformer is occupied a large circuit size.
Therefore, some studies discuss how to reduce the λ/4 transmission for achieving compact circuit
size. For example, the miniaturized dual-frequency power divider [2] utilized the DGS structure
to realize a small circuit area. Similarly, the compact dual-band power divider [3] used slow-wave
structure to reduce its size. Besides, the miniaturized power dividers [4] and [5] utilized dual and
T-shaped transmission lines to replace the λ/4 transmission lines in conventional Wilkinson power
divider, respectively. In this paper, two new types of Wilkinson power dividers using mixed dual
and T-shaped transmission lines are presented for realizing compact circuit size.

2. THE PROPOSED WILKINSON POWER DIVIDERS

In this paper, two new Wilkinson power dividers using dual and T-shaped transmission lines are
presented. Figure 1 shows the equivalent circuit of the conventional equal-split Wilkinson power
divider composed of a λ/4 transformer in each transmission path. The first proposed divider, as
shown in Figure 2, uses dual transmission line [4] and T-shaped transmission line [5] to replace
the two λ/4 transformers of the conventional equal-split Wilkinson power divider (Figure 1). The
dual transmission-line section can be easily folded for the purpose of reducing circuit size since the
characteristic impedance of each line is high. Besides, the length of T-shaped transmission line
can achieve an effective reduction compared with the λ/4 transformer while the T-shaped line is
properly designed.

The equal-split power divider as shown in Figure 1 can be designed by following design pa-
rameters. Z1 and R are equal to

√
2Z0 and 2Z0, respectively, where the Z1 is the characteristic

Figure 1: Conventional Wilkinson power divider.

Port 1

(input)

Port 3
(output)

Port 2
(output)

Figure 2: The proposed first power divider with T-
shaped and dual transmission lines.
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impedances of the λ/4 transformers, the load impedance at each port is set to be Z0 (system
impedance), and R is a resistor for isolation.

Based on the replacement of the T-shaped and dual transmission lines as suggested by [4]
and [5], the proposed first divider, as shown in Figure 2, has a compact circuit size. Figure 3 shows
the layout of Figure 2. This paper implements all of the dividers on the substrate which has a
thickness of 1.6 mm, a relative dielectric constant of 3.65, and a loss tangent of 0.0065. The center
frequency of the power divider is approximately 1 GHz. The design parameters of the proposed
first divider are Z1 = 130 Ω, Z2 = Z3 = 141.4Ω, Za = 30 Ω, θ1 = 28.54◦, θ2 = 91◦, θ3 = 89◦,
θa = 16.64◦, and R = 100 Ω, where Z1 or Za and θ1 or θa are the characteristic impedances and
electrical lengths of T-shaped transformer, respectively; Z2 or Z3 and θ2 or θ3 are the characteristic
impedances and electrical lengths of dual-transmission line transformer, respectively. Figure 4
shows the simulated and measured results of Figure 3. The experimental results are in good
agreement with the simulated results. The measured results of center frequency and minimal

Figure 3: Layout of the proposed first power divider.

(a) (b)

(c)

Figure 4: Simulated and measured results of Figure 3. (a) |S11|. (b) |S21|. (c) |S32|.
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insertion loss are approximately 0.93 GHz and 3.4 dB (−|S21|), respectively. The measured isolation
is greater than 20 dB around the desired band.

In general, dual transmission lines can effectively reduce the circuit size because it is composed of
two uniform high characteristic impedance transmission lines which can be easily folded. However,
it is not suit for power divider system due to one of the high impedance lines is longer than the other
line, in other words, it usually needs meander path for achieving a compact size. Therefore, the
second power divider is proposed to relax this problem, as shown in Figure 5. The proposed second
power divider utilizes new dual transmission line section, which is composed of one uniform and one
T-shaped transmission lines, to replace each λ/4 transmission line in the conventional equal-split
Wilkinson power divider. Figure 6 shows the layout of Figure 5, and it demonstrates an obvious

Figure 5: The second proposed power divider with
new dual transmission line sections.

Figure 6: Layout of the proposed second power di-
vider.

(a) (b)

(c)

Figure 7: Simulated and measured results of Figure 6. (a) |S11|. (b) |S21|. (c) |S32|.
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reduction. The center frequency of the second power divider is approximately 1 GHz. The design
parameters of the proposed second divider are Z1 = Z2 = Za = Zb = 170Ω, Z3 = Z4 = 141.4 Ω,
θ1 = θ2 = 39.8◦, θ3 = θ4 = 89◦, θa = θb = 20.33◦, and R1 = 100 Ω, where Z1, Z2, Z3, Z4, Za, or Zb

and θ3, θ4, θa, or θb are the characteristic impedances and electrical lengths of the proposed new
dual transmission line section, respectively. Figure 7 shows the simulated and measured results of
Figure 6. The measured results of center frequency and minimal insertion loss are approximately
0.96GHz and 3.2 dB (−|S21|), respectively. The measured isolation is greater than 16 dB around
the desired band.

3. CONCLUSIONS

In this study, two new types of Wilkinson power dividers using mixed dual and T-shaped trans-
mission lines are presented for compact circuits. The first proposed power divider utilizes dual
and T-shaped transmission lines to replace each of the λ/4 transmission line in the conventional
Wilkinson power divider, and the result indicates the dual and T-shaped transmission lines has
similar levels of power division and isolation. The second proposed power divider uses a new dual
transmission line section composed of one uniform and one T-shaped transmission lines to replace
each λ/4 transmission line in the conventional equal-split Wilkinson power divider. It successfully
demonstrates a simple circuit design and an effective size reduction.
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Abstract— In this article, a novel bandpass filter using symmetrical composite right/left-
handed transmission lines (CRLH TL) ZOR and U-shaped resonator with three transmission
zeros (TZs) is proposed. The design concept of the proposed filter is based on the zeroth-
order resonator (ZOR) and half-wavelength open-ended resonator with opposite phase response
around the resonant frequency and, therefore, one TZ can be achieved by using a ZOR parallel-
coupled with a conventional resonant circuit. To improve the selectivity, two L-shaped coupling
arms connected to feed lines are introduced to provide additional two TZs. Both simulated and
measured results have been presented to demonstrate the presence of one TZ on high side of the
stopband and two TZs on low side of stopband.

1. INTRODUCTION

Recently, more and more devices are designed using the metamaterial concept. Especially, CRLH
metamaterial transmission lines have been studied for the microwave applications [1–3]. Among
these applications, the ZOR have been proposed based on CRLH TL [4]. The resonant frequency of
ZOR is independent of the physical length so that the resonator has much smaller size compared to
conventional resonator [5]. Thus, the ZOR is very attractive for design of compact bandpass filter.
Since then, the various novel ZORs such as CRLH coplanar waveguide (CPW) ZOR [6], simplified
composite right/left-handed (SCRLH) ZOR [7], and complementary split ring resonator (CSRR)
ZOR [8] have been designed to synthesize bandpass filters with compact size.

In this paper, a new instructive method of filter design based on ZOR and half-wavelength
open-ended resonator is discussed. The method starts from the phase shift of ZOR and traditional
resonator. By adding the signal of ZOR into the traditional resonator signal path, TZs can be
obtained. However, it is hard to get two TZs by the method of combine ZOR with traditional
resonator since the phase shift are not opposite at every frequency around resonance frequency
for the reality two resonators. Then, two L-shaped coupling arms are introduced to improve the
selectivity. To validate the proposed method, the bandpass filter (centre frequency 2.20GHz)
composed of symmetrical CRLH TL ZOR and U-shaped resonator (half-wavelength open-ended
resonator) is presented, providing a pair of TZs at 2.07 (provided by U-shaped resonant circuit)
and 2.25 GHz, thus featuring steep roll-off at both edges of the passband.

2. ANALYSES OF ZOR AND CONVENTIONAL RESONATOR

2.1. Phase Shift of Lossy ZOR and Half-wavelength Open-ended Resonator

Figures 1(a) and (b) show the unit cell of lossy CRLH TL model and equivalent circuit of open-ended
ZOR. Figure 1(b) also can be the model of conventional resonator, and the transfer impedance ZBA
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Figure 1: (a) Equivalent circuit of a unit cell of lossy CRLH TL.
(b) Two-port network lossy model of ZOR and conventional
resonator.
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Figure 2: Coupling scheme of creating
transmission zeros.
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form A toward B (see Figure 1(b)) is given as

ZBA =
1

1
jωL + jωC + G

=
ω2L2G + jωL(1− ω2LC)
(1− ω2LC)2 + ω2L2G2

(1)

For the case the equivalent circuit shown in Figure 1(b) is ZOR, according to Eq. (1), the phase
shift is 0◦ when ω = ω0, θ1 (0◦ < θ1 < 90◦) when ω < ω0 and θ2 (−90◦ < θ2 < 0◦) when ω > ω0

because of Re(ZAB) 6= 0. For the case the equivalent circuit shown in Figure 1(b) is half-wavelength
open-ended resonator, the phase shift is 180◦ when ω = ω0, θ3 (−180◦ < θ1 < −90◦) when ω < ω0

and θ4 (90◦ < θ2 < 180◦) when ω > ω0 because the resonator frequency of conventional resonator
is at positive first order mode.
2.2. Transmission Zeros
Based on the above discussion, the TZs can be obtained by the coupling scheme as shown in
Figure 2, where S and L denote the input and output ports respectively; node 1 denote the ZOR
and node 2 for the conventional half-wavelength open-ended resonator. Since there is no coupling
between the two resonators, the signal from form S to L has two separately parallel-coupling paths.
The TZs can be obtained when the total phase shift of the upper and lower paths is 0◦.

{
α1 + θ1 + β1 + α2 + θ3 + β2 = 0◦ when ω < ω0 (2a)
α1 + θ2 + β1 + α2 + θ4 + β2 = 0◦ when ω > ω0 (2b)

Therefore, a TZ on the lower stopband is get if the Eq. (2a) is met. Similarly, a TZ on the higher
stopband is get if the Eq. (2b) is met. When Eq. (2a) and Eq. (2b) are both satisfied, two TZs are
obtained, and the Eq. (3) is deduced:

θ1 + θ3 = θ2 + θ4 (3)

The Eq. (3) is met only when the phase shift is θ1 = −θ3 = 90◦ when ω < ω0 and θ2 = −θ4 = −90◦
when ω > ω0, which means only the ZOR and conventional resonator is lossless, or it can not be
got two TZs.

3. BANDPASS FILTERS APPLICATION

To demonstrate the usefulness of the proposed method, a symmetrical CRLH TL ZOR and U-
shaped resonator is designed shown in Figure 3. It is designed on a substrate with a relative
dielectric constant of 3.48 and thickness of 0.5mm, and a loss tangent of 0.003. The ZOR consist
of three parts, which are interdigital capacitors, a shunt stub inductors and interdigital capacitors.
To improve the strength of coupling between input port and ZOR, the coupling line l of ZOR
is extended to 8 mm, and has the same length with the coupling line between input port and
U-shaped resonator as shown Figure 3. Basic coupling structures can be seen in Figure 2 where
no coupling between two resonators. To excite the two resonators simultaneously, two ports with
simple coupling lines are coupled to the resonators. The simulated results are plotted in Figure 6
for three different value of W . As can be seen, for W = 0.4mm, two resonators exhibit the same
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Figure 3: Layout of the two resonators on a 0.5-mm-thick dielectric substrate with a relative dielectric
constant of 3.48 (All dimensions are in millimeters).
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Figure 5: Photograph of the bandpass filter.
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Figure 6: Measured and simulated frequency response of the proposed filter. (a) Wide-band. (b) Narrow-
band

resonant frequency. When W is decreased or increased from this value, the two resonant frequencies
split. This is shown in Figure 4 for W = 0.2mm and W = 0.8mm. The smaller W results in the
ZOR being shifted to a lower frequency, while the lager W shifts the ZOR to a higher frequency,
because the value of W is affect the shunt inductor LL.

It is also interesting to notice from Figure 4 that there is a TZ when the two resonant frequencies
split. The TZ is allocated on the high side of two resonant frequencies when the frequency of ZOR
is higher than U-shaped resonator. On the other hand, the TZ is on the lower of the two resonant
frequencies when the frequency of ZOR is lower than U-shaped resonator. Thus, the TZ appears
to be closely associated with the frequency of ZOR.

To improve the passband characteristics proposed in Figure 4, L-shaped coupling arms are
introduced to two ports shown in Figure 3. The L-shaped coupling arms not only enhance the
strength of coupling, but also create additional two TZs on the lower stopband.

The proposed filter is simulation and fabricated on the Rogers 4350B substrate with a relative
dielectric constant of 3.48 and a thickness of 0.5 mm. The photograph of fabricated filter is shown
in Figure 5 and the physical dimensions are described in Figure 3. The size of the filter is about
18mm× 28mm× 0.5mm. The measured results, obtained using Aglient 5071C network analyzer,
and the full EM simulated results are both plotted in Figure 6. The simulated/measured the
center frequency at 2.18 GHz/2.20GHz. Three TZs are successfully acquired in both the simulation
and measurement, and there are allocated at 1.58 GHz, 2.07 GHz and 2.25GHz. Some differences
between the simulation and measured data may be attributed to the short stub and the fabrication
tolerances.

4. CONCLUSIONS

In this paper, a novel bandpass filter with three TZs based on the ZOR and U-shaped resonator
has been presented. The lossy models of the ZOR and conventional resonator are provided to
analyze the phase shift below and above the resonant frequency. By introducing L-shaped coupling
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arms to two ports, a high selectivity filter using CRLH TL ZOR and U-shape resonator is designed,
fabricated, and measured. In comparison with the cross-coupled filter, the filter using two resonators
can provide a sharp cut-off frequency response. The filter circuit size has been significantly reduced.
As a result, the compact-size filter is suitable for use in wireless communication system.
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Abstract— In this paper, novel substrate integrated waveguide (SIW) and half mode substrate
integrated waveguide (HMSIW) structures for bandpass filter and switchable bandpass filter
applications are proposed. The SIW resonators are realized by etching the electrical coupled
complementary resonators on the surface of waveguide, and the resonances are generated below
the characteristic waveguide cut-off frequency. Lumped equivalent circuit analysis models are
developed. The half mode configuration of the proposed SIW bandpass filter is open structure,
and this kind of HMSIW filter is easy to load with the control elements. By using a floating
capacitor with mechanical switches loaded on the HMSIW resonators, a 1-bit HMSIW switchable
bandpass filter is demonstrated. The simulated and measured results for the filter are provided.
The prototype with compact core size of 16 mm × 12mm was designed and fabricated so as to
validate the new structure. The measured central frequency is 2.1GHz and 2.6 GHz, the fractional
bandwidth is 7.3% and 7.6%, and the insertion loss is 2.5 dB and 1.5 dB, at switch-on state and
switch-off state, respectively.

1. INTRODUCTION

Recently, new guided wave structures called substrate integrated waveguide (SIW) and the half-
mode substrate integrated waveguide (HMSIW) which can be synthesized on a planar substrate
have been used for implementing planar resonator and filter applications with the features of good
power capability, high Q factor, low cost and compact volume size comparable to that of the
bulky waveguide based implementations [1–4]. The concept of HMSIW is attractive for filter
design since it has been proposed aiming at a further reduction of the size of the SIW, and more
importantly, it is very convenient to etch the tunable elements on the waveguide surface of HMSIW.
Complementary split ring resonators (CSRRs) are sub-wavelength planar structure introduced by
Falcone as new metamaterial resonators, and it can be viewed as electric dipole. According to the
theory of evanescent mode propagation or a waveguide loaded by electric dipoles, a passband below
the waveguide cutoff frequency can be obtained by loading the CSRRs. Both SIW and HMSIW
are suitable for loading the CSRRs on the waveguide surface, therefore, the SIW/HMSIW loaded
complementary resonators such as CSRRs will be suitable for bandpass filter design [5].

With the rapid development of broadband, multi-protocol, and cognitive radios, the wireless
transceivers need to break through the traditional communication standard of the fixed pattern,
such as central frequency and bandwidth, and build multi-mode wireless links to improve anti-
interference ability, increase spectrum utilization, expand the communication capacity and quality
of service (QoS) [6]. As microwave components including microwave filters are the key to con-
stitute the radio interface of wireless equipment, reconfigurable microwave filter will have special
significances in future wireless systems [7, 8]. In this paper, SIW and HMSIW loaded with CSRRs
achieve forward electromagnetic wave transmission below the waveguide cutoff frequency due to
evanescent wave amplification, and novel mechanical reconfigurable BPF was proposed. The filters
were designed, fabricated and measured, and the attractive performances are validated theoretically
and experimentally.

2. SIW/HMSIW BANDPASS FILTERS

Figure 1 shows the layout and photograph of the proposed BPF based on SIW/HMSIW loaded by
coupled CSRRs. A pair of CSRRs is etched in the center of the top metal plane. The coupling
effects of the two CSRRs are dominated by the electric coupling, and resonant frequency splitting
can be occurred due to electric coupling of the two resonators, which is determined by the gap of
the two CSRRs in Figure 1. To analyze the performances of the proposed BPF, Rogers RT/Duroid
5880 substrate with a thickness of 0.508mm and a relative permittivity of 2.2 is used in our design.

The transmission responses for the filter are simulated and investigated by full-wave Electro-
magnetics (EM) Software, as shown in Figure 2. The measurement is accomplished with Agilent
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Figure 1: Layout and the geometry parameters of the SIW/HMSIW bandpass filter: (a) SIW, (b) HMSIW,
(c) lumped equivalent circuit model.
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Figure 3: Layout and the frequency responses of the HMSIW mechanical reconfigurable bandpass filter: (a)
layout and photograph, (b) frequency responses.

E5071C network analyzer. The SIW filter has a measured central frequency of 2.8GHz and a −3 dB
bandwidth of 165 MHz. The insertion loss is approximately 2.98 dB, which includes the extra loss
caused by the subminiature A (SMA) connectors. Its return loss at center frequency is better than
−15 dB, and the high-side stop-band rejection is better than −40 dB. The HMSIW filter has a
measured central frequency of 2.76GHz and a −3 dB bandwidth of 235MHz. The insertion loss is
approximately 1.32 dB, and the high-side stop-band rejection is better than −40 dB. By using the
curve-fitting technology we have extracted the parameters Ls = 5 nH, Cs = 0.45 pF, Lr1 = 1.1 pF,
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Cg = 1.31 pF, Lc = 15 nH, Cc = 0.095 pF, Lg = 0.5 nH, and Lr2 = 0.82 nH respectively from the
equivalent circuit model network in Figure 1(c). It shows that the circuit model, EM simulated
results and measured results match each other very well, therefore the equivalent circuit model is
basically correct and is fully capable of explaining the frequency responses of the structure.

3. ONE-BIT MECHANICAL RECONFIGURABLE BANDPASS FILTER

By studying the equivalent circuit model in Figure 1(c), the passband can be adjusted by tuning
the resonator capacitor Cg. To confirm and demonstrate the reconfigurable characteristics of the
stop-band, two 3.8mm × 4mm metal planes are used as the reconfigurable floating capacitors, as
shown in Figure 3(a). The mechanical reconfigurable HMSIW BPF prototype with compact core
size of 16 mm× 12mm was designed and fabricated. Figure 3(b) shows the measured s-parameters
of the mechanical reconfigurable HMSIW BPF. The measured central frequencies were 2.1 GHz
and 2.6 GHz, the fractional bandwidth were 7.3% and 7.6%, and the insertion loss were 2.5 dB and
1.5 dB, in switch on and off states, respectively.

4. CONCLUSIONS

Novel substrate integrated waveguide (SIW) and half mode substrate integrated waveguide (HM-
SIW) structures for bandpass filter and mechanical switchable bandpass filter applications are
proposed in this paper. The SIW resonators are realized by etching the electrical coupled com-
plementary resonators on the surface of waveguide, and the resonances are generated below the
characteristic waveguide cut-off frequency. Lumped equivalent circuit analysis models are devel-
oped. The half mode configuration of the proposed SIW bandpass filter is open structure, and this
kind of HMSIW filter is easy to load with the control elements. By using a floating capacitor with
mechanical switches loaded on the HMSIW resonators, a 1-bit HMSIW switchable bandpass filter is
demonstrated. The measured central frequency is 2.1 GHz and 2.6GHz, the fractional bandwidth
is 7.3% and 7.6%, and the insertion loss is 2.5 dB and 1.5 dB, at switch-on state and switch-off
state, respectively.
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High Power Autonomous Pulse-train UWB Source
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Abstract— The design and characteristics of powerful nanosecond UWB pulse source intended
for study of particular electromagnetic compatibility problems are given. For excitation of UWB
source we use high voltage drive-pulse generator based on resonance transformer. Power supply is
a set of nickel metal hydride rechargeable batteries. Designed source of radiation is characterized
by the following parameters: voltage output of the generator is approximately UG ≈ 550 kV, field
range product (FRP = E×R) equals to 300 kV (with reflector 670 kV approx.), effective radiated
power (ERP) is approximately 3 GW (15 GW). Peak energy spectrum at the frequency of 0.3GHz
is 17 mJ/MHz. Pulse-repetition frequency is adjusted within 0 to 1 kHz range. Parabolic reflector
is about 1.2× 1.2× 0.6m overall. The source as a whole is combined into monoblock of 1 m high
and 0.24 m in diameter. Total weight of the source is 65 kg approximately.

1. INTRODUCTION

Nowadays, electronic devices have a deep impact upon human life; they monitor the sophisticated
engineering procedures and lie at the heart of modern communications and management. Therefore,
such system and devices must be very stable in operation, even under occasional or intentional
electromagnetic interferences which can result in different system malfunctions.

Stability of operation of electronic systems is a subject of proper design and fabrication [1].
However, for its practical confirmation the verification nature test is necessary, which requires
design of powerful electromagnetic interference systems.

There are some publications concerning existing and prospective generators of powerful electro-
magnetic pulses with FRP above 100 kV, in that number the works [2, 3]. In the paper [4], where
a phased array was used as an emitting antenna, FRP value achieved 0.69 MV. In the report, we
present results of design of compact autonomous mobile device including antenna made up of two
dipoles working in synchronism with each other.

2. DEVICE DESCRIPTION

Power supply of all components of the generator is a set of 12 (twelve) LiFePo4 38120p, 3.2 V,
8A · h rechargeable batteries. For excitation of antenna system made up of two Hertz dipoles a
high-pressure hydrogen spark-gap switch with discharge voltage of ∼ 550 kV is used. This voltage
is generated by two-stage voltage converter.

The first stage is a classical push-pull DC-DC voltage converter 40 V/10 kV based on a pulse
transformer with ferrite core. It is used for charging of two capacitive storages at the second stage
of voltage conversion 10 kV/550 kV.

Every capacitive storage of the second stage of conversion is loaded into corresponding primary
winding of two Tesla transformers with magnetic coupling coefficient equal k = M√

L1L2
= 0.6. The

load for Tesla transformers is stray capacitance of dipoles.
For exact phasing of Tesla transformers operation the capacitive storages are switched by a

single cell-type tube with operating voltage of 10 kV. Typical waveform of voltage on the capacitive
storages of Tesla transformers in working conditions is shown in Fig. 1. Voltage pulse repetition
rate is adjusted by variation of current-free interval set by controller of DC-DC converter.

Figure 2 shows waveforms of output voltages of Tesla transformers (curves 1 and 2) and dif-
ferential voltage on the antenna section (curve 3). Secondary windings of the transformers are
connected in opposition, so for output voltage equal 275 kV on the every winding the differential
voltage is 550 kV.

Capacitive divider formed naturally by stray capacitances is responsible for steady voltage dis-
tribution over components of antenna part. Electric strength of emitting antenna is available by
sulfur hexafluoride (SF6 gas) at the pressure of 6 atm in the main section of the generator.

For pulse repetition frequency equal 400Hz the emitter consumes power of 2.9 kW, that is about
7.2 J for one pulse. Energy delivered to the antenna is 2.7 J approximately, so the energy efficiency
of pulsed excitation system is about ∼ 38%.
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Figure 1: Voltage on the capacitive storages of Tesla
transformer.

Figure 2: Output voltage of Tesla transformers and
differential voltage on the antenna section.

Figure 3: UWB source at the stand for diagnostics of radiated pulsed power.

The general view of the generator under the measurement of parameters of radiated pulses is
shown in Fig. 3.

3. MEASUREMENTS OF RADIATION PARAMETERS

Radiation parameters were measured in the shielded room 4.5 m high and 15× 6m in the base.
Pulsed electric field sensor was placed 10m apart from the UWB source at the radiation axis.

The source was properly positioned in the room to make possible recording of the direct radiated
pulse during 5 ns.

Pulsed electric field sensor was made on the basis of strip line matched to the impedance of the
sensor voltage recording path. Sensitivity of the probe is 0.7V/(kV/m) approximately, rise-time
of its transient response — 60ps and allowable record time — about 5 ns. Pulsed voltage on the
sensor was recorded by the digital oscilloscope TDS6604B (sampling 20Gs/s).

Characteristic waveform of the radiated pulse given as a field range product is shown in Fig. 4.
Frontal zone of radiated pulse follows direct radiation of the dipole. Peak value of this part of

the waveform is FRP ≈ 0.3MV, its length is about 0.8 ns at the half of the local peak voltage.
FRP parameter is determined by the maximum driving voltage on antenna. Indeed, if electric

pulse excites long dipole then the electric field wave propagates through this dipole with speed c
and induced current I. The length of the graded region of current wave is cτ and the current rate
— I/τ . Under such conditions

FRP ≈ 2× µ0(cτ)
4π

İ =
µ0(cτ)

2π
· I

τ
= 60I ≈ 60Uexc/RDIP , (1)

that is, FRP of emitting dipole in the traveling wave mode is determined only by the amplitude
of this wave (here c · µ0 = 120π — characteristic impedance of free space, Uexc — dipole driving
voltage amplitude, RDIP — dipole impedance).
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tive value).

Since the emitting dipole driving voltage is Uexc ≈ 550 kV, then for direct radiation of dipoles
we have FRP/Uexc ≈ 0.55. Therefore, the effective impedance of dipole antenna of the described
UWB source is 110 Ohm approximately.

Amplitude of the signal reflected from the parabolic speculum is FRP ≈ 0.67MV and its length
(≈ 0.5 ns) is shorter than that for direct pulse. Radiated pulse of such amplitude is characterized
by effective power equal 15 GW.

Corresponding effective energy of radiated pulse is also shown in Fig. 4. Its maximum value
is 7.5 J approximately. Excitation energy is about 2.7 J, consequently, antenna power gain equals
7.5/2.7 ≈ 2.7.

Energy spectrum of this radiated pulse is given in Fig. 5.
In its pattern the spectrum is a continuous ultra wideband (UWB) one [5]. Its peak value is

equal to 17 mJ/MHz approximately at the frequency about 0.3GHz. Spectrum distribution is a
nonmonotonic function due to time shift of main components of the pulse.

4. CONCLUSIONS

Compact UWB source with the following parameters of radiated pulse is developed: FRP ≈
0.67MV, effective radiated pulse power 15 GW, effective amplitude of pulse spectral density 17 mJ/MGHz.

UWB source works in a pulse-repetitive mode of operation.
Self-sufficient operation of the source makes it an efficient tool for simulation of powerful elec-

tromagnetic interference in electromagnetic compatibility problems.
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Abstract— Effect of photo-irradiation on the avalanche response time of Millimeter-wave Dou-
ble Drift Region (DDR) Silicon Impact Avalanche Transit Time (IMPATT) devices is investigated
in this paper. A model to study the photo-irradiation effect on the DC and high-frequency prop-
erties of the mm-wave IMPATTs is developed by the authors based on which the simulation is
carried out to calculate the avalanche response time of 94 GHz, 140 GHz, 220 GHz and 300GHz
DDR Silicon IMPATTs under two different optical illumination configurations (Top Mount (TM)
and Flip Chip (FC)). It is interesting to observe that the DC and high-frequency parameters of
the device are more sensitive to electron dominated photo current (TM structure) compared to
the hole dominated photo current (FC structure). Results show that the avalanche response time
of the device decreases due to optical illumination on both TM and FC structures and percent-
age of decrease in avalanche response time in TM structure is higher compared to FC structure.
For example 7.57% and 3.14% decrease in avalanche response time is observed in TM and FC
structure of 94 GHz IMPATT respectively for the incident photon flux density of 1026 m−2 sec−1

at 1000 nm wavelength near band gap absorption of Silicon.

1. INTRODUCTION

The photo irradiation on IMPATT devices leads to optical control of the high frequency properties
of these devices. The optical control provides additional control over normal electronic control of the
device and is of considerable research interest in view of its application in optoelectronic integrated
circuits and phased array antennas for space based communication and imaging. Several optical
control functions of the photo-irradiated device such as modulation of RF power, frequency tuning,
injection locking have already been experimentally demonstrated [1–3]. The physical mechanism
underlying these control functions is generation of photocurrent and consequent enhancement of
leakage current in reverse biased device. The avalanche response time [4] of the charge carriers
(electrons and holes) is related to the avalanche multiplication process and plays an important
role in determining the high frequency performance of the IMPATT device. In this paper, the
authors have made an attempt to investigate the effect of optical illumination on the avalanche
response time of the charge carriers (electrons and holes) in millimeter-wave DDR Silicon IMPATT
devices. A model to study the photo-irradiation effect on the DC and high-frequency properties of
the mm-wave IMPATTs is developed based on which the simulation is carried out to calculate the
avalanche response time of 94 GHz, 140 GHz, 220GHz and 300 GHz IMPATTs under two different
optical illumination configurations (Top Mount (TM) and Flip Chip (FC)). If τAn and τAp be the
avalanche response times initiated by electrons and holes respectively, then these are expressed
as [4],

τAn =
1

(vsn+vsp)

xA2∫

−xA1

exp


−

x∫

−xA1

(αn − αp) dx′


dx & τAp = τAn exp




xA2∫

−xA1

(αn − αp) dx


 (1)

where, −xA1 & xA2 are the n-side and p-side avalanche layer edges. When avalanche process is
initiated by a mixture of electrons and holes then the corresponding response time τA is given by [4],

τA = τAn





(1− k) + k · exp


−

xA2∫

−xA1

(αn − αp) dx








−1

(2)

where αn and αp are the ionization rates of electrons and holes respectively and k = Jps/Js and
(1 − k) = Jns/Js; where Js = Jps + Jns is the reverse saturation current of the device. Avalanche
response times (τA) of the DDR IMPATTs based on Silicon can be calculated from Equation (2).
Spatial variations of ionization rates of electrons (αn) and holes (αp) for each device are obtained
from the output of the DC simulation program [5] and used to solve Equations (1) and (2).
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2. PROPOSED MODEL FOR ANALYSIS OF IMPATT DEVICES UNDER OPTICAL
ILLUMINATION

The optical energy can be fed to the conventional vertical structure of DDR IMPATTs by shining
light on either p+-side (Top Mounted (TM)) or n+-side (Flip Chip (FC)) of the ring contact of
mesa device through a controlled optical window [1–3] as shown in Figure 1. In this section, a
relationship between incident photo flux density and the normalized difference of electron and
hole current density at the depletion layer edges is established. This relation is incorporated in
the simulation program to study the effect of optical illumination for different incident photo flux
density on the DC and small-signal properties of vertically oriented DDR Silicon IMPATT devices
for operation at different millimeter-wave frequencies. If Pin watts of optical power is incident on
the device having effective device illumination area of A, then the photon flux density Φ0 is given
by,

Φ0 = Pin
(1−R (λ))λ

Ahc
(3)

The electron-hole pair generation rate due to optical illumination is given by,

GL (x) = Φ0α (λ) exp (−α (λ) x) = Pin
α (λ) (1−R (λ))λ

Ahc
exp (−α (λ) x) (4)

where, α(λ) and R(λ) are the absorption coefficient (m−1) and reflectance [R = (n2−n1)/(n2+n1);
n2 = refractive index of the semiconductor, n1 = refractive index of air] of the semiconductor
material respectively at a wavelength of λ. The electron and hole multiplication factors at the n-
& p-depletion layer edges are given by,

Mn =
J0

Jns(Total)
& Mp =

J0

Jps(Total)
(5)

where, Jns/ps(Total) is the total electron/hole reverse saturation current under optical illumination.
Electron and hole reverse saturation currents can have two components. (a) Thermally generated
saturation currents. (b) Optically generated saturation currents. Thus,

Jns(Total) = Jns(Th) + Jns(Opt) & Jps(Total) = Jps(Th) + Jps(Opt) (6)

The expression for thermally generated electron and hole reverse saturation currents are given by,

Jns(Th) =
[
qDnn2

i

LnNA

]
& Jps(Th) =

[
qDpn

2
i

LpND

]
(7)

(a) (b)

Figure 1: Schematic diagram of (a) Top Mounted (TM) and (b) Flip Chip (FC) vertical DDR IMPATT
structures under optical-illumination.
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Under dark condition (i.e., when Jns(Opt) = Jps(Opt) = 0) both Mn and Mp remain in the order of
∼ 106 [3].

The drift component of the photocurrent density through the reverse-biased depletion layer is
given by,

J(Opt drift) = −q

x2∫

−x1

GL (x) dx = qPin
(1−R (λ))λ

Ahc
{exp (α (λ) x1)− exp (−α (λ) x2)} (8)

Due to very high conductivity, electric fields at the p+- and n+-layers are zero. Diffusion
components of the photo current are generated within these undepleted p+- and n+-layers. Diffusion
components of the photo current in both n+- and p+-layers separately can be determined by solving
the one-dimensional diffusion equation with proper boundary conditions [6]. The electron and hole
diffusion components of the photo current density in both p+- and n+-layers are given by,

Jns,ps(Opt diff) = qPin
(1−R (λ))λ

Ahc

(
α (λ) Ln,p

1 + α (λ) Ln,p

)
exp (−α (λ) x2,1) (9)

Total photocurrent density is the combination of drift and diffusion components; i.e.,

Jns,ps(Opt) = J(Opt drift) + Jns,ps(Opt diff) (10)

2.1. Top Mounted (TM) Structure
In Top Mounted (TM) structure the light is shined on the p+-side of the DDR IMPATT device.
Thus the photocurrent density will be electron dominated in an illuminated TM structure. So
the electron and hole multiplication factors at the n- & p-depletion layer edges in illuminated TM
structure are given by,

M ′
n =

J0

Jns(Th) + Jns(Opt)
& Mp =

J0

Jps(Th)
(11)

In this case the value of M ′
n is considerably reduced (¿ 106) while Mp remains unchanged (∼ 106).

Thus the normalized current density boundary conditions at the depletion layer edges are modified
to,

P (−x1) = −1 & P (x2) =
(

1− 2
M ′

n

)
(12)

where Mp is very large (∼ 106) and M ′
n is much smaller than Mp. The Equation (12) is used as one

of the boundary conditions in the proposed model for simulating the DC and small-signal properties
of the illuminated TM structure of DDR IMPATT device. For the illuminated TM structure of
DDR IMPATT device the value of k in Equation (2) can be written as,

k =
Jps(Th)

Jps(Th) + Jns(Th) + Jns(Opt)
(13)

2.2. Flip Chip (FC) Structure
In Flip Chip (FC) structure the light is shined on the n+-side of the DDR IMPATT device. Thus
the photocurrent density will be hole dominated in an illuminated FC structure. So the electron
and hole multiplication factors at the n- & p-depletion layer edges in illuminated FC structure are
given by,

Mn =
J0

Jns(Th)
& M ′

p =
J0

Jps(Th) + Jps(Opt)
(14)

In this case the value of M ′
p is considerably reduced (¿ 106) while Mn remains unchanged (∼ 106).

Thus the normalized current density boundary conditions at the depletion layer edges are modified
to,

P (−x1) =
(

2
M ′

p

− 1
)

& P (x2) = 1 (15)
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Table 1: Structural and doping parameters.

BASE
MATERIAL

SERIAL
NUMBER

f d

(GHz)
W n

(µm)
W p

(µm)
N D

(×1023 m−3)
N A

(×1023 m−3)
N Sub

(×1026 m−3)

Si

1 94 0.4000 0.3800 1.200 1.250 1.0
2 140 0.2800 0.2450 1.800 2.100 1.0
3 220 0.1800 0.1600 3.950 4.590 1.0
4 300 0.1320 0.1120 6.000 7.300 1.0

where Mn is very large (∼ 106) and M ′
p is much smaller than Mn. The Equation (15) is used as one

of the boundary conditions in the proposed model for simulating the DC and small-signal properties
of the illuminated FC structure of DDR IMPATT device. For the illuminated FC structure of DDR
IMPATT device the value of k in Equation (2) can be written as,

k =
Jps(Th) + Jps(Opt)

Jps(Th) + Jps(Opt) + Jns(Th)
(16)

3. RESULTS AND DISCUSSION

The active layer widths and background doping concentrations have been designed from a simple
transit time formula given by Wn,p = 0.37vsn,sp/fd; where Wn,p, vsn,sp and fd are the total depletion
layer width (n or p-side), saturation velocity of electrons/holes and design frequency respectively, so
that the operating frequency of the devices remain nearly 94 GHz, 140 GHz, 220 GHz and 300 GHz.
The design parameters of Double Drift Region (DDR) Silicon IMPATT devices are given in Table 1.
Using a generalized computer method [5, 7] based on Gummel-Blue approach [8], the DC and small-
signal properties of the devices are obtained.

Figure 2 shows the Variation of Breakdown Voltage and DC to RF Conversion Efficiency with
Peak Optimum Frequency of mm-wave DDR Si IMPATTs under Dark (Φ0 = 0) and two Optical
Illumination Configurations (TM & FC) for incident photon flux density of Φ0 = 1026 m−2 sec−1

of 1000 nm wavelength. It can be observed from Figure 2 that both the breakdown voltage and
efficiency of the device decreases due to the effect of optical illumination. Percentage of reduction
in both these parameters is higher at higher frequencies for same incident photon flux density. It is
interesting to observe that the reduction in breakdown voltage and efficiency of the device due to
same degree of optical illumination (i.e., Φ0 = 1026 m−2 sec−1 of 1000 nm wavelength) is higher in
TM structure compared to the FC structure. The same nature can be observed from the Figure 3
in which the peak negative conductances and the RF power output densities (PRF /Aj) are plotted
against peak operating frequencies of DDR Si IMPATTs. Photon flux density of 1026 m−2 sec−1 of
1000 nm wavelength causes a decrease of the magnitude of peak negative conductance and the RF
power output density by 8.6% and 9.6% respectively for 94 GHz FC Structured DDR IMPATT and
a decrease by 13.1% and 18.5% for 94GHz TM Structured DDR IMPATT respectively. Similarly
the same photon flux density leads to a decrease of the magnitude of peak negative conductance
and the RF power output density by 20.4% and 29.9% for 300 GHz FC Structured DDR IMPATT
and a decrease by 30.5% and 45.0% for 300 GHz TM Structured DDR IMPATT respectively. Thus
both the DC and small-signal parameters are more sensitive in electron dominated photo current
(TM) compare to hole dominated photo current (FC). The cause of greater electron photo current
sensitivity of Si IMPATTs is already explained in earlier paper [3].

Avalanche response time of DDR IMPATTs operating at 94GHz, 140 GHz, 220 GHz and 300 GHz
are calculated by using Equation (2) under dark and two different optical illumination configurations
(TM and FC). Variation of avalanche response time with peak operating frequency of DDR Si IM-
PATTs is plotted in Figure 4. Avalanche response time of the device decreases significantly due to
the effect of optical illumination. It can be noted from Figure 4 that the effect of electron dominated
photo current (TM) on the avalanche response time of the device is more pronounced compared to
hole dominated photo current (FC). For example 7.57% and 3.14% decrease in avalanche response
time is observed in TM (electron dominated photo current) and FC (hole dominated photo current)
structure of 94 GHz IMPATT respectively for the incident photon flux density of 1026 m−2 sec−1 at
1000 nm wavelength. Figure 5 shows the variation of avalanche response time of illuminated 94 GHz
DDR Si IMPATT device with incident photon flux density (λ = 1000 nm) under two Optical Il-
lumination Configurations (TM & FC). So it can be concluded that the avalanche response time



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 871

Figure 2: Variation of breakdown voltage and DC
to RF conversion efficiency with peak optimum fre-
quency of mm-wave DDR Si IMPATTs under dark
and two optical illumination configurations (TM &
FC).

Figure 3: Variation of output power density and
peak negative conductance with peak optimum fre-
quency of mm-wave DDR Si IMPATTs under dark
and two optical illumination configurations (TM &
FC).

Figure 4: Variation of avalanche response time with
peak optimum frequency of mm-wave DDR Si IM-
PATTs under dark and two optical illumination con-
figurations (TM & FC).

Figure 5: Variation of avalanche response time with
incident photon flux density (λ = 1000 nm) of illu-
minated 94GHz DDR Si IMPATT under two optical
illumination configurations (TM & FC).

of the device decreases as more number of photons are incident of the active layer of the device.
Figure 5 clearly shows that the reduction of avalanche response time greater when light is shined
on the p+-side of the device (i.e., in TM structure) compared to when the light is shined on the
n+-side of the device (i.e., in FC structure).

4. CONCLUSION

In this paper, the authors have made an attempt to investigate the effect of photo-irradiation on the
avalanche response time of Millimeter-wave Double Drift Region (DDR) Silicon IMPATT devices. A
model to analyze the effect of photo-irradiation on the DC and high-frequency properties of the mm-
wave IMPATTs is developed based on which the simulation is carried out to calculate the avalanche
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response time of 94 GHz, 140 GHz, 220 GHz and 300 GHz IMPATTs under two different optical
illumination configurations (Top Mount (TM) and Flip Chip (FC)). It is interesting to observe
that the DC and high-frequency parameters of the device are more sensitive to electron dominated
photo current (TM structure) compared to the hole dominated photo current (FC structure).
Results show that the avalanche response time of the device decreases due to optical illumination
on both TM and FC structures. The percentage of decrease in avalanche response time in TM
structure is higher compared to FC structure. For example 7.57% decrease in avalanche response
time is observed in TM structure of 94GHz IMPATT, whereas the same is only 3.14% in FC
structure for the incident photon flux density of 1026 m−2 sec−1 at 1000 nm wavelength near band
gap absorption of Silicon. Larger decrement of avalanche response time due to optical illumination
in TM structure causes larger deviation of phase shift between RF voltage and terminal current of
the device from 180◦ which is the ideal phase difference between current and voltage for maximum
RF power output; this is the main cause of greater reduction in RF power output in TM structure
compared to FC structure due to optical illumination which is clearly reflected in the simulation
results.
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Universal Filters for Processing of NMR Signals
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Abstract— An analysis of the parameters and usage of universal filters in NMR area can be very
interesting. In certain cases, there are situations when it is not possible to use standard filters,
mainly because of requirements for tuning complete filter or using higher amount of transfer
functions, which can be LP, HP, BP, BR but also LPN or HPN and AP. For this purpose, there
can be used the universal filters which usually contain three and more OAs. One of these filter
types are Akerberg-Mossberg or Kerwin-Huelsman-Newcomb circuits.

To be able to use their universality, it is necessary to realize suitable digital processing of their
basic parameters of the set filter. These parameters are mainly resonant frequency, quality factor
and transfer factor. For processing or tunning of filters it is possible to use digital potentiometers,
digitally controlled switchers or other modern active blocks.

This article deals with the usage of these filters by control of their parameters with the help of
microprocessor.

1. INTRODUCTION

There are many kinds of universal ARC filters and in most cases these filters can realize transfer
function H(s) in biquad form below:

H (s) = K
N (s)
D (s)

= K
b2s

2 + b1s + b0

a2s2 + a1s + a0
= K

s2 + sωz/Qz + ω2
z

s2 + sω0/Q0 + ω2
0

. (1)

One of the most used universal circuits in practice is Akerberg-Mossberg, Kerwin-Huelsman-
Newcomb. The first two listed filters enable current realization of filters of type low-pass, high-
pass, band-reject, band-pass, but also other transfer functions as low-pass or high-pass notch and
all-pass. From transfer function (1), with the help of the software SNAP it is possible to derive
the formulas for f0, fN , Q, K0 for both filters as we can see in next chapter. The tuning for these
filters is realized by parallel change of elements R1 and R2 for tuning inside frequency decade and
capacitors C1 and C2 for tuning between decades. Both filters are characterized by an independent
setting of individual parameters and by usage of the band up to 10 MHz. Below stated filters
and their qualities will be mainly compared with these filters, which already found their usage in
practice.

2. PROPERTIES OF THESE FILTERS

Reported filters are showed in Fig. 1 and Fig. 2. With the help of special program it is possible to
derive next formulas for both filters.
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First, we will define the denominator D(s) for both filters with 5OAs

D (s) = s2 + s
Ra

RQRC
+

1
C2R2

. (2)

In case of use K-H-N filter in variant without OA5 then we must define next formula with
influence Q on K0

D (s) = s2 + s
RQ1 (R3R4 + R3RK0 + R4RK0)

R1R3RK0 (RQ1 + RQ2) C1
+

1
C2R2

. (3)

In the case of optimized A-M circuits are circuit elements chosen according equations (the same
procedure is for K-H-N circuit)

C1 = C2 = C, R1 = R2 = R, R3 = R4 = R5 = R6 = Ra. (4)

Then we can determine Q-factor for both filters see Formula (5). For K-H-N filter with 4OAs
is Formula (6).

QA-M(K-H-N) =
RQ

Ra
. (5)

QK-H-N =
RQ1RQ2

Ra + 2RK0
. (6)

The numerators N(s) from (1) are given different types of filter transfer functions of K-H-N
circuit as well as A-M circuits then can be given by the same Formulas (7)–(11)

NLP (s) = ω2
0, (7)

NHP (s) = −s2, (8)
NBP (s) = sω0, (9)

NBH(s) = Rs

(
s2 Rs

Rs1
+

Rsωz

Rs3

)
, (10)

NAP (s) = Rs

(
s2 1

Rs1
− S

ω0

Rs2
+

ω2
0

Rs3

)
. (11)
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Figure 3: Comparison of A-M and K-H-N filters, low-pass Q = 20 and K = 1.
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Figure 4: Comparison of A-M and K-H-N filters, high-pass Q = 10, K = 6.
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When we look at the comparison of Q-factor in the Formulas (5), (6), we can say that the filter
A-M enables much easier setting of Q-factor than the filter H-K-N (with only 4OAs). The second
advantage of above presented modification of A-M circuit is in wider and more accurate usable
frequency range than K-H-N filter. See the Figures 3 and 4.

Figures 5 and 6 present comparison of both filters with Q = 10 and using of ideal OA and real
OA of type CLC420. It is obvious that the filter A-M has smaller relative deviation then K-H-N
filter.

If we want to make use of digital tuning for this filter, we have to replace resistors R1 and
R2 by the digital potentiometer, and capacitors C1 and C2 by the multiplexers. The multiplexers,

Comparison of both filters 
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Figure 5: Comparison of both filters for ideal OA.
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Figure 6: Comparison of both filters for real OA.

Figure 7: Main part of microprocessor control of the universal adaptive filter.

Figure 8: LP — Bessel 10. order, OPA656U. Figure 9: LP — 100 kHz, Q = 1, OPA656U.
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Figure 10: LP — 100 kHz, Q = 20, OPA656U. Figure 11: BP — 100 kHz, Q = 1, OPA656U.

digital potentiometer and other electronical elements are tuned by the microprocessor ATMEGA32.
Individual requirements from the user are set with the help of a keyboard and these commands are
displayed on LCD display. The complex tuning can be seen on the Figure 7.

This universal biquad block is enable to fulfil many special requirements on tuning of filter
parameters or adaptive switch able filter options. The filter has a lot of output transfer function
which can be used in wide band from 10Hz to 10 MHz with digital tuning of parameters Q-factor,
transmission constant K0, frequency f0. The example of measurement of the low-pass of the A-M
can be seen on the Figures 8–11.

3. CONCLUSIONS

This article presents some basic information about properties of modified A-M filter and K-H-N
filter. These properties could be gained by the software SNAP which helped me with the creating of
basic formulas of both filters. Other part compares these two types of filters in terms of individual
simulations. By the help of these simulations, it was possible to create graphs which show relative
deviation of the filters for resonant frequency f0 and Q-factor. At the end, it can be said that A-M
filter has better properties for both resonant frequency f0 and Q-factor than K-H-N . A-M filter
has much easier tuning Q-factor only with the help of resistor Rq. The whole design of filter was
created for the frequency band from 10Hz do 10 MHz using digital potentiometer. Switching of
capacitors C1, C2 and also choice of frequency decade was realized with the help of multiplexer. For
the realization of the filter, OAs CLC420 were used, it enables working on the resonant frequency
around 1MHz. Next increasing of the frequency leads to the deformation of the transfer functions.
The following step will be creating of the filter enabling realization up to 10th orders with the use
of D/A convertor.
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Abstract—This paper reports an effective architecture for the envelope tracking (ET) trans-
mitter using an emitter follower. To achieve the stable circuit and high efficiency, an emitter
follower which can sub for the role of the tantalum capacitor is used at the drain network. For
verification, the proposed ET power amplifier (PA) is implemented with a 25 W class-AB PA and
tested using continuous wave (CW) and LTE signals at 2.6 GHz. From the measured results for
the LTE signal, the drain efficiency of 38.3% is achieved at an output power of 34 dBm, which
is a 10 dB back-off region. After the digital predistortion (DPD) linearization, the proposed ET
PA also shows the significant linearity improvement.

1. INTRODUCTION

As devices such as smart phones and tablet PCs come into wide use, modern wireless commu-
nication system requires high linearity and efficiency to use complex modulated signals such as
worldwide interoperability for microwave access (WiMAX) and long term evolution (LTE) signals.
For high linearity, recently, digital predistortion (DPD) technique has been widely investigated
because of several merits of simple circuitry and excellent linearity improvement [1–4]. For high ef-
ficiency, various efficiency-boosting methods such as Doherty power amplifiers (PAs), switching PAs
and envelope tracking (ET)/envelope elimination and restoration (EER) transmitter have received
attention and developed [2–9].

Among them, ET transmitter is regarded as the promising solution because of its potential for
high efficiency, which results from the fact that the PA can be operated under compression at nearly
all power levels [7–9]. In the ET transmitter design process, however, the bias fluctuation effect at
the drain network needs to be considered. Because nonlinear characteristics are not controlled by
removing the tantalum capacitor at the drain.

In this paper, we propose an effective architecture for the ET transmitter using an emitter
follower. By inserting an emitter follower which can sub for the role of the tantalum capacitor at
the drain, the ET transmitter can be stable as well as achieves high efficiency performance. For
experimental verification, the proposed ET PA has been implemented with a 25 W class-AB PA and
tested using the LTE signal at 2.6 GHz. The measured results show clearly that the proposed ET
PA has high efficiency performance and good digital predistortion (DPD) linearization performance.

2. ENVELOPE SIGNAL INJECTION CONSIDERATION

Figure 1(a) shows the drain network of the conventional PA. The tantalum capacitor is in charge
of controlling the second harmonic and prevents that the PA has a severe memory effect creating

(a)
(b)

Figure 1: Drain network of (a) the conventional PA and (b) the ET transmitter.
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44

Rs

λλ

ROUT

Figure 2: Schematic of the ET PA using an emitter follower.

 

Figure 3: The bias fluctuation effect at drain network without tantalum capacitor and with emitter follower.

bias fluctuation. In the ET transmitter operation as shown in Fig. 1(b), the tantalum capacitor
should be removed when the envelope signal from the bias modulator injected to the drain of the
PA. Because the envelope signal should be amplified linearly and is related to linearity of the ET
transmitter. But this operation causes the severe bias fluctuation so that whole ET system can
be unstable. Therefore, we propose an effective architecture for the ET transmitter as shown in
Fig. 2, to compensate above defect. By inserting an emitter follower which can sub for the role of
the tantalum capacitor at the drain, a proper output impedance (ROUT ) can be generated according
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Figure 5: Measured results of the class-AB PA.

Table 1: Measured results summary of the main PA with and without proposed ET transmitter for a 3.5GHz
LTE signal at an average output power of 34 dBm (10 dB back-off).

Contents Drain Efficiency [%] PAE [%] ACLR [dBc] −/+5MHz
Class-AB 31.1 28.0 −38.7/− 38.3

Class-AB with ET 38.3 32.2 −25.7/− 26.0

Figure 6: Measured PSDs of the class-AB PA with ET before and after DPD linearization.

to the envelope current, providing low ROUT for an instantaneous envelope signal. Fig. 3 shows
the bias fluctuation effect at the drain network. In the case of without tantalum capacitor, the
drain bias (VDD) is fluctuated, reaching to about 100 V which is the GaN’s breakdown voltage.
On the other hand, the case of with emitter follower shows that the drain bias fluctuation has
suppressed effectively. Therefore, the stable circuit can be expected even if the tantalum capacitor
is eliminated.

3. IMPLEMENTATION AND EXPERIMENTAL RESULTS

The ET transmitter has been built using the bias modulator and class-AB PA and tested using
LTE signal with 10 MHz signal bandwidth and 9.4 dB PAPR. The PA has been implemented using
Nitronex NPTB00025 GaN HEMT 25 W PEP at a VDD of 28 V and a gate bias (VGS) of −1.61V
(IDQ = 220 mA) at 2.6GHz. For interlock experiment, two E4438Cs of the Agilent have been used
as master and slave units, respectively, for the modulation signal and envelope signal generators.
The envelope shaping function is applied as shown in Fig. 4. To prevent gain compression and phase
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distortion, we have added offset 5 V at low VDD region. Except for low VDD region, the shaping
function is in accord with EER shaping for the linear AM-AM and AM-PM characteristics.

First, characteristics of the main PA were only measured to observe its own characteristics. Fig. 5
shows measured output power levels, power gain, drain efficiency, and power-added efficiency (PAE)
according to input power levels for LTE signal. The measured results show a drain efficiency of
31.1% and a PAE of 28.0% with a power gain of 13.8 dB at an output power of 34 dBm, which is a
10 dB back-off region.

After using ET transmitter with emitter follower, the measured results are summarized in Ta-
ble 1. At an output power of 34 dBm, a drain efficiency of 38.3% and a PAE of 32.2% are achieved.
There are improvement of the drain efficiency of 7.2% and the PAE of 4.2% over the transmitter.
For the linearity requirement, we have been employed the digital predistortion (DPD) technique.
The AM-AM and AM-PM nonlinearities are characterized by the split augmented Hammerstein
model [2]. The PD signal is generated by the Wiener predistorter of the direct learning architec-
ture. Fig. 6 shows the measured power spectrum densities (PSDs) of the ET PA. This result shows
that the ET PA after DPD linearization has excellent ACLR performance. Also, the linearity is
improved without significantly decreasing efficiency.

4. CONCLUSIONS

We have proposed the effective architecture for the ET transmitter. By inserting an emitter follower
which can sub for the role of the tantalum capacitor at the drain network, the memory effect,
creating the bias fluctuation, can be significantly suppressed and whole circuit can be stable. To
verify the proposed method, the class-AB PA is implemented with Nitronex NPTB00025 GaN
HEMT 25 W PEP at 2.6 GHz. At an output power of 34 dBm which is a 10 dB back-off region, an
efficiency of 38.3% is achieved using LTE signal with 10 MHz signal bandwidth and 9.4 dB PAPR.
After the DPD linearization, an improved ACLR performance of over 11.6 dBc at ±5MHz offsets
is obtained without decreasing efficiency.
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Abstract— In this paper, an UWB Wilkinson power divider using tapered transmission lines is
proposed. Using tapered transmission lines in microwave components results in reduction of the
element length and therefore the overall component size while providing wider operational band-
widths. This power divider has superior performance in the UWB band (3.1 GHz–10.6 GHz) and
is smaller in size as compared to traditional power dividers. The simulation and experimental
results show good insertion loss which is approximately −3 dB, good return loss that is less than
11 dB for the input port over the entire UWB band and less than 16 dB for the other two ports.
The power is divided equally between the output two ports and the isolation between the output
ports is better than 11 dB.

1. INTRODUCTION

Power dividers are commonly used in microwave circuits such as in balanced mixers, phase shifters,
amplifiers and antenna array feed networks. The Wilkinson power divider (WPD) is one of the
most common components in microwave systems. The WPDcan be matched at all three ports. It is
lossless if the output ports are matched, reciprocal, and the output ports are largely isolated. Many
designs and modifications were proposed to increase the bandwidth of the conventional Wilkinson
power divider. The bandwidth of Wilkinson power divider can be increased using multisections [1],
using open circuited stubs [2] or using tapered transmission lines [3]. Recently, ultra-wideband
(UWB) communication systems have been introduced, and they require their own components
that can operates over the UWB range (3.1–10.6 GHz). Many works had proposed to design UWB
power dividers. A modified two-section UWB WPD with open circuited stub on each branch was
proposed in [4]. Other UWB WPD was proposed in [5, 6] using open circuited radial stub on each
branch. Also, an open circuited delta stub was proposed in [7]. In [8] a two section UWB WPD was
designed using without stubs. UWB power dividers using tapered transmission lines were proposed
in [9–11].

In this paper, an UWB Wilkinson power divider based on tapered transmission lines is proposed.
The tapered transmission line is used to decrease the overall size and enhance the bandwidth of
the power divider. This power divider is designed with only one isolation resistor for output ports.
The simulation and measured results show good performance over the UWB range. Roger RT5880
substrate with relative permittivity of 2.2 and thickness of 0.508mm has been used in the simulation
and fabrication of this power divider.

2. DESIGN

Figure 1 shows the structure of the proposed UWB Wilkinson power divider. This power divider is
based on the tapered transmission lines. To increase the bandwidth of the Wilkinson power divider
a tapered transmission line has been integrated with another uniform transmission line section as
shown in Figure 1.

The impedance of the tapered transmission line Z(x) varies linearly from Z(0) = Z01 = 2Z0 to
Z(L) = Z02, where L is the length of the tapered transmission line section as shown in Figure 2. The
length of the tapered transmission line is less than quarter wavelength of the center frequency of the
UWB spectrum which is 6.85 GHz. The second section is uniform transmission with characteristic
impedance Z greater than Z02. The even-odd mode analysis can be used to analyze the proposed
power divider because it is symmetric in structure. The output ports are isolated and the isolation
resistor is equal to 2Z0.

The characteristic impedance Z0 is chosen to be 50Ω, the all other parameters can be determined
and optimized with corresponding to this value and to the center frequency which is equal to
6.85GHz. The line impedances Z01 = 100 Ω, Z02 = 65 Ω and Z = 75Ω. The length of the tapered
transmission line L = λ/8 and the electrical length of the uniform section is equal to 33◦. The
isolation resistor R is 100Ω.
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Figure 1: The structure of the proposed UWP power divider.
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Figure 2: Linearly tapered transmission line section.

Figure 3: Simulated S-parameters
of the proposed UWB power di-
vider.

Figure 4: Measured S-parameters
of the proposed UWB power di-
vider.

Figure 5: Group delay of the pro-
posed UWB power divider.

3. SIMULATION AND MEASUREMENT RESULTS

The designed power divider has been simulated using full-wave electromagnetic simulator software.
Rogers RT5880 with a thickness of 0.508mm, and a relative permittivity of 2.2 is used in this design.
Table 1 contains the values of all optimized parameters of the designed UWB power divider. The
overall size of the proposed UWB power divider is 15.51× 15.47 mm2.

The performance of the designed circuit is shown in Figure 3. The simulation results show good
insertion loss which is approximately −3 dB, good return loss that is less than 11 dB for the input
port over the entire UWB band and less than 16 dB for the other two ports. The power is divided
equally between the output two ports and the isolation between the output ports is better than
11 dB.

The measured results are shown in Figure 4. A good agreement with the simulated results is
assumed. The measured results show good insertion loss which is approximately −3.6 dB, good
return loss that is less than 11 dB for the input port over the entire UWB band and less than
15 dB for the other two ports. The power is divided equally between the output two ports and the
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Table 1: Optimized parameters of the proposed UWB power divider.

Parameter W1 l1 W2 W3 l2 W4 l3

Value 1.54 6 0.43 1 4 0.78 3

isolation between the output ports is better than 15 dB. The group delay of the proposed UWB
power divider is approximately flat and is less than 100 ps as shown in Figure 5.

4. CONCLUSIONS

A modified Wilkinson power divider using tapered transmission lines has been proposed for UWB
applications. The designed power divider is compact and easy to fabricate. Quality better perfor-
mance is obtained without using stubs and with only one isolation resistor. Good power dividing,
matching, and isolations over the entire UWB spectrum range are obtained as demonstrated by
simulation and experimental results.
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Abstract— One of perspective directions of a solid-state electronic engineering is producing new
devices on the basis of magnetoelectric materials. Design and application of new nonreciprocal
microstrip microwave attenuator are considered. Experimental results showed 38 dB attenuation
at frequency range 5–10GHz with applied electric field E = 0–7 kV/cm. The data obtained are
in good agreement with theory. This technology can significantly reduce the cost of devices, and
enhance speed of operation.

1. INTRODUCTION

The combination of magnetic and electrical properties, and properties caused by magnetoelectric
(ME) interaction in composite layered materials offers great features for the design of new microwave
devices [1]. Microwave devices are designed on the basis of the various manifestations of the ME
effect. Most strongly this effect is manifested in the form of microwave ME effect, which consists
in a shift of the resonance line of FMR under the control of the electric field [2]. ME microwave
attenuator is designed and researched. ME composite in this case acts as a resonator, which is a
three-layer structure, based on single-crystal yttrium iron garnet (YIG) on a substrate of gadolinium
gallium garnet (GGG) and a thin disk of magnesium niobate titanate (PMN-PT) [3].

2. DESIGN OF MICROWAVE MAGNETOELECTRIC ATTENUATOR

The base of the nonreciprocal magnetoelectric microwave attenuator (Fig. 1) is a microstrip trans-
mission line on alumina substrate (ε = 9.8, thickness = 1mm) and layered ferrite-piezoelectric
resonator consisting of epitaxial single crystal (111) YIG films on GGG substrates and 0.44 mm
thick (001) PMN-PT. Metal electrodes (200 nm in thickness of gold and 30 nm in thickness of
chromium) were deposited on PMN-PT for electrical contacts and the crystal was initially poled
in E = 2kV/cm. A thin layer (< 0.02 mm) of an fast epoxy, ethylcyanoacrylate, was used to bond
YIG to PMN-PT. Circular polarization of the magnetic field in volume of the ferrite-piezoelectric
resonator results from using the microstrip stubs of λ/8 and 3λ/8. Since the power absorption
in ferromagnetic resonance occurs in a variable magnetic field with circular polarization and right
direction of rotation relative to the direction of permanent magnetization M0, then the variable
magnetic field in the ME cavity has a circular polarization with different directions of rotation of
the polarization for different directions of propagation. Therefore, the energy losses are small at
resonance for direct direction of electromagnetic wave propagation and large for converse one.

A bias field corresponding to FMR is applied to the resonator. Electrical tuning is realized with
the application of a control voltage to electrodes leading to a shift of FMR line.

Figure 1: ME microwave attenuator.
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3. THEORY AND EXPERIMENT

The ME resonator [3] is included as an absorbing inhomogeneity in a microstrip transmission line.
Module coefficient of transmission is calculated by equation:

|T | =

√
(1− k2 + ξ2)2 + (2kξ)2

(1 + k)2 + ξ2
; (1)

L = 10 · lg 1
|T |2 , (2)

where k is coefficient of coupling; ξ is normalized detuning of a magnetic field from resonant
magnitude.

For the analysis of work of the phase shifter expression for coupling coefficient of the ME
resonator with a microstrip line is used. Coefficient of coupling of ME resonator with microstrip
line is calculated by equation:

k =
2V χ′′+z0ε

πh2λνZ

(
arctg

Z

z0
√

ε
+

1
3
arctg

3Z

z0
√

ε

)2

; (3)

χ′′+ =
8πM0

∆H
, (4)

where V is volume of ME material; χ′′+ is an imaginary part of magnetic susceptibility tensor; z0 is
wave resistance of microstrip line; ε is relative dielectric permittivity; h is thickness of a substrate;
λν is wave length; Z is free space wave resistance. Normalized detuning of a magnetic field from
resonant magnitude is calculated by equation:

ξ =
Hr −H0 + ∆HE

∆H
, (5)

where Hr is value of a resonant field for the given frequency; H0 is constant biased magnetic field;
∆H is half-width of magnetic resonance; ∆HE is increment of magnetic field under the action of
an external electric field.

Microwave measurements were carried out using a vector network analyzer. A standard cali-
bration procedure was performed before measurements. An input signal at 6500 MHz and power
Pin = 0.1mW was applied to the microstrip transducer. Low input power was chosen to prevent
heating of the sample due to power absorption at FMR. Fig. 2 shows the attenuation dependence
at the working frequency of the electric field E and an in-plane magnetic field H0 for the forward
direction of wave propagation.

Attenuation in the opposite direction due to the non-reciprocity device is about 40 dB, and
remains virtually unchanged. Comparisons of the experimental data with theoretical calculations
are made.

The insertion loss of attenuator is the sum of losses in the magnetoelectric resonator (LR), metal
conductors (LM ), dielectric substrate (LD), and due to nonideal coupling between the resonator
and transmission lines (LC):

L = LR + LD + LM + LC .
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Figure 2: Comparison of experimental and theoretical data. Central frequency is 6500MHz.
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The estimated loss is compared with data in Fig. 2 and there is excellent agreement between the
theory and experiment. The off-resonance insertion loss of the attenuator is the sum of losses in
YIG and PMN-PT of about 1 dB, metal striplines (0.3 dB), dielectric ground plane (0.2 dB), and
due to nonideal coupling between the resonator and transmission lines (0.5 dB) for a total of 2 dB.

4. CONCLUSION

We designed, fabricated and tested nonreciprocal microwave attenuator in a standard thin film
passive technology. Experimental results showed 38 dB attenuation in the forward direction at
frequency range 5–10 GHz with electric field E = 0–7 kV/cm. This technology can significantly
reduce the cost of devices, and enhance speed of operation.
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Abstract— Peano fractal geometries are characterized by their high space filling properties.
In this paper, a new compact dual-mode microstrip filter design, based on this fractal geometry,
is presented as a candidate for use in modern wireless communication systems. A bandpass filter
with a quasi-elliptic response has been designed based on the 2nd iteration Peano fractal curve at
2.45GHz using a substrate of a relative dielectric constant of 9.6 and thickness of 0.508 mm. The
resulting filter structure based on the second iteration Peano geometry leads to compact size dual-
mode resonator with a side length of about 0.1λg. This represents better miniaturization level
compared with the other microstrip bandpass filters with structures based on other space-filling
geometries and designed at the same frequency using the same substrate material specifications.
Simulation and theoretical performance of the resulting filter structures have been carried out
using method of moments (MoM) based electromagnetic simulator IE3D, from Zeland Software
Inc.. The results also show that the proposed filter structure possesses good return loss and
transmission responses besides the size reduction gained, making it suitable for use in a wide
variety of wireless communication applications. Furthermore, the out-of-band response indicates
that the proposed filter has less tendency to support higher harmonics.

1. INTRODUCTION

A wide variety of applications for fractal has been found in many areas of science and engineering,
since the pioneer work of Mandelbrot [1]. An example of such area is fractal electrodynamics [2] in
which fractal geometry is combined with electromagnetic theory for the purpose of investigating a
new class of radiation, propagation, and scattering problems. One of the most promising areas of
fractal electrodynamics research is its application to the antenna and microwave circuits design.

The application of fractal geometries in antenna and passive microwave circuit design has found
continuing interest to meet the recent development in wireless communication systems that impose
new challenges to design and produce high quality miniaturized components. These geometries have
two common properties; space-filling and self-similarity. According to this property, fractal curves
are characterized by a unique behavior that, after an infinite number of iterations, their length
becomes infinite although the entire curve fits into the finite area. Space-filling property of fractal
shapes has been successfully applied to the design of multi-band fractal antennas, while the space-
filling property has been utilized to reduce the antenna size. This property can be exploited for the
miniaturization of microstrip antennas, resonators, and filters. Due to the technology limitations,
fractal curves are not physically realizable. Pre-fractals, fractal curves with finite order, are used
instead [3].

However, most of the research efforts have been devoted to the antenna applications. Among the
earliest predictions of the use of fractals in the design and fabrication of filters is that of Yordanov
et al. [4]. Their predictions are based on their investigation of Cantor fractal geometry. Hilbert
fractal curve has been used as a defected ground structure in the design of a microstrip lowpass
filter operating at the L-band microwave frequency. Based on this fractal curve, compact high
temperature superconductor microstrip bandpass resonator filters have been designed for wireless
communication applications [5]. Sierpinski fractal geometry has been used in the implementation
of a complementary split ring resonator [6]. Split ring geometry based on square Sierpinski frac-
tal curves has been proposed to reduce resonant frequency of the structure and achieve improved
frequency selectivity in the resonator performance. Koch fractal shape is applied to mm-wave
microstrip bandpass filters integrated on a high-resistivity substrate [7]. Minkowski-like fractal
geometries have been applied to the square ring resonator to design miniaturized dual-mode mi-
crostrip bandpass filters [8, 9]. The application of Hilbert fractal geometries to produce single-mode
multi-resonator microstrip bandpass filters has been reported in [10]. Peano fractal geometry has
been successfully used to design single-mode multi-resonator microstrip bandpass filters and open
resonators with 2nd harmonic reduction [11–13]. Up to authors’ knowledge, this fractal geometry
has not been yet applied to design a dual-mode bandpass filter.
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In this paper, dual-mode microstrip bandpass filter designs and has been presented for use in
the modern compact communication systems. Based on the second iteration Peano fractal curve
geometry, a microstrip bandpass filter has been designed at a frequency of 2.45 GHz. The resulting
filter is expected to possess a considerable miniaturization owing to its remarkable space-filling
property together with good transmission and return loss responses.

2. THE PEANO FRACTAL FILTER STRUCTURE

The Peano curve, proposed by Peano in 1890, was, in fact, the first set of space-filling curve [14].
One interesting feature of the Peano-curve algorithm is its relatively higher compression rate than
the Hilbert-curve algorithm in filling a 2-D region, which suggests that the Peano resonator may
resonate at a lower fundamental resonant frequency than a comparable Hilbert resonator of the
same iteration order k. The Peano fractal curve, as shown in Figure 1, consists in a continuous line
which connects the centers of a uniform background grid.

The fractal curve is fit in a square section of S as external side. By increasing the iteration level
k of the curve, one reduces the elemental grid size as S/(3k−1); the space between lines diminishes
in the same proportion. For a Peano resonator, made of a thin conducting strip in the form of the
Peano curve with side dimension S and order k, the length of each line segment d and the sum of
all the line segments L(k) are given by [11, 12]

L(k) =
(
3k + 1

)
S (1)

The main idea here is to increase the iteration of the Peano curve as much as possible in order to fit
the resonator in the smallest area. However, it has been found that, when dealing with space-filling
fractal shaped microstrip resonators, there is a tradeoff between miniaturization (curves with high
k) and quality factor of the resonator. For a microstrip resonator, the width of the strip w and the
spacing between the strips g are the parameters which actually define this tradeoff [11, 12]. Both
dimensions (w and g) are connected with the external side S and iteration level k (k ≥ 2) by:

S = 3k(w + g)− g (2)

From this equation, it is clear that trying to obtain higher levels of fractal iterations; this will lead
to lower values of the microstrip width, thus increasing the dissipative losses with a corresponding
degradation of the resonator quality factor. Hence, for these structures, the compromise between
miniaturization and quality factor is simply defined by an adequate fractal iteration level. How-
ever, it has been concluded, in practice, that the number of generating iterations required to reap
the benefits of miniaturization is only few before the additional complexities become indistinguish-
able [3].

The dimension of a fractal provides a description of how much a space it fills [14]. It is a
measure of the prominence of the irregularities when viewed at very small scales. A dimension
contains much information about the geometrical properties of a fractal. Because the total length
of the conducting strip is larger than that of the same order Hilbert resonator, which is (2k + 1)S,
it would be expected that the Peano resonator resonates at a lower fundamental frequency than
the same order Hilbert resonator [10].

Figure 1: The first three iteration levels of the Peano fractal curve generation process.
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3. THE PROPOSED FILTER MODELING

It is intended, in this work, to present a dual-mode microstrip bandpass filter with its resonator
structure based on Peano fractal geometry after applying it on the conventional square ring res-
onator. In this context, the Peano fractal geometry has been successfully used to design single-mode
microstrip bandpass filters [11, 12]. Up to authors’ knowledge, this fractal geometry has not been
yet applied to design a dual-mode bandpass filter. The application of the Peano fractal geometry
on the square ring is shown in Figure 2.

At first, the square ring perimeter has been divided into four quarters, Figure 2(a), then re-
placing each of the four parts with the second iteration Peano structure. The resulting resonator,
Figure 2(b), is composed of four Peano based structures. This resonator has been used to model a
dual-mode microstrip bandpass filter. Owing to the space-filling property, the structure possesses,
it is expected to gain a high miniaturization percent as compared with the conventional square ring
resonator based bandpass filter. Figure 3 shows the layout of the resulting microstrip bandpass
filter.

The filter is to be etched using a substrate with a relative dielectric constant of 9.6 and a thickness
of 0.508mm. The input/output feeds are with 50 Ω characteristic impedance with a transmission
line width of about 0.5 mm. A small perturbation has been placed at a location midway of the
resonator electrical length with respect of the feeds, to couple the two degenerate modes. The
resonator is coupled to the input/output ports via two couplers. The coupler width is of about
0.2mm, and the coupling gap between the resonator and the couplers is of about 0.5 mm. The
resonator structure has an overall side length of 4.851 mm, 0.1λg, and a conductor trace width of

(a) (b)

Figure 2: (a) The conventional square ring resonator with its
perimeter divide into four quarters, and (b) the resulting res-
onator structure after each quarter in (a) being replaced with
a Peano based second iteration structure shown in Figure 1(b).

Figure 3: The layout of the proposed frac-
tal based dual-mode microstrip bandpass
filter designed at 2.45 GHz.

Figure 4: The return loss S11 and the transmis-
sion S21 responses of the Peano based dual-mode
microstrip bandpass filter shown in Figure 3.

Figure 5: The out-of-band transmission S21 response
of the Peano based resonator dual-mode bandpass
filter shown in Figure 3.
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Figure 6: The surface current distribution on the Peano based resonator filter shown in Figure 3, at 2.45 GHz
and two other frequencies below and beyond the design frequency.

0.15mm to resonate at a design frequency of 2.45 GHz. This corresponds to a size reduction of
about 84% as compared with the conventional dual-mode square ring resonator, since the resonant
side length of the square ring dual-mode microstrip resonator is 0.5λg [15]; where λg is the guided
wavelength, and it is given by:

λg =
λ0√
εeff

(3)

where εeff is the effective dielectric constant, and can be calculated by empirical expressions reported
in the literature [16].

However, most of the commercially available EM simulators can perform direct calculation of
both λg and εeff , provided that substrate parameters and the operating frequency are known. For
the present case, λg has been found to be 48.366mm. The resulting side length of the modeled
filter which is 4.85mm is in very good agreement with what is predicted by Eqs. (1) and (3).

4. PERFORMANCE EVALUATION

The resulting dual-mode microstrip bandpass filter, with the layout shown in Figure 3, has been
modeled at 2.45 GHz. The modeling and performance evaluation of the proposed filter struc-
ture have carried out using the commercially available IE3D EM simulator, from Zeland Software
Inc. [17]. A suitable grid, in the EM solver, has to be chosen to make a good compromise between
geometrical resolution and solution time. Figures 4 and 5 demonstrate the resulting performance
curves after a slight tuning. Filter responses shown in Figure 4 imply symmetrical characteristics
with sharper lower and higher cut-off passband, centered at a frequency of about 2.456 GHz. The
resulting fractional bandwidth is of about 1.22%, as indicated in the in-band response shown in
Figure 4.

Figure 5 shows the out-of-band responses of this filter throughout a swept frequency ranges from
1 to 6 GHz. The 3rd harmonic response appearing here is of little importance, since it is with a
very narrow-band and with low value of transmission loss, while the 2nd harmonic response has
considerably diminished.

Figure 6 shows the electric current density distribution on the surface of the modeled filter at
three distinct frequencies; the design frequency, 2.45 GHz, and two other frequencies ±100MHz of
the design frequency. It is clear that there are no currents flowing on the surface of the filter at
2.35 and 2.55 GHz, since these frequencies are out-of-band.

However, the current density on the surface of the filter at 2.45 GHz implies that the current with
density will flow in the passband. On other hand, the degree of symmetry of the current densities
throughout the entire filter surface is a measure of the filter response as depicted in Figure 4.

5. CONCLUSIONS

A new dual-mode microstrip bandpass filter design for use in modern compact wireless commu-
nication systems has been presented in this paper. The proposed filter structure has dual-mode
microstrip resonator in the form of 2nd iteration Peano fractal curve. The space-filling property
of the proposed fractal structure, results in a high degree of miniaturization of the dual-mode res-
onator. The fractal based resonator has been found to occupy an area of about (0.1×0.1) λg which
represents a miniaturization percentage of about 84% as compared with conventional square ring
resonator designed at the same frequency and using a substrate having the same parameters. The
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resulting filter has reasonable passband performance besides the size reduction gained making it
suitable for a wide variety of wireless communication applications. Furthermore, the out-of-band
performance responses have shown that the proposed filter does not support the 2nd harmonic
which conventionally accompanies the bandpass filter performance.
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Piezoelectric Multilayer Transformer

A. N. Soloviev, M. I. Bichuri, and D. V. Kovalenko
Novgorod State University, Russia

Abstract— In the article the theoretical modeling of the Rozen piezoelectric transformer is
described. The method of the operating frequency range and gain increasing is offered. The
method is the configuration change of the exciter. It means that the exciter is fabricated as a
multilayer structure with layers of different lengths. Correctness of the method is confirmed by
obtained the gain frequency dependence.

1. INTRODUCTION

The implementations of piezoelectric transformers (PET) face some difficulties such as the narrow
operating frequencies range, the varying transformation coefficient and efficiency in the range.

The operating frequencies range is the main parameter to increase the transformer efficiency. The
transformation coefficient has a maximum value in the resonance region. Therefore it needs to find
ways to expand the operating frequencies range. The purpose of this paper is to study the multilayer
transformers that allow to increase the transformation coefficient and the operating frequency
range of PET. The method considers the multilayer structure with layers of different lengths. For
effectively increase of operating frequency range the several steps should be made such as analysis
of the PET design, draft of the electrical equivalent circuit, definition and subsequent analysis of
the expressions, mathematical modeling and computer simulating of the PET parameters. The
transformation coefficient frequency dependences of the multilayer PETs with different numbers of
layers have been obtained.

2. THEORETICAL MODELING

We consider the design of the Rosen transformer [2]. The main output parameters are the resonance
frequency, the operating frequency range, the transformation coefficient, the efficiency and the
power output.

Figure 1 shows the transformer design that is a cascade of two resonators. The first resonator is a
multilayer structure with different lengths and thicknesses of the layers. The frequencies range and
the resonant frequency strongly depend on the length of the piezoelectric element. The multilayer
structure allows expanding the operating frequencies range. In this paper, we investigate the single-
layer, three-layer and five-layer structures of the input section. The layers are connected parallel
to the first resonator. It results to sum mechanical deformations of each layer. To perform the
condition it is necessary that these vibrations must be in phase. The second resonator is a converter
of these vibrations into an electrical signal due to the direct piezoelectric effect.

The PET electrical equivalent circuit was composed by electro-associations method [1]. After an-
alyzing the circuit the calculated expressions of the equivalent circuit parameters were obtained [1].

The input (C31) and output (C32) capacitance are given by:

C1 =
εT
33 · (1− k2

31) · b · l1
a

, (1)

C2 =
εT
33 · (1− k2

33) · b · a
l2

, (2)

Figure 1: Design of the transformer with connection diagram of the circuit.
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Figure 2: Simplified electrical equivalent circuit of PET.

Figure 3: The transformation coefficient frequency dependences of single- and multilayer structures. Points
mean the single-layer data, crosses mean the three-layer data, and squares mean the five-layer structure data.

where b and a are the transformer width and the transformer thickness, l1 and l2 are the first
resonator and the second resonator lengths, respectively, εT

33 is the dielectric permittivity of the
material, k33 is the electromechanical coupling coefficient of longitudinal modes, k31 is the elec-
tromechanical coupling coefficient of transverse modes.

The mechanical part inductance (L) and the transfer ratio (N) have the form:

L = 4 · a · b · l1 · ρ, (3)

N = 2b · d31 · Y E
1 , (4)

where ρ is the material density, d31 is the piezoelectric coefficient, Y E
1 is the elastic constant.

The mechanical part capacitance (C) is expressed by the equation:

C =
l1

π2 · a · b · Y E
1

. (5)

The wave impedance (z0) and the mechanical resistance (R) calculated as:

z0 = a · b ·
√

ρ · Y E
1 , (6)

R =
2π · z0

QM
, (7)

where QM is the mechanical quality factor.
The longitudinal wave’s resonance frequencies (fp) have form:

fp =
n

2 · l1 ·
√

Y E
1

ρ
, (8)

where n is a integer of 1, 2, 3, . . . .
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Table 1: Parameters of piezoelectric material.

ρ, (×103) kg/m3 d31 d33 Qm εT
33 εT

31 k31 k33×(1012) C/N
7.6 145 315 1200 1400 1100 0.33 0.68

Table 2: The calculation results of electrical equivalent circuit parameters.

z0 (Ohm) C31 (nF) C32 (pF) N C (nF) L (µH) R (Ohm)
17.8 2.2 0.53 38 19 243 0.093

Table 3: The calculation results of transformer parameters.

Number of layers
Transformer parameters

fp, (kHz) ∆f, (kHz) KT , (Uin = 1V) Uout, (kV) η, %
1 150 0.7 4880 5 90
3 150 2.2 7200 7 90
5 150 3.6 8500 8.5 90

The operating frequencies range of the longitudinal modes is expressed by the equation [1]:

∆f =
4
π2
· k2

31

1− k2
31

· fp. (9)

Transformation coefficient (KT ) and the efficiency (η) are calculated by the expressions:

KT =
√

m4 ·QM · k2
33 · d31 · l1

π2 · (1− k2
33) · d33 · a

, (10)

ηm =
2G33

2G33 + π2
, (11)

where m is the number of layers, d33 is the piezoelectric constant.
The piezoelectric transformer material was chosen as lead zirconate titanate with appropriate

parameters shown in Table 1. The calculated results of the electrical equivalent circuit parameters
are shown in Table 2, and the transformer parameters are shown in Table 3.

The samples have the dimensions such as the length of 10 mm, the width of 5 mm, and the
thickness of 1 mm. The study showed that the parameters of the proposed transformer are 80%
higher than the traditional piezoelectric transformer. In analyzing the dependences it was found
that the transformation coefficient and the operating frequencies range increase with increasing
number of layers. The operating frequencies range and the transformation coefficient for the single-
layer structure were 0.7 kHz and 4800, respectively. The operating frequencies range and the
transformation coefficient for the three-layer structure were 2.2 kHz and 7200, respectively. The
operating frequencies range and the transformation coefficient for the five-layer structure were
3.6 kHz and 8500, respectively.

3. CONCLUSIONS

The results show the possibility of increasing the operating frequency range of more than 5 times,
and the transformation coefficient of more than 80%. It was determined that the transformer
efficiency of 90% didn’t depend on the number of layers and had a constant value in the whole
operating frequencies range. The use of a piezoelectric multilayer transformer allows to expand the
frequency range and increase the transformation coefficient.
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EMC Pre-compliance Test of RFIC and RF Systems Using a
Laboratory GTEM Chamber

H. X. Araujo and L. C. Kretly
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Abstract— In this work, the EMC — Electromagnetic Compatibility of RF systems is deal
with the use of techniques for low emission and susceptibility. In general, as the electronic device
the major responsible of unintentional emissions and coupling, some specific pre-compliance setup
tests were employed to analyze these detrimental effects to the system as a whole. A GTEM
— Gigahertz Transverse Electromagnetic cell operating from 500MHz–18 GHz was designed and
built. Additional techniques were done to improve this chamber in terms of frequency range
and cost effect. Simulated and experimental results are compared to validate the proposed EMC
setup.

1. INTRODUCTION

Nowadays, the necessity to control the electromagnetic emissions and interference between circuits
and electronic devices becomes a crucial point to assure its correct operation inside an electro-
magnetic environment [1]. Some approaches were designed to support the pre-compliance tests
(EMC/EMI/EMS) setups, which are not designed to replace the well-known compliance equipments
(anechoic chamber, stirring chamber, blue test chamber, etc.) but give a previously information
about the device behavior. All of them have consolidated standards and regulations.

Based on the advantages in terms of frequency range, cost effect, and its versatility to realize both
EMI/EMS a GTEM to operate from 500 MHz–18 GHz, with a test area of 10 cm× 10 cm× 10 cm,
was designed and built [2]. Basically, the GTEM cell has an internal conductor called septum to
carry the radiation over the DUT — device under test, in case of immunity test, or couple the
interferences from the DUT, EMI test. Similar to a rectangular coaxial transmission line with
outer conductors closed and joined together, the GTEM cell has tapered ends acting as transitions
to adapt it to standard 50 Ω coaxial connectors [3]. The central conductor of the cell provides
electromagnetic propagation in TEM mode. Therefore, the electromagnetic field is uniform only
within a certain region of the chamber, normally in its middle, where the DUT should be located.

EMC problems associated to ICs are basically classified as intra-chip or externally-coupled [4].
When a circuit is interfered by the noise from another circuit on the same chip, an intra-chip
problem is related. On the other hand, when the noise from an IC interferes with circuits or
devices off the chip, it is called externally-coupled. Particularly, both of them can be analyzed with
a GTEM cell.

2. GTEM PRE-COMPLIANCE TEST

The origin of the Gigahertz Transverse Electromagnetic chamber (GTEM) was based on the trans-
verse electromagnetic chamber (TEM) which is basically a planar expanded transmission line op-
erating in the TEM mode to simulate a free space planar wave [3]. This expanded waveguide with
a flat and wide center conductor and coated by hybrid termination, which involves 50 Ω current
termination and RF absorbers, is commonly used in analyses of devices that are physically small
and compacts, especially electronic components, including antennas and mobile phones.

At low frequencies only the TEM mode propagates on the chamber. However, with the increase
of the operational frequency, the TE and TM modes can be excited inside the chamber. The
maximum frequency is calculated from the first lower resonant of the higher modes, which depends
on the size and shape of the chamber.

The excitation section — APEX is the transition from the 50 Ω coaxial cable to the rectangular
transmission line. It takes about 10% of the overall length of the cell with a front panel large
enough to mount a N connector. To avoid reflections, the match between the connector and the
center conductor should be carefully projected and implemented.

There are some known ways to build the APEX, such as casting the metal sheet or through the
solder of two or more folded metallic sheet. Thus, the adopted strategy was split the APEX in two
equal parts, and then weld them making it one, so RF shielding tests were exhaustively done, as
can be seen in Fig. 1.
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For a RF signal incident on one port, some fraction of the signal bounces back out of that port,
some of it scatters and exits other ports (and is perhaps even amplified), and some of it disappears
as heat or even electromagnetic radiation [5]. Therefore, to avoid reflections, the match between
the connector and the center conductor should be carefully projected.

The measurements of electric and magnetic field inside and outside the chamber was done with
near field probes, EE-6992 Electro-Metrics ball and loop respectively.

The ball probes are capable to realize cable and circuit measurements with a good accuracy in
frequencies above 1GHz. These probes can be easily implemented with coaxial cables and BNC
connectors.

In the other hand, the magnetic loop has wide application, since fall of tension and current
flux measurements in conductors and plans. Normally, these probes are shielded, otherwise they
become sensitive for both magnetic and electric fields.

Another crucial point is the hybrid termination at the end of the chamber. To ensure the best
accuracy of the chamber, the correct 50 Ω current termination and the RF absorbers should be
carefully designed and implemented. The numerical simulation of a GTEM cell is an important
tool to study and optimize such chamber. Simulation results in both frequency and time domain
may be compared with values measured in real GTEM cells. As the chamber was designed to
operate from 500 MHz to 18 GHz, the return loss for this range was simulated, as can be seen in
Fig. 2(a). Comparing the results for the APEX/GTEM with and without septum, it can be observed
the clear importance of the septum. Without septum (dash line) the return loss is almost zero along
all the frequency range. Experimental measurements were also done to verify the real necessity to
design correctly and carefully the APEX/GTEM. The measurements were done through the HP
8714ET RF Network Analyzer. Due to frequency range limitation, the return loss calculation was
done from 0.5 GHz–3 GHz, and is shown in Fig. 2(b). As the implemented chamber is working
correctly, EMI and EMS can be feasibly.

Figure 1: RF shielding test.

(a) (b)

Figure 2: (a) S11-parameter comparison between the APEX with and without septum; (b) S11-parameter
of the full GTEM.
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Figure 3: Setup configuration with GTEM chamber for EMI compliance test.

(a) (b)

Figure 4: (a) EMI test — pulse identification at 2.29 GHz; (b) EMI test — pulse identification at 2.45 GHz.

3. EMI AND EMS TEST

The use of GTEM cells for emission test consists in the evaluation of the power magnitude that
propagates on the TEM mode from the DUT, although the correct position of this power is un-
known. Because it is a qualitative analysis, the study is done from the signal level along the
frequency range. In this analysis, a spectrum analyzer is connected to the APEX of the chamber,
so all the radiated signal emitted from the DUT can be monitored, Fig. 3. The device under test can
be wireless or not, so that the power supply and control cables are connected to the DUT through
a special shielded via with high frequency filters. As the GTEM works as a transmitter and a
sensor, the use of antennas is not needed to measure the field strength from the DUT, which are
captured by the septum. Therefore, the good accuracy is guarantee when the physical dimensions
of the DUT are in accordance with the dimensions of the GTEM’s test area.

The results of EMI obtained from the GTEM chamber can be easily correlated to the others
pre-compliance setup tests. The correlation with a TEM cell, with the same test area, can be done
trough the following expression:

δ =
Vout,2(f)
Vout,1(f)

=
h1

h2
(1)

where Vout,1(f) is the voltage spectrum measured at the GTEM cell, with height h1 from the bottom
to the septum, and Vout,2(f) the voltage spectrum measured at the TEM cell, with height h2 from
the bottom to the septum. The emission level shift between these two setups is given by:

Vout,2(f)|dBµV = Vout,1(f)|dBµV + 20 log
(

h1

h2

)
. (2)

The correlation with the other setups like OATS — Open Area Test Site, Stirring Chamber e
Anechoic is not straightforward, which demands the use of specific software.

The susceptibility tests are basically measurements that identify the DUT propensity to be
interfered by radiation from other devices at the same environment, thus verifying the immunity
of the device under test.

By definition, immunity is a relative measurement of a device capability to operate in the
presence of interfering electromagnetic fields [6].

The EMS test is accomplished with a pulse generator coupled to the APEX of the GTEM, and
the DUT allocated at the test area, where it will be exposed to a spherical electromagnetic field.
Therefore, the performance of the DUT is monitored in function of the input power.
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(a) (b)

Figure 5: (a) EMS test — pulse identification at 1 GHz; (b) EMS test — pulse identification at 2 GHz.

Figure 6: EMI/EMS tests with the laboratory grade GTEM chamber.

Due the aperture angle around 20◦, the incident waves are slightly spherical, exposing the DUT
to an almost planar wave. Thus, the comparison between the results for EMS tests obtained by
the GTEM chamber with other compliance setups can be feasibly.

The EMI and EMS test were done with a HP 8714ET Network Analyzer. For the interference
test, a quasi-yagi antenna was connected to the NA and then allocated inside the test area. The
signal was monitored by a HP 8593E Spectrum Analyzer, connected to the APEX, and the tests
were performed at the frequencies 0.5 GHz to 3 GHz. In Fig. 5 is shown the pulse identification at
the frequencies 2.29 GHz and 2.45 GHz. On the other hand, for the EMS test the NA was connected
to the APEX and an electric probe was placed at the test area. The pulses were also generated
from 0.5GHz to 3 GHz. In Fig. 6 is shown the pulse identification at the frequencies 1 GHz and
2GHz. The EMI/EMS measurements are synthesized by Fig. 6.

4. CONCLUSIONS

Studies and researches around the electromagnetic compatibility have been a strongly grown during
the last years. Therefore, some methodologies have been used and developed in prevention and for
solving the problems related to interference and immunity.

Thus, in this work, it was shown the use of a laboratory grade GTEM chamber to perform
EMI and EMS compliance tests of integrated circuits and electronic systems. The EMI/EMS
test performed with a quasi-yagi antenna showed a good sensitivity of the implemented structure.
Based on the obtained results and considering the power level, with the proposed GTEM chamber is
possible to realize interference and immunity test of a wide variety of small and compact electronic
devices.
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1Department of Biomedical Engineering, McMaster University, Hamilton, ON, Canada
2Department of Electrical Engineering, McMaster University, Hamilton, ON, Canada

Abstract— According to Canadian Cancer Society, breast cancer is the most frequently di-
agnosed cancer in women. Our ability to potentially detect breast cancer in an early stage has
potential of significantly decreasing mortality and hence is a very important issue in healthcare.
Currently, mammography has been used widely for screening women over 50 who are statistically
more vulnerable. However it suffers from some limitations such as false negative and positive
results, using ionizing radiation and patient’s discomfort. Microwave imaging has been intro-
duced recently to overcome drawbacks of this method. In breast microwave imaging the imaging
system consists of an array of antennas which can serve both as transmitting and receiving an-
tennas. Therefore it is possible to illuminate object of interest (breast) from multiple directions
thus obtaining a full three dimensional scan whose resolution depends only on the number of
antennas. One of the most difficult parts when detecting potential tumours in breasts is presence
of modelling noise due to large amount of scattering, which severely deteriorates performance of
estimation and detection algorithms. In this paper, we propose a parametric 3D model of breast
microwave propagation, i.e., signal measured on antennas with respect to tumours’ and breast
parameters including electromagnetic properties and geometry (our model includes multiple tu-
mours with arbitrary shapes.) We illustrate the applicability of our results through numerical
examples.

1. INTRODUCTION

According to Canadian Cancer Society, breast cancer is the most frequently diagnosed cancer
in women with over 23,400 new cases expected in 2011 [1]. Due to the progressive nature of
the disease early detection is extremely important and can significantly improve survival rates.
Currently all of the clinical procedures are based on mammography which is routinely prescribed
for older women who tend to be more susceptible to the disease [2]. Although mammography is
extremely important diagnostic technique, it suffers from some limitations such as false negative
and positive results, using ionizing radiation and patient’s discomfort [2, 3]. The number of false
positives is rather significant in the case of so called dense breasts in which healthy tissue may be
mistaken for malignant and as a consequence unnecessary biopsies are prescribed. Furthermore,
complicating the matter is the fact that mammography is a two-dimensional technique in which
three-dimensional images are obtained through image reconstruction from 2D projections which
can also lead to false positives.

Microwave imaging has been recently proposed as an additional medical imaging technique
which can potentially overcome some of the shortcomings of the mammography. Essentially the
technique is based on illuminating breast with electromagnetic-wave(s) in microwave range. From
the physical point of view this can be represented as a wave propagation in medium (breast) that
contains scatterers (both healthy and malignant tissue). Due to the fact that malignant tissue has
larger conductivity the measurements obtained by receiving array of antennas will be different if the
scatterers are present. Therefore once the wave propagates through the breast the received signal
is analyzed in order to obtain permittivity map using appropriately selected image reconstruction
technique [4]. Most of the image reconstruction techniques minimize a particular cost function (e.g.,
mean-square error). In most cases the number of unknowns (e.g., number of pixels in the map) is
much larger than the number of available measurements which requires an additional constraint.

In this paper, we propose a simplified parametric inverse 3D model which enables us detection
of tumour presence and estimation of its size and/or position. Most of the existing solutions [7]
employ non-parametric image reconstruction techniques. We believe that accuracy can potentially
be improved by considering parametric models. In general parametric models can increase modelling
noise. However we believe that appropriately defined parametric model can be useful as long
as an appropriate clinical decision can be made based on reduced number of parameters. To
this purpose we first develop a three-dimensional finite element model of electromagnetic wave
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propagation through the breast tissue. We define our model with respect to tumour size and
location and assume that the permittivity of tumour can be modelled by Gaussian probability
density function (pdf). We then derive probability density function of the measured data (power
received by receiving antennas) and the corresponding likelihood function. We then maximize the
likelihood with respect to the unknown parameters. The outline of the paper is as follows. In
Section 2, we present computational models of electromagnetic wave propagation in breast when
tumours are absent and present. In Section 3, we discuss how the aforementioned models were
implemented using COMSOL. In Section 4, we present the statical models and present estimation
algorithm. In Section 5, we present simulation results and discuss their potential use for inverse
problems. Finally, Section 6 concludes the paper.

2. PHYSICAL MODEL

In this section, we develop mathematical model describing the measured signals. The imaging
system consists of several antennas which can both serve as transmitting and receiving antennas.
These antennas in principle can be distributed over the breast surface thus allowing for a three-
dimensional scan whose resolution depends only on number of antennas. Obviously the number of
antennas is determined by their size which may be constrained by technical requirements such as
antenna-to-antenna noise (interference). Once the microwave is generated it propagates through
the volume of the breast according to Maxwell’s equations which in this particular case can be
reduced to the phasor form since microwave antennas operate in a single-frequency mode.

It should be observed that any non-homogeneity in the object can be modelled as a scatterer
and thus in the presence of multiple scatterers the resulting electromagnetic field becomes very
complex superposition of reflected and refracted waves. Since malignant tissue has significantly
larger permittivity than healthy tissue it can also be modelled as a scatterer (see Figure 1). The
reflection/refraction from scatterers can then be modelled as described in Figure 2.

In the remainder of the paper we will assume that in the absence of cancer the scattering in
the breast is due only to small non-homogeneities which will be included as the modelling noise.
Of course if a particular patient is submitted to continuous monitoring in a regular intervals the
previous images can be used a reference signal and thus “healthy scattering” can be properly
recorded and modelled.

In the absence of scatterers the propagation can be described as:

∇2E + k2E = 0 (1)
∇2H + k2H = 0 (2)

where we implicitly assume that the medium (breast) is source-free, E and H are intensities of
electric and magnetic fields respectively, k = ω

√
µε where ω is frequency, µ magnetic permittivity,

and ε complex electric permittivity.
In this paper, we assume that the tumours can be modelled as spheres and therefore are uniquely

defined by location vector and radius. In general, arbitrarily shaped tumours can be represented
by spatial Fourier transform and corresponding spatial frequency amplitudes and phases. As we

Figure 1: Medium with multiple scatterers. Figure 2: Boundary conditions.
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stated before, the electromagnetic properties of the malignant tissue is significantly different than
breast tissue and thus proper boundary conditions must be considered in order to ensure continuity
(see Figure 2):

~n× ( ~E1 − ~E2) = 0 (3)

~n× ( ~H1 − ~H2) = 0 (4)

~n× (ε1 ~E1 − ε2 ~E2) = 0 (5)

~n× (µ1
~H1 − µ2

~H2) = 0 (6)

3. FINITE-ELEMENT MODEL

In order to solve the above equations we utilize finite-element method by developing three-
dimensional model using RF module in COMSOL Multiphysics software. In this paper, we model
the breast as a sphere with radius of 100 mm as shown in Figure 3. One antenna which acts as
a transmitter is located on one side and nine receiving antennas are distributed on the other side
of the sphere. These antennas are modelled as slim cubes which are centred on the surface of
the sphere. Three boundary conditions are used to send waves in the medium. Electric field is
applied to transmitter antenna. Perfect electric conductor boundary condition is applied to sides
of antennas in order to guide wave through them, and scattering boundary condition is applied to
the rest of surfaces to let waves propagate freely. Afterward, for different studies one or multiple
tumours with arbitrary shapes can be modelled. In this study tumour is considered as a sphere
inside the breast with an arbitrary size and in arbitrary position. Three different studies are done
using this model: effect of tumour location, tumour size and tumour permittivity. As an example
of wave propagation in simulation, in Figure 4, y-component of electric field is shown for the case of
eccentric tumour. In this figure tumour is located between second and third plates, and scattering
electric field is clearly seen around the tumour, and higher intensity of electric field immediately
after the source is obvious.

4. STATISTICAL MODEL

We assume that the measured signal is given by average power and normalized to the transmitting
antenna power. The measured signal when the tumour is absent ~y is then given by

~y = ~f0 + ~e (7)

where ~f0 is model predicted vector of measurements (power) calculated using finite-element model
and ~e is the measurement/modelling noise.

In the presence of tumour the measured signal becomes

~y = ~f(Rt, ~R, σ, εr) + ~e (8)

Figure 3: Geometry of the breast. Figure 4: Antenna positions.
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where Rt is the radius of tumour, ~R is the position of tumour, σ and εr are conductivity and electric
permittivities respectively. Note that in the above model we assumed a single tumour (scatterer)
in order to simplify the computational cost but can be extended to account for multiple scatterers
at the expense of computational time.

We assume that the conductivity and permittivity are given by Gaussian random variables
with σ = 4 S/m and εr = 50 means respectively and standard deviations of 10% of their nominal
values [4]. The corresponding probability density function of the measured signal in the absence of
tumours is multivariate Gaussian with mean ~y0 and covariance matrix σ2

eI where we assumed that
the measurement noise is uncorrelated in space and time. Note that the multiple measurements
can be obtained in order to remove the measurement noise in statistically optimal way.

In presence of scattering the probability density function is given by

pσ(σ) · pεr
(εr) · p

(
~y|σ, εr, ~R

)
(9)

Note that for a particular patient conductivity and permittivity can be treated as deterministic
variables. In this paper, we assume that sufficient set of previously measured properties is available
and hence certain a priori knowledge on physiological values is available. The parameters can then
be obtained by minimizing the cost function

c
(

~Rt, R, σr, εr

)
= log

[
pσr

(σr) · pεr
(εr) · p(~y|µr, εr, ~R)

]
(10)

which is commonly know as maximum a posteriori estimate of unknown parameters. Note that
because of nonlinear dependence of measured signals on physical parameters the above estimations
hast to be performed using numerical optimization methods and Monte-Carlo simulations (in order
to obtain posterior distribution).

5. NUMERICAL RESULTS

In order to evaluate the performance of our inverse model we simulate the measurement data using
COMSOL and then add Gaussian noise in order to simulate measurement noise. In this preliminary
approach we ignore several issues such as: skin reflection, calibration problems, antenna-to-antenna
crosstalk, etc.

Although these issues are important our preliminary goal in this paper is to demonstrate ability
of the model to accurately estimate tumour parameters using simulated data. The results of this
analysis can then be useful in properly designing antennas for realistic measurements. We simu-
late measurement data for 100 patients for which the conductivity and permittivity are generated
using aforementioned Gaussian distributions. For each of the patients we then generate posterior
distribution p(~y|σ, εr, ~R,Rt) in order to calculate the parameter estimates. In Figures 5 and 6, we
illustrate posterior distribution for arbitrarily chosen antenna for two different tumour sizes.

In Figure 7, we show the y-component of the electric field in the presence of scatterer. As we
can see the presence of tumour causes irregular patterns in the electric field which can be used for
inverse modelling and consequently detection and estimation. In Figure 8, we show the mean-square
error (MSE) for tumour size estimate as a function of tumour size. However, note that in reality
the larger tumours have irregular (star-like patterns) and the effect of that was not included in this
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Figure 5: Posterior distribution for tumour in center
size 1 cm.
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Figure 6: Posterior distribution for tumour in center
size 2 cm.
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Figure 7: Electric field.
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Figure 8: MSE of radius estimate as a function of
tumour size.
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work. Consequently the actual estimation error may not decrease as rapidly as in our simulation
results.

In Figures 9 and 10, we illustrate mean-square-error (MSE) estimates of tumour size and location
as a function of signal-to-noise ratio (SNR).

6. CONCLUSION

In this paper, we proposed frequency domain parametric three-dimensional model of microwave
propagation in breasts. The results presented in this paper suggest that it may be possible to
obtain accurate estimates of tumour position and size using parametric model. Of course certain
issues (e.g., skin reflection) have been disregarded and will be addressed in future work. Furthermore
these results can be useful when designing antennas since these models can be used to determine the
necessary power of the transmitted signal that is necessary in order to achieve certain estimation
accuracy.
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Design of High Isolation Electronically Switchable Bandpass Filter
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Abstract—In this paper, a simple method to design a high isolation electronically switchable
bandpass filter is proposed. The circuit integrates a microwave switch and a microwave bandpass
filter into a single circuit component. The uniform impedance resonator is loaded with a pin
diode to change its resonant frequencies under different bias voltages. By loading the pin diode
at different positions of the constituted resonators, the resonant frequencies can be misaligned
over the band of interest to achieve a wideband isolation in the isolated state. In the thru
state, the circuit shows a bandpass response with a measured insertion loss of 3 dB at the center
frequency of 1 GHz, and the 3 dB fractional bandwidth is 8%. In the isolated state, the measured
isolation is 51 dB at the center frequency and is higher than 30 dB from dc to 5 GHz. The paper
proposed a simple and effective method to realized an electronically switchable bandpass filter
with high isolation, and the circuit successfully increases the level of integration of the RF front
end.

1. INTRODUCTION

A microwave switch is a essential component to control RF signal flow in the modern communication
systems. Several literatures using passive FETs or pin diodes have been reported [1, 2]. However,
these switches are wideband designs, implying that they can not provide adequate band selectivity
for a system application. Therefore, a bandpass filter will be needed to cascade with a switch to
reject out-of-band signals.

Recently, several methods were proposed to integrated the building blocks of the RF front into
a multi-function circuit [3–6]. In [3], an SPDT bandpass filter-integrated switch that integrate
an SPDT switch and a bandpass filter was proposed. Switchable dual-band bandpass filters that
achieve independent switching control of band selection was proposed in [4, 5]. In [6], a balun-
integrated bandpass switchplexer that integrates an SPDT switch, a diplexer, and a balun was
demonstrated.

In this paper, a new method to design a high-isolation switchable bandpass filter is proposed.
The pin diode loaded uniform resonator is used to realized the circuit instead of using stepped-
impedance resonators. By connecting the pin diode at different locations of the uniform resonator,
the resonant frequencies of the resonator can be controlled. Therefore, a high isolation can be
obtained by interlacing the resonant frequencies over the band of interest in the isolated state.

2. CIRCUIT DESIGN

Figure 1 shows the structure of the diode-loaded uniform resonator and its equivalent circuit under
different bias conditions. The θ1 is the electrical length from the loading location to the open end,
and θ2 is the electrical length from the loading location to the other open end. When the diode is
reversed biased (off-state), the resonator is loaded with a small capacitor. If the diode is forward
biased (on-state), the resonator will be connected to ground via a small resistor R. Since the R is
small, the diode could be considered as a short circuit to ground. Thus, the resonant frequencies
are determined by two quarter-wavelength resonator with one end short to ground.

Figure 2 shows the circuit schematic of the proposed switchable bandpass filter. The circuit
is composed by three diode-loaded hairpin resonators. In the thru state, the diodes are reversed
biased, the first resonant frequency of each resonator is 1GHz. The circuit was designed to have

1 2

1 2

1 2

diode off

diode on

θ θ

θ

θ θ

θ

Figure 1: Photograph of the DPDT filter-integrated switch A.
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Figure 2: Circuit schematic of the proposed switchable bandpass filter.

Figure 3: Photograph of the switchable bandpass filter.
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Figure 4: Simulation and measured results of the switchable bandpass filter in thru state. (a) Narrow band
response. (b) Wideband response.

a 3rd-order Butterworth bandpass response at 1 GHz, and 3-dB fractional bandwidth ∆3 dB of 8%.
The coupling coefficients and the external quality factor Qext can be obtained as

M12 =
∆3 dB√

g1g2
= M23 = 0.059

Qei =
g0g1

∆3 dB
= Qeo = 10.9 (1)

where Mij represents the coupling coefficient between resonators i and j, gn is the low-pass pro-
totype parameter, and Qei and Qeo are the external quality factors associated with the input and
output couplings, respectively [7]. In the isolated state, the diodes are forward biased. By loading
the diodes at different locations of the resonators, the resonant frequencies can be scattered over
the band of interest. Thus, a high isolation could be obtained between the input and the output
ports.

3. MEASUREMENT

The circuit is fabricated on the RO4003C substrate with εr = 3.58, h = 0.8mm, and tan δ = 0.0015.
Fig. 3 is the photograph of the switchable bandpass filter. Fig. 4 shows the measured results when
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Figure 5: Simulation and measured results of the switchable bandpass filter in isolated state. (a) Narrow
band response. (b) Wideband response.

the circuit is at thru state. It can be observed that a bandpass response with a passband insertion
loss of 3.0 dB at center frequency of 1 GHz was measured, and the 3-dB bandwidth is 8.5%. The
measured isolations of the circuit is shown if Fig. 5. The isolation is about 60 dB at the center
frequency of 1 GHz and is better than 32 dB from dc to 5 GHz.

4. CONCLUSION

In this paper, a high isolation electronically switchable bandpass filter is designed and implemented.
By loading the pin diode at different positions of the constituted resonators, the resonant frequencies
can be misaligned to obtain an isolation in the isolated state. In the thru state, the circuit shows
a bandpass response with a measured insertion loss of 3 dB at the center frequency of 1 GHz. In
the isolated state, the measured isolation is 51 dB at the center frequency. The circuit successfully
integrates a microwave switch and a bandpass filter into a single circuit and thus increases the level
of integration of the RF front end.
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Abstract— Generation of high repetition rate, short an optical pulse is an important topic
of research at the present time. This is because in order to realize a high capacity optical
communication system we need a combination of wavelength division multiplexing (WDM) and
optical time division multiplexing (OTDM) techniques. In this paper, we propose a novel scheme
of high repetition rate, femtoseconds optical pulse generation by using bi-stable optical micro
ring resonator where it is possible to achieve a repetition rate of more than few hundred GHz.

1. INTRODUCTION

A combination of WDM and OTDM can result in a high capacity optical communication system
within existing limitations. At present the electro-optic modulators can be operated at a rate of
40Gb/s. To utilize this modulation rate, we must generate optical pulses having a repetition rate
much greater than 40 GHz. Thus, to realize a high speed OTDM system, we need a high repetition
rate, and short optical pulses. Various methods of optical pulse generation exist in the literature [1–
3]. Some of the methods of optical pulse generation are mode locking of semiconductor lasers,
harmonically mode locked fiber laser, soliton-assisted time lens compression, short pulse generation
by interferometers, and repetition rate multiplication of a low rate pulse source. In this paper our
attempts are to generate optical pulses having very high repetition rates.

2. PICOSECONDS PULSE GENERATION SCHEME

A schematic circuit diagram of the picoseconds optical pulse generator is shown in Fig. 1(a). Here,
the output of a laser (LD) is phase modulated in an overdriven optical phase modulator (ODPM).
The phase modulator can be fabricated on a LiNbO3 substrate. There are five laser diodes. These
five light-waves are combined in a (5 × 1) optical power combiner and at the output we get an
optical pulse as shown in Fig. 1(b). This picoseconds pulse generation schemes may be found in
greater detailed in Ref. [1]. It is apparent from Fig. 1(b) that higher the modulator drive frequency,
the sharper is the pulse generated. It is shown in this paper that the pulse width decreases with the
increase in drive frequency (fm) and a pulse width of 1 ps can be obtained at a drive frequency of
40GHz. For the case as shown in Fig. 1(a) one can get a value of repetition frequency of the pulse
equal to nfm = 200 GHz where fm = 40GHz. The frequency bandwidth of the pulse is equal to
4nfm. In this section, we have discussed one of the established schemes to generate the picoseconds
pulse. In next section we will ride this high repetition picoseconds pulse on to the various types of
the ring resonator to generate the femtosecond pulse.

3. BASIC INTEGRATED OPTICAL RING RESONATOR

In this section, we will apply the picoseconds optical pulse generated in Section 2 into a micro ring
resonator as shown in Fig. 2(a). Let us start with the steady state input output relation of this
micro ring-resonator [4, 5],

{
A = (1− γ)

1
2 [A0 cos(κl)− jB0 sin(kl)]

B = (1− γ)
1
2 [−jA0 sin(κl) + B0 cos(kl)]

(1)

where κ, l, γ denotes the mode-coupling coefficient of the directional coupler, the coupling length,
and the intensity insertion loss coefficient, respectively. When we denote the intensity attenuation
coefficient of the waveguide as ρ, B0 is expressed by B0 = B exp(−ρ

2L − jβL). Where we also
assumed that input/output and resonator waveguide has the same propagation constant β. Then
we introduced new parameter x, y, and φ, defined by x = (1 − γ)

1
2 exp(−ρ

2L), y = cos(κι) and
φ = βL respectively, where β0 = B exp(−ρ

2L− jβL). Then after some manipulation of Eq. (1), the
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(a) (b)

Figure 1: (a) Schematic optical circuit diagram of the Pulse generation LD laser diode, OPDM: overdriven
optical phase modulator [1]. (b) Plot of the normalized intensity of the output light pulses as a function of
time (t) using the modulator drive frequency (fm) as a parameter for n = 5.

(a) (b)

Figure 2: (a) Optical ring resonator. (b) Transmission characteristics of the optical Micro-ring resonator.

intensity transmittance of the optical micro ring resonator is obtained as

T (φ) =
∣∣∣∣
A

A0

∣∣∣∣
2

= (1− γ)


1−

∣∣∣∣∣∣
(1− x2)(1− y2)

(1− xy)2 + 4xy sin2
(

φ
2

)
∣∣∣∣∣∣


 (2)

It is apparent that minimum and maximum values of T (φ) are T (φ = 0) = (1 − γ) (x−y)2

(1−xy)2 and

T (φ = π
2 ) = (1 − γ) (x+y)2

(1+xy)2 respectively. Fig. 2(b) shows the transmission characteristics of the
optical ring resonator as a function of φ. It is seen from these equation that x = y ∼= 1 should be
satisfied in order to maximize Tmax or minimizing of the Tmin as much as possible. Fig. 3 shows the
output waveform computed from Eq. (2), when the input signal A0 is assumed to be a picoseconds
pulse generated by circuit shown in Fig. 1 at a drive frequency of 10, 20 and 40GHz respectively.
It is apparent from the Fig. 3, that there is pulse distortion at the peak of the input signal. In
this case it seems that there is no further pulse compression effect whatsoever. However the pulse
distortion is symmetric in this case.
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Figure 3: The output waveform for general micro ring resonator when laser signals of different frequencies
are allowed to pass through the resonator.

(a) (b)

Figure 4: (a) Bi-stable ring resonator (D = 0). (b) The transmission characteristics curve for Bi-stable ring
resonator.

4. INTEGRATED OPTICAL BI-STABLE MICRO RING RESONATOR

In this section, we change slightly in our micro ring resonator discussed previously into a bi-
stable micro ring resonator structure as shown in Fig. 4(a). It proofs to be a good technique to
compress the optical pulse further. Apparently the steady state input output relation of this case
are expressed by [4], 




A = (1− γ)1/2 [A0 cos(kl)− jBo sin(kl)]
B = (1− γ)1/2 [−jA0 sin(kl) + Bo cos(kl)]
D0 = (1− γ)1/2 [D cos(kl)− jC sin(kl)]
C0 = (1− γ)1/2 [−jD sin(kl) + C cos(kl)]

(3)

where C = Be(− ρ

4
L−jβ L

2
) and B0 = C0e

(− ρ

4
L−jβ L

2
). After some algebraic manipulation for above

Eq. (3) we get, where x =
√

(1− γ)e−ρ L

4 , y = cos(kl) and φ = βL,

T =
∣∣∣∣
D0

A0

∣∣∣∣ = (1− γ)
x2(1− y2)2

(1− x2y2)2 + 4x2y2 sin2(φ/2)
(4)
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Figure 5: The output wave-form for Bi-stable micro-ring resonator when laser signals of different frequencies
are allowed to pass through the resonator.

Fig. 4(b) shows the transmission characteristics curve of the optical bi-stable micro ring resonator
as a function of angle φ. Fig. 5 shows the output waveform calculated from Eq. (4), when the input
signal A0 is assumed to be a picoseconds pulse generated by the circuit shown in Fig. 1(b) at a
drive frequency of 10, 20 and 40 GHz respectively. Apparently in this case the pulse shape remains
persevered in entire range of input signal. From the Fig. 5, it is also apparent that input signal
(A0) pulse width which is 1 ps at 40 GHz can be further compressed up to femtoseconds pulse width
while it passing through Bi-stable micro ring resonator. The results may be further improved while
replacing bi-stable micro-ring resonator discussed in this section with highly asymmetric mach-
zehnder interferometer coupled micro-ring resonator [6].

5. CONCLUSION

In this paper, we have demonstrated a novel scheme of femtosecond optical pulse generation by
using optical micro ring resonator. The repetition rate of the pulse can be tuned over a wide
range. Two examples have been considered in the paper and shown that the pulse width decreases
substantially without getting distortion when pulse passed through into our proposed bi-stable
micro ring resonator.
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Abstract— This work develops a 2.3 ∼ 3.5GHz wideband voltage-controlled oscillator (VCO)
using the impedance locus for both 802.11g and LTE-A applications. In this work, the operation
bandwidth is expanded by using capacitor array. The phase noise performance is optimized
by applying impedance locus design methodology. The analysis indicates that as the included
angle approaches 90◦, the VCO exhibits a better phase noise performance. To confirm the
performance, a 2.3 ∼ 3.5GHz wideband VCO is designed and implemented with TSMC 0.18 µm
CMOS technology. Measurements demonstrate that the wideband VCO design with phase noise
optimization has a favorable phase noise and operation bandwidth performance. The phase noise
is lower than −114 dBc/Hz at the 1MHz offset frequencies over the 2.3 ∼ 3.5GHz operation
range.

1. INTRODUCTION

The latest smart phones are required to support both LTE-A and IEEE 802.11g systems for in-
creasing internet throughput. To cover the frequency bands of both LTE-A and IEEE 802.11g
systems, the voltage-controlled oscillator (VCO) requires a fractional bandwidth of 42% to cover
2.3 ∼ 3.5 GHz, where the lower frequency bands are achieved by using additional prescaler. The
phase noise of the VCO should also be minimized since the LTE-A and IEEE 802.11g systems apply
orthogonal frequency-division multiplexing (OFDM) technique to provide high spectral efficiency.
Although the use of a phase-locked loop (PLL) can suppress the VCO phase noise inside the PLL
bandwidth, which is usually under 100 kHz, the VCO phase noise outside the PLL bandwidth still
considerably degrades the wireless system performance [1]. In particular, today’s wideband wire-
less systems generally have a modulation bandwidth that exceeds several MHz and requires a much
lower VCO phase noise. According to the well-known Leeson’s model, the simplest way to improve
the VCO phase noise is to increase the carrier output power. However, the overall power con-
sumption increases with the carrier output power, and hence does not meet the need for low power
consumption to maximize longer battery life [2, 3]. Another way to reduce the VCO phase noise is
to increase the quality factor of the resonator. However, the VCO quality factor is typically below
20 under a standard CMOS process. To increase the VCO quality factor, special processes must be
adopted, such as the use of bond-wires as inductors, micro electro mechanical systems (MEMS) or
integrated passive devices (IPD) [4]. However, these special processes markedly increase the cost
and die area. To solve these problems, this work develops a 2.3 ∼ 3.5GHz wideband VCO based
on impedance locus theory.

2. IMPEDANCE LOCUS THEORY

Figure 1 shows the VCO equivalent model that was developed by Kurokawa [5]. The current, which
flow into the active circuit, is given by

iD = A cos (ω t + φ) , (1)

Since the impedance of the active circuit varies with the amplitude of the current ID, it is given by

− ZD(A) = RD(A) + jXD(A). (2)

The voltage drop across the active circuit can then be derived as

VD (A) = −IDZD (A) = ARD (A) cos (ω t + φ) + jAXD (A) cos (ω t + φ) . (3)

The impedance of the resonator can be derived as
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Figure 2: Impedance loci in the Z-plane.

ZL(ω) = jωL2 +
(

1
R1

+ jωL1 − j
1

ωCvar

)−1

= RL (ω) + jXL (ω) , (4)

where

RL (ω) =
ω2L2

1R1

R2
1 (1− ω2L1Cvar)

2 + (ωL1)
2
, (5)

XL (ω) = ωL2 +
ωL1R

2
1 − ω3R2

1L
2
1Cvar

R2
1 (1− ω2L1Cvar)

2 + (ωL1)
2
. (6)

According to the Kirchhoff’s voltage law (KVL), the equivalent model in Figure 1 should satisfy

[ZL (ω)− ZD (A)] iD = 0. (7)

Kurokawa proved that, under this condition, the VCO oscillates stably at a frequency of ω0 with
an amplitude A0 if only if

dRD(A)
dA

∣∣∣∣
A0

dXL(ω)
dω

∣∣∣∣
ω0

− dXD(A)
dA

∣∣∣∣
A0

dRL(ω)
dω

∣∣∣∣
ω0

> 0. (8)

To determine the physical meaning of Equation (8), Figure 2 depicts the impedance loci of ZD(A)
and ZL(ω) in the Z-plane. The arrowheads of the two loci indicate the increment of frequency
ω and amplitude A, respectively. Two loci intersect at a frequency ω0 with an amplitude A0.
Equation (8) can then be re-derived as

dRD(A)
dA

∣∣∣∣
A0

dXL(ω)
dω

∣∣∣∣
ω0

− dXD(A)
dA

∣∣∣∣
A0

dRL(ω)
dω

∣∣∣∣
ω0

=
dZD(A)

dA

∣∣∣∣
A0

× dRL(ω)
dω

∣∣∣∣
ω0

=
∣∣∣∣
dZD(A)

dA

∣∣∣∣
|A0

∣∣∣∣
dRL(ω)

dω

∣∣∣∣
|ω0

sin θ > 0, (9)

where θ represents the included angle where the two impedance loci cross each other. Equation (9)
indicates that the VCO oscillation is stable if only if sinθ>0 and therefore 0 < θ < 180◦. To
evaluate the VCO phase noise performance, Equation (7) is modified as

[ZL (ω)− ZD (A)] iD = e, (10)

where e denotes the magnitude of the intrinsic white noise. The phase noise of the VCO can then
be derived as

|φ (ω)|2 =
2 |e|2

ω2 |A0|2
·

ω2 |Z ′(ω)|2 + |A0|2
[(

dRD(A)
dA

)2
+

(
dXD(A)

dA

)2
]

ω2 |Z ′(ω)|4 + |A0|2
∣∣∣dZD(A)

dA

∣∣∣
2

|A0

∣∣∣dRL(ω)
dω

∣∣∣
2

|ω0

sin2 θ
, (11)
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Figure 3: (a) Circuit design, and (b) impedance loci of the wideband VCO.

where
∣∣Z ′(ω)

∣∣2 =

[(
dRL(ω)

dω

)2

+
(

dXL(ω)
dω

)2
]

|ω0

. (12)

3. CIRCUIT DESIGN

Generally, complementary cross-coupled VCOs exhibit a better balance between low phase noise and
wide operating bandwidth than NMOS and PMOS cross-coupled VCOs. Therefore, the wideband
VCO is designed with the complementary cross-coupled architecture that is presented in Figure 3(a).
The wideband design considerations for the VCO tank demand the use of body-biased MOSFETs as
varactors to provide a larger variation in capacitance than the one of conventional varactors. Hence,
the operating bandwidth of the VCO is substantially increased. The phase noise performance of
the VCO is optimized by applying impedance locus design methodology stated above Figure 3(b)
presents the simulated impedance loci of the wideband VCO, which are designed to have an included
angle of approximately 90◦, to optimize phase noise performance.

4. EXPERIMENTAL RESULTS

Figure 4 shows the implemented wideband VCO, which is fabricated using TSMC 0.18µm CMOS
technology and occupies an area of about 0.5 × 0.8mm2. Figure 5 shows the measured output
spectrum of the CMOS wideband VCO. The output power is about −7 dBm. The suppression of
second harmonic and of third harmonic is approximately 35 dBc and 30 dBc, respectively Figure 6(a)
shows the measured operating range of CMOS wideband VCO. The implemented CMOS VCO can
achieve a very wide operating range of 2.3 ∼ 3.5GHz, which is approximately 42% in fractional
bandwidth Figure 6(a) also shows that the variation of the output power is lower than 2 dB over the
2.3 ∼ 3.5GHz operating range. Figure 6(b) shows the measured phase noise of the CMOS wideband
VCO. The phase noise of the implemented VCO is measured as −96 dBc/Hz and −114 dBc/Hz at
offset frequencies of 100 kHz and 1 MHz, respectively. To further evaluate the performance of the
VCO, the figure of merit (FOM) and the figure of merit with the tuning range (FOMT) are used.
The FOM is defined as

FOM = L (∆ω)− 20 log
( ω0

∆ω

)
+ 10 log

(
Pdiss

1 mW

)
, (13)

where ∆ω denotes the offset frequency at which phase noise is evaluated, ω0 denotes the fundamental
frequency of the VCO, and Pdiss denotes the power consumption. The FOMT is defined as

FOMT = FOM − 20 log
(

FTR

10

)
, (14)

where FTR denotes the frequency tuning range as a percentage. These equations show that the
FOM and FOMT of the CMOS wideband VCO are as low as −166 dBc/Hz and −178 dBc/Hz,
respectively. Table 1 summarizes the performance of the CMOS wideband VCO. It can be found
that the measured results are very consistent with the simulated results.
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Table 1: Performance summary of the CMOS wideband VCO.

Simulated Measured
Supply voltage (V) 1.8 1.8

Power consumption (mW) 43 37
Operating range (MHz) 2365 ∼ 3642 2306 ∼ 3502
Sensitivity (MHz/V) 113 177
Output power (dBm) 3 7

Phase noise @ 1 MHz (dBc/Hz) −113 −114
FoM (dBc/Hz) −167 −166

FoMT (dBc/Hz) −174 −178

Figure 4: Implemented CMOS wideband VCO.
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Figure 6: Measured (a) operating range and (b) phase noise of the CMOS wideband VCO.

5. CONCLUSIONS

This work presents a CMOS wideband VCO using the impedance locus for both 802.11g and LTE-
A applications. The operating range and phase noise are optimized by applying capacitor array
and impedance locus design methodology, respectively Measurements demonstrate that the CMOS
wideband VCO design with phase noise optimization has a favorable phase noise and operating
bandwidth performance. The phase noise is lower than−114 dBc/Hz at the 1MHz offset frequencies
over the 2.3 ∼ 3.5 GHz operating range. The FoM and the FoMT are lower than −166 dBc/Hz and
−178 dBc/Hz at the 1 MHz offset frequencies, respectively.
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New Measuring Instrument for the Characteristics of the Two-phase
Flow of the Particulate Material Based on the Microwaves and
Digital Processing of the Signals. Constructional Design Issues

V. F. Novikov
Novosibirsk State Technical University, Russia

Abstract— The discussion of the specific issues appeared for the first time while designing new
measuring instrument for the characteristics of the two-phase flow of the particulate material
moving inside the metal pipe line, started in [1], is continued. The measuring instrument is
based on microwave (SHF) application and digital processing of the signals. A lot of attention is
paid to the peculiarities of the design of the device for the input of the microwave energy to the
pipe line by the connected waveguides with different cross sections.

1. INTRODUCTION

In [2] a scheme of the new measuring instrument for the characteristics of the two-phase flow of the
particulate material moving inside the metal pipe line is described. The quantity of material in the
flow, the range of velocities of the separate flow components, the discharge rate of the flow during
any period like one minute, one hour, one working day, one month are simultaneously measured
on-line. In [3, 4] are solved the problems of creating the theory of the measuring instrument. In [1]
the discussion of the issues coming on for the first time when construction of such measuring
instrument was started. It could be applied in transporting the milled coal — pulverized coal
in metallurgy and power engineering. This problem in the sphere of pneumatic conveying of the
particulate materials is the most complex and actual, especially when the conveying material is
mordant (causing corrosion, like acids) and appeared in large quantities. The further discussion of
these problems is suggested underneath.

2. THE INPUT OF THE MICROWAVE ENERGY TO THE PIPE LINE

2.1. The Peculiarities of the Input of Microwave Energy to the Metal Pipe Line
Figure 1 shows the simplified flow-diagram of the measuring instrument [2]. Microwave energy
from the microwave generator (oscillator) is coming into the pipe line with the help of input device
and is headed towards the output device. So the measured section of the pipe line is constantly
examined with microwaves and this section serves not only for transporting the material, but also
for transporting the microwave energy functioning as circular waveguide. The set of the microwaves
could be either in phase with the flow set or oncoming.

The input and output devices for microwave energy into/out of pipe line are absolutely identical
and represent the system of two wave guides connected on the narrow wall. The narrow wall in
the connection area is fully taken out [3]. All the microwave generator energy is put in the pipe
line through the system of connected wave guides and passing through the transporting material
is output through the identical pipe line system.

Rectangular waveguide of the same sections are usually used in wave guide bridges. A significant
part of the sources is devoted to the analyses and valuation of such schemes. In respect to the given
issue bridges have some peculiarities. One of peculiar features is that for the effective launching of
the circular guide it is technically reasonable to use rectangular waveguide as primary launching
wave guide as shown in [3]. Therefore, the problem of transporting particulate material through
the metal pipe line could be efficiently solved when applying the bridges based on connected wave
guides with different sections.

Another characteristic property of the microwave energy input/output devices (into/out of pipe
line) based on two interconnected wave guides is that it is necessary to introduce in their configu-
ration the so-called “dielectric window”.

The movement of the material through the pipe line is provided by the excess air pressure. This
is prerequisite for the introduction of “dielectric window” (Fig. 1) for the acoustical uncoupling of
two wave guides. The isolator (dielectric) in “dielectric window” should be durable and must not
contribute to friction electrification (static-charge accumulation of dielectric due to transporting
material moving particles friction or encounter with it). Such properties are possessed by isolators
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Figure 1. Scheme of the primary sensor.

from metal oxides, however they are marked by the high magnitude of the dielectric constant. That
is why they influence significantly and variously the velocity Hmn mode waves, passing through
the “dielectric window”, destroying the primary bridge setting-up.

Besides, the savor for the assessment of the possibilities for further reduction of the inner losses
and directional selectivity building-up appears while designing the wave slot bridge hybrid for
measuring instrument for the flow characteristics. The reduction of the inner losses is necessary for
more effective adoption of the microwave generator capability. Directional selectivity building-up
is essential for powering down the effect of the reflections (objectively existing inside the pipe line)
from different material transporting duct elements (the duct transports microwave energy at the
same time). In usual application, for example in antenna assemblies or transmitting equipment,
the bridge is in such conditions when from its both sides the duct is almost coordinated. These
issues are quite new and need additional study.

The work of the bridge on connected wave guides with equal or different sections is described
using the picture of the connection area as a multimode waveguide. The width of each connected
wave guide is chosen for the distribution of the wave H10 only in all the four bridge legs. The space
in the connection area — slot creates an extended wave guide where waves Hs

10, Hs
20, Hs

30 and
waves of higher types could appear. The slot width ds is chosen so that the first two waves could
be distributed along the extended wave guide farther and all the rest die out quickly, creating the
reluctance fields near the fringes.

Boundary data at the slot fringes are found by adding the waves Hs
10, Hs

20 and Hs
30 (waves

of higher types are usually not considered). Adding the waves of different types in the slot port
supports the separation of the input bridge legs. The separation of the output bridge legs is provided
in the same way when the bridge transfers the power from one of input branches to one from the
output branches.

It can be supposed that the calculation technique for the bridges on connected wave guides with
the equal or different sections generally remains the same, because it is based on the multimode
waveguide model.

The calculation task is to choose the slot width ds and slot length ls.

2.2. The Bridge on Connected Wave Guides with Equal Sections

The slot width. So that the wave Hs
30 will not be distributed along the slot and die out quickly,

the critical length λH20
cr for the given type of the waves should be a bit less than the working length

λ w and the critical length of the wave λH20
cr should be more than λ0. That conditions is met if:

λH30
cr < λ0 < λH20

cr , λH30
cr = (2/3) ds, λH20

cr = ds (1)
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From (1) follows that the slot width ds should meet the condition:

λ0 < ds < 1.5 · λ0 (2)

For example, it is recommended to judge by the condition ds ≈ (1.32÷ 1.38) · λ0.
The slot length. The waves Hs

10 and Hs
20 move along the slot with different speeds: the distri-

bution speed of the wave Hs
10 is less than Hs

20 distribution speed. That results in phase difference
∆ψ fields of the Hs

10 and Hs
20 waves by the end of the slot:

∆ψ =
2π

Λs
10

· ls− 2π

Λs
20

· ls (3)

where Λs
10, Λs

20 — waves lengths in the wave guide in the slot area for Hs
10 and Hs

20 oscillations.
So the extended multimode waveguide stands for the device where the phase difference of the

different types of waves is formed. Changing ∆ψ we can send the energy from branch 1 to branchs 3
or 4. If we take ∆ψ = π the generator power from the branch ls will go to the branch 4 — pipe
line. The necessary slot length could be calculated from (3), taking ∆ψ = π:

ls =
λ0

2
· 1
√

1− (
λ0
2ds

)2 −
√

1−
(

λ0
ds

)2
(4)

2.3. The Bridge on the Wave Guides with Different Sections. Methods of Analysis
The above used results of the analysis of the multimode wave guide for the scheme of the bridge
from two connected wave guides with the same sections can’t be used in case when the bridge has
wave guides with different sections. At the same time the strict analysis of the bridge on connected
wave guides with different sections according to analytical methods is complicated by the fact that
it is hard to design such solution of Maxwell equations, which will satisfy the boundary conditions
on the inner side of both wave guides and will be continuous in all the interspace points including
the points of the connection area. Approximate analytical method of solving the task for the system
of connected wave guides with different sections is presented.

The method includes the solution of the Maxwell equations satisfying the boundary conditions on
the inner sides of both wave guides and remaining continuous in all the interspace points excluding
the points of the connection area.

The continuity of the field in the connection area, i.e., the requirement for the equal tangential
components of phasors E and H on both sides of the connection panel, is replaced by the require-
ment of the equation of tangential components of only one field density phasor E or H and by the
requirement of the both wave guides field interaction power (energy) will be equal to zero.

Then one should define the structure of the field separately for each wave guide excluding the
connection area.

The constant of the two connected wave guides with different sections is presented as the constant
in some equivalent wave guide with the rectangular cross-section, which width is an — where n-wave
type index.

After defining the field structure on the inner side of each wave guide (excluding the connection
area) the field for the formula tangential components in connection area is created. Here we must
consider the fact that the connection area lines where the components of the field phasors E and
H tangential to the connection area are extremely close to each other. This comes from the small
size of the connection line in comparison with the circular waveguide diameter.

Using set of taken conditions the three formulas for calculation of waves Hs
10, Hs

20, Hs
30 are made

and the width of the three equivalent rectangular wave guides a1, a2 and a3 is found.

2.4. Consideration of the “Dielectric Window” Impact
“Dielectric window” is designed to be situated at the joint of the inner pipe line and rectangular
wave guide surfaces along the whole slot length (Fig. 2). As the electric field component at the
joint of two wave guides for the wave Hs

20 equals to zero, so the “dielectric window” influences the
interphasing of the waves Hs

10 and Hs
20 through the deceleration of the wave Hs

10.
Making allowance that the speed of the wave Hs

20 is higher than the speed of the wave Hs
10 it

should be supposed that the introduction of the “dielectric window” into the slot will lead to some
reduction of the slot length ls.
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(a) (b) (c)

Figure 2.

Dielectric plate with the width dde takes the relative volume kV in the slot:

kV =
Vde

Vs
=

dde

a1
. (5)

where Vde, dde — the volume and the thickness of the dielectric plate, Vs — the volume of the
bridge slot, a1 — the width of the equivalent wave guide for the wave Hs

10 in the slot.
Then the relative dielectric transmissivity of the place occupied by the connecting device as the

dielectric transmissivity of the mixture (cm) of the dielectric material εcm (dielectric plate plus air)
will be equal to:

εcm = εde · kV + (1− kV ) · ε0 (6)

where ε0 — the relative dielectric air transmissivity equals to one.
Taking into account (6) formula (4) for slot with “dielectric window” length lde

s calculation will
be:

lde
s =

λ0

2
· 1√

ε−
(

λ0
21

)2
−

√
1−

(
λ0

2

)2
(7)

Then it is necessary to constrict the wave guide complementarily as the incorporation of the
dielectric “reams out” the wave guide. So the infeasibility condition of the wave Hs

30 appearance
in the slot will be as follows:

a3 < 1.5 · λ0√
ε

(8)

With the caliber of ceramic plate t = 1 mm and its relevant dielectric transmissivity εde = 10 the
dielectric transmissivity of the mixture εcm according to (6) will be 1.08. Inserting the obtained
magnitude εcm into (7), (8), we realize that the ceramic plate mostly influences the choice of the
slot length ls.
2.5. Experiment
In the bridge on connected wave guides with different sections the circular waveguide is an industrial
steel pipe line with the inner diameter ? 64mm and with the caliper 6 mm, which was generated by
the rectangular wave guide 61× 10mm2. The caliper of the metal part of the “dielectric window”
is 9 mm. The operating frequency is f = 3000MHz.

At first teflon was used as dielectric material. The thickness of the teflon insert was (9 + 6) =
15mm. The insert was placed in the middle of the slot between two wave guides (Fig. 2(a)).
The bridge had quite satisfactory characteristics: direct losses (connectivity) ≈ 1 dB, crosscoupling
isolation 2, 3 ≈ 18 dB. However, during the tests at CHP-plant it was found out that the flying
past dust particles electrify teflon (friction electrification), sedimenting then on its surface or simply
cutting into it.

Dielectric characteristics of the window “reel” during the running, the same is happening with
the measurement inaccuracy of the quantity of the substance in the output flow.
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Then the thick teflon insert was replaced by the thin’ plate of superhard ceramics of the SHF
range: ε′ = 8.2, tg = 2 · 10−4. The thin plate should be faced towards the flow (Fig. 2(b)). In
such case the plate turns out to be shifted against the middle of the slot. Phasing adjustment of
the bridge is broken: the direct losses are increasing, crosscoupling isolations are derating. These
disadvantages, connected to the previous design of the “dielectric window”, are smoothed, if the
capacitance post tuners are introduced in the start and in the end of the slot. It is possible to
improve the direct losses up to ≈ 1.5 dB and the isolation t to ≈ 26 dB.

3. CONCLUSIONS

1. When we design new measuring instrument based on microwave application and digital pro-
cessing of the signals for the characteristics of the flow of the particulate material, we deal with
the task of the most effective input of the microwave energy to the metal pipeline — circular wave
guide. In such case the wave guide bridges on connected wave guides with equal sections are usually
used. But in this case it is more appropriate to use bridges on connected wave guides with different
sections.

2. The results of the analysis, which is based on the multimode wave guide model application,
for the bridges on connected wave guides with different sections can’t be directly applied for the
bridges on connected wave guides with different sections. It is due to the specific structure of
the field in the connection area at the boundary of two wave guides with different sections, where
boundary condition (equitation of tangential components of fields on each side of the boundary
line) is not achieved. If this fact is not taken into account, that could result in some mistakes, for
example, when estimating the slot length.

3. The computer electrodynamic modeling and full-scale test show that the Modal A. I. method,
presented in [5], can be used for calculating the main slot characteristics (ls and ds) for the bridge
on connected wave guides with different sections.

4. The computer electrodynamic modeling shows and full-scale test sustains the opportunity
for improvement of directivity of the bridge on connected wave guides with different sections using
the capacitance element. It is particularly important for designing new measuring instrument for
the characteristics of the flow of the particulate material.
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Abstract— A voltage-controlled oscillator (VCO) for fourth generation (4G) long term evolu-
tion (LTE) applications is designed and implemented using a standard 0.35-µm SiGe BiCMOS
foundry process in this paper. A crucial goal for the design is to achieve low phase noise re-
quired in 4G LTE systems under a low supply voltage. The presented VCO design is based on
a NMOS-only cross-coupled pair with an integrated LC tank. An on-chip inductance is used
in place of a tail current transistor in a conventional NMOS-only cross-coupled oscillator, which
can reduce the supply voltage of the VCO. A phase noise is inversely proportional to the ratio of
Q factor to inductance in a tank. Therefore, the tank with high ratio of Q factor to inductance
is adopted for low phase noise. A supply voltage of 1 V is used with a power consumption of
5mW. Measurements of the VCO are made, revealing that the frequency tuning range is 5.4%;
the output power is −0.9 dBm; the second harmonic suppression is −29 dBc, and the phase noise
is −116 dBc/Hz at a 1 MHz offset.

1. INTRODUCTION

Long term evolution (LTE) systems with orthogonal frequency division multiplexing (OFDM) tech-
niques are growing into one solution to fourth generation (4G) wireless systems due to the advan-
tages of high spectrum efficient and low susceptibility to the multipath fading. A voltage-controlled
oscillator (VCO) that is an essential component in a phase-locked loop (PLL) is required low phase
noise for 4G LTE systems when a low supply voltage is applied. Proposed techniques to design a
low phase noise VCO with a low supply voltage include: 1) using an inductor instead of the tail
current source [1, 2], 2) removing the tail current source [3], 3) use of a resonant tunneling diode [4],
4) use of a switched resonator [5], 5) subthreshold scheme [6], 6) transformer feedback scheme [7],
and 7) body bias scheme [8].

In this paper, a low phase noise cross-coupled VCO is designed under a low supply voltage.
The VCO adopts an inductor to replace the tail current source in conventional cross-coupled os-
cillators [1, 2]. The transistor in a tail current source is absent so the supply voltage of the VCO
can be reduced. It can be particularly noticed that high ratio of Q factor to inductance in a tank
network is used to improve the phase noise of the VCO [3]. The VCO is implemented using the
TSMC 0.35-µm SiGe BiCMOS foundry process.

2. CIRCUIT DESIGN

Figure 1 shows the circuit schematic of the VCO for 4G LTE applications [2]. The VCO design is
based on a NMOS-only cross-coupled pair with an integrated LC tank. The NMOS transistor M
is used as an active component for providing the power of oscillation. The passive tank network
that is composed of the inductance L1, the capacitance C1, and the capacitance of a varactor C2

is employed to select the frequency of oscillation. By referring to the derivation with half-circuit
model of the VCO in [2], the oscillation frequency f0 can be expressed as

f0 =
1
2π

√
1
L1

(
1
C1

+
2
C2

)
. (1)

As a matter of fact, the most important parameter to evaluate the performance of a VCO is a
phase noise. The single sideband noise spectral density can be expressed in terms of the average
power dissipated in the resistance and the Q factor in a tank [9]. From the derivation with the
definition of Q factor in [3], the single sideband noise spectral density L {∆ω} of the VCO can be
approximated as

L {∆ω} ≈10 log

[
FkTω3

A2
L1Q

(
ω0

Q∆ω

)2
]

α10 log
(

1
Q/L1

) (2)
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Figure 1: Circuit schematic of the VCO.
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Figure 3: Chip micrograph of the implemented VCO
RFIC.
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Figure 4: Measured tuning frequency of the VCO.

where F is the device excess noise number; k = 1.380× 10−23 J/K is the Boltzmann’s constant; T
is the absolute temperature; ω is the angular frequency; A is the oscillation amplitude; ω0 is the
angular frequency of oscillation, ∆ω is the angular frequency offset from the carrier. Notice that (2)
clearly indicates that the phase noise of a VCO is inversely proportional to the Q/L1. The phase
noise, then, can be reduced by increasing the Q/L1 value. Figure 2 shows the simulated Q/L1

within range of L1 values from 163 to 1.75 nH. The simulation results are generated by Agilent
Advanced Design System (ADS). As shown in Figure 2, the Q/L1 has a maximum of 5.27 × 109

when the L1 is 1.67 nH. Therefore, the L1 value in this design is set to 1.67 nH to obtain the lowest
phase noise for the VCO.

In order to maintain the oscillation of a VCO, the transconductance of cross-coupled transistors
plays an important role in a VCO design. The transconductance of cross-coupled transistors is
denoted by gm. According to the small-signal analysis in [2], the gm can be formulated in terms of
the parasitic resistance R1 of the on-chip inductor and the C1/C2 in a tank. That is

gm =
1

R1

[
1 +

4(C1/C2)2

1 + 2(C1/C2)

]
. (3)

Since the gm is directly proportional to the power consumption of a VCO, the small ratio of C1 to
C2 enables a VCO to save its power consumption. However, reducing the C1/C2 value causes the
degradation of the phase noise [2]. This clearly shows that the power consumption and phase noise
is a trade-off in the VCO design. The ratio of C1 to C2 is from 0.37 to 0.46 in this design.

3. IMPLEMENTATION AND MEASUREMENT

The VCO for 4G LTE applications is designed and implemented using TSMC 0.35-µm SiGe
BiCMOS foundry process. The chip, shown in a microphotograph in Figure 3 has an area of
1.037mm × 1.38 mm including the pads. The NMOS transistor, octagonal spiral inductor, metal-
insulator-mental (MIM) capacitor and junction varactor with specific value are used in the 0.35-µm
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Figure 6: Measured phase noise of the VCO.

SiGe BiCMOS standard process. The VCO RFIC was mounted and bounded on an FR4 printed
circuit board for testing. An R&S FSV signal analyzer is used to test all of the RF parameters of
the VCO. A supply voltage of 1 V is used with a power consumption of 5mW.

Figure 4 plots the measured tuning frequency for the VCO within the tuning voltage from 0 to
0.8V. This clearly shows that the operating range of the VCO is from 1.814 to 1.912 GHz, revealing
that the frequency tuning range is 5.4%. Note that within this frequency range the tuning curve
is linear. According to the measurements in Figure 4, the applied range of the VCO includes the
LTE Band 35 that covers from 185 to 191 GHz. Figure 4 also indicates that the tuning sensitivity
of the VCO is 122.5 MHz/V. Figure 5 shows that the measured output spectrum of the VCO when
a controlled voltage is 0 V. Figure 5 indicates that the output power of the VCO is −0.9 dBm. The
second harmonic suppression is −29 dBc. Figure 6 presents the measured phase noise of the VCO.
One can see that the phase noise of the VCO is −116 dBc/Hz at a 1 MHz offset.

4. CONCLUSIONS

A low phase noise VCO with low supply voltage for 4G LTE applications has been designed and
implemented by use of the TSMC 0.35-µm SiGe BiCMOS process. The measured results demon-
strate that the VCO achieves the phase noise of −116 dBc/Hz at a 1 MHz offset when the supply
voltage of 1 V is applied.
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A. Sužiedėlis1, S. Ašmontas1, A. J. Kundrotas1, J. Gradauskas1,
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Abstract— Search for new concepts of detection of electromagnetic radiation in the terahertz
frequencies motivates one to approach to this spectrum range from both the microwaves and the
infrared. In this paper, we present the results of investigation of the detection of microwave and
infrared radiation when the diode is biased by DC voltage, expecting more explicit clarification
of the nature of detected voltage of the diode. First experimental results of investigation of
both MW and IR radiation detection using planar GaAs/AlxGa1−xAs small area heterojunction
structure of the same planar design having various values of AlAs mole fraction x are presented
in this paper as well.

1. INTRODUCTION

Search for new concepts of detection of electromagnetic radiation in the terahertz frequencies moti-
vates one to approach to this spectrum range from both the microwaves and the infrared. Previous
experimental results have shown possibility to detect microwave (MW) [1] and infrared (IR) [2] ra-
diation with GaAs/AlGaAs heterojunctions. Detectors of different design were used to detect the
both types of radiation: the point contact diodes for microwaves and square mesas of GaAs/AlGaAs
heterojunction for infrared radiation. Highest sensitivity of the MW and IR detectors was achieved
for different values of AlAs mole fraction x in the AlxGa1−xAs compound semiconductor: x = 0.3
was optimal for the MWs, and x = 0.2 was most favourable for the IR. The point contact design
of the microwave diode is inadequate for high frequency application. Therefore, planar diodes with
small area GaAs/Al0.3Ga0.7As heterojunction were investigated both in microwaves and infrared [3].
High voltage sensitivity in microwaves and high operational speed in infrared were appropriate fea-
tures of the planar diodes. However, origination of the detected voltage over the contacts of the
planar heterojunction diode under microwave and infrared radiation is revealed insufficiently up to
now. Therefore, in this paper we present the results of investigation of the detection of microwave
and infrared radiation when the diode is biased by DC voltage, expecting more explicit clarifica-
tion of the nature of detected voltage of the diode. First experimental results of investigation of
both MW and IR radiation detection using planar GaAs/AlxGa1−xAs small area heterojunction
structure of the same planar design having various values of AlAs mole fraction x are presented in
this paper as well.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Molecular beam epitaxy grown structures were used for the planar diodes fabrication. The i-GaAs
buffer layer was grown onto semiinsulating GaAs substrate. Then the series of semiconductor
layers were grown having following thickness t: n+-GaAs, t = 300 nm, n-GaAs, t = 300 nm, n-
AlxGa1−xAs, t = 300 nm, and upper contact layer that consists of n+-AlxGa1−xAs and n+-GaAs
layers, each of t = 100 nm thickness. The single photon counting photoluminescence method was
used to control AlAs mole fraction x in the MBE grown semiconductor layers. The fabrication
procedure of the planar diode is described in [3]. Clystron generator operating in Ka frequency
range and traveling-wave tube generator operating in W frequency range were used as the sources
of MW radiation. As a source of IR radiation, a passively Q-switched CO2 laser producing smooth
200 ns pulses at 9.29µm wavelength in a single transverse mode was used.

3. RESULTS AND DISCUSSION

Polarity of the detected voltage of the planar heterojunction diode corresponded to the sign of
asymmetry of I-V characteristic of the diode both in microwaves and infrared. Moreover, the value of
voltage sensitivity of the diodes correlated with the quantity of the asymmetry of I-V characteristics.
In case of MW diodes that operation is based on carrier heating phenomena by electric field in
Ohmic junctions the voltage sensitivity of the diode can be expressed as: S = ∆R/2U , where
∆R is electrical resistance difference of the diode at negative and positive polarity of the applied
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voltage U [4]. Detection properties as well as I-V characteristics of MW diodes with different
electrical resistance were investigated. The dependences of their asymmetry of I-V characteristics
and voltage sensitivity in Ka frequency range on power are presented in Fig. 1. It is worth to
note that voltage sensitivity dependence is on MW power in a waveguide, while the asymmetry
of I-V characteristics dependence on electrical power absorbed by the diode. However qualitative
agreement between both these dependences is obvious. Therefore, we can conclude that microwave
current rectification is responsible for the MW signals detection in the planar heterojunction diode.

In case of asymmetry of I-V charatcteristic the detected voltage of the MW diode should depend
on external voltage bias. Fig. 2 depicts the dependence of detected voltage on the bias measured
in the Ka frequency range. This dependence also can be explained on the basis of the dependence
of asymmetry of I-V characteristics on the working point position in the I-V characteristic. Fig. 3
shows the dependence of asymmetry of an I-V characteristic on applied voltage, when the diode
is based negatively, positively, and unbiased. The presented results coincide with the dependence
presented in Fig. 2, however qualitatively only. Therefore, additional mechanism should be involved
in explanation of the detected voltage in the heterojunction diode. In case of hot carrier diode
the dependence of detected voltage on external electrical bias was explained through the field
dependence of electron mobility [5].

Hot carrier phenomena are employed for the detection of IR radiation. That is why the planar
heterojunction diodes were used in infrared experiments. Photoresponse of the diode was observed
under CO2 laser radiation, and the polarity of the detected voltage was the same as in case of
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microwaves. Temporal profiles of the laser pulse and photoresponse signal are shown in Fig. 4.
The photoresponse signals for various electrical bias voltages are presented in Fig. 4 as well. The
photoresponse of the diode cannot be explained by current rectification in this case. The voltage
over the ends of the diode under IR radiation arises due to charge carrier heating by laser radiation.
The details of the influence of external electrical bias voltage on the photoresponse can be seen
in Fig. 5, where the dependence of photovoltage on the bias voltage is presented. When the
forward bias voltage is applied to the diode the photovoltage increases. The photoresponse of
the biased diode consists of two parts: fast and slow. The fast part of the photovoltage is due
to the charge carrier heating, while the slow one is related with crystal lattice heating by laser
radiation. When the bias voltage is applied in backward direction the photovoltage decreases, then
changes its polarity. The same as in case of the forward bias voltage, the photoresponse consists
of fast and slow parts. The dependence of the photosiganal on bias voltage can be explained
by energy barrier change in the heterojunction under influence of the external voltage bias. The
value of the photoresponse of the planar heterojunction diode is lower than the photodetector on
the basis of compensated germanium that operates at liquid nitrogen temperature (see Fig. 4), the
heterojunction diode operates at room temperature. The presence of slow part in the photoresponse
of the biased heterojunction diode does not require fast indication technique for the detection of
short laser pulses.

Finally, we present experimental results of microwave detection using planar GaAs/AlxGa1−xAs
small area heterojunction structure having various values of AlAs mole fraction x. Frequency
dependence of voltage sensitivity S = Ud/P (Ud is the detected voltage, P denotes microwave
power in a waveguide) of the planar diode in W frequency range is presented in Fig. 6. Maximum
sensitivity is achieved for the heterojunction diodes with x = 0.2, while the diodes with x = 0.25
exhibit flatter frequency dependence. Further increase of x causes drastic decrease of the sensitivity.

4. CONCLUSIONS

Planar diode with small area GaAs/AlGaAs heterojunction may be used for the detection of both
microwave and infrared radiation and MW current rectification and carrier heating phenomena are
responsible for arising of voltage response under microwave radiation. The photoresponse of the
diode under IR radiation is due to carrier and crystal lattice heating by the IR laser.

ACKNOWLEDGMENT

This work in part was supported by Agency for Science, Innovation and Technology (grant No. 31V-
32) in the frame of High Technology Development Programme for 2011-2013. Authors are thankful
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Abstract— The use of plasma in microwave electronics to create microwave devices with a
wide band of frequencies. We created the plasma relativistic microwave amplifier with the band
of changing frequency from 2.4 to 3.1 GHz, with output power of 60–90 MW, effective microwave
pulse duration of the 300 ns, efficiency 6–10%, with amplifying coefficient more than 30 dB, with
signal-noise ratio at 22–25 dB.

1. INTRODUCTION

The mechanism of amplifying of the microwave signal in the plasma relativistic microwave amplifier
is similar to the mechanism of amplifying of the electromagnetic wave in the ordinary microwave
traveling-wave tube. The amplifying comes when the electrons beam velocity is nearly equal to the
phase velocity of the electromagnetic wave. In order to slow down the wave, in vacuum microwave
electronics they put a spiral in cylindrical waveguide or use metal ripple waveguide. The dispersion
of this slowing structure determines the frequency band in which the effective amplifying is possible.
To amplify the entering signal in some other frequency band, one should work out another amplifier
with a new slowing structure. The dispersion of waves in plasma waveguide is determined by the
diameters of smooth metal waveguide, electron beam, plasma and plasma density [1]. During the
experiment, the plasma density may change very fast in usual time of 100 mcs. That’s why plasma
relativistic microwave amplifier affords to change one frequency band of the amplified signal to
another without changing the construction of the device.

The main difficulty of creating a powerful microwave amplifier (with an amplifying coefficient
of 30 dB) is the drop-out of the self-excitation. The vacuum relativistic microwave electronics uses
here the several sections managed to excite in them different modes with the frequency fixed. That’s
why these amplifiers have very narrow amplifying frequency band. To extract the self excitation,
the plasma relativistic microwave amplifier uses microwave absorbent [2] similarly to the non-
relativistic microwave amplifiers, because the frequency band of absorption of such absorbents is
high. Still, this method is not sufficient. To reduce the positive feedback we use the mechanism
of the resonance of the fast cyclotron wave of the electron beam and plasma wave reflected from
the output radiating device [3, 4]. The experiments brought another way of reducing of generation.
It turned out that, having the high input signal, which makes the output signal near to nonlinear
regime the level of the generation near the main frequency reduces dramatically [5]. Previously, we
examined the amplification process at two frequencies, and suggested that the enhancement occurs
at any frequency within this frequency range. The purpose of this paper is the experimental proof
of this assumption.

2. EXPERIMENTAL SETUP

The experiments were carried out at the setup that was described in detail in [2, 5]. The schematic
of the plasma relativistic amplifier is shown in Fig. 1.

Circular metal waveguide 1 is placed in a uniform magnetic field of 4.5 kG. Annular plasma 2
is produced by ionizing xenon at a pressure of 1.5 × 10−4 Torr with an auxiliary electron beam
over a time of 100 mcs, and then annular REB 3 is injected into the plasma. The plasma density

Figure 1: Schematic of the plasma relativistic microwave amplifier: (1) circular metal waveguide, (2) annular
plasma, (3) REB, (4) collector, (5) amplifier input, (6) horn, and (7) microwave absorbent.
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(a)

(b)

Figure 2: (a) Waveforms of the beam current and the voltage at the accelerator cathode and (b) time
dependence of the output microwave electric field.

can be varied by varying the current of the auxiliary beam at a constant Xe pressure. The REB
parameters are as follows: the electron energy is 450 keV, the beam current is 2 kA, and the current
pulse duration is 500 ns. The REB electrons fall onto collector 4. This collector also serves to
convert the plasma wave mode into the TEM mode of the coaxial vacuum waveguide and then into
the H11 mode of the cylindrical vacuum waveguide [2]. The input signal is supplied to the plasma
waveguide from one of the four magnetrons by using rod antenna 5. Each magnetron operates at its
own frequency: 2.4, 2.71, 2.83, or 3.1 GHz. The power of the input signal is about 50 kW, and the
duration of the microwave pulse is 5 mcs. The REB accelerator is switched on 200–500 ns after the
start of the magnetron. The input radiation passes through the plasma waveguide and is amplified
in the plasma-beam system. After the plasma wave is converted into the vacuum mode H11 in mode
transformer 4, the amplified radiation is emitted from horn 6 into free space, the electric field at the
axis of the output microwave beam being directed vertically. Microwave generation is suppressed
due to the normal Doppler effect [3, 4], as well as by placing microwave absorbent 7 in the plasma
waveguide. The output radiation is received by a 2 cm long rod antenna placed vertically on the
axis of the microwave beam at a distance of 70 cm from the horn. The antenna signal is transmitted
through a 60 dB attenuator to a Tektronix TDS7404 oscilloscope with a bandwidth of up to 4 GHz.
The total energy of the output microwave pulse is recorded by a 50 cm diameter calorimeter placed
at a distance of 35 cm from the horn. Fig. 2 shows the waveform of the accelerator cathode voltage,
which determines the electron energy, as well as the time dependences of the REB current and
output microwave electric field.

Note that the electron energy and current of the REB in the time interval 50–250 ns (390 keV
and 1.5 kA, respectively) differ from those in the time interval 250–450 ns (450 keV and 2 kA). This
is why the amplitude of the microwave signal in the first half of the pulse differs from that in the
second half. When the REB is injected into a low density plasma, the amplitude of the microwave
signal in the first half of the pulse is higher than that in the second half. However, after optimizing
the parameters of the system (the plasma density and plasma length), the maximum microwave
power is achieved in the second half of the REB current pulse, because the REB power is maximum
at the end of the pulse. A specific feature of the present experiments is that we could perform them
at four different frequencies of the input signal during the same working day. This allowed us to
study the amplifier operation at different frequencies under the same external conditions.

3. PARAMETERS OF MICROWAVE PULSES AT FOUR FIXED FREQUENCIES OF 2.4,
2.7, 2.83, AND 3.1 GHz

For the above REB parameters, plasma waveguide length of 94 cm, and magnetic field of 4.5 kG,
60 to 90 MW microwave pulses were obtained at frequencies of 2.4, 2.71, 2.83, and 3.1GHz. The
output microwave pulse for the frequency 2.83 GHz and results of its analysis are presented in
Fig. 3.

The input microwave power is about 50 kW. The maximum amplification at each particular
frequency can be achieved by varying only one parameter, namely, the plasma density. Panel (a) in
Figs. 3 shows the time dependence of the electric field E(t) of the output microwave radiation. The
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Figure 3: (a) Time dependence of the microwave electric field, (b) spectrum of the electric field E(t) in
the time interval of 500 ns, (c) time dependence of the microwave power P (t) (the upper curve) and time
dependence of the microwave power at the input signal frequency (the lower curve), and (d) spectrum of
E(t) in the time interval 240–440 ns, plotted on a logarithmic scale. The input frequency is 2.83GHz, and
the plasma density is equal to 1012 cm−3 approximately.
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Figure 4: The spectra of output radiation at four frequencies of the input signals.

other plots in Fig. 3 were obtained by processing the waveforms presented in Panel (a). Panel (b)
in this figure shows the spectrum of the output signal recorded over the time interval of 500 ns.
The spectrum consists of a line at the frequency of the input signal and the noise spectrum (mainly
at frequencies exceeding the input frequency). The spectral amplitude S at the input frequency
is proportional to the electric field of the output microwave radiation at this frequency, averaged
over the time interval of 500 ns. This spectrum allows us to estimate the ratio of the noise energy
to the total microwave energy in the time interval 0–500 ns. This ratio is shown in Panel (b). The
squared electric field dependence on time is shown in Panel (c) — the upper curve. The squared
electric field is averaged over the time interval of 10 ns. The calorimetric measurement of the total
microwave energy made it possible to plot the time dependence of the microwave power P (t) in
absolute units instead of the dependence in arbitrary units. The maximum power was equal 95MW.
Here, we assumed that the directional pattern of the output microwave radiation was constant and
the square of the electric field at the axis of the microwave beam was proportional to the total
microwave power. Earlier [2], it was shown that the distribution of the electric field across the
microwave beam was close to that of the H11 mode at frequencies of 2 and 3.2 GHz. The lower
curve in Fig. 3(c), shows the time dependence P (t) in the frequency range of 15 MHz with respect
to the input signal frequency. It can be seen that the maximum power at the frequency of the
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input signal is 90MW. In Panel (d) of Fig. 3, the spectrum is plotted on a logarithmic scale, which
makes it possible to estimate the signal to noise ratio, which is more than 20 dB.

The similar microwave pulses were obtained for another three frequencies. The output microwave
spectra for the input frequencies of 2.4, 2.71, 2.83, and 3.1GHz are presented in Fig. 4. Selection of
the optimal values of the plasma density for each frequency yielded the value of the total microwave
pulse energy of 15–17 J at all frequencies and maximum output power 60–90MW. Indirect methods
proved that the amplifier operates with the same efficiency at any frequency in the range of 2.4 to
3.1GHz.
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SOI CMOS Miniaturized Tunable Bandpass Filter with Two
Transmission Zeros for High Power Applications

Do-Kyung Im, Donggu Im, and Kwyro Lee
Department of EE, Korea Advanced Institute of Science and Technology, Daejeon, Korea

Abstract—This paper presents a capacitor loaded tunable bandpass chip filter using planar
multiple split ring resonators (MSRRs) with two transmission zeros. To obtain high selectivity
and minimize the chip size, asymmetric feed lines are adopted to make a pair of transmission
zeros located on each side of passband. Compared with conventional filters using cross-coupling
or source-load coupling techniques, the proposed filter uses only two resonators to achieve high
selectivity through a pair of transmission zeros. This saves chip area by removing an additional
resonator for transmission zeros. In order to optimize selectivity and sensitivity (insertion loss)
of the filter, the effect of the position of asymmetric feed line on transmission zeros and insertion
loss is analyzed. The digitally programmable 1 bit capacitor composed of metal-insulator-metal
(MIM) capacitor and stacked-FETs is loaded at outer rings of MSRRs to tune passband frequency
and handle high power signal up to +30 dBm. By turning on or off the gate of the transistors,
the passband frequency can be shifted from 4 GH to 5 GHz. The proposed on-chip filter is
implemented in 0.18-µm SOI CMOS technology that makes it possible to integrate high-Q passive
devices and stacked-FETs. The designed filter shows miniaturized size of only 4 mm×2 mm (i.e.,
0.177λg×0.088λg), where λg denotes the guided wave length of the 50 Ω microstrip line at center
frequency. The measured insertion loss (S21) is about 5.1 dB and 6.9 dB at 5.4 GHz and 4.5GHz,
respectively. The designed filter shows out-of-band rejection greater than 20 dB at 500 MHz offset
from center frequency.

1. INTRODUCTION

Various radio access technologies (RATs) have been developed to meet different needs, ranging from
personal area networks (PANs, like Bluetooth), wireless local area network (WLANs, like IEEE
802.11 b/g), wireless metropolitan area networks (WMANs, like Mobile WiMAX/IEEE 802.16e) to
well-known cellular services like GSM/EDGE, W-CDMA, or CDMA2K. As a result, there is great
interest in the implementation of multi-mode (MM), multi-band (MB), and multi-standard (MS)
radio to cover any communication channels. This has resulted in the efforts towards software-defined
radios (SDRs).

Although RF transceiver and baseband integrated circuits (ICs) are towards SDRs because
their reconfigurability and software programmability drastically decrease the hardware complexity
for MM/MB/MS radio, many external front-end modules (FEMs) such as power amplifiers (PAs),
RF switches, and SAW filters/duplexer filters are still used at corresponding frequency bands. Es-
pecially, in case of SAW filter or FBAR filter, although they provide excellent out-of-band rejection
characteristic and low insertion loss, very small tuning range with a few percent limits their use
for SDRs. In order to achieve wide tuning range, most of published works use of transmission
line (TL) filters [1, 2]. There are two major design challenges in designing tunable TL filters for
high power applications. One is the miniaturization of the required filter size, the other is the
implementation of highly linear electronically tunable device handling high power signal from PA.
Traditionally, to vary the center frequency of the filter, ferro-electrical varactors, diode varactors,
and micro-electro-mechanical system (MEMS) switched capacitors are used. Although these spe-
cial technologies satisfy the requirement of power handling capability and linearity, they are not
compatible with silicon-based process technologies. In addition, these require the tuning/switching
voltage in the range of 25 V, which of course is unsuitable for battery-driven handsets.

In this paper, highly miniaturized planar bandpass filter adopting multiple split ring resonators
(MSRRs) and asymmetric feed line technique is designed with high frequency selectivity. By
integrating miniaturized MSRRs and highly linear SOI-CMOS switched capacitors on the same
die, fully integrated planar on-chip tunable filter is firstly proposed for high power applications.

2. DESIGN OF PLANAR TUNABLE FILTER

Figure 1 shows proposed highly miniaturized planar bandpass filter using two MSRRs with asym-
metric feed lines. The input and output feed lines divide input and output MSRRs into two sections
of l1 and l2, respectively, where the total length l1 + l2 is equal to λgo (the guided wavelength at
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fundamental-mode frequency). The coupling capacitance between two MSRRs is expressed by the
Cs and the CL denotes loading capacitance. The signals at the input and output feed points are in
phase when the structure is resonant at its fundamental-mode frequency. As well known, the cou-
pled resonators with asymmetric feeding points create two more transmission zeros [3]. In Fig. 1,
the first zero occurs at the frequency when the length of arm (l1) of the input resonator approaches
a quarter-wavelength and the other occurs at the frequency when the length of arm (l2) is near a
quarter-wavelength.

To find the frequency of two transmission zeros, the equation for the insertion loss of proposed
structure at these frequencies are derived by establishing the ABCD matrices for the upper and
the lower signal paths when the length of l1 and l2 is a quarter-wavelength. The ABCD matrices
for the upper and lower signal paths are expressed as

(
Aup Bup

Cup Dup

)
= M1 ×M2 ×M3 and

(
Alow Blow

Clow Dlow
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= M3 ×M2 ×M1 (1)
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where M1 is the ABCD matrix of transmission line (θ1 = β1l1) with loading capacitance (CL), M2

is the ABCD matrix of coupling capacitance between two MSRRs, and M3 is the ABCD matrix
of transmission line (θ2 = β2l2) with loading capacitance (CL), ω is the angular frequency, and Z0

(Y0) is the characteristic impedance (admittance). From (1), the ABCD matrices for the upper
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Figure 1: Proposed planar tunable bandpass filter adopting miniaturized split ring resonators (MSRRs)
and asymmetric feed line technique. The SOI-CMOS switched capacitor composed of metal-insulator-metal
(MIM) capacitor and stacked-FETs is loaded at outer rings of MSRRs to tune passband frequency.
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Figure 2: 1-bit digitally programmable capacitor inside of proposed tunable filter to tune passband frequency
while handling high power signal from PA.
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where θ is the sum of θ1 and θ2. The insertion loss (S21) of proposed filter be calculated using
parameter conversion from ABCD parameters and is expressed as

S21 =
4BlowY0

B2
lowY 2

0 + 2Blow(Alow + Dlow)Y0 + (Alow + Dlow)2 − 4(BlowClow −AlowDlow)
· (3)

Since the S21 becomes close to zero at frequencies of transmission zeros, the position of two trans-
mission zeros can be found by setting the numerator of (3) (i.e., Blow) equal to zero. In addition,
we know that the position of two transmission zeros can be moved by changing the position of feed
points, because this changes the θ1 and θ2 in the Blow.

It is important to find optimum point where the tunable capacitor is loaded to minimize the
degradation of insertion loss and out-of-band rejection performances in the MSRR. The experimen-
tal results of [4] show that the highest size reduction of split ring resonator (SRR) is achieved when
capacitors are loaded at the outer ring’s split region. Therefore, in this design, 1-bit SOI-CMOS
digitally programmable capacitor of Fig. 2 is loaded at outer rings of MSRRs to tune passband
frequency. To handle high power signal up to +30 dBm from PA, stacked-FETs, where a very high
voltage swing is evenly distributed across each transistor in a chain through a capacitive voltage
divider, is adopted. In addition, in order to increase power handling capability of off-state FETs,
the gate is reverse-biased by applying the positive (+VDD) voltage to the drain and the source
with respect to the gate and the body with ground potential.

3. EXPERIMENT RESULTS

The proposed planar tunable bandpass filter has been implemented in a 0.18µm PDSOI-CMOS
process technology. Fig. 3 shows the chip photograph of the filter. To tune passband frequencies
from 5.4GHz to 4GHz, the l1, l2, and ls are set equal to 2.8 mm, 4.8 mm, and 5µm, respectively, in
Fig. 1. The designed filter shows miniaturized size of only 4 mm× 2mm (i.e., 0.177λg × 0.088λg),
where λg denotes the guided wave length of the 50 Ω microstrip line at center frequency.
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Figure 3: Chip photograph of proposed planar tunable filter.
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Figure 5: Measured third-order input-referred intercept point (IIP3) of proposed tunable planar filter.

The measured frequency tuning range of the planar tunable filter is from 5.4GHz to 4.5 GHz
as shown in Fig. 4. The measured insertion loss (S21) is about 5.1 dB and 6.9 dB at 5.4 GHz and
4.5GHz, respectively, and the measured input reflection coefficient (S11) is less than −10 dB. As
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predicted, the proposed planar tunable filter shows a pair of transmission zeros located on each
side of passband. Despite using only two resonators, high frequency selectivity is achieved owing to
a pair of transmission zeros. The designed filter shows out-of-band rejection greater than 20 dB at
500MHz offset from center frequency. Two tone measurements for intermodulation distortion are
performed over 5.4 GHz passband frequency. In case of power handling capability and harmonic
distortions, this passband frequency is the worst case due to off-state MOSFETs. Tone spacing
used in the linearity measurement is 50 MHz. As shown in Fig. 5, the third-order input-referred
intercept point (IIP3) of +44 dBm is obtained. As a result, the proposed planar tunable filter is
expected to work as a passive component introducing no extra non-linearity.

4. CONCLUSIONS

In this paper, highly miniaturized planar bandpass filter adopting multiple split ring resonators
(MSRRs) and asymmetric feed line technique is designed with high frequency selectivity. By
integrating miniaturized MSRRs and highly linear SOI-CMOS switched capacitors on the same
die, fully integrated planar on-chip tunable filter is firstly proposed for high power applications.
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Variability of GPS-derived Zenith Tropospheric Delay and Some
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Abstract— The total zenith tropospheric delay (ZTD) is an important parameter of the atmo-
sphere and directly or indirectly reflects the weather processes and variations. This paper presents
a hardware and software complex for continuous measurements and prediction of atmospheric
thermodynamics and radiowaves refraction index. The main part is a network of ground-based
spatially separated GPS-GLONASS receivers, which allows the remote sensing zenith tropo-
spheric delay. GPS-Derived Zenith Tropospheric Delay shows the day to day variation and
mesoscale spatial and temporal variability. Comparison with the numerical weather reanalysis
fields and solar photometer measurements showed agreement with the relative deviation of less
than 10%. Hardware-software complex includes the numerical model of the atmosphere on a
computational cluster. A variational assimilation system was used to examine the comparative
impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations. Preliminary results show that the initial field of radiowaves refraction index
was improved by assimilating the satellite derived ZTD.

1. INTRODUCTION

Numerical weather prediction is an initial and boundary value problem; the more accurate initial
conditions could result in the improvement of forecast skill. Over the past decades, considerable
progress has been made in satellite navigation systems monitoring technology, which is significantly
increasing the atmospheric information. In the ionospheric investigation the method may be con-
sidered as a global tool for radiosounding [1–3]. It is shown that a network of ground receivers GPS
— a tool for studying the troposphere with high temporal resolution [3, 4]. Due to the strong spatial
inhomogeneity and temporal variability of atmospheric density, especially for water vapor, accurate
modeling of path delay in GPS signals is necessary in high-accuracy positioning and meteorological
applications (climatology and weather forecasting).

2. RADIOWAVES ZENITH TROPOSPHERIC DELAY AND ITS MONITORING

This paper presents hardware-software complex for continuous measurements and prediction of
atmospheric thermodynamics. The main part of the hardware-software complex is a network of
ground-based spatially separated GPS-GLONASS receivers. The network of seven GPS-GLONASS
receivers arranged to distance from 3 to 35 kilometers in Kazan city (56◦N, 49◦E) gives a good
possibility of the atmosphere remote sensing [7, 8].

All existing theories accept the refraction index as key parameter determining features of distri-
bution of radiowaves in the atmosphere. GPS signals are significantly influenced by the atmosphere,
especially the ionosphere and troposphere, along their path from the satellite to the GPS antenna.
Dependence of the refraction index of air on height above a terrestrial surface causes a curvature
of the radiowaves trajectory. Fluctuations of parameters of the electromagnetic waves extending in
an atmosphere are connected to various atmospheric processes. The equation for a parameter of
refraction looks like [1, 3]

N = 77.6
Pd

T
+ 72

e

T
+ 3.75 · 105 e

T 2
. (1)

Here, T is the absolute air temperature, p is the dry-air pressure, and l is the water-vapor pressure.
The resulted factor of refraction of radiowaves in plasma for high frequencies is defined as [1]:

N = −γ ·Ne · f−2 (2)

Here γ = 40.4 if electronic concentration Ne is expressed in m−3, and frequency f — in Hz. An
additional way of radio waves from the satellite to the antenna associated with refraction in the
atmosphere [1, 5]:

Lj
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i = 10−6

∫

S

N(s)ds (3)
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The integral is taken along the line radio paths from the satellite to the antenna.
The atmosphere is illuminated with 1.6 and 1.2GHz (L1 and L2) signals transmitted by the

GNSS satellites. Phases of signals from a ten or so of these satellites can be simultaneously observed
with mm precision during all weather conditions, using several receivers. Ground-based receivers
measure the received radio signal parameters (group and phase path from the satellite to the
receiver, the Doppler shift of carrier frequency, etc.). Observing from sea level, the lower and upper
atmosphere induce GPS signal phase path delays of several meters or more. The distance to the
satellite receiver can be measured as follows:

Lj
i = ρj

i + Ij
i + ∆Lj

i + εj
i (4)

where the indices i and j — number and the satellite receiver, respectively, ρ — the true distance
between the satellite and the receiver (calculated from the known coordinates of the antenna and
satellite ephemeris data [1], we use final precise satellite orbits [6] to calculate satellite-antenna
distance.); I and ∆L — ionospheric and tropospheric delays the signal; ε — measurement errors,
including errors due to receiver and satellite clock bias.

At use of the multifrequency equipment, probably to compensate errors of measurement of the
pseudo distance, caused by an ionosphere I, using the dependence of these errors on frequency
bearing. The geometrical distance differs from the actual ray path in troposphere is called slant
tropospheric delay. Tropospheric delay consists of a hydrostatic component depending on air pres-
sure and temperature, and a wet delay depending on water vapor pressure and temperature. The
tropospheric delay in zenith direction called zenith tropospheric delay (ZTD) The total zenith
tropospheric delay (ZTD) is an important parameter of the atmosphere and directly or indirectly
reflects the weather processes and variations.

Carrier phases are the primary and most important type of observation for high-precision param-
eter estimation. The original carrier phases are not used for filtering because these measurements
are corrupted by receiver and satellite clock errors. Instead, double differences are used. Ionospheric
refraction causes range delays that may be corrected for by receiving two carrier frequencies simul-
taneously to correct for the dispersive characteristics of the ionosphere. The system of equations
constructed based on measurements collected at each interval of fifteen minutes from all the satel-
lites simultaneously, solved by the method of least squares. Phase ambiguities are estimated as
unknown. For the residual variance of the differences we have are these fifteen-minute estimates.
The resulting estimates of ZTD, we smoothed them using a Kalman filter.

GNSS-derived ZTD have been validated against NCEP-NCAR NCEP/NCAR reanalysis data [5].
Comparing the results with remote sensing data of weather stations, radiosonde and reanalysis
showed good agreement (Table 1).

GNSS-derived zenith tropospheric delay shows the day to day variation and mesoscale spatial
and temporal variability [7]. The most changeable part of the ZTD is zenith wet delay, caused
by the integral water vapor (IWV) [3]. We estimate IWV using GNSS-derived ZTD and ground
measurement air pressure and temperature. The Saastamoinen model is used when computing
the zenith hydrostatic delay [3]. The consistency between GNSS-derived IWV and NCEP-NCAR
reanalysis data shows and a standard deviation of about 2 kg·m−2 IWV. The example of comparison
is shown in Figure 1.

It is noted that when comparing the integral water vapor of satellite navigation system with
numerical weather fields, differences arise relating to model overestimations for hydrostatic delay.
The average bias of ZTD estimates increase with the growth of cloudiness. ZTD bias reaches about
7mm, which causes the overestimation of integral water vapor from 0.98 to 1.18 kg/m2. So, it is
appropriate to assimilate into numerical weather model field evaluation of the initial tropospheric
delay, and not integral water vapor content.

Table 1: Verification of GNSS-derived ZTD versus reanalysis-derived ZTD.

season mean residual (m) standard deviation (M) correlation coefficient

winter 0.006 0.011 0.82± 0.09

spring 0.013 0.009 0.94± 0.03

summer −0.022 0.027 0.73± 0.13

fall −0.014 0.013 0.86± 0.07
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Figure 1: GNSS-derived IWV versus NCEP-NCAR reanalysis derived IWV. Kazan, 1–11.04.2009.
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Figure 2: Comparison of radiowaves (a) refraction index time and (b) vertical structure. (red — prediction
without ZTD assimilation, green — control, blue — prediction with ZTD assimilation).

3. NUMERICAL SIMULATION RESULTS

Hardware-software complex includes the numerical model of the atmosphere on a computational
cluster. WRF-model is used for prediction of 3d structure of troposphere meteoparameters and
radio waves refraction index [8]. The Advanced Research WRF model version 3.1 and its three-
dimensional variational data assimilation system (3D-Var) were used [10]. The domain configura-
tion included a domain of 5 km horizontal resolutions. The grids extended vertically to 50 hPa and
were resolved by 31 unevenly spaced levels with the nest resolution in the boundary layer. The
initial and boundary conditions and surface temperature data were from the National Centers for
Environmental Prediction Global Forecast System (GFS) with spatial and temporal resolutions of
1◦ × 1◦ and 6 h, respectively. A variational assimilation system was used to examine the compara-
tive impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations.

Preliminary results show that the initial field of wind and temperature was improved by as-
similating the satellite derived ZTD. Figure 2 shows the time and vertical structure of radiowave
refraction index forecast for August 1–4, 2010.

It indicates that the all has been well predicted with ZTD assimilation against without.The
standard deviation with assimilation tropospheric delay is decreased up to 6 times. For vertical
structure prediction is very similar to control data with and without assimilation too.

4. CONCLUSION

We have presented some experimental results of zenith tropospheric delay and integral water vapour
variations measurement. A variational assimilation system was used to examine the comparative
impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations. Preliminary results show that the initial field of wind, temperature and
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radiowaves refraction index was improved by assimilating the satellite derived ZTD.
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Abstract— In this paper we show results of troposphere fluctuation analysis and its influence
on radiowaves refractive index variations. For comparison of inhomogeneous impurities structure
we used electromagnetic waves refraction index data which don’t depend on impurity but depend
on atmospheric parameters only. Our main object of investigation is a mesoscale process in tropo-
sphere. We can estimate space structure of atmospheric parameters, using the data from network
based on Global Navigation Satellite System receivers. We used structure function to estimate
characteristics of impurities and refraction index fluctuation. Function shows the contribution of
the processes of the defined scale in the total variance of the fluctuations. The received structure
functions demonstrate increasing with distance between stations. The results show a significant
effect on electromagnetic wave refraction index caused by the mesoscale troposphere process.

1. INTRODUCTION

Investigation of inhomogeneities and their connection with the movement of air masses in the
atmosphere is one of the most difficult modern scientific problems. So far is slightly investigated
their influence, in the radar measurements and satellite navigation. Our main object of investigation
is a mesoscale process in troposphere ant their influence on radio waves. These processes have size
from 1 km up to 1000 km and time scale about few hours. Mesoscale processes are less investigated
than smaller or larger processes. One of main reason is that, this task requires system with good
temporal and spatial resolution. At present, with the modern development Global Navigation
Satellite System (GNSSS) there is opportunuity to use their signals for remote sensing of the
troposphere. Using the data from network based on Global Navigation System receivers, we can
estimate space structure of atmospheric parameters, and calculate influence of mesoscale processes
and other irregularities on the propagation of radio waves in the troposphere.

In this paper we show results of troposphere fluctuation analysis and its influence on radio waves
refractive index variations. For comparison of inhomogeneous impurities structure we used electro-
magnetic waves refraction index data which don’t depend on impurity but depend on atmospheric
parameters only.

2. MEASUREMENT METHODS

Since the route between the satellite and receiver radio waves are affected by the atmosphere, the
radio signal comes on the receiver with delay. If we calculated its spatial and temporal variations,
we can estimate the quantitative characteristics of the atmospheric processes [1, 2].

The distance between satellite and receiver measured by carrier phase can be represented as
the sum of the true distance between satellite and receiver, ionosphere and troposphere delays of
the signal, measured errors, including errors due receiver and satellite clock drift. Atmospheric
correction, which characterizes the delay of radio waves as compared to propagation in vacuum, is
defined as the integral of the refractive index of the path passed by radio wave in the atmosphere [1–
3].

Main parameter in remote sensing of troposphere is zenith troposphere delay (ZTD), equal to
the difference of the optical and geometric path signals of satellite navigation systems in a neutral
atmosphere in the zenith direction. ZTD is measured in units of length.

Investigation of the effect of inhomogeneities on radio waves propagation of are most commonly
used two methods — the method of spectral and structural features. When measuring the spectra
should be borne in mind that the measured signal is a superposition of the inhomogeneities influence
in absolutely all sizes, and the use of structural features in the measured signal is not taken into
account the influence of inhomogeneities in less than a certain size. For satellite radio paths —
most suitable ground-based receiver is the second method — the structure functions. Structure
function is a basic characteristic of process with random increments. Physically, structure function
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Figure 1: Structure functions of radio signals zenith tropospheric delay measured by August 23, 2009, by a
network of GNSS receivers in the range of scales 0.85–35 km, for different times of day and it’s approximated
by a power function.

is a square of fluctuation of the investigated parameter. Function shows the contribution of the
processes of the defined scale in the total variance of the fluctuations [4].

We calculate the structure function of zenith troposphere delay GNSS signal and refractive index
of the decimeter radio waves, depending on the horizontal distance r between the station of the
network GPS-GLONASS.

Dn(r) =
〈
(N(0)−N(r))2

〉

Dq(r) =
〈
(ZTD(0)− ZTD(r))2

〉 (1)

The first term in parentheses corresponds to the reference point with the conventional receiver
coordinate (0), and the second — to a point at distance r from the reference point. The angle
brackets denote averaging over time. The physical meaning of the structure function is the mean
square fluctuation in the value of the study of the spatial scales of processes with stationary incre-
ments. As indicator of mesoscale processes influence, structure function should have a power-law
behavior [3]. For calculation structure functions were used estimates of the difference zenith tropo-
sphere delay and the refractive index of radio waves on two spaced points received for 10 seconds,
which are averaged over a period of at least 1 hour.

For estimation value of error technique, described above is a specific experiment. We evaluated
the estimation variance of the difference in the ZTD horizontal receiving antenna spacing of 12 m
to 26m. This approach allowed us to estimate the accuracy of our method. After measuring the
structure function of troposphere delay for a low base, we have determined that the accuracy of
the structure function is equal to 0.002 m2.

3. EXPERIMENT WITH NETWORK OF GNSS RECEIVERS

For analysis two independent networks of stations were used. The first network of automated
stations measure main meteorological parameters. They are located in various sites within urban
territory and spaced on distance from 0.9 up to 5.3 km from each other. The second network of
GPS-GLONASS collects the data about spatial structure of electromagnetic waves refraction index.
They are also located in various sites of city and spaced on distance from 0.83 up to 35 km from
each other. Using data from each network we calculated spatial structure of refractivity index.

To assess the influence of the daily dynamics of mesoscale inhomogeneities on of GNSS radio
signals troposphere delay, an experiment was performed with a network of GNSS receivers separated
by distances of 1 to 35 km. In Figure 2 shows example plots of structure functions calculated from
experimental data.

As expected, the structure functions increase with increasing distance between the points of
measurement. That is, contribution of inhomogeneities in troposphere delay increases with the
size of the inhomogeneities. It is seen that in a 35 km scale structure function shows a significant
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Figure 2: Structural functions of radio waves refraction index measured by the network of GNSS receivers
on the range of scales 0.85–35 km at different altitudes and its approximatied by a power function.

variation depending on time of day. For the base in 21–35 km in the daytime its value reaches
values 0.06–0.07 m2 in the morning and evening, 0.007 m2. This behavior of the structure function
means, that during the day increases the variance of the index of refraction of radio waves in the
horizontal direction of the scale of the order of tens of kilometers.

For comprising with data from monitoring station, calculation of structure function of the re-
fraction index was made. Evaluation was performed on the surface of the Earth (at the height of
the antenna) and at altitudes of 160m, 450m, 800m, 1400m, 3 km, 5 km, 8 km and 10 km relative
to the surface of the Earth. In Figure 2 shows example plots of structure functions and their
approximations for the study of several heights. Based on these results we can note a number of
general laws.

First, there is a substantial increase in the horizontal structure function of the index of refraction
of radio waves with an increase in the scale of the inhomogeneities,, with increasing distance between
the receiving points of radio signals. That is, inhomogeneities contribute to the dispersion of the
refractive index increases with the size of the inhomogeneities at all levels of high-rise [5, 6].

Secondly, the. value of the structure functions were approximated by power functions with
an exponent equal to 0.69–0.82 and structural constant 1.2–1.7, largest structural feature of the
structure constant level of 0.82 and 1.72 was obtained for the surface layer. The received structure
functions demonstrate increasing with distance between stations.

4. CONCLUSIONS

It is shown that remote sensing signals, of GLONASS and GPS satellites passed though tropo-
sphere, measured by a network of receivers, allows us to study the quantitative characteristics of
inhomogeneities of the refractive index dm radio waves at different heights of the troposphere, in
particular, the horizontal structure functions of the index of refraction and troposphere delay of sig-
nals, including their diurnal variations. Comparison of results obtained in the data of independent
ground-based measurements of the structural function of the refraction index and high-altitude
radiosonde measurements showed good agreement. The results obtained in this paper do not con-
tradict the previously known publications [4–7].
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Abstract— Planning and strategies of government subsidized programs for agriculture require
accurate information about extents and classification of arable land for crop production. In Mex-
ico 20% of arable land is on slopes and ravines, and cultivated extents vary from one agricultural
cycle to the next one due to local practices and other factors. There is a problem posed for
government decision makers to obtain accurate estimations of cultivated extents and arable land
on a yearly basis. Surface values provided by photographic interpretations or by the producers
themselves are inaccurate estimations. To increase accuracy a topographical survey of each par-
cel and current field data would be required for each agricultural cycle, a practical impossibility.
Remote sensing (RS) technologies offer an alternative to timely estimate surfaces for decision
making at different scales — local, regional or higher — to support planning and management
of government programs. In some places RS based methodologies already provide information
about seeded crops, advance estimated yields and accurate arable surfaces. These methodologies
are well adapted to relatively flat and large areas. Sloped surface estimation directly from an
optical satellite image introduces inaccuracies since the calculated values correspond to a planar
view of the terrain. An adjustment method to control slope effects based on regression estimates
and adjustment factors according to a slope classification is proposed. This work reports on a
pilot study realized on an area located in Central Mexico which covers approximately 25 km2.
Plots with slope intervals of 0–9%; 9.1–19%; 19.1–29%; 29.1–39% and > 39%, which were classi-
fied as simple or complex were considered. The plot areas were calculated by triangulation from
polar coordinates using one or several points within each polygon on the images. The accuracy
of the measurements was verified with topographical instruments on the field. Comparisons were
made between remote sensing results and from field surveying data. The study concludes on the
advantages and applicability of the method using images from SPOT and Ikonos sensors.

1. INTRODUCTION

Planning and implementation of government subsidized programs for agriculture require accurate
information about extents and classification of land for crop production. In Mexico information
about the extent of agricultural land is routinely collected. According to the latest official statistics
approximately a total of 29 million hectares are cultivated, of which an estimated 20% is arable and
is located on slopes and ravines [1]. Accurate data about arable areas is required by government for
different purposes, a main one being annual funding programs for farmers in order to improve yield
or for the recent initiatives towards the sustainable modernization of traditional agriculture [2].
The official estimates of arable extents are not close to reality because on the one hand, they are
often based on farmer survey reports on the size of their plot, and on the other hand, when the
estimates rely on photographic or satellite image interpretations flat surfaces are being assumed.
Besides there is a notorious yearly land use change from agricultural to urban coverage and from
ejidos to private property that is not totally quantified. Ejido is a communal agricultural and farm
land of a village, which is usually assigned to its inhabitants in small parcels, which are used under
the federally supported system of communal land tenure, programs and incentives. In recent years
the ejido type of land has been given private property status which makes estimation of surfaces
occupied by agricultural crops more difficult since owners are not required to provide information
on cultivated surfaces.

A substantial accuracy increase of estimated arable extents would require topographical surveys
of parcels, a prohibitively expensive solution. The use of optical remote sensing — the current avail-
able know-how and technology in this country — seems to be an intermediate alternative solution.
Remote sensing based methodologies are already in use for obtaining detailed information about
crop surfaces, types of seeded crops as well as estimated yields at different geographic scales [3]. A
methodology is needed which provides accurate results with acceptable cost/benefit characteristics
and which takes into account the non-planar characteristics of the terrain. Such a methodology is
presented in the following section.
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2. METHODOLOGY FOR ESTIMATING CULTIVATED AND ARABLE LAND AREAS
ON SLOPES

Remote sensing techniques using optical satellite images may be used for estimations of parceled
extents used for agricultural cultivation over relatively flat areas. However the direct estimation of
surfaces from a satellite image will introduce inaccuracies for sloped surfaces, especially those with
small and irregular plots. The calculated values would correspond to a planar view if information
is extracted from each pixel without consideration terrain slope. Therefore in order to obtain more
accurate values an adjustment technique to control these effects is needed and its applicability needs
to be evaluated. This work applied and evaluated a methodology for estimation of cultivated/arable
plot areas through a calculation technique based on triangulation from polar coordinates, using one
or several points within each polygon on the images. The remote sensing area estimations were
obtained from high and medium resolution satellite images: multispectral Ikonos and panchromatic
and multispectral Spot 5 respectively, and from a digital orthophoto. The satellite images were
selected because they are readily available within research and government institutions where this
approach could be used.

The methodology applied two levels of geometric correction. In the first level the images were
rectified without considering the elevation of the terrain. In the second level the images were
orthorectified using data from a digital elevation model. 29 cuts of parcels with five levels of slope
degree intervals were made and the surfaces were estimated through supervised classification of
panchromatic and multispectral Spot and multispectral Ikonos imaging. The accuracy of these
estimates was compared against measurements taken from field surveys in the pilot parcels. The
pilot assay was carried out over the study area and the results were compared with those obtained
on the field through topographical surveying methods.

The study area covers approximately 25 km2 and is located in the Santa Maŕıa Jajalpa ejido, in
the Tenango municipality in the State of Mexico, within central Mexico. The zone where the study
area lies is characterized by generally practicing non irrigated agriculture and by small and irregular
parcel plots. There is also a spatio-temporal variation in the seeded crops for any agricultural cycle.
In the methodology, shown schematically in Figure 1, pilot plots with slope intervals of 0–9%; 9.1–
19%; 19.1–29%; 29.1–39% and > 39% were selected, their characteristics verified with topographical
instruments. Then plot areas were calculated by triangulation from polar coordinates using one or

Figure 1: Methodological scheme for estimating cultivated surfaces on sloped terrain from satellite images.
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(a) (b)

(c) (d)

Figure 2: Regression models for data analyses of parcels with complex slope: (a) rectified Ikonos; (b) ortho-
rectified Ikonos; (c) rectified Spot 5 and (d) ortho-rectified Spot 5.

several points within each polygon. Plot parcels were further classified as simple or complex, these
last ones showing an undulated relief pattern. The technique for the estimation of plot surface
involved regression estimates and adjustment factors.

Comparisons were made between remote sensing results and from field surveying data, namely,
from test values and treatment values; these showed that 87% of the calculated surfaces using
Ikonos images and 37% of those calculated from Spot 5 images were underestimated. In some cases
there were overestimations. In a global analysis the estimated surfaces from remote sensing proce-
dures were correlated with the surfaces resulting from the topological survey, a better adjustment
was obtained with a quadratic model with correlation coefficients of 0.9481 for the ortho rectified
Ikonos case, while the quadratic model adjustment for the multispectral Spot 5 image presented a
correlation coefficient of 0.752 in Figure 2. More details about the field work and verifications are
reported in [4].

3. CONCLUSIONS

This study showed that terrain slope hampers obtaining accurate values for cultivated surfaces
from remote sensed images, especially if medium or low resolution images are used. The lower
spatial resolution of the multispectral Spot 5 image did not support reliable results for the rela-
tively small sized parcels which dominate the study area. The largest inaccuracies corresponded to
parcels grouped according to the complexity criterion, showing that higher slope values together
with pronounced roughness or undulation of the terrain will induce errors if surface estimations
are obtained solely from satellite image processing. The results show that starting at 9% slope
values important errors appear. The highest accuracy was obtained using elevation data in the
orthorectification of the images, which clearly depends on the digital elevation model used. The
surface estimates from the higher resolution Ikonos image are closer to the ones obtained through
topographic surveying.
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Abstract— In this study, we examine the techniques of extracting laver cultivation area using
various parameters that can be calculated by synthetic aperture radar (SAR) dual polarization
data, in order to detect the target area more effectively and decide suitable methods within
the limitation of available polarization. Eigenvalue analysis and coherence analysis are one of
the methods that can effectively utilize dual polarization data. Comparison was made using
parameters derived from those methods, and experimental results showed that the parameters
utilizing dual polarization data showed better performance than single polarization data.

1. INTRODUCTION

In Japan and other Asian countries, laver cultivation has been an important marine industry in
coastal areas as well as fishery because laver (Porphyra) is nutrient-rich food and has been used in
many Asian cuisines. However, laver cultivation is vulnerable to natural disasters such as typhoons
and tsunamis. If those disasters hit laver cultivation area, laver cultivation structures would be
devastated and scattered around the coast. This will affect not only owners of the laver cultivation
structures but also the free passage of ships around the area. Therefore, monitoring laver cultivation
area is important.

Synthetic aperture radar (SAR) has been proven to be one of the most useful sensors and there-
fore used in a variety of areas because of its all-weather and day-and-night observation capabilities
with high resolution. While most of the traditional SAR systems were operated on single polar-
ization mode, recent technological advancements allowed us to develop and operate SAR systems
with multi polarization observation capability. Multi polarization data have shown the potential to
increase further the ability of extracting physical quantities of the scattering targets. While quad
polarization data have several advantages, they are relatively few compared with single or dual
polarization data because of the operational costs and system constraints of full polarization SAR
systems. Although there are many platforms that can be operated on quad polarization mode, they
are more often to be operated on single or dual polarization mode instead, because of those reasons.
There is a certain trade-off between data availability and multi polarization. Therefore, we focused
on HH-V V dual polarization data as a good compromise between single and quad polarization
data.

2. LAVER CULTIVATION AND SAR RESPONSE

In our test site of laver cultivation in Tokyo Bay, every year starting from October, cultivation nets
are placed at approximately 10–20 cm below the sea surface with supporting floats with laver spores
attached to the nets, grow during winter, and the grown laver is harvested in next April. Through
this process, the nets are sometimes placed above the sea surface to promote photosynthesis. When
the nets are placed underwater, the areas become effectively shallow water, and small-scale waves,
that are the principal scatterers, are damped, resulting in reduced radar backscatter. Therefore, the
cultivation area should have smoother sea surface compared with the area without laver cultivation
nets (background area), and this difference in roughness can appear in acquired SAR data. For
example, if the surface of cultivation area is smooth enough, the surface looks as specular surface
for SAR, and backscattering from such surface is very small and close to the system noise level.
Polarimetric entropy derived from eigenvalue analysis [1] should be high and coherence [2, 3] between
HH and V V should be low in such area because the backscattering is close to the system noise.

3. ANALYTICAL METHOD

Entropy/alpha decomposition [1] was originally proposed for quad-polarization data, but modi-
fied and applied to dual-polarization data later [4, 5]. The entropy/alpha decomposition for dual-
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polarization data can be expressed as follows:

〈[Ccoh]〉 = [U ]
[

λ1 0
0 λ2

]
[U ]∗T = λ1u1u∗T1 + λ2u2u∗T2 (1)

[U ] =
[

U11 U12

U21 U22

]
= [ u1 u2 ] (2)

ui =
[

cosαi sinαie
jδi

]T (3)

where 〈[Ccoh]〉 is averaged coherency matrix, λ1 ≥ λ2 are eigenvalues, and [U ] is orthogonal unitary
matrix. ∗ and T denote complex conjugate and transpose respectively. Entropy H and scattering
angle α and can be expressed as

H = −P1 log2 P1 − P2 log2 P2 (4)
α = P1 cos−1(|U11|) + P2 cos−1(|U12|) (5)

where
Pi =

λi

λ1 + λ2
. (6)

The coherence between HH and V V polarization is described as follows:

γcoh =
|〈SHHS∗V V 〉|√〈SHHS∗HH〉〈SV V S∗V V 〉

. (7)

where SHH and SV V are complex scattering components of the corresponding polarization combina-
tion. In coherence analysis, the phase difference between the two components is also an important
factor.

(a) (b) (c)

(d) (e) (f)

Figure 1: TerraSAR-X images of Futtsu Horn laver cultivation area in Tokyo Bay, Japan. The data were
acquired on October 20, 2011 (upper row (a), (b), and (c)) and December 26, 2008 (lower row (d), (e), and
(f)), respectively. (a) (d): HH polarization image, (b) (e): V V polarization image, (c): coherence image,
(f): dual entropy image.
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In order to assess contrast between the areas with and without cultivation nets, the following
criterion, mean contrast, was defined. The mean contrast is expressed as

Cmean =
∣∣∣∣
〈Acultivation〉 − 〈Abackground〉
〈Acultivation〉+ 〈Abackground〉

∣∣∣∣ (8)

where 〈Acultivation〉 represents a mean value of pixels in laver cultivation area, 〈Abackground〉 stands
for a mean value of pixels in background area.

The process of extracting the cultivation area is as follows. First, median filtering is applied
to image data of cultivation area to reduce the noise effect. Then, a binary image is created by
applying thresholding and morphological filtering to the filtered image. Based on the binary image,
cultivation area is extracted, and the criterion is applied to the extracted cultivation area and
background area in each parameter image.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS

Figure 1 shows images of Futtsu Horn laver cultivation area (139◦48′E, 35◦17′N) in Tokyo Bay,
Japan. The data were acquired on October 20, 2011 and December 26, 2008 respectively by
TerraSAR-X dual-polarization mode (HH and V V ). The net and background areas used in the
comparison are marked as rectangles in Fig. 1. In Figs. 1(a) and (b), the amplitude of the net
areas are higher than background area. Thus, it can be assumed that the nets were above the sea
surface. On the other hand, in Figs. 1(d) and (e), the amplitudes of the net areas are lower than
the background area. Thus, the nets seem to have been placed underwater. Table 1 shows contrast
between laver cultivation area and background area. In 2011 data, coherence showed highest
contrast compared with other parameters, and that was dual entropy in 2008 data. Increased
contrast can be seen by comparing the right images (coherence and dual entropy images) with the
corresponding left and middle images in Fig. 1. These results could be comparable to previously
suggested polarimetric entropy based methods which require full polarization data [6, 7].

In order to assess the usefulness of dual polarization data further, additional experiments were
performed using ALOS-PALSAR quad polarization data. The quad polarization data used here
were acquired on November 24, 2008 (ALPSRP150972900-P1.1). Table 2 shows contrast comparison
between cultivation area and background area in ALOS-PALSAR data. Dual polarizatioin analyses

Table 1: Contrast between laver cultivation area
and background area in Fig. 1.

Parameter Mean contrast
2011/10/20 2008/12/26

HH 0.1414 0.2587
V V 0.0529 0.2412

HH + V V 0.0013 0.2536
HH − V V 0.3273 0.2439
Entropy 0.2531 0.4645

Scattaring angle 0.3479 0.0081
Coherence 0.6740 0.0311

Phase Difference 0.2257 0.0078

Table 2: Contrast comparison between laver culti-
vation area and background area in ALOS-PALSAR
data.

Polarization Parameter Mean contrast
HH 0.1582

Single V V 0.1470
HV 0.0025

HH + V V 0.1629
HH − V V 0.0043

Entropy (dual) 0.2323
Dual Alpha angle (dual) 0.2101

Coherence 0.0477
Phase difference 0.1581

Entropy 0.2164
Alpha angle 0.2087
Anisotropy 0.0059

Ps 0.3178
Pd 0.0815

Quad Pv 0.0018
Pc 0.0100

Ps (rotation) 0.3098
Pd (rotation) 0.0585
Pv (rotation) 0.0026
Pc (rotation) 0.0131
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 2: Contrast comparison between laver cultivation area and background area in ALOS-PALSAR
data (only selected parameters are shown). (a) HH + V V image Cmean = 0.1629. (b) HH − V V image
Cmean = 0.0043. (c) Entropy image (dual) Cmean = 0.2323. (d) Alpha angle image (dual) Cmean = 0.2101.
(e) Coherence image Cmean = 0.0477. (f) Phase difference image Cmean = 0.1581. (g) Entropy image (quad)
Cmean = 0.2164. (h) Alpha angle image (quad) Cmean = 0.2087. (i) Anisotropy image Cmean = 0.0059.
(j) Ps image Cmean = 0.3178. (k) Pd image Cmean = 0.0815. (l) Pv image Cmean = 0.0018.
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were made using only HH and V V polarization data among quad polarization data. Fig. 2 shows
selected parameter images made from ALOS-PALSAR dual (HH and V V only) and quad (HH,
HV /V H, and V V ) polarization data. The net and background areas used in the comparison
are marked as rectangles in Fig. 2. Among the parameters derived from dual polarization data,
entropy showed highest contrast, which is higher than using each individual polarization amplitude.
It also should be emphasized that entropy from dual polarization data showed as high contrast as
entropy from quad polarization data. Among all the parameters analyzed in this comparison, Ps

(surface scattering) from the four-component scattering power decomposition (4-CSPD) using quad
polarization data showed highest contrast. Results from 4-CSPD with rotation were also analyzed
but the difference was not significant.

5. CONCLUSION

In this study, we extracted laver cultivation area and evaluated contrasts between laver cultivation
area and background area using various parameters derived from multi polarization data, for the
purpose of extracting the target area more effectively and deciding suitable methods within the
limitation of available polarization. We showed that parameters from dual polarization data per-
forms better than single polarization data. This study could also be applied to detect polluted area
caused by tanker accident or offshore-oil disaster since spilled oil on the sea has similar physical
characteristics to laver cultivation area.
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Abstract— This paper proposes an ultra-wideband half loop antenna for aircraft. The basic
structure of the proposed antenna is a loop antenna applied self-complementary structure to
obtain ultra-wide band. The ultra-wide band loop antenna is changed into a half loop structure
on the ground plane by using image effect. This change reduces the size of the loop antenna
in half and the half loop antenna can be installed on metallic surface of aircraft. To minimize
wind load for the half loop antenna on aircraft, the height of the antenna is reduced from 0.155λ
to 0.11λ where λ is free space wavelength at 0.3GHz. The overall size of the designed antenna
is 315mm × 295 mm × 110mm (0.315λ × 0.295λ × 0.11λ). The measured −10 dB bandwidth is
100 : 1 (0.3–30 GHz). It shows extremely ultra-wide bandwidth. The radiation pattern in xy-
plane shows monopolelike radiation pattern and the gain is higher than 0 dBi in the measured
frequency 0.3–18GHz. The proposed half loop antenna was simulated with an unmanned aerial
vehicle (UAV) to verify the radiation pattern. The antenna was installed on the fuselage of UAV.
As a result of the simulation, the radiation pattern on UAV was similar to that of the half loop
antenna.

1. INTRODUCTION

Recently, broadband antennas are required for Ultra-WideBand (UWB) communications systems
and broadband radar systems. In addition, an Unmanned Aerial Vehicles (UAV) are being equipped
with several communications systems, a lots of antennas are required. However, it is difficult to
install a large number of antennas in the limited space on small UAV and the ability of the flight
is influenced by many antennas mounted on an UAV. Therefore, one ultra-wide band antenna is
desirable for combine a lot of antennas and low-profile antenna is suitable for reduced the wind
load.

Ultra-wideband antennas have been reported. The inverted-hat antenna [1] with 40 : 1 band-
width has been proposed. It is not, however, matched with 50Ω in the entire operating band. If this
antenna matched with 50 ohm, the −10 dB bandwidth would be reduced. The tactical broadband
omnidirectional antenna [2] with 9.1 : 1 (100 MHz–915 MHz) bandwidth has been proposed. It has
a low-frequency and high frequency mode. The low-frequency mode operates at 100MHz–500 MHz
and the high-frequency mode operates at 415–915 MHz. This antenna should be chosen for only
one mode of use. Moreover, it’s difficult to make antennas of a low-frequency mode.

Previously we reported ultra-wideband loop antenna [3] and half loop antenna [4]. The half loop
antenna had the height of 165 mm. In this paper, we design a low-profile half loop antenna. The
structure of the half loop antenna is changed to reduce the antenna height for mounting on UAV.
The low-profile antenna on UAV is simulated to verify radiation patterns.

2. LOW-PROFILE HALF LOOP ANTENNA

The ultra-wideband loop antenna applied self-complementary structure [3] is not appropriate to
install on UAVs because it has 3-dimentinal structure. Also if the antenna is close to the UAV’s
metal surface, the performance of the antenna is degraded. Therefore, the ultra-wideband loop
antenna was changed to the half loop antenna [4].

Figure 1 shows the geometry and return loss of the half loop antenna. As shown in Figure 1(a),
the antenna is designed on ground plane of 1000 mm× 1000mm (1λ× 1λ). The size of the antenna
is 183mm× 160mm× 165mm (0.183λ× 0.16λ× 0.165λ). This antenna has high height (165 mm)
for UAV antenna applications. The −10 bandwidth of the antenna was measured as 49.3 : 1 (0.3–
14.8GHz) as shown in Figure 1(b). The designed antenna has ultra-wide bandwidth and monopole-
like radiation pattern in the xy-plane but the height of the antenna should be reduced for aircraft
antennas. Therefore, we designed a low-profile half loop antenna as depicted in Figure 2.

The designed half loop antenna with low-profile characteristics has the size of 315mm×295mm×
110mm (0.315λ×0.295λ×0.11λ). The height of the antenna was reduced from 165 mm (Figure 1(a))
to 55 mm. However, the width and length of the antenna was lengthened for the lowest frequency
(0.3GHz) impedance matching. Simulated and measured return loss is represented in Figure 2(b).
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Figure 1: Geometry and return loss of half loop antenna. (a) Geometry. (b) Return loss.
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Figure 2: Geometry and return loss of low-profile loop antenna. (a) Geometry. (b) Return loss.
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Figure 3: Radiation pattern in xy-plane of low-profile half-loop antenna (measurement).
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Measured −10 dB bandwidth is 100 : 1 (0.3–30 GHz). The bandwidth is wider than that of the half
loop antenna. This is because the low-profile half loop antenna has wider width. It is possible to
make tapered curve for high frequency (16–30GHz) impedance matching.

Figure 3 shows radiation pattern of the low-profile half loop antenna in the xy-plane. The
radiation pattern was measured for several frequencies. All radiation patterns showed monopole-
like pattern. This pattern would be useful for communication link between an UAV and a ground
station.

3. LOW-PROFILE HALF LOOP MOUNTED ON ANTENNA

To verify radiation characteristics of the low-profile half loop antenna mounted on UAV, the antenna
was installed on UAV and was simulated. The simulation was performed with CST Microwave stu-
dio. Figure 3 shows geometry of the low-profile half loop antenna installed on UAV. For simulation

Figure 4: Geometry of the low-profile half loop antenna installed on UAV.
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Figure 5: Radiation pattern of low-profile half loop antenna installed on UAV (Simulation).
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speed, 1/7 scaled UAV model was used. Therefore the size of the antenna was reduced. Frequency
was increased by 7 times.

In Figure 4, the xy-plane radiation pattern of low-profile antenna is showed in several frequencies
The radiation pattern shows monopole-like radiation pattern in xy-plane, and the radiation char-
acteristics of the antenna were maintained in installation for an UAV. Accordingly, the low-profile
half loop antenna is confirmed to be suitable for an UAV.

4. CONCLUSIONS

In this paper, the low-profile half loop antenna was proposed for mounted on an UAV. The proposed
antenna is a combination of a wavelength loop antenna and the self-complementary principle. In
addition, because the low-profile is a favorable condition for mounting on the UAV, the structure of
the antenna changed from a half loop antenna form to low-profile half loop antenna with decreasing
its height up to 55 mm. The measured −10 dB bandwidth is 100 : 1 (0.3–31 GHz) and the xy-plane
radiation pattern shows monopole-like radiation pattern. Also, the simulation results are the same
characteristics of it. Therefore, it is suitable to be mounted on an UAV.
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Wideband Linear Antenna with H-shaped Parasitic Element
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Abstract— Many types of linear antennas are widely used in the mobile communication, be-
cause they have a simple and light structures. Sleeve antennas, which are one of linear antennas,
have a possibility of wider bandwidth. In this paper, a new type of sleeve antennas is proposed
and its characteristic are analyzed.

1. INTRODUCTION

It has already been analyzed that the broadband characteristic can be acquired by loading the
X-shaped liner parasitic element on the outside surface of semi-rigid coaxial cable. Moreover, it
has been analyzed that a wider bandwidth is obtained by changing the X-shaped liner parasitic
element into the H-shaped plate parasitic element, and miniaturization of the parasitic element is
also realized by bending H-shaped plate. In this paper, the antenna characteristics are analyzed,
when a plate element is loaded at the tip of the straight liner radiating element of the antenna with
the H-shaped parasitic element.

2. ANTENNA AND SUBSTRATE STRUCTURE

The model of the X-shaped antenna is shown in Fig. 1. The model of the H-shaped antenna is
shown in Fig. 2. The model of H-shaped bending antenna, which miniaturization is realized by
bending H-shaped plate, is shown in Fig. 3. The model of the proposal antenna is shown in Fig. 4.
In Figs. 3 and 4, the above figures are seen from the top and the following figures are seen from
the front. Then, in Fig. 4, the width of the plate element loaded at the tip of the straight liner
radiating element is set to the parameter a, and length is set to the parameter b. The thickness of
all elements is 0.1mm.

Figure 1: X-shaped antenna. Figure 2: H-shaped antenna.

Figure 3: H-shaped bending antenna. Figure 4: Proposal antenna.
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3. ANALYTICAL RESULT

At first, the VSWR characteristics of X-shaped antenna are shown in Fig. 5. The bandwidth
(VSWR is less than 3) is from 3.3GHz to 6.3 GHz and the relative bandwidth is approximately
62.5%. The radiation patterns are almost the same as those of dipole antennas. The VSWR
characteristics of H-shaped antenna are shown in Fig. 6. The bandwidth (VSWR is less than 3)
is from 2.7 GHz to 6.4 GHz and the relative bandwidth is approximately 78%. The characteristics
of H-shaped antenna and H-shaped bending antenna are almost the same. Next, the VSWR
characteristics of the proposal antenna are shown in Fig. 7, when the parameter b is fixed to 1 mm
and the parameter a is changed from 1 mm to 10 mm. It is found that it is possible to lower the
minimum resonant frequency, where the VSWR is less than 3 by the parameter a. The lowest
resonant frequency is obtained when the parameter a is 6 mm. Next, the VSWR characteristics
are shown in Fig. 8 when the parameter a is fixed to 6 mm and the parameter b is changed from
5mm to 16 mm. It is considered that the parameter b decides the highest resonant frequency of
the bandwidth and it is also found that the wider bandwidth can be obtained. The optimal value
of the parameter b is set to 14.5mm. The model of the parameter a = 6mm and the parameter
b = 14.5mm, is used as the proposal antenna, and the comparison of the VSWR between the
proposal antenna and the H-shaped bending antenna is shown in Fig. 9. The H-shaped bending

Figure 5: X-shaped antenna. Figure 6: H-shaped antenna.

Figure 7: The VSWR characteristic for length a. Figure 8: The VSWR characteristic for length b.

Figure 9: The VSWR characteristic of proposal antenna.
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(a)

(b) (c)

Figure 10: Radiation pattern.

antenna covers the bandwidth from 2.7GHz to 6.4 GHz, where the VSWR is less than 3, and the
relative bandwidth is approximately 78%. On the other hand, the proposal antenna can cover the
bandwidth from 3.0 GHz to 9.6 GHz, where the VSWR is less than 3. It is confirmed that that the
relative bandwidth becomes wider up to about 105%. Finally, the simulation result of the radiation
pattern of the proposal antenna is shown in Fig. 10. The radiation patterns at 1.6GHz, 3.7 GHz
and 6.0GHz are shown. The radiation pattern of xy-plane can be regarded as an omnidirectional
pattern, yz-plane and xz-plane can be regarded as the character 8, respectively, the gain is 2.0 dBi.

4. CONCLUSIONS

This paper has examined the fundamental characteristics of the proposal antenna, which loads the
plate element at the tip of the straight line radiating element of the H-shaped bending antenna.
It has been confirmed that these loaded elements, width a and length b, determine the operation
bandwidth and the wider bandwidth is achieved by adding these elements to the conventional
H-shaped bending antenna. Moreover, about radiation pattern, there are respectively sufficient
antenna gains. As a next study, we will analyze the operating principle in detail.
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Reduction of Cross Polarization in Circularly Polarized Broadband
Waveguide Antenna Using an L-shaped Probe
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Abstract— This paper presents a circularly polarized broadband waveguide antenna with low
cross polarization. The center frequency is chosen to be close to the middle value of the cutoff
frequency between that of the dominant mode (TE10/TE01) and the second higher-order mode
(TE20/TE02). The cross polarization gets worse at a higher frequency which is close to the cutoff
frequency of the TE20/TE02. For avoiding this effect, four thin metal poles (2mm×2 mm×52mm)
are installed at the inside corners of the waveguide. The cross polarization becomes lower in the
wide azimuth rang. As a result, circular polarization with low cross polarization over a wide
azimuth range is also achieved even in the higher frequency.

1. INTRODUCTION

Recently, circular polarization have been extensively studied and received much advantage such as
reduction of multipath fading, avoidance of the clutter effect in RADAR and no need of antenna
alignment [1–3]. And, it received attention due to alluring applications in satellite, RADARs, GPS
and Wireless LAN.

Broadband circularly polarized antenna using a waveguide of square aperture and an L-shaped
probe is presented in [4]. Numerous wideband circularly polarized antennas using an L-shaped
probe are proposed [5–7]. Inserting the poles (8mm × 8mm × 5mm) at the inside corners of the
waveguide weaken the effect of the higher order mode of TM11 which prevent the good broadband
axial ratio (AR) characteristics [4]. The antenna has a simple waveguide structure and has a 3-dB
bandwidth in AR of approximately 50%.

In this paper, the center frequency is changed to be close to the middle value of the cutoff
frequency between that of the dominant mode (TE10/TE01) and the second higher-order mode
(TE20/TE02) for bandwidth enhancement. In addition, four thin poles (2 mm×2mm×52mm) are
inserted at the inside corner of the waveguide to reduce cross polarization. These effects in proposed
antenna are verified through simulation. The simulation results of this paper were obtained using
Ansoft HFSS 10.1 which employs finite element method.

2. ANTENNA STRUCTURE

Figure 1 shows the proposed circularly polarized antenna which has a waveguide structure with
the L-shaped probe. The cross section of the waveguide is chosen as 25mm × 25mm in order to
set the cutoff frequency at 6.0 GHz. The L-probe is placed perpendicular to the direction of the
propagation wave and at a distance of an effective quarter wavelength from the closed back side
wall. The waveguide has a square cross section to degenerate TE10 and TE01 components of circular
polarization. To generate circular polarization, a phase difference of 90 degree is given through the
length of vertical probe is chosen about λ/4mm. The L-probe has two arms with diameter of
0.8mm and 2.0 mm for vertical and horizontal part. The variation in diameter of the horizontal
part is possible to control the amplitude ratio characteristics. Therefore the characteristics are
optimized by choosing the diameter as 2.0mm.

The antenna is redesigned with a modified center frequency at 8.6GHz for considering frequency
at the center between the cutoff frequency of the TE10/TE01 and the TE20/TE02. Therefore, the
distance between the probe and the closed backside wall is chosen as 12mm corresponding to λg/4 at
8.6GHz. Note that the electric field of TM11 mode directs propagation direction. It deteriorates the
AR characteristics beyond the cutoff frequency of TM11 because of the asymmetrical distribution.
However, the large degradation is improved by choosing the optimized waveguide length from
l = 48mm (λg) to l = 52 mm due to electric field of the mode has constant cycle length at each
frequency. In addition, four thin poles (2mm× 2mm × 52mm) are inserted at the inside corners
of the waveguide. It decreases of the cross polarization over the wide azimuth range because the
poles reduce a concentration of electric field at the corners.
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Figure 1: Proposed antenna. Figure 2: Reconfiguration of center frequency.

Figure 3: Extension of waveguide length. Figure 4: Effect of poles (2 mm× 2mm× 48mm).

(a) AR characteristics (b) Gain characterisitcs

Figure 5: Comparison of previous antenna and proposed antenna.

(a) 9.0 GHz (xy-plane) (b) 10 GHz (xy-plane) (c) 11 GHz (xy-plane)
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(d) 9.0 GHz (xz-plane) (e) 10 GHz (xz-plane) (f) 11 GHz (xz-plane)

Figure 6: Radiation patterns.

3. RESULTS

Simulation results are discussed in this section. In the first place, the good AR characteristics are
obtained over higher frequency by changing the cutoff frequency from 7.8 GHz (λg = 60mm) to
8.6GHz (λg = 48 mm) shown in Fig. 2. Secondly, extension of waveguide length improves the AR
characteristics around 9.4 GHz which higher order mode (TM11) generates strongly. Variation in
AR characteristics with waveguide length l is presented in Fig. 3. Next, the effectiveness of thin
poles (2 mm × 2mm × 48mm) on AR characteristics is shown in Fig. 4. Notable improvement of
AR characteristics is achieved about 9.4GHz.

Characteristics of the proposed antenna is compared with previous antenna [4] shown in Fig. 5.
The 3-dB AR bandwidth is expanded to 54.0% (6.66–11.59 GHz) from 49.4% in the +x direction,
while the antenna gain maintains around 7 dBic high gain up to higher frequency than previous
antenna. Radiation patterns in the x-y and the x-z plane at high frequency (9.0, 10 and 11 GHz)
are presented in Fig. 6. It is found that cross polarization (LHCP) is reduced over the wide azimuth
range by the inserted thin poles.

4. CONCLUSIONS

A broadband circularly polarized waveguide antenna with an L-shaped probe showing lower cross
polarization has been presented in this paper. It is realized that reconfiguration of the center
frequency causes lower AR characteristics over higher frequency. In addition, it is demonstrated
that the extension of waveguide length l causes the effect to generate good circular polarization.
And, reduction of cross polarization is achieved by inserting the thin poles at the inside corners of
the waveguide. The proposed antenna could attain a simulated 10-dB S11 bandwidth of 51.6% and
3-dB AR bandwidth of 54.0%.

This antenna could be used in high speed communication such as UWB hand-band (from 7.25–
10.25GHz) for large information handling capacity in a broadband characteristic. Also, application
as RADARs with high resolution is expected.
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Abstract— This paper presents an ultra-wideband MIMO antenna covering WCDMA, WLAN,
WiMax and UWB bands for mobile handset applications. The designed ultra-wideband antenna
is consisted of a folded monopole antenna coupled with inverted-L element and meander lines.
An open stub is inserted in the folded monopole to block 5 GHz WLAN band which interferes to
UWB band. The proposed antennas are symmetrically placed on top part of the mobile handset
ground for MIMO antenna technology. Meander lines are positioned between two antennas
for improving the isolation in operation bands. The size of the designed MIMO antenna is
55mm× 13.5mm. The −10 dB bandwidth was measured as 1.85–11.9 GHz without the rejected
band (5.15–5.85 GHz). The isolation between two antennas is higher than 17.2 dB. Average gain
and total efficiency are 4.96 dBi and 91.4% respectively. Due to the compact size and ultra-wide
bandwidth, the proposed antenna is a good candidate for a mobile handset antenna that has a
limited space available.

1. INTRODUCTION

Recently, multiple-input multiple-output (MIMO) antenna technology is becoming very popular in
wireless communication systems because this technology can significantly improve data transmission
speed and channel capacity [1]. The technology has been adopted in several wireless communication
systems and a compact wideband MIMO antenna is needed for mobile device applications. Various
multi-band MIMO antennas have been proposed for mobile device applications. A quad-band
MIMO antenna with a three-dimensional structure has been reported [2]. This antenna covers the
WLAN and WiMAX bands A modified monopole antenna with a parasitic element was developed
for dual-band MIMO antenna applications [3]. This antenna covers various communication bands
except the UWB band A UWB-MIMO antenna presented in [4] has large size. It is difficult to
apply to modern mobile handsets This antenna covers only the UWB band and does not block the
WLAN (5.15–5.85 GHz) band.

This paper presents a compact MIMO antenna for mobile device applications. The proposed an-
tenna covers several communication system such as WCDMA (1.92–2.17 GHz), WiMAX (2.3 GHz,
2.5GHz), WLAN (2.4 GHz), and UWB (3.1–10.6 GHz) bands. The designed antenna consists of
a printed folded monopole antenna coupled with a parasitic inverted-L element [5]. To block the
WLAN (5.15–5.85 GHz) band that interferes with the UWB band a open stub is inserted in the
folded monopole antenna. The size of the antenna is changed to cover the WCDMA band. In the
proposed antenna system, antennas are symmetrically arrayed on the top part of the mobile phone
substrate to obtain good isolation performance. In addition, parasitic meander lines are printed
between the arrayed antennas to improve the isolation. The next section describes the proposed
antenna in detail.

2. ULTRA-WIDEBAND ANTENNA WITH BAND-REJECTED OPERATION

Figure 1 shows the structure of the wideband folded monopole antenna coupled with a parasitic
inverted-L element [6] FR-4 (εr = 4.4) with a thickness of 0.8 mm is used as the substrate.

The ground plane size is determined to be 120 mm (0.9λ) × 40mm (0.3λ). The antenna is fed
by a semi-rigid coaxial cable. The frequency range of the UWB system (3.1 ∼ 10.6 GHz) causes
interference to the WLAN (5.15 ∼ 5.85GHz) band. To obtain characteristics of band-rejected
effect, the open stub is inserted in the printed folded monopole. The rejected band is controlled by
parameters that are the width and length (L) of the open stub. The optimized values for width
and length of open stub are chosen as 0.6 mm and 7.9mm which are, respectively 0.14λ of 5.5GHz.
The size of the antenna is 12.75mm (1λ/10)× 12mm (1λ/11).

Figure 2(a) shows the simulated and measured return losses of the band-rejected antenna com-
pared to a return loss of the no band-rejected antenna Good agreement was observed between
the simulation and the measurement. The measured −10 dB bandwidth is 2.27–10.6 GHz (4.7 : 1)
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Figure 1: Structure of ultra-wideband antenna with band-rejected operation.
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Figure 2: Return loss and maximum gain. (a) Return loss. (b) Gain.

including rejected band and the bandwidth of the band-reject is 700MHz (5.15–5.85GHz). It is
observed that the antenna has band-rejection characteristic at WLAN frequency band compared
with the measured result of nonopen stub antenna. Except for WLAN (5.15–5.85 GHz) system, it
covers WiMAX, Bluetooth, and UWB system bandwidths. Figure 2(b) shows the simulated and
measured maximum gain in the operating band. In the band-rejected band of 5.6GHz, antenna
gain is −1.65 dBi. This antenna can reject the WLAN band. The maximum gain increases with
the frequency except for the rejection band because the electrical size of the antenna increases.

3. ULTRA-WIDEBAND MIMO ANTENNA

For a good diversity performance, MIMO antenna should have high isolation characteristics between
antennas in a mobile handset. Several antenna placements were simulated for a high isolation
performance. Figure 3 shows S21 by antenna placement on mobile handset ground plane. The
proposed MIMO antenna is printed on the top part of a mobile phone ground plane. The size of
the ground plane is 55 mm × 86.5mm, and FR-4 (εr = 4.4, thickness = 0.8 mm) is used as the
substrate. The size of the antenna (Figure 1) is changed from 12.75× 12mm2 to 16.5× 13.5mm2

to cover WCDMA band (1.92–2.17 GHz). Two antenna placements are compared. The designed
antennas are symmetrically placed on the top part of the ground plane in antenna placement 1
whereas the antennas are asymmetrically positioned in antenna placement 2. As shown in Figure 3,
S21 of antenna placement 2 is lower than that of antenna placement 1. This is because the end
of the inverted-L element has strong electric field. Therefore, to achieve further high isolation
performance, the antennas are symmetrically placed as shown in Figure 4(a).

As shown in Figure 4(a), the ends of arrayed inverted-L elements have opposite direction for
improving isolation. Figure 4(b) is simulated S-parameter. The −10 dB bandwidth is 1.969–
11.66GHz (5.92 : 1) except rejected band which is 5.07–5.88 GHz. This MIMO antenna can cover
WiMAX (2.3GHz, 2.5 GHz), WLAN (2.4 GHz), and UWB (3.1–10.6 GHz) bands. Also WCDMA
(1.92–2.17GHz) band is partly covered. The S21 is simulated below −11.56 dB in 1.965–10.4 GHz.
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The S21 was improved when compared with antenna placement 2 for around 2 GHz from −9.5 dB
to −11.56 dB. The left and right side antennas in Figure 4(a) have same radiation characteristics
because of symmetrical position.

Thus, Figure 5 shows simulated maximum gain and radiation patterns in several frequencies
(1.92, 4, 5.6, 7, 10 GHz) for the left side antenna. The maximum gain is higher than 3.8 dBi except
for 5.6 GHz. The maximum gain of rejected band at 5.6 GHz is −4.53 dBi. The radiation level of
5.6GHz is low due to rejected band operation. The radiation pattern at 10 GHz showed harmonic
pattern. The other radiation patterns are nearly omni-directional. The simulated antenna did not
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Figure 5: Maximum gain and radiation patterns. (a) Maximum gain. (b) Eφ in the xy plane. (c) Eφ in the
xz plane. (d) Eφ in the yz plane.

cover WCDMA band perfectly and the isolation performance is not enough for MIMO antenna.
To improve the isolation in operation bands and to broaden the −10 dB bandwidth meander

lines are positioned between two antennas. The −10 dB bandwidth was measured as 1.85–11.9 GHz
without the rejected band (5.15 ∼ 5.85GHz). The isolation between two antennas is higher than
17.2 dB. The average gain and total efficiency are 4.96 dBi and 91.4% respectively.

4. CONCLUSIONS

This paper designed an ultra-wideband MIMO antenna with WLAN band rejected operation for
1.92–10.6GHz band. The size of the ultra-wideband antenna with band-rejected operation was
changed to cover WCDMA band and two designed antennas were placed on top part of the mobile
handset ground plane for MIMO antenna system. For good isolation characteristics, several antenna
placements were simulated and symmetrically antenna placement was determined. To improve the
isolation in operation bands and to broaden the −10 dB bandwidth, meander lines are positioned
between two antennas. The designed ultra-wideband MIMO antenna showed good radiation and
isolation performance. Due to the compact size and ultra-wide bandwidth, the proposed antenna
would be useful for MIMO antenna in mobile handset applications.
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Abstract— This paper demonstrates the generation of circular polarization (CP) from the
composite right/left handed transmission line (CRLH-TL). The CP generation is obtained by
selecting a suitable position of the CRLH-TL between both edges of the ground. As a result,
a CP with a measured bandwidth of 21.8% for an axial ratio (AR) of < 3 dB in the boresight
direction is obtained. Using the behavior in both the left-handed and right-handed frequency
regions, a scanning angle of the main beam of approximately 30◦ can be obtained by varying the
frequency between 2.58 GHz and 2.99GHz.

1. INTRODUCTION

The leaky wave antenna (LWA) that uses a composite right/left-handed transmission line (CRLH-
TL) has been investigated by numerous researchers [1–4]. The radiation in the right-handed fre-
quency with parallel phase and group velocities is directed in the forward propagating direction.
However, the radiation in the left-handed frequency with anti-parallel phase and group velocities is
directed in the backward propagating direction. Therefore, backward-to-endfire frequency scanning
(BEFS) is available by sweeping the frequency between the left- and right-handed frequencies. Al-
though BEFS behavior can be applied to radars and sensors, most of the conventional LWAs with a
CRLH-TL are linearly polarized. An LWA that can generate CP has recently been presented in [5].
This structure has two LWAs and a phase shifter for generating two orthogonal polarizations that
are 90◦ out of phase.

Based on the above considerations, we herein present a single-element circularly polarized LWA
having a CRLH-TL structure. One key to generating CP is the L-shaped structure of a stub and
the inter-digit structure of a unit cell, both of which should be designed considering the dispersion
characteristics around the frequency and the 90◦ phase difference between Ex and Ey. Another
key is to control the ratio of |Ex| and |Ey| by choosing a suitable position of the LWA element
transmission line between the two edges of the ground plane so as to effectively take advantage
of the effect of radiation from the edges. As such, in the present study, the axial ratio (AR)
characteristics are presented, a brief explanation of the physical behavior is presented, and the
dependence of the radiation pattern on frequency is discussed.

2. ANTENNA STRUCTURE

The structure of a unit cell of the proposed antenna is shown in Fig. 1(a). The unit cell is composed
of a ground plane, a dielectric, a feeding microstrip line, fingers (a coupled inter-digit structure),
and an inductive parallel stub with a shorted termination though a via (φ = 0.5mm) to the
ground plane. Fig. 1(b) shows the comb-shaped LWA of eight unit cells used in this study. A

(a) (b)

Figure 1: (a) Structure of the unit cell. (b) Basic structure of the comb-shaped LWA using a CRLH-TL.
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Taconic substrate of TLY-5 CH/CH with a dielectric constant of 2.2, a loss tangent of 0.001, and
a thickness of 1.6 mm was used for the present structure, which had a ground with dimension of
97.4mm × 50 mm × 0.035mm. And the unit cell has finger length lc and stub length ls, both of
which have been optimized as 9 mm and 10.1 mm, respectively, considering both the 90◦ phase
difference. The gap g between the stub and the fingers is also optimized as 0.8mm, where the
width w of a finger has been chosen as 0.35 mm. Furthermore, the intervals between the fingers are
0.3mm.

The TL element of the LWA is initially placed on the ground plane so that the center position
of the stub is located at the center of the ground plane in the x direction.

3. DESIGN AND SIMULATION RESULTS

To understand the dispersion characteristics and also for parametric studies, the simulations were
conducted by HFSS 13.0. In this section, the dispersion characteristics for a unit cell are first
discussed. The effect of the position on the ground plane is discussed.

3.1. Dispersion Characteristics

The dispersion characteristics of the unit cell which have narrow bandwidth is shown in Fig. 2.
Considering that βp should be lower than that of the free space for a leaky wave to occur, the
frequency for left-handed behavior is from 2.18 GHz to 2.71GHz. Similarly, the frequency fro right-
handed behavior is from 2.76GHz to 4.24GHz. Therefore, a band gap from 2.71 to 2.76 GHz is
allowed to exist for generating CP.

3.2. Parametoric Study on the Position on the Ground Plane

The length of the fingers and stubs are 9 mm and 10.1 mm, respectively. The AR characteristics of
the proposed LWA are observed when the element position is shifted by 8 mm in the +x direction.
As shown in Fig. 4, a bandwidth of 32.7% for an AR of < 3 dB is obtained when the LWA element
is shifted. The bandwidth of the AR is widened by changing the shift distance. This is because

Figure 2: Dispersion characteristics of the unit cell. Figure 3: Variation in AR while shifting the LWA
element in the x direction from the initial position.

Figure 4: Fabricated antenna. Figure 5: S11 for the simulation and the measure-
ment.
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of the electric field changes in both x and y directions, Ex and Ey. The radiation from the edge
of the ground plane affects Ey when the ground plane is shifted by 8 mm. As a result, the shift
to +x results in nearly equal values of Ex and Ey, which results in the generation of CP. In order
to generate CP, a phase difference of 90◦ is also required. In this structure, the phase difference
is caused by the current on the fingers and stub. Therefore, such an L-shaped structure generates
a phase difference by traveling-wave-like excitation. A CP antenna based on a similar principle is
discussed in [6].

4. EXPERIMENTAL RESULTS

The proposed antenna design with ls = 10.1mm, lc = 9 mm, and a shift of element by 8mm
was fabricated and measured. The fabricated antenna is shown in Fig. 4. Fig. 5 shows both the
simulated and measured S11 characteristics. The slight disagreement in the characteristics is due to
fabrication errors around the fingers and the stubs. However, right/left handed regions are covered
with the enough S11. In this structure, S11 (< −10 dB) was obtained since the number of unit cell
is 8, which is very much lesser than infinite, and calculated process of bloch impedance doesn’t
consider the amplitude of the circuit. Fig. 6 shows the AR characteristics in the +z direction. A 3-
dB AR band is observed for bore-sight direction (+z) around the band gap frequency. These figures
reveal the good agreement between simulated and measured result with sufficient cross-polarization
discrimination (XPD) of more than 15 dB for an AR of 3 dB.

Figure 6: AR for the simulation and the measurement.

(a)

(b) (c)

Figure 7: Simulated and measured radiation pat-
terns on the z-x plane at (a) 2.58 GHz, (b) 2.74 GHz,
(c) 2.99 GHz. The units of the radial axes are dBic.

(a)

(b) (c)

Figure 8: Simulated and measured radiation pat-
terns on the y-z plane at (a) 2.58 GHz, (b) 2.74 GHz,
(c) 2.99 GHz. The units of the radial axes are dBic.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 975

Figures 7 and 8 show the radiation pattern on the z-x and y-z planes, respectively, at (a) 2.58 GHz
(left-handed region), (b) 2.74 GHz (band gap region), and (c) 2.99 GHz (right-handed region). How-
ever, no scanning in the z-x plane is observed. As a result, a CP scanning of 30◦ is obtained by
varying the frequency between 2.58GHz and 2.99 GHz. The antenna gain is approximately 1 dBic.
However, the antenna gain improves as the number of unit cell increases.

5. CONCLUSION

We have presented a circularly polarized LWA with a CRLH-TL structure. The CP radiation was
obtained by the 90◦ of phase difference caused by the L-shaped structure consisted of the stub and
the fingers and by the nearly equal amplitude occurred in Ex and Ey. The proposed LWA covers
right/left handed frequency bands which are needed for scanning. Therefore, it is applicable to
radars and sensors using CP.
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Abstract— An array is designed to be used in UWB imaging systems. The antenna is an
eight-element dielectric rod array covering 8–12GHz frequency range and has the ability to send
short electromagnetic pulses in a directional manner with low distortion and low loss. The
array antenna performance is further improved by the inclusion of a low-loss SIW feed network
and wide-band input matching through optimized GCPW transition. The array is optimized to
have a compact size and almost constant radiation pattern with frequency. Measured results
are successfully confirmed with simulation; it has a broadband performance at 8–12GHz, with
14.5±2 dB gain, −14 dB SLL, and better than 27 dB front-to-back ratio. Meanwhile, the antenna
provides a symmetric radiation pattern with relatively low cross polarization of better than
−19 dB and occupies 10 cm× 9 cm.

The antenna is geared towards imaging with high resolution. Reflections of a target are measured
for the developed array and compared to the previously-fabricated antenna. Strong reflected
pulse and high resolution image are recorded by new antenna, demonstrating the potential of
this feature for microwave imaging systems.

1. INTRODUCTION

Ultra wideband imaging approaches are a topic of growing interest. It is of particular interest to the
military, law enforcement, and rescue/search departments [1]. One approach to microwave imaging
is radar-based, which operates by sending a short-term pulse towards the object of interest using
one or many antennas. The reflections are measured and used to create an image related to the
differences in dielectric properties of the structure. In order to reliably sense the reflections from
the object located in an area, a high quality antennas are required to send and receive UWB pulses
with low distortion and high efficiency [2]. Additionally, the transmitting and receiving antennas
have to be compact and lightweight for portability and to be compatible with prototype imaging
systems.

The antenna radiation pattern needs to be accounted for — since significant image distortion
might be seen due to the radiation pattern angle dependence. Numerous antenna designs for radar-
based ultra wideband (UWB) imaging have been reported [2–4]. Vivaldi antennas are used because
of their favorable characteristics for imaging, and specifically they have relatively simple structure,
light weight, small lateral dimensions, wide band, and high efficiency. However, the directivity of
Vivaldi antenna is relatively low. Recently, some improvement methods have been proposed, such
as array technique, but high loss of the feeding system is a big problem in array configuration [5, 6].

In this paper, we have developed a dielectric rod antenna array using low-loss SIW power divider
and relatively thick substrate to increase imaging efficiency. The configuration of the array was
optimized to work at 8–12 GHz with small size and low loss, while providing reasonable imaging ca-
pabilities with an acceptable number of measurement locations. This paper is organized as follows:
Section 2 introduces the single element Vivaldi antenna design and its feeding structure. Section 3
will focus on the implementation of the array and its radiation characteristics. In Section 4, the
experimental results of our developed array in an imaging system will be presented with emphasis
on the image resolution, and compared with a previously-fabricated antenna. The conclusion will
be given in Section 5.

2. SINGLE ELEMENT VIVALDI ANTENNA DESIGN

An antipodal Vivaldi antenna to use in array configuration was designed to operate over 8–12 GHz
frequency range. It is fed by a grounded coplanar waveguide (GCPW) line through a SIW structure
as shown in Fig. 1. The top and bottom layers show the exponential taper profile which is defined
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Table 1: Parameters of Vivaldi antenna.

Parameter Ws (mm) W1 (mm) Lant (mm) Ltap (mm) dy (mm) r

Value 11.65 2.185 15.5 4.5 1 0.4
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Figure 1: Sketch of antipodal Vivaldi antenna.

in (1).

y = Aerx + B

A =
WS + W1

2
· (er·Lant − 1

)−1

B = −WS + W1e
r.Lant

2
· (er·Lant − 1

)−1

(1)

where r is the taper rate and other parameters are indicated in Fig. 1.
In this design, we used a relatively thick substrate to lower the conductor loss of the SIW

structure. However, for this thick substrate, 50Ω microstrip feed line will be very wide and would
excite higher order modes with the potential to radiate [5]. The antenna is fed through GCPW
line followed by a gradual transition from GCPW to SIW. Along this wideband transition, the
slot width increases linearly (triangular shape) to convert the arbitrary impedance of SIW to 50 Ω
input impedance. In our implementation, Vivaldi antenna and SIW feed are realized on RO4003c
substrate with a thickness of t = 1.524mm. For a compact size and wide band operation with low
return loss, the antenna parameters are optimized and summarized in Table 1.

3. ARRAY CONFIGURATION

In an array design, typical requirements include low return loss and minimum structure insertion
loss to achieve high radiation efficiency. The array gain and radiation pattern are functions of the
elements’ spacing and differential phase between its elements. Using element spacing beyond one
wavelength would generate grating lobes in addition to increasing the antenna size. Meanwhile,
the directivity is a function of element spacing and it has a maximum around 0.9λ. Dielectric Rod
Antennas (DRAs), however, could be designed with even relatively close spacing for a compact
overall size due to their high decoupling efficiency without significant gain drop.

One problem, however, in implementing DRA arrays is the difficulty of designing an efficient
feed network with a high packing density. Another requirement for array design is the antenna
to be as much as simple, and small as possible. We utilize a low loss eight-way splitter that was
thoroughly optimized using CST Microwave Studio. This splitter was designed using SIW guides
that has 0.4λ (12.1mm) width for single mode operation at X-band, and provided over 4GHz
operating band with less than 1.1 dB insertion loss. The structure of the feed network and its
measured characteristics are presented in Fig. 2. As can be seen, this feed network covers over
40% bandwidth, and has better than 10 dB return loss and a good power division at the desired
frequency range, with less than ±4◦ and ±0.9 dB phase and amplitude imbalance, respectively.

Requirements for imaging antenna include wide band operation, minimal dispersion, frequency
independent radiation pattern, compact size and low loss. A prototype eight-element DRA was
built by inserting a concentric two-layer rod at the end of each Vivaldi antenna element as shown
in Fig. 3(a). By adding the rods, the mutual coupling effects are significantly reduced, especially
around the lower end of the frequency band. The measured radiation characteristics of the array
are shown in Figs. 3(b)–(d). Well-formed beams are generally obtained and the patterns are very
similar across the band. The 3-dB beamwidth in the E-plane is 13◦, SLL is less than −14 dB and
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front-to-back ratio is better than 27 dB. The gain of 14.5 ± 2 dB is obtained across the frequency
band. Meanwhile, the antenna provides a symmetric radiation pattern with relatively low cross
polarization of better than −19 dB, as shown in Fig. 3(e). The array antenna is extremely compact
and its whole size is 10 cm× 9 cm including the rods.

(a) (b)

(c) (d)

Figure 2: (a) Manufactured wideband SIW 1 × 8 power divider; (b) Measured input reflection coefficient;
(c) Amplitude and (d) phase of output signals at X-band.

(a) (b)

(c) (d)
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(e)

Figure 3: (a) Fabricated array structure; (b) Measured and simulated return loss; (c) Measured Gain;
(d) Measured radiation patterns; (e) E-plane and cross-polarization radiation patterns.

Figure 4: Transmission coefficient (S21) obtained
with two antennas facing each other with 150 mm
separation.

Figure 5: Received signal for two antennas.

4. EVALUATION METHODS

From a detection perspective, an antenna with higher S21 will receive more reflected energy from
a target placed in front of the antenna. Fig. 4 presents the measured transmission coefficient
(S21) for our developed antenna and a previously-fabricated antenna [3] facing an UWB horn and
separated 150 mm. It is observed that for the new proposed antenna S21 magnitude is improved,
especially at the high frequency range. This improvement is due to the use of a relatively thick
substrate for lowering conductor loss and low-loss SIW feed network. The old array was fabricated
using Wilkinson divider which is lossy. Similar behavior has been observed at separation distance
between 50 to 300 mm and therefore it is concluded that there is no direct dependence on the
separation distance.

Next, reflections from a target placed at 1.5 m in front of the antenna’s aperture are measured
and compared to the old antenna. The array received signal is down-converted through I/Q de-
modulation, and then routed to the oscilloscope. Fig. 5 presents the measured received pulses for
both antennas. The strong pulse of new antenna confirms the performance improvement due to
low-loss feed network.

Since the ultimate purpose of this antenna is for imaging, its performance is evaluated as a re-
ceiver antenna in an imaging system and compared with old antenna. An experiment was conducted
to test the developed antenna performance. An UWB standard horn with 1–18GHz range is used
as a transmitting antenna and the developed array is for receiving. The antennas are aligned with
the target. The antenna scans the target each 3 cm. The reference location is defined 40 cm between
the transmitter and receiver. The target responses at 8 locations are received. The reflections are
used to create an image related to the differences in dielectric properties of the structure.

Figure 6(a) shows the image of the target for our antenna and Fig. 6(b) shows the image for the
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(a) (b)

Figure 6: (a) New developed antenna’s image; (b) Old antenna’s image.

old antenna for comparison. The strongest response spot at the middle bottom of the image is a
result of the direct reflection of the target. There is no side image for new antenna.

5. CONCLUSION

In this paper, the directivity of a dielectric rod antenna array is improved by using a low-loss
SIW feed network. Moreover, for this application, the efficiency is improved since conductor loss
is lower due to using relatively thick substrate. The array produces a high gain while keeping
S11 below −10 dB at 8–12 GHz frequency band. The effect of this low-loss feed is also noticed in
S21 since the transmitted energy between two antennas is significantly higher. Additionally, it is
demonstrated that the antenna increases the reflected energy from an object placed in front of the
antenna, consequently a high-resolution image is obtained when used in an imaging system. From
a detection point of view, this is an advantage.
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Abstract— This paper presents coordinate transformation techniques for solving low-frequency
electromagnetic boundary value problems involving electrically-small geometrical features. The
major motivation is to eliminate the need for fine mesh and to allow uniform and easy-to-generate
meshes by placing transformation media into the computational domain. A salutary feature of
the proposed methods is the capability to handle arbitrarily-shaped geometries by using a ‘single’
mesh and by changing only the constitutive parameters inside the matematerial layer. Several
numerical simulations are illustrated in the context of finite element solution of electromagnetic
scattering problems.

1. INTRODUCTION

Electromagnetic wave scattering from electrically-small (i.e., dimensions are small compared to
the wavelength) objects or features has always been of interest in various fields of science and
engineering for more than a century. However, in such problems, numerical solution techniques
suffer from some difficulties due to the necessity to capture the small scale effects on the large
scale with adequate numerical precision. For instance, if an electrically-small object is located
in a medium together with other large scale objects, the mesh must be refined over the object,
leading in turn to a large number of unknowns. Practical applications may include the modeling
of a small antenna mounted on a large platform, or simulating thin interconnect structures in
integrated circuits. Such problems also complicate the process of mesh generation because of the
mesh refinement, and often introduce ill-conditioned matrix systems because of poor mesh quality.
This, in turn, makes it difficult to extract an accurate solution of such problems in a numerically
efficient manner.

In this paper, efficient numerical modeling of electromagnetic low-frequency problems is achieved
by means of specially-designed transformation-based metamaterials in the context of finite methods
(such as finite element or finite difference methods). The transformation-based metamaterials, in
general, depend on the duality relationship between the coordinate transformation and the material
parameters, in conjunction with the form invariance property of Maxwell’s equations under coordi-
nate transformations [1–7]. That is, Maxwell’s equations keep their form the same in the modified
coordinate system, but the original material parameters are replaced by anisotropic parameters to
mimic the field behavior resulting from the coordinate transformation. The principal idea in the
proposed techniques is to modify the computational domain and to suitably place transformation-
based metamaterial structures within the modified domain, and hence, to devise efficient simulation
tools employing uniform and easy-to-generate meshes and less number of unknowns. The proposed
techniques are illustrated via several finite element simulations.

2. DUALITY BETWEEN COORDINATE TRANSFORMATION AND MATERIAL
PARAMETERS

Let ~r → ~̃r = T(~r) be a general coordinate transformation, where ~r and ~̃r are the coordinates in the
original and transformed domain, respectively. Instead of dealing with the field formulations within
the modified domain, the original medium is replaced by an anisotropic medium so that transformed
fields satisfy the original forms of Maxwell’s equations. This property is known as the form-
invariance property of Maxwell’s equations under coordinate transformations. The constitutive
tensors of the anisotropic medium are obtained by [2]

¯̄ε = ε ¯̄Λ and ¯̄µ = µ ¯̄Λ, where ¯̄Λ =
(
det ¯̄J

)(
¯̄J
T · ¯̄J

)−1
(1)
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Here, ε and µ are the permittivity and permeability of the original medium, respectively, and ¯̄J is
the Jacobian tensor that is ¯̄J = ∂(x̃, ỹ, z̃)/∂(x, y, z) in Cartesian coordinates.

Original fields in transformed coordinates, ~E(~̃r), and transformed fields in original coordinates,
~̃E(~r), are interdependent. Namely, that the original fields within the transformed space can be
recovered by using the fields within the anisotropic material by using the following relation [2]:

~E (~r) → ~̃E (~r) = ¯̄J
T · ~E

(
~̃r
)

and ~H (~r) → ~̃H (~r) = ¯̄J
T · ~H

(
~̃r
)

(2)

3. SCATTERING FROM ELECTRICALLY-SMALL OBJECTS

We consider a scattering problem where four electrically-small objects are illuminated by a plane-
wave (see Fig. 1). Numerical solution of this problem is challenging, because a large number
of unknowns must be introduced within the computational domain that is not occupied by the
object. The reason of this requirement is twofold: (i) The mesh must be refined around the
object to accurately estimate field variation with adequate numerical precision; (ii) Mesh truncation
boundaries (such as perfectly matched layer) must be located sufficiently far away from the object
to reduce spurious reflections. The equivalent problem transforms the original problem into a
relatively high-frequency problem, and employs a more convenient and uniform mesh generation
scheme with less number of unknowns. The “equivalence” here means that both problems result in
identical field values in their common free-space regions, and the fields inside the anisotropic layer
are related to the original near-fields at the close vicinity of the object through the field equivalence
in (2). A salutary feature of the equivalent problem is that the same mesh can be used for any
arbitrarily-shaped object by simply changing the constitutive parameters of the anisotropic layer
with respect to the geometry of the object.

In designing the metamaterial region, each point P inside ΩM is mapped to P̃ inside the trans-
formed region Ω̃ = Ω ∪ ΩM, by using the following coordinate transformation T: ΩM → Ω̃:

~r → ~̃r = T(~r) = K (~r − ~rb) + ~rc where K = ‖~ra − ~rc‖ / ‖~ra − ~rb‖ (3)

Here, ~ra, ~rb and ~rc are the position vectors of the corresponding points. The unit vector â is
emanated from a point inside the innermost domain (such as the center-of-mass point) in the
direction of the point P.

The technique is simulated by the finite element method, and illustrated in Fig. 2. In this
example, assuming TMz case, a plane wave whose angle of incidence is 90◦ with respect to the
x-axis is incident to four circular conducting objects, each of which has a radius of λ/20 (λ = 1 m).

4. SCATTERING FROM OBJECTS COATED BY ELECTRICALLY-THIN DIELECTRIC
LAYERS

This section considers the scattering problem involving an object coated by electrically-thin dielec-
tric layers. It is evident that smaller-sized elements must be chosen inside the dielectric layers for

(a) (b) (c)

Figure 1: Scattering from four electrically-small objects: (a) Original problem with refined mesh. (b) Zoom-
in of mesh refinement. (c) Equivalent problem with anisotropic metamaterial layers and uniform mesh [ΩM:
metamaterial layer, ΩPML: perfectly matched layer].
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(a) (b) (c)

Figure 2: Finite element simulation of scattering from four electrically-small objects: (a) Scattered electric
field map in original problem. (b) Scattered electric field map in equivalent problem. (c) Bistatic RCS
profile.

Figure 3: Metamaterial layer design for scattering from an object coated by a dielectric layer.

(a) (b) (c)

Figure 4: Finite element simulation of scattering from an object coated by an electrically-thin dielectric
layer: (a) Scattered electric field map in original problem. (b) Scattered electric field map in equivalent
problem. (c) Bistatic RCS profile.

good numerical precision. However, by means of the proposed coordinate transformation technique,
it is possible to employ an easy-to-generate mesh without mesh refinement (see Fig. 3). In the de-
sign of the metamaterial, the region ΩM = Ω ∪ Ωd is mapped to the region Ω̃ = Ωd, by using (3).
This transformation expands the fields inside the thin dielectric layer to the metamaterial region.
The finite element simulations are demonstrated in Fig. 4, where a circular object of diameter 2λ
is coated by a thin dielectric layer of thickness λ/20 and dielectric constant 4.

5. CONCLUSIONS

We have proposed new techniques for numerical solution of low-frequency electromagnetic boundary
value problems by placing anisotropic metamaterial regions, whose parameters are obtained by
the coordinate transformation, within the computational domain to alleviate certain numerical
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difficulties. We have observed, through numerical results, that theoretical predictions are in good
agreement with the numerical simulations.
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Abstract— The Genetic Algorithm (GA) is a popular global optimizer. But in many appli-
cations, an optimization process of the GA is very computational cost due to the large quantity
of the fitness function evaluations. This paper explores reducing the GA’s computation burden
by using approximate function with the Support Vector Machine (SVM) to replace some exact
fitness function evaluations and the Dynamic Parameter Encoding (DPE) to compress the solu-
tion space adaptively. Numerical results are presented on a series of benchmark functions, and
show that in comparison with the traditional GA, the proposed GA enhanced by SVM and DPE
is able to reduce the quantity of exact fitness function evaluations more than 55%, or even more
than 80% while retains the basic robust search capability.

1. INTRODUCTION

The Genetic Algorithm has achieved great successes in many applications as a global optimizer. But
the GA optimization process is usually time-consuming because the fitness function evaluation is a
heavy burden, such as the computation of full-wave simulation [1] in antenna design optimization,
and it is common that the fitness function evaluations are invoked hundreds or even thousands
times before an acceptable solution is found. A promising approach to solve this problem is the
application of the approximate function evaluation based on learning machine, such as the Artificial
Neural Network [2], the Support Vector Machine [3] and so on, where the computational time of
the approximate function evaluation can be considered negligible in comparison with that of exact
function evaluation.

In these years the application of approximate function evaluation has been extensively exploited
in literatures [4–7]. Duo to the limited number and poor distribution of training data, the high
dimensionality of input space and the complication of the object function, it is very difficult for
learning machine to obtain a well global approximation of the exact fitness function which means one
can get a false optimum (false optimum for exact fitness function but real optimum for approximate
function). Many methods have been proposed to tackle this problem, but few of them are directly
connected with the accuracy of the approximation function which is the basic cause leading to this
problem.

In this work, a method which has a close connection with the accuracy of the approximate func-
tion is proposed with SVM as learning machine to replace some exact fitness function evaluations.
And in order to improve the efficiency further, DPE [8] is used to compress the solution space
adaptively.

2. A BRIEF INTRODUCTION OF SVM AND DPE

2.1. SVM
The SVM algorithm is a nonlinear generalization of the Generalized Portrait algorithm developed
in Russia in the 1960s. It is firmly grounded in the framework of statistical learning theory which
characterizes it the properties to generalize to unseen data [3].

Loosely speaking, like other learning machines, SVM can “learn” the relationship between the
independent and dependent variables of the training data generated by an unknown function and
construct an approximate function to describe the relationship.

2.2. DPE
The DPE can alter the mapping from gene to real value adaptively by using convergence statistics
derived from the GA population [8]. As shown in Figure 1, each generation the DPE algorithm
counts the population over the three overlapping target intervals. If the population counts for any
one of them exceeds a given trigger threshold then the search interval is changed from current
search interval to the corresponding target interval

DPE works as follows, shorter code length and smaller population size lead to a fast convergence,
then the mapping from genes to real values is changed, and another convergence comes, one time
after another until a satisfying result got.
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Figure 1: Intervals in DPE.
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Figure 2: The main procedure of the proposed GA.

3. THE PROPOSED GA

As mentioned above, in order to avoid a false optimum, the approximate function evaluations are
usually used together with the exact function evaluations. There are generally two approaches.
One is individual-based which means in a population whose size is M , N (N ≤ M) individuals
are reevaluated by exact function evaluation (all individuals are firstly evaluated by approximate
function evaluation). The other is generation-based which means in every M generations, all
individuals in N (N ≤ M) generations are reevaluated by exact function evaluation.
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As we have known, the super results play an important role in the GA optimization process while
other individuals have little effect on the convergence. So it will works well that only the individual
which is considered as a super result (fitness ranking by approximate function evaluation) will be
reevaluated by exact function evaluation. We can see it is essentially an individual-based method.

The individual whose fitness A evaluated by approximate function satisfies the inequality (1)
will be considered as a super result

A + α · error ≥ B (1)

where B is the fitness value of the individual who is the top a% of the last generation ranking by
the fitness, error is the average of the prediction error in last generation. Notice that the prediction
error can be evaluated only when it is considered as a super result so one can know its exact fitness
value and α is a coefficient.

We can see from inequality (1) that the proposed method is closely associated with the accuracy
of the approximate model. If the performance of model is unsatisfying, then error is large, so more
individuals will be regarded as super results to avoid that the real super result is missed. It coincides
with the situation that when approximate model performs bad, more exact function evaluations
are needed to avoid a false optimum. If the approximate model works well, error is small, then
less individuals are need to be reevaluated using exact function to reduce the computationally cost
as much as possible.

The DPE algorithm here is a little different from its original format but the basic method is
not changed. The normal length of gene and size of population is adopt to avoid the constraint of
gene so the method can be applied on other algorithms without the gene. And the following results
shows the changed form can still work well.

The main procedure of proposed GA is shown in Figure 2. At the beginning of the GA opti-
mization, the individuals evaluated using exact fitness function are kept as data samples to train
the SVM. During the whole process, the individuals evaluated using exact fitness function are kept
and every time the SVM is re-trained by newest data so the constructed approximate function can
perform better.

4. EMPIRICAL RESULTS

Some benchmark functions are utilized to verify the performance of the proposed GA. In this work
we set a = 10 and α = 1.2. And the parameters of GA are set as follow: population size 100,
crossover probability 0.8, mutation probability 0.05 and using the test function as the objective
function. The convergence curves of best fitness are showed below. Every result is averaged over
20 time runs.

We can see from Figure 3 to Figure 6 that the proposed GA enhanced by SVM and DPE can
find better solutions with less quantity of exact function evaluations. And the GA enhanced by
either DPE or SVM also works better than the traditional GA. The further comparison is list in
Table 1. To get the results which have nearly the same fitness with each other, the computation
cost saved by the proposed GA is about 55% for 10D Griewangk’s function and 88%, 86% and 83%
for 10D Sphere function, 10D Ackley function and 10D Rastrigin function respectively.

Figure 3: 10D Sphere test function: Fitness of best
individual for different methods.

Figure 4: 10D Ackley test function: Fitness of best
individual for different methods.
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Figure 5: 10D Griewangk’s test function: Fitness of
best individual for different methods.

Figure 6: 10D Rastrigin test function: Fitness of
best individual for different methods.

Table 1: The comparison of the proposed GA and the traditional GA.

Test function
Traditional GA Proposed GA

Average
best fitness

Number of exact
function evaluations

Average best
fitness

Number of exact
function evaluations

10D Sphere 27.4 5000 23.3 600
10D Ackley 4.0 5000 3.9 700

10D Griewangk’s 0.5 5000 0.5 2250
10D Rastrigin 64.2 5000 64.0 850

5. CONCLUSION

In this article, a GA with SVM to reduce the computational burden and DPE to compress the
solution space for greater efficiency is presented. The method used in this work is close related with
the accuracy of the approximate function. Results shows, it can save more than 55% computational
time.
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Image Restoration of the Objects with Superresolution on the Basis
of Spline — Interpolation

B. A. Lagovsky
Moscow State Institute of Radio Engineering and Automation (Technical University), Russia

Abstract— A new method of digital signal processing, which allows to obtain an image of the
object with superresolution presented and validated. The method is based on an approximate
numerical solution of Fredholm integral equation of convolution type. Solution is found in the
form of a set of discrete points with different amplitudes of the emitted signal, combined into
one image using spline interpolation. The maximum effective angular resolution found during
the numerical experiments on the mathematical model for different objects.

1. INTRODUCTION

The most important modern trend to improve surveillance and goniometric systems is obtaining
images of objects with the highest possible angular superresolution.

The inverse problem of reconstruction the angular distribution of the amplitude of the signal
source is investigated. A new method of digital processing of measuring data, which allows to
restore the image of objects with superresolution substantiated.

The method is based on the representation of the source in the form of sample values in a number
of equally spaced points and carrying-out the spline interpolation. The proposed signal process-
ing allows, increasing the required angular resolution, to approach to the limit of superresolution
for each problem. Use of the method is effective in reconstruction images of objects in different
ranges of electromagnetic waves, when the identification of objects, in the hydro- and radiolocation,
navigation.

2. PROBLEM STATEMENT

Denote the angular distribution of the amplitude of the emitted source (or reflected by) the signal
— I(α), the angular dependence of the signal envelope — U(α), radiation pattern — f(α). Then:

U(α) =
∫

Ω

f(α− φ)I(φ)dφ, (1)

where Ω — the angular location of the source region.
The problem is to reconstruct the distribution of the amplitude I(α) with the greatest possible

accuracy and the highest possible angular resolution, based on the analysis of U(α) and f(α).
The problem under consideration belongs to a class of inverse problems. Attempts to increase the
angular resolution compared to the classical value of

δθ ∼= λ/D, (2)

where D — the size of the aperture, λ — wavelength of the radiation, by solving the Equation (1)
lead to the appearance instabilities in the solutions [1, 2].

It is well known that a significant improvement in stability and quality of the solutions can be
achieved by using a priori information about the source I(α).

Let a priori or from the analysis of measuring data is known that the zone of the location of
the source signal is limited by a certain angular region — Ω. The approximate solution will be
constructed by selecting initially values of I(α) in a number of discrete points αj ∈ Ω, j = 1 . . . M ,
covering the whole area Ω.

Next, we represent the solution in the form of spline interpolation on these points:

I(α) ∼=
M∑

j=1

Sj(J, α), (3)

where Sj — polynomial describing the solution on the interval [αj ; αj+1] and Sj = 0 outside it,
J — vector of values of the amplitudes of the signal source at selected points with coordinates
Jj = I(αj).
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The problem thus reduces to choosing M — the number of restore points, searching the values
of I(αj) at these points and the coefficients of the splines on each interval [αj ; αj+1]. The number
of points M determines the required resolution.

We introduce the notation: Bj — vectors of coefficients of polynomials Sj . Vectors Bj form
a rectangular matrix B. Posed problem of reconstructing the distribution of the amplitude I(α),
thus reduced to search the optimum in a certain sense the coefficients of the matrix B.

3. MAIN RESULTS

In a typical problem of constructing the interpolation functions the values of the function itself in
a number of discrete points are given. Is rrequired to find the coefficients of the splines. The values
I(αj) in the present problem of finding an approximate solution (1) are not given and worked out
together with the values the coefficients of splines.

Using (1, 3):

U(α) ∼=
M∑

j=1

∫

Ω

f(α− φ)Sj(J, φ)dφ =
M∑

j=1

S̃j(J, α), (4)

where S̃j — integral transformations of splines.
To construct a solution based on (4) values α are chosen, belonging to a certain angular region

Ψ, where the signal to noise ratio greater than the minimum acceptable. Usually, Ψ exceeds the
location of the source region Ω. It is easy to show that the stability of the solutions of the inverse
problem increases with the increasing Ψ.

Functions S̃j are defined in Ψ and form nonorthogonal system in it. Since the functions Sj , and,
consequently S̃j , are completely determined by the matrix B, the inverse problem is parameterized.

Thus, for a given M the approximate solution of the inverse problem reduces to searching the
matrix of coefficients B on the basis of the analysis (4).

To construct the solution initially selected the desired resolution, which sets the required number
of points M . Further, the solution (4) can be realized in two ways.

First, the traditional way for the problems of this kind is to find a splines coefficients that
minimize the standard deviation of the right-hand side of (4) and the values of the received signal
U(α) in the sector Ψ.

The second way — replacing the continuous distribution U(α) by a set of discrete values of the
signal Vm = U(αm), m = 1, 2, . . . , M in points covering the whole angular region Ψ. Further in
this way, the matrix of coefficients B is calculated, providing the fulfillment strict Equality (4) at
these points.

The second way does not guarantee a minimum standard deviation, but it is more stable with
respect to the random components in the investigated signal. In addition, the processing of signal
in this case is much higher.

Both ways of solving the inverse problem leads to finding solutions of systems of linear algebraic
equations.

In the first way, the first M equations of the system are obtained by differentiation:
∫

Ψ

(U(α)− S̃j(J, α))
∂

∂Jm
S̃j(J, α)dα = 0, m, j = 1, 2, . . . , M. (5)

In the second way, the first M equations are a sampling signal values:

U(αm) =
M∑

j=1

∫

Ω

f(αm − φ)Sj(J, φ)dφ, m, j = 1, 2, . . . ,M (6)

Most widespread type of spline interpolation is to construct cubic function on each interval [αn,
αn+1], n = 1, 2 . . . M . On the whole interval, it is piecewise continuous with their first and second
derivatives. The coefficients of splines are evaluated from the spline conditions join of solutions of
adjacent splines of the nodal points.

These conditions allow us to make 3M equations. As a result, we obtain a system of 4M
equations. The resulting system is a complete system of equations for the values of the function
I(α) at the points αj and the coefficients of all splines.
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When using other types of splines conditions of joining of solutions of adjacent splines also allow
to get together with (5), (6) a complete system of equations for the coefficients of splines.

Systems of linear equations that need to be solved to determine the coefficients of the splines
at given values of J , a well-conditioned. It allows to obtain the coefficients of polynomials with
high accuracy. As a result, even with a large number of equations, calculation scheme does not lose
stability. Stability of the solutions in these cases completely determined by stability of systems of
equations for Jj based on (4).

In an iterative search for the approximate solution of (1) the number of points M consistently
increased until it is still possible to obtain stable adequate solutions.

Thus, the proposed method and algorithms based on it make allow to approach to the limit
effective angular resolution for each problem to be solved.

4. SIMULATION RESULTS

Quantitative characteristics of superresolution were investigated on a mathematical model. Con-
sidered radiation pattern formed by the antenna array with uniform current distribution on the
radiators. Dimensions of the antenna array are equal to 30λ× 30λ. First, the characteristics of the
object were specified in the form of distribution I(α). Next, the received signal measurement system
U(a) was calculated. In the next stage of modeling the inverse problem is solved, i.e., the restora-
tion of the distribution of I(α) by solving the resulting system of linear algebraic Equations (5),
(6).

The inverse problem was solved with ever higher resolution, ie sequential increase in the number
of points M in (4).

The effectiveness of different types of interpolation was investigated on the model. There are
many ways interpolation of functions. Here are some of them.

The easiest and quickest way of interpolation is linear spline. The accuracy of interpolation with
linear splines is not very high; in addition, they do not provide the continuity of the derivatives.
They should be used for initial estimates of the angular distribution of the amplitude of the signal
source.

Their use also is effective in finding the location of discrete sources. In addition, in some cases,
a piecewise linear approximation of the function may be preferable to the approximation of higher
order. For example, a linear spline preserves the monotonicity given set of points.

Other types of splines interpolation is carried out a bit slower then linear, but the quality of signal
restoration is much higher. Using various methods of splines interpolation, for example, Bessel for
a smooth signal restoration, or Akima splines to minimize false oscillations we can qualitatively
and quickly restore the amplitude distribution I(α) of different types [3, 4].

Figure 1 shows the results of reconstruction of source of signals in the form of two sharp peaks
with different amplitudes. Showing: dashed curve — analyzed the received signal U(α), fat dashed
curve — the signal source I(α), broken line — reconstructed source on the basis of linear inter-
polation, fat curve — reconstructed source on the basis of the cubic of interpolation, θ0,5 — the
beamwidth.

The quality of source reconstruction of signals should be regarded as a good. The angular
resolution exceeds the Rayleigh criterion in 4–5 times. Source positions of the two maxima are
found exactly, almost without moving from their true position.

I(α)

0

-θ 0,5 /2        0            θ 0,5 /2,  α

Figure 1: The results of reconstruction of the source
image.

I(α)

0

-θ 0,5 /2                                       0                                      θ 0,5 /2,  α

Figure 2: The example of reconstruction.
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The results confirm the well-known lack of cubic splines. They begin to oscillate around the
point, significantly different from their neighbors. On the segments adjacent to the ejection, the
splines deviates noticeably from the interpolated function due to the influence of the ejection. In
such a cases, preferable to use Akima spline — a special type of cubic spline that minimizes false
oscillations and resistant to outliers. Only data from the next neighbor points is used to determine
the coefficients of the interpolation polynomial. There is no need to solve large equation systems
and therefore this interpolation method is computationally very efficient [3]. The monotonicity
of the specified data points is not necessarily retained by the resulting interpolation function. By
additional constraints on the estimated derivatives a monotonicity preserving interpolation function
can be constructed [4].

Figure 2 shows the results of source reconstruction of signals in the form of a smooth curve with
two maxima. The dashed curve — U(α), thick dashed line — the source of the signal I(α), solid
curve — the reconstructed source based on parabolic interpolation, fat curve — source reconstructed
by Akima spline.

The distribution of the amplitude of the source of the main peak using a parabolic interpolation
was found with high accuracy. The position of the second peak was found with a little mistake. In
the area bordering with splashes of functions false oscillations arose.

Using Akima splines allowed almost perfectly restore the image of the object.

5. CONCLUSIONS

Investigation results show that the proposed method of digital signal processing allows to recon-
struct images of objects with superresolution with little distortion. The main advantages of spline
interpolation are the stability of the obtained solutions and the low labour-intensiveness. Using the
suggested algorithms in the design of new systems allows to simplify the technical solutions and to
reduce their cost.

The achieved resolution exceeded the Rayleigh criterion in 4–7 times, which coincides with the
results obtained by other algebraic methods [5, 6].
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Superresolution: Simultaneous Orthogonalization of Function
Systems Describing the Received Signal and its Source

B. A. Lagovsky
Moscow State Institute of Radio Engineering and Automation (Technical University), Russia

Abstract— This paper describes how the quality of image reconstruction signal source can
be improved by increasing the stability of the inverse problem. Increased stability is ensured
by the simultaneous representation of the solution and the investigated signal in the form of
interconnected series.

1. INTRODUCTION

We investigate one of the most important ways to improve a broad class of devices and systems of
different physical nature: improving the quality of work by increasing the angular resolution on the
basis of new methods and algorithms for signal processing. Used methods and algorithms for digital
signal processing, called algebraic, allow to reconstruct the image of objects with superresolution.
Their work is based on the carrying out the parameterization of inverse problems and reducing
them to ill-conditioned systems of linear algebraic equations.

2. PROBLEM STATEMENT

Suppose that the object of investigation with finite angular size is located in a scan sector. Direc-
tional pattern f(α) and the angular dependence of the envelope of the output signal U(α), obtained
by scanning the sector for one of the angular coordinates, are given.

The received signal associated with the radiation source by means of integral transform:

U(α) =
∫

Ω

f(α− φ)I(φ)dφ, (1)

where Ω — the space angle in which the source is located. Based on analysis of the signal U(α) is
required to find the angular distribution of the amplitude of the reflected (or emitted) by the object
signal I(α) with the largest possible angular resolution and accuracy. The problem reduces to an
approximate solution of (1) — the linear Fredholm integral equation of the first kind of convolution
type [1, 2].

Since the required solution I(α) can always be represented as an expansion in the complete
orthonormal function system gm(α) in Ω:

I(α) =
∞∑

m=1

bmgm(α), (2)

then the received signal can be written as a superposition of functions χm(α), are the images of
gm(α):

χm(α) =
∫

Ω

f(α− φ)gm(φ)dφ, U(α) =
∞∑

m=1

bmχm(α) (3)

To construct an approximate numerical solution the decomposition of a finite function system
when N functions gm(α) is used. The expansion coefficients bm can be found by minimizing the
standard deviation δ2 of the finite sum in the form (3) from the U(α) in the scan sector Θ, i.e., by
solving the system of equations:

∫

Θ

U(α)χj(α)dα =
N∑

m=1

bm

∫

Θ

χj(α)χm(α)dα j = 1, 2, . . . , N (4)
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In matrix notation by typing:

Vj =
∫

Θ

U(α)χj(α)dα Gj,m =
∫

Θ

χj(α)χm(α)dα (5)

we obtain a system of equations for the unknown vector B:

V = GB (6)

The principal feature of the systems of Equations (5), (6) is their ill-conditioning, which is a
consequence of attempts to solve the inverse problem. Even small perturbation by the standards
of direct problems of the received signal due to the presence of noise can significantly change the
obtained solutions.

Increased stability of solutions can be achieved if the functions χm(α) are orthogonal in the
sector Θ. In this case, only the main diagonal elements of the matrix G are nonzero.

The coefficients bm are arrived directly at a solution of each of Equation (4), but not for solving
ill-conditioned systems (5), (6):

∫

Θ

U(α)χm(α)dα = bm

∫

Θ

χm(α)2dα m = 1, 2, . . . , N (7)

In the role of orthogonal functions χm(α) can act eigen function (1). However, their numerical
search even in the case of a degenerate kernel is reduced to solving ill-conditioned problems, and
hence to the appearance of instabilities. Construction of an orthogonal function system in sector
Θ can be done on the basis of the process of Gram-Schmidt orthogonalization of χm(α). In this
case, however, the resulting functions are the images of non-orthogonal functions in sector Ω, and
hence the source I(α) is represented as a superposition of non-orthogonal functions, which reduces
the quality of the solutions.

The problem arises of choosing an orthonormal function system g̃m(α) in Ω, images of which
χ̃m(α) are orthogonal in Θ.

3. MAIN RESULTS

To build such a system first, we introduce in Ω an orthonormal function system g̃m(α), m =
1, 2, . . . , N . On this basis, in accordance with (3) we obtain a nonorthogonal function system
χm(α) in Θ. Next, we arrange a matrix of scalar products:

Sm,n = (χm, χn) =
∫

Θ

χm(φ)χn(φ)dφ (8)

and transform it to a diagonal form, for example, by transforming

S = T T ST, (9)

where the columns of the matrix T — eigenvectors of S, T T — transposed matrix. Also in order
to reduce the matrix S to the diagonal form well-known numerical algorithms can be used.

Using the found matrix T , we get a new function system χ̃m(α):

χ̃m(α) =
N∑

j=1

Tj,mχj(α) , m = 1, 2, . . . , N. (10)

The system (10) is orthogonal in the area Θ, that is easily verified by direct computation of
scalar products:

(χ̃m, χ̃n) =
N∑

j,i=1

Tj,mTi,n

∫

Θ

χj(φ)χi(φ)dφ =
N∑

j,i=1

Tj,mTi,nSj,i = S̄m,n, (11)

where Sm,n — diagonal matrix elements (9).
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So we find the function system g̃m(α) that generates the resulting orthogonal system (10):

χ̃m(α) =
∫

Ω

f(α− φ)g̃m(φ)dφ, m = 1, 2, . . . , N. (12)

From (10):

χ̃m(α) =
N∑

j=1

Tm,j

∫

Ω

f(α− φ)gj(φ)dφ =
∫

Ω

f(α− φ)




N∑

j=1

Tm,jgj(φ)


 dφ (13)

Comparing (12) and (13), we obtain:

g̃m(α) =
N∑

j=1

Tm,jgj(α) (14)

Therefore, the desired function system is a superposition of the original functions gm(α). More-
over, it is formed by the same linear transformation (10) as the system χ̃m(α).

The obtained system (14) is orthogonal in the location of the source area Ω.
Indeed, since the functions gm(α) are orthogonal and eigenvectors of S, that form a matrix T ,

are orthogonal too, we obtain:
∫

Ω

g̃m(φ)g̃n(φ)dφ =
N∑

j,i=1

Tm,jTn,i

∫

Ω

gj(φ)gi(φ)dφ =
{

0 , m 6= n
λm , m = n ,

λm =
N∑

j=1

T 2
m,j , (15)

Thus, based on a given of N orthogonal in Ω functions gm(α) we constructed a new orthogonal
in the same range function system g̃m(α). It generates an system of functions χ̃m(α) orthogonal
in Θ. The resulting system (14) and initial system (10) allow us simultaneously to present the
required solution, and analyzed signal U(α) in the form of expansions in orthogonal functions,
which simplifies the analysis of the problem and its numerical solution.

As a result, representing the received signal in the form:

U(α) ∼=
N∑

m=1

Cmχ̃m(α) (16)

we find the coefficients of the expansion:

Cm =
1

Pm

∫

Θ

U(α)χ̃m(α)dα, Pm =
∫

Θ

χ̃m(α)2dα (17)

The received signal, using (1), (14), (16), also can be written as:

U(α) =
∫

Θ

f(α− φ)I(φ)dφ ∼=
N∑

m=1

Cmχ̃m(α) =
∫

Θ

f(α− φ)

(
N∑

m=1

Cmg̃m(φ)

)
dφ (18)

Equating the integrands in (18), we obtain an approximate solution to the inverse problem as
an expansion in a finite function system introduced by (14) or by the original system gm(α):

I(α) ∼=
N∑

m=1

Cmg̃m(α) I(α) =
N∑

j=1

bjgj(α), bj =
N∑

m=1

CmTm,j (19)

The open question is the choice of the initial function system gm(α). At the same stability of
algorithms based on various gm(α) the degree of conformity the obtained approximate solutions to
the true depends on the chosen function system.

The choice of the gm(α) should be based on a priori, and also detected in the signal processing
new information about the solution. Such information can be, in particular, the size and location
of source localization, monotonicity, smoothness, continuity of the angular distribution of the am-
plitude of the emitted signal, the presence of regions with a discrete distributions, the dynamic
range of intensity changes, restrictions on the gradient, and other characteristics.
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Figure 1: Restoration of the angular distribution of
the amplitude of the reflected signal.
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Figure 2: Restored images of the three sources not
resolved in the ordinary observation.

4. SIMULATION RESULTS

Quantitative characteristics of increasing angular resolution and its boundaries were studied on a
mathematical model.

Figure 1 shows an example of a source image reconstruction with large gradients of the angular
distribution of the signal amplitude, and localization of small areas comparable to the width of the
beam.

The sources of this type can be conveniently represented as a superposition of wavelets. Wavelets
can simultaneously describe the general form of the source and its local features up to the gaps that
can not be detected by, for example, the Fourier transform. Showing: 1 — the true distribution, 2
— the distribution, obtained by using MHAT-wavelets, 3 — distribution obtained by using Haar
wavelets.

Signal processing has improved the stability of the solutions in comparison with (5), (6) and
increase the effective angular resolution is 3 times as compared to the Rayleigh criterion. The
quality of the reconstructed image was good.

The effective resolution can be increased (in 5–7 times), but the image quality deteriorates.
The value of the achieved degree of superresolution is limited by the signal-to-noise ratio.
The developed algorithms allow to restore the image at a lower signal-to-noise ratio than many

of the known methods by increasing the stability of the solutions — at 15–20 dB, and sometimes
at 12–13 dB.

The use of smooth functions effective to represent the solutions with a priori information about
the continuous distribution of the emitted signal amplitude with a relatively small gradient.

One option is the use of Fourier series. Figure 2 shows the solution of this problem. We set out
results when using the first 5 functions of the chosen function system. By rational choice of the
functions the approximate solution was close to true. Effective resolution exceeded the Rayleigh
criterion in more than three times.

Showing: 1 — the true intensity distribution of the source, 2 — approximate solution using 5
functions, 3 — investigated received signal.

5. CONCLUSIONS

The use of orthogonal function systems g̃m(α) and χ̃m(α) allowed us to obtain more effective
solution with high quality image reconstruction of objects than when solving the inverse problem
with the help of other algebraic methods [3, 4]. Image signal sources can be restored with an angular
resolution in 2–5 times higher than Rayleigh criterion. The relatively small amount of computation
allows the processing of signals in a time comparable with the time of observation of the object,
i.e., in real time mode.
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Cellular Communication by Magnetic Scalar Waves

Konstantin Meyl
Faculty of Computer and Electrical Engineering, Furtwangen University, Germany

Abstract— The DNA generates a longitudinal wave which propagates within the magnetic field
vector. Computed frequencies from DNA structure agree with bio photon radiation frequencies
as predicted. Optimization of efficiency is done by minimizing the conduction losses which leads
to the double helix structure of DNA. The vortex model of the magnetic scalar wave not only
covers the many observed structures within the nucleus but also introduces the reader to the
hyperboloid channels in the matrix as two cells are then found to communicate with each other.
Physical results were revealed in 1990 which form the theoretical basis of the essential component
of a potential vortex scalar wave. An extended field theory approach has been known since 2009
following the discovery of magnetic monopoles. For the first time magnetic scalar wave theory best
explains the physical basis of life not only from the biological discipline of science understanding
only. And for the first time this interdisciplinary theory and provides a new understanding of
cellular functions that are explained such theory depicting the complex relationships of nature.
The characteristics of the potential vortex are decisive. Now using the concentration effect, my
theory provides a cellular miniaturization view down to a few nanometers. This theory for the first
time allows a better understanding of the outrageously high information density in the nucleus.
Magnetic scalar wave theory explains how the dual base pair-stored information of the genetic
code is formed. The process of converting electrical modulation into “piggyback” information
that transfers or is send from the cell nucleus to another cell is a revolutionary theory. Information
transferred at the receiving end during the reverse process takes place involving a change in the
physical and chemical cellular structure. The energy required to power the chemical process, is
now understood by the extended field theory to come from the magnetic scalar wave itself.

This article has been removed from the website on February 1, 2013, because it has
been found that its contents have been published in other journals [1, 2] and violate
self-plagiarism and copyright infringement rules of PIERS Proceedings.
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The Theoretical Rationale of the Existence of Electric and Magnetic
Fields Spreading Instantaneously

A. Chubykalo, A. Espinoza, and R. Ivanov
Unidad Académica de F́ısica, Universidad Autónoma de Zacatecas, A. P. C-580, Zacatecas, México

Abstract— In this note, we show that the use of the Helmholtz vector decomposition theorem
leads to the theoretical rationale of the existence of solenoidal electric and magnetic fields which
can spread instantaneously.

In the comparatively recent experimental work [1] it was shown that the standard retardation
condition does not take into account the complex structure of the whole electromagnetic field in
the near zone. In the experiment described in [1] this unusual conclusion was obtained: the bound
magnetic field in the near zone spreads with the velocity v À c, i.e., practically instantaneously.
Is it possible to explain this surprising result within the framework of classical electrodynamics?
In the modern literature many publications dedicated to the problem of instantaneous action at a
distance (IAAD) just in classical electrodynamics do not exist. But among the few works devoted
to this topic, from our point of view the most important from them are the following [2–8].

In the present work, we try to explain the result obtained in [1] taking advantage of the results
of [2]. In this work the authors of [2] applied Helmholtz theorem to the vector fields in the Maxwell
equations
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(let us remind ourselves that Helmholtz vector decomposition theorem reads as follows1: If the
divergence D(r) and curl C(r) of a vector function F(r) are specified, and if they both go to zero
faster than 1

/
r2 as r →∞, and if F(r) itself tends to zero as r →∞, then F(r) is uniquely given

by
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where the vector −∇U is the irrotational component of F and the vector ∇×W is the solenoidal
one). As the result in [2] it was obtained that

E = Ei + Es

B = Bi + Bs

j = ji + js

}
, (2)

where indexes “i” and “s” signify irrotational (curl-less) and solenoidal (divergence-less) compo-
nents of the vectors, respectively, and, for example,
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1See, e.g., §1.16, p. 92 in [9]
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and
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It was also obtained that for the irrotational components from (1) and (2)

∇ ·Ei = 4π%
∂Ei

∂t
= −4πji

}
, (4)

∇ ·Bi = 0
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= 0

}
, (5)

and for the solenoidal components from (1) and (2)
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. (6)

From Eq. (5) it is clear that Bi = 0, and from Eq. (4) one can deduce that the irrotational part
of the electric field is not associated with any magnetic field. But then combining Eq. (6) one can
obtain wave equations for Es and Bs

∇2Es − 1
c2

∂2Es

∂t2
=

4π

c2

∂js
∂t

, (7)

∇2Bs − 1
c2

∂2Bs

∂t2
= −4π

c
∇× js. (8)

From the first equation of Eq. (4), one can deduce that Ei can propagate instantaneously only
(i.e., with infinity velocity), whereas solutions of Eqs. (7) and (8) for Es and Bs can characterize
waves spreading with the finite velocity c. Nevertheless, wave solutions do not comprise all possible
solutions of Eqs. (7) and (8) or solutions of the equivalent system (6).

Indeed, as it was shown in [2]

Bs = ∇×As and Es = −1
c

∂As

∂t
, (9)

where As is the solenoidal component of the magnetic vector-potential A, and As satisfies the
equation

∇2As − 1
c2

∂2As

∂t2
= −4π

c
js. (10)

Let us seek for such solution As(inst) of this equation which gives us

∂2As(inst)

∂t2
= 0. (11)

It means that this solution of (10) is also the solution of the equation

∇2As(inst) = −4π

c
js, (12)

and this in turn means that As(inst) is an instantaneous field although it is the solution of Eq. (10).
In this case fields Es(inst) and Bs(inst) obtained from Eq. (9) give us the equations
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4π

c2

∂js
∂t

, (13)

and
∇2Bs(inst) = −4π

c
∇× js, (14)
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that means instantaneous action for the fields Es(inst) and Bs(inst).

This case (∂2As(inst)

∂t2 = 0), considering the second equation of (9), corresponds to

∂Es(inst)

∂t
= 0, (15)

accordingly Eq. (6) convert themselves into
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. (16)

So Bs(inst) as well as js are linear functions with respect to time. In other words, the case ∂2As(inst)

∂t2 =
0 means that

As(inst) (r, t) = As0 (r) + tAs1 (r) , (17)

Es(inst) = −1
c
As1 (r) , (18)

Bs(inst) = ∇×As0 (r) + t∇×As1 (r) , (19)

js = − c

4π
∇2

As0 (r)− c

4π
t∇2As1 (r) . (20)

So one can infer that instantaneous field As(inst) generates instantaneous fields Es(inst) and Bs(inst),
and the current js generating the field As(inst) must be linear functions with respect to time.

It is obvious that our field Bs(inst) can play the role of the bound magnetic field in the near
zone spreading with the infinite velocity (i.e., instantaneously) that has been observed in [1]. The
authors of the paper [1] obtained experimentally the propagation speed of bound magnetic field.
The measurements consisted of measuring the dependence of the propagation time between emitting
multisection loop antenna and receiving multisection loop antenna, on the distance between them.
The authors conclude that experimental data do not support the validity of the standard retardation
constraint v = c, generally accepted in respect to bound fields. In contrast, in the paper [1] one
can see nearly perfect coincidence between experimental data and theoretical prediction when the
retardation parameter v for bound fields highly exceeds the velocity of light, i.e., v > 10c. Thus it
can be considered that the existence of superluminal (de facto instantaneous) bound magnetic field
generated by the current linearly dependent on time, recently experimentally demonstrated in [1],
now is theoretically substantiated.
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A Local Ether Lens Path Integral Model of Electromagnetic Wave
Reception by Wires

M. J. Underhill
Underhill Research Ltd., UK

Abstract— At present there is no direct theory of reception of radiation by a thin wire antenna
such as a simple half-wave dipole. The capture aperture of a wire dipole is much larger than the
physical area of the wire. The explanation is that the local ether formed around the wire acts
as a lens to focus the incoming radiation on to the wire. The lens is formed by EM coupling
which appears to be inversely proportional to the square root of frequency. The profile of the
lens is assumed to be determined by a summation of all possible coupling paths, similar to the
formation of the Feynman Path Integral in quantum theory. Here we investigate the power
flow path trajectories taken by the radiation in the near field local ether focussing region. We
find a transcendental differential equation for partially refracted radiation trajectories starting
just outside the edge of the capture area with the assumption of a defined radial refractive
index profile. This equation appears not to be analytically soluble. But stepped ‘projectile’ and
heuristic solutions can be found numerically. Examples are given for the sets of trajectories well
above and well below a critical frequency at which the EM coupling limit distance is approximately
equal to the half-width of the capture aperture.

1. INTRODUCTION

The objective is a direct theory of reception including the power flow lines of the radiation for a
thin wire antenna such as a simple half-wave dipole. Rivni and Papas [1] have considered Poynting
Vector power flow lines qualitatively in some interesting special cases, but not in the specific case
of reception by a wire dipole. They conclude that power flow-line equations are not easily soluble,
but nonetheless present some useful qualitative solutions.

At present there is no direct theory of reception to be found in the literature. Thus the question
of power flow lines for reception by antennas appears never to have been addressed before. The
question to be answered is how does the incoming power from a given capture become focussed on
to the much smaller surface area of the antenna wire?

The generally accepted indirect theory of reception is based on the ‘theory of reciprocity’. This
states that the radiation patterns of any antenna are the same for transmission and reception.
The transmit pattern can be computed directly on the classical assumption that the conductor
currents are the source of radiation from a wire antenna. A small current element is found to have
the classical toroidal ‘doughnut’ shaped radiation pattern. The pattern of a half-wave dipole is
computed by applying array theory to combine the current elements of the dipole antenna. As a
consequence the doughnut pattern of a half pattern is slightly flattened as compared with a small
dipole or a single current element. The indirect theory then uses reciprocity to state that the
pattern, aperture shape in any direction, and therefore the ‘directivity’ of an antenna is the same
for transmission as for reception. (The directivity is the same as the gain of an antenna, if the
antenna is 100% efficient).

By applying antenna array aperture theory to the dipole doughnut pattern, we find that the
maximum receive ‘capture’ aperture area of a of a dipole is an ellipse with major axis of about
λ/2 at right angles to the dipole wire and a minor axis of about λ/4 along the wire. Note that the
dipole capture area is many times the physical area of the dipole wire. The inescapable conclusion
is that the presence of the dipole has modified the properties (ε, µ, impedance, and refractive index
η) of the local space surrounding the dipole at least out to a distance comparable with the half-
major axis. This modification of space is the ‘local ether’ [2]. It then follows that the local ether
effectively is a lens that focuses incoming radiation from an area equal to the antenna aperture onto
the wire of the dipole. The problem then is to find the local refractive index profile and the power
flow lines of the incoming energy captured by the antenna. Here we consider power flow-lines as
‘missile trajectories’ and also ‘heuristic’ solutions are obtained. The heuristic solutions are obtained
by dividing the trajectory into two parts for which analytic solutions can be obtained. The two
parts are then joined heuristically to obtain the best fit with the assumed EM physics. Energy
conservation and power continuity are essential assumptions.
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In principle the refractive index profile may then be obtained. If this is known already for
example from real measurements or some assumed but calibrated EM physics the parameters of
the heuristic equations can be adjusted for the best fit.

The method has been implemented in an analytic Mathcad simulation. This is a direct simula-
tion that does not require any matrix inversion. It is not a finite element method. The complexity
of representation may therefore be increased to any desired level without excessive simulation times
being required.

2. POWER-FLOW TRAJECTORY EQUATIONS

Figure 1 shows a set of paths on a central cross-section of space heuristically derived from the
‘uniform distribution’ assumption that the uniform incoming energy density finally approaches
the wire with uniform angular intensity. Only the energy within the boundaries of the antenna
aperture on the left is focussed onto and collected by the wire antenna at 0.0 on the right. This is
an assumption that may not be exactly true in practice but without some assumption on the final
approach angle of the energy there is not enough information for a solution set of trajectories to
be obtained. The problem would then be ‘under-defined’.

Figure 2 shows the geometry for a single trajectory. The distance along the trajectory is s. The
radial distance from the final focal point is r. The angle of the radius to the horizontal is θ1. The
angle between s and r at any point is θ2. The angle between the trajectory and the horizontal is
the difference θ1-θ2.

3. THE LOCAL ETHER REFRACTIVE INDEX PROFILE

The wire dipole antenna modifies the effective refractive index of the space surrounding the antenna.
A ‘local ether’ is formed. The refractive index η(r) is assumed to be circularly symmetrical about
the wire and in general to increase towards the wire, but with no mathematical singularity assumed
at the centre of the wire. The singularity is removed by assuming the index profile is defined by the
(newly discovered) laws of EM coupling [2]. The profile is taken to be the same as the EM energy
surrounding a Goubau single wire transmission line, shown in Figure 2(a) of reference [2]. Two
cases for η(r) are considered. These are where the flat highly coupled central region is respectively
(a) much smaller, and (b) significantly larger, than the width of the dipole capture area.

Ideally the refractive index η(r) should be taken to be a radially symmetric function given by
an evanescent wave profile of the type shown in Equation (1) of reference [1]:

η(r) = η(0)
(
1− e−κn/(

√
f×rn)

)
(1)

where n is best taken to be n = 1 in this case. However up to n = 3 could be more representative
if and when measurements of the actual profiles can be obtained directly.

Figure 1: Power flow trajectories from aperture left
to all angles on a wire dipole at 0.0 on right.

r

θ1

θ1-θ2
s 

θ2

→

Figure 2: Geometry of a power flow trajectory from
aperture left to a wire dipole on right.
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Actually the local refractive index profile cannot be obtained from the trajectory equations
without knowledge of the EM velocity along the trajectory. It may be that the radial velocity
differs substantially from the circumferential velocity. Further measurements need to be made
confirming whatever physics assumptions are valid in this case. At present there is no known way
of determining the exact trajectory paths by measurements of sufficient accuracy to be of use.

4. EM COUPLING AND THE FEYNMAN PATH INTEGRAL

The refractive index profile of Equation (1) has been derived from the assumption of the existence
of ‘EM coupling’ [3]. The EM coupling between two points in space is actually a Feynman ‘path
integral’ as used in Quantum Theory. The Feynman path integral is explained in terms of proba-
bilities of each path that a particle could possibly take but still to take another path. In this case
the probability values are changed into EM coupling factor values. Equation (1) can be said to be
the outcome of a Feynman path integral process applied to the EM coupling.

The EM coupling for wire elements is given by the evanescent wave profile solutions given in
Equation (1), has also been shown to be inversely proportional to the square root of frequency [2].
This implies two types of path profile solutions, above and below a transition frequency of about
20MHz. At high frequencies (THz) we find that energy is scattered or reflected from the local ether
out to a distance of several wavelengths.

5. POWER FLOW TRAJECTORY EQUATIONS

We find a transcendental differential equation for partially refracted radiation trajectories starting
just outside the edge of the capture area with the assumption of a defined radial refractive index
profile, and with the variables as shown in Figure 2. Also we use s as a convenient parameter that
is approximately equal to the distance along the trajectory. And y0 is the initial vertical height of
the trajectory.

dθ2/ds = y0 sin θ1 + η(r) cos θ2 where x = r cos θ1 and y = r sin θ1 (2)

It appears that this equation does not have a simple analytic solution. In principle it can be
solved as a trajectory equation as if of a missile being fired from left to right in Figures 1 and 2.
But this trajectory equation is still problematical. The ‘uniform distribution’ assumption above is
not sufficient to yield a simple analytic solution. We find that it is not possible to define the start of
the trajectory precisely without a trial solution followed by iteration to reduce the final trajectory
angle error to the expected value.

Approximate solutions can be obtained by splitting the trajectory into two parts modelling the
start and finish respectively. The two parts are then joined together seamlessly by a weighting
function which is the mth root of some combination of the nth powers of the two terms. This can
be seen in the left-hand centre equation in Figure 3. The parameters of the weighting function are
chosen by trial and error (heuristically) to fit best with what can be deduced or measured with
respect to the expected trajectories. These parameters have been varied to obtain the different
plots shown in Figures 1, 3, and 5.

Figure 3 is the key part of the Mathcad worksheet that has been used to plot all the trajectories in
Figures 1, 4, and 5. Variable a1 represents steps along the trajectory distance s. It is a parameter
chosen for mathematical convenience, which means that the step size varies by a small amount

a1 0 500...:= a2 0 1, 8...:= y0 .5:=
x1 a1( )

a1

50
:= y1 a2( )

1

24
y0 a2 :=

x2 a1( ) 0.2 1.2
x1 a1( )

2

y0( )
2

x1 a1( )
2

+

 
 

 

 
 
 
 

4

+:=
θ1 a1 a2,( )

4.5y1 a2( )

y0
acos 1x2 a1( )( ) :=

Y a1 a2,( ) .2 0.5x1 a1( )+( ) sin θ1 a1 a2,( )( ) := X a1 a2,( ) .2 0.5x1 a1( )+( ) cos θ1 a1 a2,( )(                )     −:=

.

.
.
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[
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Figure 3: Mathcad worksheet equations for generating trial EM wave energy path trajectories as in Figures 1,
4 and 5.
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Figure 4: Power flow trajectories from aperture left
to all angles on a wire dipole at 0.0 on right. Shaded
blue lens region is finite but less than the capture
aperture size for a frequency below about 90 MHz.

Figure 5: Shaded blue lens region is finite and larger
than less than the capture aperture size, as is the
case above about 90 MHz.

when the path is significantly curved. The variable a2 is the number of trajectories available on
one diagram. x1(a1) and y1(a1) are the horizontal and vertical distances from the wire at the
origin for the two parts of the trajectory considered separately. x2(a1) is the weighting function
with selectable parameters. θ1(a2) is the angle θ1 as in Figure 2. X(a1, a2) and Y (a1, a2) are the
coordinates of the computed trajectories.

6. EFFECT OF FREQUENCY DEPENDENT ELECTROMAGNETIC COUPLING

The local ether lens that focuses the incoming radiation on to the wire is a region of local space
that is highly coupled to itself and the wire. But this electromagnetic (EM) coupling is found to
be inversely proportional to the square root of frequency [2]. It means that at a frequency of about
90MHz the region of coupled space surrounding the wire is comparable in dimension to the capture
aperture of the wire dipole. In the highly coupled region the power flow lines can be assumed to
be essentially radial as shown in the central blue region of Figures 4 and 5. For simplicity the
transitions have been shown as being abrupt at an assumed sharp boundary. In all these cases the
Mathcad equation parameters have been adjusted to provide realistic solutions.

7. CONCLUSION

This is a first attempt at representing the focussing process of a wire dipole. At present not enough
is known or has been measured for this newly elucidated mechanism. Approximate trajectories
have been presented which satisfy the constraints of well known capture aperture area of a dipole
and the assumption that the local ether lens is the region of high EM self-coupling. And the size
of this is the (Goubau) EM coupling distance [2]. Further measurements and more exact solutions
to the trajectory equations are needed to refine the heuristic power flow trajectories that have so
far been obtained.
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Antenna Pattern Formation in the Near Field Local Ether

Michael J. Underhill
Underhill Research Ltd., Lingfield, UK

Abstract—A radial trajectory method is proposed for finding the transmission and reception
power flow lines of multi-element antennas such as the Yagi or phased array. In the antenna
pattern formation region the radial trajectories are assumed to be cones of constant solid angle.
In the local ether region inside this region the power transmitted from each element is radiated
initially with the radiation pattern of that element. Thereafter in the pattern formation region
the power along the radial trajectories varies progressively to form the antenna pattern. The
assumption is that the power on each radial trajectory either radiates power to or receives power
from adjacent trajectories so that total radiated antenna power is conserved exactly at all dis-
tances from the antenna. The transfer of power is assumed to occur exponentially with distance.
The exponential is assumed to be defined by the EM coupling distance, which is found to vary
inversely as the square root of the frequency. The radial line concept can be used in reverse for
antenna pattern formation on reception. For reception the trajectories should represent focussing
by the near-field ether of incoming plane waves on to the elements of the antenna [1]. Reception
and transmission can conveniently be regarded as separate processes occurring in the same re-
gion. The pattern formation region is where the coupling of the antenna elements modifies the
‘local ether refractive index’. The power flow line trajectories for transmission and reception are
very different but ‘reciprocity’ always applies.

1. INTRODUCTION

The pattern of a multi-element Yagi or phased array antenna is formed in space in a region at some
distance away from the antenna. Initially the power from each radiating element in the array is
radiated with angular intensity (power per unit solid angle) as dictated by the element pattern. In
the absence of any dissipation the total power of all the elements remains the same as the far-field
antenna pattern is progressively formed. This power/energy conservation is required by the Laws
of Physics. But it raises a number of questions to be answered:

(a) How is the radiating energy from omnidirectional array elements diverted from the null
directions and focussed into the lobe directions?

(b) At what distance is the antenna pattern of an array actually formed?
(c) For a directional antenna the sum of the momentum from each radiating element is not the

same as the overall momentum of the radiation as seen in the far-field. There is a backward force
on the antenna, but what are the lines of force for this? Is the antenna actually pushing against
the ether or is it purely back pressure from the radiation?

(d) Is there any variation in the velocity of power flow in the near field local ether? Does it
deviate slightly from the velocity cEM in free space? Is this is of secondary concern?

There is little to be found in the literature to answer these questions. The following method for
addressing the above problems is derived from previous publications by the author [1–5].

2. METHOD

For an array antenna in effect the pattern is defined by the potential distribution in space established
by the currents in each element. This essentially classical definition is retained here as an axiom.
The three element end-fire (Yagi) array is taken as an illustrative example of array behaviour in
the following.

The radiated power starts out uniformly from each wire element. This can be defined as a radially
directed bi-vector current with polarisation vector component in the direction of the current in the
wire element [2]. The power density S of the radiation at any point is the local vector potential Φ
times the radial current density Ir. We thus have S = Φ · Ir. This is an alternative (more logical?)
definition of the Poynting vector S = E ×H. Thus

S = Φ · Ir is equivalent to the Poynting Vector : S = E ×H (1)

The radiated power has a momentum density M given by M = S/cem where cem is the EM
wave velocity in free space. The wave momentum is radiated initially in all directions in accordance
with the the circular pattern of the dipole elements assumed in the array.
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A 
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C 

Figure 1: Antenna Process Re-
gions for antenna at centre: A, the
shaded blue local ether lens region
in which element patterns hold;
brown shell, region B, is the array
pattern formation region; and C, is
thefar-field region where array pat-
tern is fully formed.

Figure 2: Pattern of vertical half
wave dipole elements.

Figure 3: Pattern of optimal
three dipole element end-fire
(Yagi) array with maximum
gain/directivity.

The combined potential distribution of the array elements steers and redirects the power flow
momentum from the elements eventually to create the far-field pattern. To do this the potential
exerts sideways forces on the momentum flow lines. These become curved in the same way as is
described in reference [1].

But an alternative way of describing the formation of the antenna pattern is used here. It is
a remapping of the conical constant power lines into radial lines along which the power increases
or decreases. Straight flow lines are defined that radiate from one point near whatever can be
considered as the centre of the antenna. The position does not have to be precise. All the element
power is assumed to start from the centre in this case with the element pattern that is common
to all elements. For convenience the radiated power intensity is defined in terms of solid angle
subtended at the central point. In this way the inverse square law spreading function is factored
out. The pattern is formed by the progressive lateral transfer of power from one (conical) flow line
to another over a finite distance in the pattern formation region shown in Figure 1.

In Figure 1 the element pattern, for example as shown in Figure 2, holds in the central blue
‘local ether lens’ [1], region A. The array pattern, as for example shown in Figure 3, is formed in
the brown spherical shell region B. Anywhere in the free space region C the array pattern holds.

Figures 4 to 6 show the progressive transfer from the element pattern in red through half formed
patterns in brown to the final array patterns in blue. Figures 4 and 5 show the pattern evolution
respectively for the H-plane and E-plane patterns. Figure 6 shows progressive formation of H-plane
patterns deliberately separated by partially scaling with distance.

3. PATTERN FORMATION PROFILE

Power either increases or decreases along each conical flow line by lateral transfer of power between
adjacent lines. The main processes are refraction, partial reflection and scattering of power flow by
the local ether. Scattering causes progressive decrease of power density in the power flow direction,
while retaining strict power and energy conservation. Any mapping of power flow lines can always
be defined in terms of these processes.

At any point on an individual power flow line we can determine whether the line is progressively
radiating or receiving power by comparing external vector potential Φe and the internal vector
potential Φi at that point. The internal vector potential is directly proportional to the displacement
current in the direction of power flow. The constant of proportionality is Z0/2π = 60 ohms. The
external vector potential is the coherent combination of all the potential contributions from all the
elements in the array. It is the external vector potential that creates the final far-field pattern from
the combined radiated power from all the array elements.
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Figure 4: H-plane antenna pat-
terns in at three distances from
the centre of the three element an-
tenna. Red centre pattern is the
dipole element pattern. Outside
blue pattern is the fully formed
three element (yagi) array pattern.
Intermediate brown pattern is a
half formed array pattern in the
pattern formation region.

0

30

60

90

120

150

180

210

240

270

300

330

3

2

1

Figure 5: E-plane patterns for the
three element antenna, but other-
wise as for Figure 4.
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Figure 6: Progressive formation of
patterns but with sizes scaled to be
outside the central region.

The conditions for radiation or reception of power along a radial power flow line are:

Φe = Φi for no radiation or reception and constant power along line (2)
Φe < Φi for radiation and progressive decrease of power along line to a non-zero value (3)
Φe > Φi for reception and progressive increase of power along line to a maximum value (4)
Φe = −Φi for radiation and progressive decrease of power along line to a null value of zero (5)

We assume that the profile of the progressive transformation F(r) from one the element pattern
to the far-field pattern is symmetrically exponential going at the two sides of the pattern forma-
tion and focussing region. The transcendental function selected to represent the processes in this
region is the ‘hyperbolic tangent’ function, tanh. The recommended and simplest mathematical
representation for this is

tanhx =
(
e2x − 1

)
/

(
e2x + 1

)
(6)

This is what has been used for the Mathcad implementations of the plots in this paper.
The boundary conditions that have to be satisfied for each flow line are that for a given direction

they start with a value given by the element pattern and finish with the value given by the array
pattern. Selecting some representative points from the patterns given in Figures 2 to 6, and
applying the tanh function to the step differences we obtain the plots shown in Figures 7 and 8.
Three parameters, a, b, c and d were inserted in Equation (6) as shown in Equation (7):

F (x) = a + b
(
e2d(x−c) − 1

)
/
(
e2d(x−c) + 1

)
(7)

where a is the initial y value, b is the step up, or step down if negative, c is the positive distance to
the half-way point of the tanh curve, which is the centre of the pattern formation region, and d is
inversely proportional to the square root of frequency and sets the length of the pattern formation
region.

4. RECEPTION

For reception of signals the pattern formation region becomes the first focusing region for the
antenna. The physical explanation is, that the impedance and refractive index properties of space
in this region are altered by the external effects of the EM coupling between the antenna elements.
Note that this coupling, and hence also the local ether profile, remains the same whatever the field
strength or power of is being transmitted or received. It truly is a modification of the local ether
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Figure 7: Enhancement or reduction of angle inten-
sity y (power per solid angle) with distance x away
from the antenna centre for different angles to an-
tenna boresight; red at top is in the boresight direc-
tion; next to top magenta line is for the 3 dB down
on boresight directions; central brown line is where
the angle intensity is unchanged; next down green
line is a reduction of angle intensity by 6 dB; bot-
tom blue line is for the direction of a perfect null.
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Figure 8: Is the same as for Figure 7, but at a quar-
ter of the frequency. The x scale remains in units
of absolute length and is not scaled relative to the
wavelength. The length of the pattern formation re-
gion is thus increased in this case by

√
4 = 2 times,

and not by 4 times.

that surrounds the antenna. In the central lens region the local ether is also modified as noted in
reference [1].

5. CONCLUSION

A new explanation of how array antenna patterns are formed in the ‘local ether’ near-field space
surrounding an antenna has been put forward. The antenna pattern is defined by the potential
distribution established by the currents in each element. In essence this is the same as the classical
view of pattern formation. The radiated power starts out uniformly from each wire element and is
then progressively increase or decrease by transfer of energy laterally between adjacent power flow
lines in a ‘pattern formation’ shell region of finite thickness surrounding the central ‘element lens’
region. The transfer profile with distance is governed by the (newly discovered [2]) electromagnetic
coupling that defines the local ether around any antenna.

For an array antenna two process regions have been defined. The central (usually spherical)
region is where the element radiation patterns are considered to hold. The (spherical) shell that
surrounds this is the array pattern formation region. Outside this the far-field array pattern is
considered to be fully formed.

The hyperbolic tangent function with four adjustable parameters has been found to be a good
representation of the variation of power along the power flow (conical) lines. One parameter is set
according to the inverse of the square root of frequency. The other parameters depend mainly on
the physical size of the antenna.

This new description of how a pattern is formed preserves energy/power conservation at every
point in the pattern formation region. It analyses and explains in detail why global energy conser-
vation can safely be applied in antenna pattern formation. Thus it confirms that the directivity of
an antenna can always be computed from its measured antenna pattern.
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N. Athanasopoulos and V. Kostopoulos
Department of Mechanical Engineering and Aeronautics

University of Patras, Greece

Abstract— The ability of carbon fibers to conduct electric current can be used in a plethora
of applications. Carbon fiber reinforced plastics (CFRPs) can be divided into unidirectional and
multidirectional laminates. The electric conductivity of the unidirectional laminates presents
strong electric anisotropy and can be expressed by a symmetric, second order tensor. There is no
point in studying the electrical conductivity of CFRPs ignoring the microstructure of the material.
In order to consider a multi-layered material homogenous, it is of paramount importance that we
examine the intralaminar and interlaminar areas.
Using the continuity equation, it can be proved that the electric conductivity of the multidirec-
tional laminates can also be expressed by a second order tensor (equivalent tensor). Therefore,
the electrical conductivity tensor of the CF preform can be calculated for any stacking sequence
assuming that the material is homogenous and that the plies’ thickness is negligible in comparison
to the other dimensions. The equivalent tensor can be imported into the elliptic partial differential
equation which is the governing equation for steady current in anisotropic media. Consequently,
the electric field and the current density can be calculated by solving the aforementioned elliptic
PDE.
The validity of the equivalent tensor was confirmed by measuring the electrical resistivity of
the multidirectional laminates media for various multidirectional laminates (stacking sequences).
For a second confirmation the coupled thermo-electric problem was solved numerically using
as input material the calculated equivalent tensor. The calculated temperature field for each
multidirectional laminate was confirmed experimentally via a thermal camera.

1. INTRODUCTION

The electric conductivity (EC) of unidirectional CFRP laminates has been thoroughly studied and
is dependant upon the fibre conductivity, fiber direction [1], fiber volume fraction [2] as well as the
temperature [3, 4] and the plies’ thickness [5]. In real structures, CFRPs consist of multidirectional
layers. The determination of the electric conductivity of the anisotropic multilayered material
is the most crucial factor for the calculation of the electric potential field, electric field and the
current density. Certain factors that are crucial as far as the electric field distribution is concerned,
are the following: the fibre volume fraction, as well as the material imperfections at a scale of
micrometers. All the above affect the electric field distribution at the microscopic level, resulting
in an obvious disturbance at the macroscopic level. In this study, we assume that the material
used is homogenous and anisotropic, hence it approximates the ideal anisotropic material. Also,
the layers’ thickness is negligible compared to the other dimensions (no electric potential gradient
through the layers’ thickness) and that the layers are in perfect contact with each other. This can
be achieved under certain conditions of temperature and pressure during the manufacturing stages
of the CFRP laminate.

Using optical microscopy, the intralaminar and interlaminar regions of the multi-layered CFRP
material can be examined and therefore we can decide whether the material’s EC can be described
by the suggested equivalent second order tensor.

2. MATHEMATICAL PROOF OF THE EQUIVALENT TENSOR

The authors have verified the EC of any dry CF multidirectional layered material can be expressed
by a second order tensor, which is derived from each layer’s tensor [6]. Assuming that the body
is thin (2D space), the EC tensor can be determined very simply by using the continuity equation
for anisotropic continuum media. The EC tensor that describes the new equivalent multilayered
material is composed of the EC tensors that describe each CF layer, separately. As it is well known,
the following equation, Equation (1) expresses the current conservation in a closed surface S for the
anisotropic body. Integrated Equation (1) over a control volume and using the Divergence theorem:

∫∫∫

V
(∇ · J)dV =

∫∫

S
J · dS (1)
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The total current that passes through the surface SL (total cross section area) is equal to the sum
of the electric current that passes the cross section of each layer of the surface Sn, Fig. 1(a), where
n is the outward unit normal vector of the surfaces SL and Sn. Hence, the integral of the dot
product of the current density and the surface of the cross section expressed by Equation (2).

IL =
N∑

i=1

Ii ⇔
∫∫

SL

JL · ndSL =
N∑

n=1

∫∫

Sn

Jn · ndSn⇔
∫∫

SL

(JL1i + JL2j) · ndSL

=
N∑

n=1

∫∫

Sn

(Jn1i + Jn2j) · ndSn (2)

where JL1 is the current density that crosses the representative volume in the direction x1, and JL2

is the current density that crosses the representative volume in the direction x2.
Integrated Equation (2) over the thickness (H) and the width (W ) from −W/2 to W/2 of

the representative volume and dividing by the total surface (SL1 = HW ) the current density at
direction x1 is given by Equation (3).

|JL1| = σL
11E1 + σL

12E2 =
N∑

n=1

Sn

SL1
(σn

11E1 + σn
12E2) (3)

where Sn = hnW is the cross section surface of each layer. Following the same procedure and
integrating over the other side of the representative volume (from−W/2 to W/2) then it is concluded
that the current density at direction x2 is given by Equation (4).

|JL2| = σL
21E1 + σL

22E2 =
N∑

n=1

Sn

SL2
(σn

21E1 + σn
22E2) (4)

The total current density (JL) is equal to JL = JL1i+JL2j. Based on Equation (3) and Equation (4)
the final expression of the equivalent EC tensor (σL) for the multidirectional laminate can be
expressed by Equation (5).

σL =
[

σL
11 σL

12

σL
21 σL

22

]
=

1
ST




N∑
1

Snσn
11

N∑
1

Snσn
12

N∑
1

Snσn
21

N∑
1

Snσn
22


 =

1
SL

N∑

n=1

SnσL (5)

By combining layers of different direction, a new material is produced whose electric conductivity
depends on its layers’ electric conductivity. Fig. 2(b) demonstrates each layer’s EC tensor ellipse
(black line) for 0◦ fiber directions and (red line) for 30◦ fiber direction as well as the final material’s
EC tensor ellipse (blue line) for stacking sequence (0/30/30/0). The eigenvalues as well as the
eigenvectors can be calculated as known. The equivalent EC tensor is valid only if the CFRP layers
are in perfect contact and the fiber volume fraction is high enough. The fiber volume fraction
of the laminate must be uniform at the intralaminar and interlaminar areas (detailed microscope
images, Fig. 1(a)). This uniformity can only be achieved by applying a specific temperature and
pressure profile during the CFRP’s manufacturing stages, which will cause the rich-in-resin layer
to be diminished.

3. ELECTRIC POTENTIAL FIELD (3D TO 2D SPACE PROBLEM)

As far as a multilayered material is concerned and taking into account the second assumption
(no electric potential gradient through the thickness), the electric field distribution is a 3D space
problem. However, in the case where the plies’ thickness is small relatively to the other dimensions
the problem can be deduced to the 2D space, neglecting the plies’ thickness and the electrical
gradient through the thickness of the material. We studied the electric field distribution in multi-
layered materials of circular geometry by applying potential difference between the two concentric
circles of Fig. 2 (using Dirichlet boundary conditions). The results were compared to the respective
analytical 2D space problem solution. Two layers with EC tensors of σ45 and σ−45 respectively,
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(a) (b)

Figure 1: (a) Elementary volume of the multidirectional laminates and the microstructure of the material
for two different pressure levels at manufacturing stage of the material, (b) eigenvalues and eigenvectors for
each CFRP layer and the new multidirectional CFRP material.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 2: (a) Dimensionless electric potential field for circular domains as a function of layers thickness,
(b) absolute error between the numerical solution (3D space) and the (2D space) analytical solution, (c),
(d), (e), (f) comparison between numerical and analytical solutions as a function of ratio λ = Rmax/Rin for
layer thickness h = 0.05mm.

produce a new multidirectional material of (±45◦) with EC tensor of σ±45. Considering that the
new material σ±45 can be expressed by a scalar quantity and not a tensor, we can calculate the
electric potential field distribution in polar coordinates using the Equation (6).

φ (r) = φo ln
(

r/Rmax

Rin/Rmax

)
(6)

The previously mentioned analytical solution is compared to the respective numerical solution in
3D space, for various thickness layers and various ratios (λ = Rmax/Rin) where (λ) is the external
to internal radius of the domain.

Figure 2(a) demonstrates the electric potential field distribution as a function of the radius (r),
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(a)

(b)
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(d)
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(f)
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(h)

Figure 3: Numerical results and thermal camera images for two circular multidirectional CFRPs using the
equivalent EC tensor (Rmax/Rin = 4.5, Rmax = 157.5mm, H = 0.726 mm, h = 0.121mm). (a), (b) current
density, (c), (d) electric potential field (e), (f) calculated temperature field, (g), (h) measured temperature
field.

for a ratio of λ = 8 and for various ply thicknesses. It can be observed that as the thickness reduces,
the numerical solution at the middle of the laminates approximates the analytical solution. It is
obvious in Fig. 2(b) that the error between the two curves for an internal radius (Rin) tends to zero
for high ratios (µ = Rmax/h where (µ) is the external radius to the layer thickness).

Final, Figs. 2(c), (d), (e), and (f) demonstrate the electric potential in dimensionless form, as a
function of radius (r) for layer thickness h = 0.05mm and λ = 8, 16, 24, 32 ratios. These diagrams
depict the electric potential at the region where maximum deviation from the analytical solution
can be observed. The curves coincide for ratios λ > 8. Therefore Equation (5) is valid when the
layer thickness is small and it is safe to say that the error tends to zero.

4. VALIDATION OF THE EC TENSOR VIA THE JOULE EFFECT

The electric potential field in anisotropic homogeneous media can be expressed by an elliptic partial
differential equation, Equation (7). The symmetry of the EC tensor is a consequence of the symme-
try of the kinetic coefficients (Onsager theorem [7]). Since the EC tensor is symmetric (σ12 = σ21),
the electric potential field satisfies the following simplified elliptic PDE.

∇ · (σL∇φ) = 0 ⇔
σ12=σ21

σ11
∂2φ

∂x2
1

+ 2σ12
∂2φ

∂x∂
1x2

+ σ22
∂2φ

∂x2
2

= 0 (7)

where (σL) is the EC tensor and (φ) is the electric potential field. In the present work, the
thermoelectric effect is considered negligible. Using this assumption, the relation between the
current density (J) and the electric field for a homogeneous anisotropic conductor is expressed by
Equation (8).

J = σL (E− a∇T )
a∇T=0⇒ J = σLE = σL (−∇φ) (8)

The boundary conditions for the following problem are described by a first kind boundary condition
(Dirichlet boundary condition) at the Γd regions and by second kind boundary conditions (Neumann
boundary condition) at the Γs.

The indirect method for the validation of the tensor involved the use of a thermal camera.
We studied a circular domain with a symmetric stacking sequence (0/30/45)s and ratio (λ =
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Rmax/Rin = 4.5) using different boundary conditions (two cases, Figs. 3(a) and (b)). The electric
potential difference was applied at the edges of the circular domain. Then, certain numerical models
were developed in order to solve the electrical problem of an anisotropic continuum body as well
as to find the electric field distribution and the current density. Since the thermoelectric effect
has been omitted, then the generated heat per unit time and volume is the dot product of the
electric field and the current density. The dot product in a known domain Ω, with given boundary
conditions, changes according to the EC tensor of the layered medium. Different stacking sequences
lead to different equivalent EC tensors. Thus, the resulting generated heat in the known domain is
also different.

Considering an elementary volume, the heat transfer energy equation of an anisotropic porous
medium is given by Equation (9) [8].

((1− ϕ)(ρc)f + ϕ(ρc)m)
∂T

∂t
= ∇ · (k∇T ) + J ·E− Q́losses (9)

where (k) is the thermal conductivity tensor and (1−ϕ) is the fraction that is occupied by fibers, (ϕ)
is the fraction that is occupied by matrix material, (Q́losses) is the energy losses through convection,
(ρc)f and (ρc)m denote the product of the density and specific heat capacity of the carbon fibers
and the matrix material respectively.

The measured temperature field Figs. 3(g) and (h) of each case was compared to the respective
numerically calculated, Figs. 3(e) and (f). For confrontation, the results will be presented in dimen-
sionless form. More precisely, the electric potential field and the temperature field are presented
in dimensionless form, following the expression φ∗ = φ/φmax and T ∗ = (T − Tenv)/(Tmax − Tenv)
respectively, Fig. 3.

5. CONCLUSIONS

The electric conductivity tensor of a multidirectional CFRP material can be expressed by a sym-
metric second order tensor which derives from the combination of each layer’s electrical conductivity
tensor, Equation (6). The above is valid in the case where the material is homogenous and the plies’
thickness is negligible compared to the body’s other dimensions. If the applied pressure level is sat-
isfactory during the material’s manufacturing stages, the material could be assumed homogenous
and anisotropic. Applying electrical potential at the specimen’s inner and outer radius the tem-
perature of the medium increase due to the Joule effect. The temperature field of the multilayered
medium depends on the EC tensor (stacking sequence of the CFRP) and the boundary conditions.
The calculated temperature field is in excellent agreement with the temperature measurements
using the thermal camera.
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Spherical Impedance Boss at the Edge of a Perfectly Conducting
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Abstract— In this work, canonical problem of a scatterer at the edge of a wedge is consid-
ered and eigenfunction solution is developed. Initially, a dyadic Green’s function for a spherical
impedance boss at the edge of a perfect electrically conducting (PEC) wedge is obtained. Since
scattering from objects at the edge is of interest, a three-dimensional Green’s function is formu-
lated in terms of spherical vector wave functions. First, an incomplete dyadic Green’s function
is expanded in terms of solenoidal vector wave functions with unknown coefficients, which is not
valid in the source region. Unknown coefficients are calculated by utilizing the Green’s second
identity and orthogonality of the vector wave functions. Then, the solution is completed by
adding general source correction term. Resulting Green’s function is decomposed into two parts.
First part is the dyadic Green’s function of the wedge in the absence of the sphere and the second
part represents the effects of the spherical boss and the interaction between the wedge and the
scatterer. In contrast to cylindrical vector wave function expansions and asymptotic solutions
which fail to converge in the paraxial region, proposed solution exhibits good convergence every-
where in space. Using the developed Green’s function scattered field patterns are obtained for
several impedance values and results are compared with those of a PEC spherical boss. Effects of
the incident angle and surface impedance of the boss on the scattering pattern are also examined.

1. INTRODUCTION

In modeling radar targets and developing propagation models for wireless networks structures on
wedges are often involved. Analytical treatment of such canonical structures will provide accurate
and fast simulations and a physical insight of the problem. In this work, we present an eigenfunction
solution for an impedance spherical boss placed at the edge of perfect electrically conducting (PEC)
wedge which provides a basis to analyze impedance scatteres at the edge.

Configurations consisting of wedge structures are treated extensively in literature. A Geo-
metrical Theory of Diffraction (GTD) based solution for scattering from cylinder-tipped wedge is
first presented in [1], then numerical results in the shadow boundaries are improved by introduc-
ing higher order terms [2]. Also in [3], Green’s function based on eigenfunction expansion is for
cylinder-tipped wedge with a sectoral or annular groove. In addition, scattering from corrugated,
grooved and cavity backed wedge are considered in [4] and [5] where hybrid methods using Uniform
Theory of Diffraction, Method of Moments and Finite Element Method are employed. Neverthe-
less, published works mostly refer to configurations which conform to cylindrical coordinates and
do not mention the scattering from structures at the edge.

Procedure followed here is an extension of that outlined in [6] where Dyadic Green’s function
is developed for spherical PEC boss at the edge. Due to three-dimensional geometry of the prob-
lem, spherical vector wave functions are utilized. This approach is convenient for accurate field
calculation in the paraxial region where the scatterer is located.

2. FORMULATION

Geometry of the problem is shown in Fig. 1. A PEC wedge with exterior angle γ is considered
which extends infinitely in the z direction. One side of the wedge lies on the xz plane. A spherical
impedance boss with radius a is centered at the edge of the PEC wedge. R̄ = rr̂ and R̄′ = r′r̂′ are
two position vectors denoting the observation and the source locations, respectively. Sw and SB

denotes the surface of the wedge and the boss, respectively. Σ is an imaginary spherical surface
which extends to infinity. These surfaces enclose the volume V . n̂ is the unit normal vector directed
in the volume V . Throughout the paper ejωt time convention is assumed and suppressed.

The electric field due to the volume current density, J̄v, which is confined to volume Vj , can be
written in the form of

Ē
(
R̄

)
= jωµ0

∫

Vj

J̄v

(
R̄′) · ¯̄ΓWB

(
R̄, R̄′) dv′ (1)
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Figure 1: Geometry of the problem.

where ¯̄ΓWB(R̄, R̄′) is the dyadic Green’s function for the PEC wedge and boss. For the isotropic,
homogeneous medium in V , k0 and Z0 are the wave number and characteristic impedance of free
space, respectively.

Dyadic Green’s function satisfies the following differential equation

∇×∇× ¯̄ΓWB

(
R̄, R̄′)− k2

0
¯̄ΓWB

(
R̄, R̄′) = ¯̄Iδ

(
R̄− R̄′) (2)

where ¯̄I is the unit dyad and δ(R̄− R̄′) is the Dirac delta function. In addition to (2), ¯̄ΓWB(R̄, R̄′)
satisfies the following boundary condition at Sw

n̂× ¯̄ΓWB

(
R̄, R̄′) = 0 (3)

and also satisfies the impedance boundary condition at surface of the boss, SB, n̂ × n̂ × Ē(R̄) =
−ηn̂× H̄(R̄) which can be written in terms of dyadic Green’s function as follows:

n̂× n̂× ¯̄ΓWB

(
R̄, R̄′) = κn̂×∇× ¯̄ΓWB

(
R̄, R̄′) (4)

where κ = η
jk0Z0

and η is the surface impedance of the boss. ¯̄ΓWB also satisfies the Meixner edge
condition and the radiation condition.

To construct the dyadic Green’s function, first an incomplete dyadic Green’s function is expanded
in terms of solenoidal spherical vector wave functions, which is valid for R̄ 6= R̄′, then the solution
is completed by adding a source correction term introduced in [7].

Volume V is divided into two regions which is separated by the sphere of radius r′. To simplify
the derivation, vector Green’s function is defined as follows

Ḡ
(
R̄, R̄′) = ¯̄Γ

(
R̄, R̄′) · û (5)

where û is a unit vector in an arbitrary direction. Vector Green’s function can be expanded in
terms of spherical vector wave functions which are presented in [8].

ḠI =
∑

q

aq

(
R̄′) M̄ (IM)

eq

(
k0R̄

)
+ bq

(
R̄′) N̄ (IN)

oq

(
k0R̄

)
(6)

ḠII =
∑

q

cq

(
R̄′) M̄ (4)

eq

(
k0R̄

)
+ dq

(
R̄′) N̄ (4)

oq

(
k0R̄

)
(7)

where ḠI and ḠII are the Green’s function in the region I and region II, respectively. q is the
compact summation index representing m, n. Since ḠI satisfies the impedance boundary condition,
vector wave functions are modified as follows:

M̄ (IM),(4)
eµn

(
k0R̄

)
= k0z

(IM),(4)
µ+n (k0r) m̄eµn (θ, φ) (8)

N̄ (IN),(4)
oµn

(
k0R̄

)
=

1
r
z
(IN),(4)
µ+n (k0r) l̄oµn (θ, φ) +

1
r

d

dr

[
rz

(IN),(4)
µ+n (k0r)

]
n̄oµn (θ, φ) (9)
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where

z
(4)
µ+n (k0r) = h

(2)
µ+n (k0r) (10)

z
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κ
a − 1

)
jµ+n (k0a)

k0κh
(2)′
µ+n (k0a) +

(
κ
a − 1

)
h

(2)
µ+n (k0a)

h
(2)
µ+n (k0r) (11)

z
(IN)
µ+n = jµ+n (k0r)−

k0j
′
µ+n (k0a) +

(
1
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0κ
)
jµ+n (k0a)

k0h
(2)′
µ+n (k0a) +

(
1
a + k2

0κ
)
h

(2)
µ+n (k0a)

h
(2)
µ+n (k0r) (12)

m̄eµn and n̄oµn are auxiliary vector wave functions which are defined in [8]. To satisfy the boundary
conditions on Sw, M̄ and N̄ functions are chosen as even and odd, respectively. Additionally,
µ = mπ

γ are the eigenvalues defined by the exterior angle of the PEC wedge. The primes in the
Equation (12) denote derivatives of the functions with respect to their argument.

To solve for the unknown coefficients, Green’s second identity is applied in the volume V1 and
V2 and orthoganality of the vector wave functions over spherical surfaces is used. Consequently,
the coefficients are calculated as,

aq

(
R̄′) =

jπ

2k0

1
Qµn (µ + n) (µ + n + 1)

M̄ (4)
eq

(
k0R̄

′) · û (13)
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(
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N̄ (4)
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(
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′) · û (14)
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(
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(
k0R̄

′) · û (15)

dq

(
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jπ
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Qµn (µ + n) (µ + n + 1)

N̄ (IN)
oq

(
k0R̄

′) · û (16)

where

Qµn =
εmπγn!

2 (2µ + 2n + 1) Γ (2µ + n + 1)
(17)

εm =
{

2 m = 0
1 m 6= 0.

(18)

By comparing the Equations (6) and (7) with Equation (5) and adding the source correction term,
one could obtain the dyadic Green’s function as

¯̄ΓWB

(
R̄, R̄′) =

r̂r̂

k2
0

δ
(
R̄− R̄′) +

jπ
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(4)
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(19)
Using the explicit equations for M̄ (IM) and N̄ (IN), one could obtain

¯̄ΓWB

(
R̄, R̄′) = ¯̄ΓB

(
R̄, R̄′) + ¯̄ΓW

(
R̄, R̄′) (20)

where ¯̄ΓW (R̄, R̄′) is the dyadic Green’s function for the PEC wedge defined in the [8]. ¯̄ΓB(R̄, R̄′) in-
cludes the terms added due to the presence of the spherical scatterer which represents the scattering
from the sphere and its interaction with the wedge.
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where
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)
h
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. (23)

For the limiting case of PEC scatterer, η = 0, ¯̄ΓB reduces to the dyadic Green’s function for a PEC
boss which is presented in [6].

3. NUMERICAL RESULTS

In this section, dyadic Green’s function given by (21) alongside with (22) and (23) is used to
investigate the effect of the spherical boss on the scattering of the PEC wedge. The field scattered
from the impedance boss is defined as follows:

Ēs
(
R̄

)
= jk0Z0

∫

Vj

¯̄ΓB

(
R̄, R̄′) · J̄V

(
R̄′) dv′. (24)

A point source is assumed at R̄0 = r0r̂0 which is in the far zone of the sphere.

J̄v

(
R̄′) = δ

(
R̄′ − R̄0

)
p̄e (25)

where p̄e is an electric dipole moment which is determined by the angular unit vectors θ̂ and φ̂. In
the following examples, a sphere of radius 0.25λ is centered at the edge of a half plane. Origin of
the coordinate system is chosen as the center of the sphere.

In Figs. 2 and 3, monostatic scattered field is plotted for normalized surface impedance values
of ηs = η/Z0 = 0, 1.5, 3. Scattered field is calculated with elevation angle fixed at a value θ0, and φ

is varied from 0 to 360◦. Eθθ represents the scattered electric field in θ̂ direction when the incident
field is in θ̂ direction and Eφφ represents the scattered electric field in φ̂ direction when incident
field is in φ̂ direction.

In Fig. 2, incident and scattered fields are in the paraxial region, hence the scattered field is
high due to the edge excited guided waves. In this region field pattern varies as cos2(φ

2 ) and sin2(φ
2 )

for Eθθ and Eφφ, respectively which indicates that n = 0, m = 1 mode is dominant.
As the incident field moves away from the paraxial region (Fig. 3), higher order modes are

excited. In addition, field intensity drops significantly due to the weakened edge guidance. The
amount of decrease in the field amplitude is observed to be more for the PEC scatterer.
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Figure 2: Monostatic scattered field for the spherical boss at the edge. The incident angle θ0 = 1◦, a = 0.25λ.
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Figure 3: Monostatic scattered field for the spherical boss at the edge. The incident angle θ0 = 80◦,
a = 0.25λ.

4. CONCLUSION

We have developed a dyadic Green’s function for an impedance boss at the edge based on the
spherical vector wave function expansion that gives accurate results everywhere in space. In the
limiting case of η = 0, dyadic Green’s function expression reduces to the one for the PEC boss.
Numerical results are obtained for impedance scatterer and compared with the PEC scatterer.
This study could set a benchmark for numerical solvers and lead to an extension for the current
high-frequency approaches.
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Electromagnetic Sources and Observers in Motion VII — Medium
Support for a New Relativity Theory

S. E. Wright
Moor Lane Laboratory, ECASS Technologies Ltd, Kirkburton, Huddersfield, HD8 0QS, UK

Abstract— This is the first of two papers to be presented at the Moscow Symposium, and
the seventh paper in the series of electromagnetic (EM) sources and observers in motion. Two
given in Xian China, two in Cambridge USA and two in Marrakesh Morocco, over the last two
years. The Moscow paper deals with the existence of the propagation medium (ether) and its
support for a new relativity theory. This theory, derived directly from Lorentz’s medium based
motional transform (LT), removes non causality apparent in Einstein’s relativity, clarifying our
understanding of the universe. Einstein believed there was no propagation medium (ether), pre-
dicting an irrational (non causal) wave theory, but then used a medium in his field equations
predicting causal observations. A new medium based theory indicates that Einstein’s ether-less
relativity is in error and his medium based Special Relativity (SR) incomplete. It describes
an improved theory that agrees with the measured predictions of SR, but predicts additional
measured observations that SR cannot predict, and identifies aspects of SR that cannot be mea-
sured. Historically, Lorentz was the first to predict the measured effects of electromagnetic (EM)
systems in motion. Einstein was the first to solve the EM wave equation (partially), based on
Lorentz’s medium based transform, predicting the same motional properties as Lorentz. There-
fore, Einstein’s SR has a medium based causal aspect that predicts many of today’s measured
observations, and an ether-less, non causal aspect, which cannot. A New Relativity (NR) theory
extends the LT, distinguishing between measured source and observer motional properties and
between different motional reference frames. This allows a new set of problems to be solved
that cannot be accounted for using Einstein’s ether-less SR. Restoring the medium removes the
discontinuity between classical and modern physics. The medium’s existence provides a common
link between electrical and gravitational fields, accelerating frames and perhaps to the unification
theory of the universe.

1. INTRODUCTION

Viewing the sky at night, it is difficult to imagine that the universe is not continuous and absolute,
i.e., it is not one piece of spatial fabric. Einstein concluded just that, implying that space is a
patch-work of autonomous regions of relativity. He believed there was no medium and no absolute
time and space. Einstein based his belief mainly on his interpretation of the undetectable motion on
Earth as it moves through space, as measured by the Michelson and Morley Experiment (MMX) [1].
Also, that source and observer Doppler [2] effects (observed source changing frequencies through
motion) are identical. Although these results appeared initially not to be predicted by classical
wave theory, it is shown conclusively that they are based on a propagation medium and are both
supported by the medium based wave equation.

Convinced of his ether-less relativity, Einstein decided that only relative motion between space-
ships was meaningful, coining the misnomer term ‘relativity’. Ships could travel notionally at any
velocity, without being able to resolve their speed, providing there was no relative velocity between
them. With relative motion, either ship could be considered to be moving with their astronauts
ageing less than the other ship. Incredibly, both situations were considered possible, even at the
same time, which is impossible in the real world. It was claimed that the situation could not be
resolved until one of the ships changed speed or direction. But what would have been the situation
immediately before the ships changed course? What would have happened if the ships never change
course? These questions can only be satisfactorily answered if the medium exists and all motions
are considered relative to the propagation medium.

Because it seemed to work, relativists over the last 100 years have been convinced that Ein-
stein’s ether-less relativity made sense, when in fact it is non causal (cannot be measured). The
main problem is that electromagnetic (EM) waves (light) are supposed to propagate without a
propagation medium (ether), which by definition is a contradiction and in reality physically impos-
sible. In the absence of all gravitational matter, fields and particles, a vacuum is not empty space.
It has a defined and measureable medium, (permeability µ = 1.25 × 10−6 N/A2 and permittivity

*Corresponding author: Selwyn E. Wright (selwyn.wright@ntlworld.com).
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ȩ= 8.85 × 10−12 F/m). With well established properties it is pointless to deny the medium’s ex-
istence. The medium determines the wave characteristics, including the wave propagation speed.
EM waves are no exception; their electrical medium properties are finite giving a finite speed of
light. If there was no medium the propagation speed in space would be infinite, which is not the
case.

It appears that all electrical fields use the same medium to transmit their steady state values and
disturbances. It seems that unsteady electrical fields create EM waves, steady difference electric
fields create gravity, and net gravity fields through the universe create a residual inertial field
(Higgs [3]). Field disturbances can be represented by waves or non massive particles: light waves
as photons, gravity waves as gravitons and Higgs field disturbances by bosons, they all appear to
be electrical, Wright [4]. This includes Einstein’s Special Relativity (SR) [5] involving light, and
General Relativity (GR) [6] concerning gravity.

2. NEW RELATIVITY

There is ample evidence to support the propagation medium, but no evidence to support its non
existence. To extend and solve the electromagnetic motional wave equation it is important to
establish the credibility of the medium’s existence. To do so, it should be recognised that without
a medium, there is no known way of transmitting EM waves, solving the wave equation, predicting
events, maintaining continuity of time and space, and no way of creating inertia. Further, without
a propagation medium time has no direction, one cannot distinguish between which system is
moving, the source or observer, which system is ageing least, or identify the optical paths — they
are indeterminate. Simultaneity (equal propagation times upstream and down) and reciprocity
(interchanging the observer and source makes no difference optically), cannot be supported by the
medium based Maxwell’s Equations (ME’s) [7], or the medium based Lorentz transform [8]. These
insurmountable problems could have been avoided by simply accepting the medium’s presence.

Thus all wave theories should have a medium, to be rational. Without a medium, they cannot
be a solution of the wave equation, or predict causal events. The medium is not a mathematical
artefact that can be removed as Einstein believed. The medium is needed to support the field that
supports the waves that illuminates the observed events. This medium’s presence should not have
been doubted over a century ago, there was considerable evidence then to support the medium.
There is no justification now to reject it, and there has never been substantial evidence to support
Einstein’s ether-less relativity. All motional effects, both classical and relativistic, are shown to be
caused by motion relative to the medium, as Lorentz predicted, and not relative to other systems,
as Einstein claimed.

This motion relative to the medium is easily verified, either by inspection of Einstein’s field
equations that use Lorentz’s medium based transform. Or absolutely derived directly from the
medium based classical wave equation, using Lorentz’s time rate and structural contraction through
motion. Either way, Einstein’s measured SR observations are predicted using a medium, whereas
Einstein’s ether-less concept of relativity is false and his ether-less predictions not measurable.
Relativists claim that no medium exists or indeed is required. They interpret Minkowski’s [9]
rectangular axes space-time four vector analysis as requiring no medium. However, this is not
possible, the vertical and horizontal axes of space-time still require Lorentz’s rectangular axes
transform, representing time and space respectively. Normalised against the speed of light, the
velocity becomes a 45 degree gradient. This is just a mathematical convenience of representing
time and space, there is no mechanism to remove the medium.

On Earth, most motional effects, without involving particle accelerators, are predicted solely
by the medium based classical wave theory. At Earth speeds and field strengths, relativistic and
gravitational contributions, unless integrated over long periods of time are very small compared to
the dominant classical instantaneous motional effect. Confusion in relativity also occurs through
there being two types of reference frames. Einstein believed EM waves were some how different
from classical ones. It was acknowledged that the medium existed for stationary EM systems, but
suddenly disappeared when the systems were set in motion. This inconsistency was suggested by
Einstein’s ether-less invariant inertial frame, where the mechanics and physics are invariant.

However, this frame, not recognising the medium’s existence, is incapable of predicting obser-
vations. The measured situation is described by Lorentz’s variant optical frame containing the
additional effect of the medium and its waves, which make the judgment of observations possi-
ble. Although the propagation speed and observations are invariant within the moving frame, the
propagation time asymmetry (PTA) for all waves travelling around a moving system, including
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EM waves, always become asymmetric, revealing the system’s motion. This PTA, which is absent
in Einstein’s inertial frame, is a classical, and causal prediction, passing through into Lorentz’s
medium based motional transform, completely negating Einstein’s ether-less concept of relativity.
Thus all sources, including classical and EM, behave similarly, to make waves they both require a
propagation medium.

Further, ether-less relativity cannot distinguish between various types of frame motion. One is
where systems move with respect to the medium, causing a measured propagation time difference
between source and observer motion. The other is where there is no motion between the medium
and the frame, as in distinguishing between propagation in the medium at rest in space, moving
with the Earth (Earth centred) and moving with the Sun and Solar System (heliocentric). These
frames are implemented without authority (cause), they can only be explained if the medium exists,
is generally at rest, moves with the Earth and finally with the Solar System. The medium motion
and motion relative to the medium cannot be support by Einstein’s ether-less concept of relativity.
Thus Einstein’s claims: i) only relative motion between systems can be detected, ii) distinction
cannot be made between reference frames moving at various constant speeds and iii) the medium
is redundant, which we have accepted on faith, are all non causal (false). Einstein’s inertial frame,
responsible for these beliefs, is inappropriate to predict measured SR observations; it is the medium
based optical frame that correctly predicts them.

Einstein’s ether-less SR predicts no absolute time and space, and time travel, both of which are
non causal (impossible). In the New Relativity (NR), it is possible (causal) to travel visually to
the past, but not to interfere or change it, as it has already happened. It is not possible to visually
travel to the future as it has not yet occurred. Neither is it possible to materially (physically) travel
into the future or past. But it is possible to slow one’s time down through material transport, by
physically moving at a high speed or visiting a gravitational body. However, this is not reversible
time travel, it is just relatively changing the rate of ageing between systems. Accepting the reality of
the propagation medium, and presuming that the speed of light cannot be exceeded, M = v/c < 1,
where M is the system speed ‘v’ compared to the light speed ‘c’ in the medium. It appears that
the speed can be exceeded across frames, M∗ > 1, where M∗ = M/α. The speed and distance
capability is much greater across the hybrid frame by α−1, where α is the Lorentzian contraction
factor. Distance is measured in the stationary propagation medium and the slower time in the
moving system frame. As M → 1, α → 0 and M∗ → ∞, allowing the hybrid speed of light to
exceeding the speed of light in the medium, resulting in huge distances to be achieved in space
travel in a human life.

Ignoring the medium’s existence has led to confusion in the basic understanding of EM wave
theory. It has led to the discontinuity between classical and modern physics. It has not helped in
the unification of EM and gravitational fields, and the ultimate unification theory of the universe.
Basic optics tells us that all fundamental wave concepts, such as Huygens’s [10] wave theory, ME’s
and LT are medium based. They are meaningless without their propagation medium to propagate
their steady fields and disturbances. Again, all motional effects are with respect to the medium,
not through relative motion between systems. This includes the propagation speed, which also
propagates relative to the medium. It is not generally understood that the speed of light is invariant
only because time rate and systems shrink through motion relative to the medium, by exactly the
same ratio, maintaining its propagation speed in the moving frame. Although the mechanics (first
postulate) and the speed of light (second postulate) are invariant in Einstein’s inertial frame, the
PTA in a moving optical frame is asymmetrical and variant. Therefore, in the New Relativity
(NR), a third postulate is required, stating that the PTA and its variance exist in an optical frame
moving relative to the medium.

Finally, the ether-less predictions were supported by Born [11]. He adopted Minkowsky’s oblique
transform axes representation, rather than the rectangular axes used in the Lorentz transform.
However, these simulations based on no medium, cannot be a solution of the wave equation; they
are non causal and cannot be measured. A causal EM motional analysis (EMMA) by Wright [6, 31]
based on the medium, has been developed that extends the medium based Lorentzian transform
to include both source and observer motion. It distinguishes between measured motional differ-
ences using individual pairs of time and space scales representing source, observer and medium,
rather than the two unspecified pairs in the incomplete SR. This extension predicts the measured
observations that Einstein’s medium based SR predicts. However, it predicts additional measured
properties that SR cannot predict, such as the different properties that sources and observers have
when in motion. It also provides overwhelming evidence that Einstein’s non measureable ether-less
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Figure 1: Medium profile around a rotating and orbiting planet, according to Michelson and Morley, Sagnac,
Michelson and Gale, Penzias and Wilson, Hafele and Keating, Saburi et al., Reasenburg et al., COBE and
GPS.

aspects are purely speculative.

3. MOVING MEDIUM

A mass-less vacuum devoid of all gravitational matter, fields and particles has an electrical medium
with finite properties. Considerable data provides indisputable proof of this medium’s presence.
It can be shown that Bradley’s forward aberration angle [12], is caused through the Earth and
telescope (observer) orbiting around the Sun, moving laterally to the light from a distant star
propagating in the medium at ‘rest’ in space. Whereas, in Global Positioning Systems, (GPS) [13] a
backward displacement angle is formed through satellite (source) motion in the ‘stationary’ medium
surrounding the Earth. The signal propagates between the satellite and Earth station, which rotate
laterally to this signal propagating in the ‘stationary’ medium, resulting in a displacement error
of 30 m at UK latitudes, Wright [4]. These two examples clearly distinguish between source and
observer motion relative to the medium, which Einstein’s ether-less SR cannot distinguish between.
An opportunity to confirm the existence of the medium went without fanfare when Hafele and
Keating [14], using atomic clocks, measured symmetrical time slowing through motion relative to
the Earth’s position, not the Earth’s rotation where asymmetric time slowing is measured. Flying
at 10 km above the Earth, in the medium surrounding and orbiting with the Earth, the symmetrical
time slowing confirmed that the medium at this altitude is ‘stationary’, not rotating with the Earth.

Saburi et al. [15] also demonstrated the existence of the propagation medium. Here measure-
ments in satellite communication across the Pacific demonstrated longitudinal propagation time
asymmetry (PTA) of 300 ns (100 m), in and against the direction of the geostationary satellite
rotating with the Earth. This is relative to the ‘stationary’ medium surrounding and orbiting
with the Earth, the asymmetry again confirming the medium’s presence. This medium orbiting
with the Earth, is in turn shown to move relative to the ‘stationary’ medium surrounding the Sun
and Solar System, moving through the universe. This has been confirmed through symmetrical
signals, in each direction, between Mars and Earth in the Mars-Viking Lander project by Reasen-
burg et al. [16]. If the medium did not move with the Solar System, but was stationary in space,
there would be huge asymmetries in communication time in and against the direction of the Sun
and Solar System moving (M = v/c = 10−2) through the universe. These examples demonstrate
absolutely the medium’s existence. The above data indicates that the medium is attracted to and
surrounds large gravitational bodies to an extent ‘W ’. This extent appears to be controlled by the
planet’s gravitational field of dominance (GFOD) in the presence of the Sun’s gravitational field of
influence.

The medium moving with the planet is illustrated in Figure 1. In the Earth’s case, the effective
boundary appears to be approximately W = 50 Earth radii. Of course the boundary will be
graded, not abrupt. Whereas, the MMX [1] and Sagnac [17, 18] showed that the medium on the
Earth’s surface, rotates with the Earth, probably through gravitational attraction of the massive
atmosphere. Further, Michelson and Gale [19] showed that surface medium rotated relative to
the stationary medium surrounding the Earth. Therefore, the Earth’s rotation relative to the
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surrounding medium creates a medium velocity electro-gravitational boundary layer (EGBL) of
extent ‘w’ above its surface. The extent of this boundary layer is less then 10 km, according to
Hafele and Keating. The medium surrounding the planet then orbits with the planet through the
medium ‘stationary’ around its sun’s GFOD and solar system.

This model is supported by the latest results from NASA’s Gravitation Probe B [20]. In the
absence of gravitational matter, the medium in the universe appears to be stationary, on average,
providing a universal reference for motion. The cosmic microwave background (CMB), discovered
by Penzias and Wilson [21], is shown to be EM radiation, propagating uniformly in all directions,
throughout the universe, relative to the medium basically at rest in space. The stationary medium
away from gravitational bodies has also been confirmed through the Cosmic Background Explorer
COBE [22]. Here the CMB energy collection increases with motion relative to the stationary
medium, similar to trawling fish nets catch more fish than stationary ones. What is surprising,
with all the evidence available, even in Einstein’s time, is that Einstein did not realise that his
measured predictions were not based on an ether-less universe, but based on the existence of a
propagation medium.

4. CONCLUSION

There is an abundance of data confirming the propagation medium’s existence. Not accepting the
medium’s presence, one cannot comprehend that the medium is generally at rest in space, attracted
to and moves with massive gravitational bodies and forms medium velocity gradients (boundary
layers) on their rotating surfaces. This NR model is extensively supported by: Galileo [23], Huygens,
Bradley, Fresnel [24], Stokes [25], Fiseau [26], Maxwell, MMX, Lorentz, Sagnac, Schwarzschild [27],
Saburi et al., Reasenberg et al., GPS, COBE, Kramer et al. [28] and Gravity Probe B, to name
but a few medium based theories, experiments and observations. Restoring the medium restores
causality and legitimately explains all data wrongly considered to support an ether-less SR. It is
easy to verify the medium’s presence, whereas removing it causes erroneous results. It appears
that all fields, electric, gravitational and inertial require the same well defined and established EM
medium to propagate their fields and disturbances, Wright [32]. It is remarkable that irrational
arguments for an ether-less universe have been supported, without proof, for over 100 years by
relativists believing that they could see merit in an ether-less non causal cosmos. Further details
can be found in the six peer reviewed papers given during this last two years at the Progress in
Electromagnetic Research Symposiums (PIERS), and the two papers presented in Moscow this
year, are listed at the end of the References.
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Electromagnetic Sources and Observers in Motion VIII — New
Relativity Theory Establishes Einstein’s Ether-less Aspect of

Relativity as Irrational

S. E. Wright
Moor Lane Laboratory, ECASS Technologies Ltd, Kirkburton, Huddersfield, HD8 0QS, UK

Abstract— This is the second paper to be presented to the symposium in Moscow, and the
eighth paper in the series of EM sources and observers in motion. The first paper at this sym-
posium considers the existence of the propagation medium (ether) and its support for a new
relativity theory. This paper establishes Einstein’s ether-less aspect of relativity as non causal
(cannot be measured). The medium based Lorentz Transform (LT), is the fundamental motional
transform. It predicts the complete motional effect, including the classical wave propagation time
asymmetry (PTA) surrounding a system moving relative to the medium. And the additional rel-
ativistic time rate and system contraction (LC) through high speed motion, again with respect
to the medium, (notionally LT = PTA + LC). PTA can exist without LC, but LC cannot exist
without PTA. Thus all sources, including classical and EM, behave similarly, to make waves they
both require a propagation medium. The classical PTA is therefore a vital part of any causal
wave theory, which Einstein’s ether-less relativity cannot predict. Lorentz’s theory is causal (the
cause must always occur before the effect (event)), it is a solution of the wave equation predicting
measured events. Both PTA and LC are a result of motion relative to the medium, as Lorentz
predicted. However, Einstein’s ether-less aspect of Special Relativity (SR), cannot support the
fundamental medium based PTA. His belief in relative motion and his omission of the PTA is not
supported by the medium based LT. Einstein’s ether-less aspect is therefore irrational, it predicts
his ether-less properties, such as time travel and no absolute time and space, neither of which
can be measured. These ether-less non measureable predictions are based on Einstein’s invariant
inertial frame, which without the medium cannot anticipate PTA. The measured predictions, are
based on Lorentz’s moving optical frame, which describes waves and systems moving with respect
to the medium. The measured SR predictions are therefore medium based, in conflict with and
discrediting Einstein’s own ether-less predictions. To complete the process, distinction is made
in the New Relativity (NR) between source and observer motion time and space scales allowing
their flight paths to be plotted on the same space-time diagram for the first time. In brief: SR
is inconsistent, incomplete and its ether-less interpretation fallacious.

1. INTRODUCTION

Relativists, not aware of the measured predictions of the medium based NR, are unable to arrive
at comprehensive conclusions. An abundance of data confirms that all fields require a medium
to make their wave equation causal. Motion relative to the medium can be readily demonstrated
either through classical PTA or relativistic medium based LC measurements. Also, gravity attracts
and compresses the medium (space-time distortion), according to the Schwarzschild [1] metric. At
satellite and Earth rotational speeds (M = v/c ≈ 10−5), the relativistic LC effect is M−1 ≈ 105

smaller than the classical PTA effect. Therefore, apart from Lorentz’s gradual time slowing through
satellite motion, the dominant instantaneous displacement error in GPS [2] and satellite communi-
cations (Saburi et al. [3]), is the medium based classical Sagnac [4, 5] (PTA) effect. Here, PTA is
caused through satellite and Earth’s rotation relative to the ‘stationary’ medium surrounding and
orbiting with the Earth. Further, Special Relativity [6] (SR) is incomplete, it cannot distinguish
between moving Earth centred and Heliocentric Solar System reference frames, or solve the general
wave equation for both source and observer motion. To distinguish between these measured dif-
ferences, the medium’s presence has to be accepted; Einstein’s concept of relative motion rejected
and the medium based Lorentz Transform [7] (LT) extended. To make the distinction, three pairs
of time and space scales are required, instead of the two non defined pair used in SR. The medium
based NR provides a link between LT, SR, General Relativity [8] (GR), accelerating frames and the
Equivalence Principle. It removes the non causal predictions, removing the mystical aurora sur-
rounding relativity. NR establishes reality from non real situations, restores the connection between
classical and modern physics and provides a possible link to the theory of everything. Lorentz is

*Corresponding author: Selwyn E. Wright (selwyn.wright@ntlworld.com).
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fundamental, Einstein’s ether-less SR is a misinterpretation of Lorentz and NR is an extension of
Lorentz’s motional theory.

2. NEW SPACE-TIME DIAGRAM

The space-time diagram for arbitrary motion is illustrated in Figure 1. It is supported by the
complete solution of the motional wave equation for arbitrary sources and observers in motion,
relative to the propagation medium, described briefly below and in detail in an EM motional
analysis (EMMA), Wright [9].

To completely define the radiation process, distinction has to be made between source and
observer time and space, relative to the medium time and space. Three time and space scale pairs
are therefore essential and specified (source, observer and medium). Whereas only two unspecified
scale pairs are used in Einstein’s incomplete SR, where there is no distinction made between source
and observer motion. The vertical and horizontal axes in Figure 1 represent absolute time tp and
space xp, in the medium, respectively. Corresponding times, between the source emission event
time τs and observer reception event time τo curves are connected by propagation light paths.
These paths represent light moving forward with time, from source to observer, going from left to
right in the direction of the arrows, whose gradient is 1/c (45◦ if xp is in light years). The segment
of integrated or accumulative observed event time τo, in terms of the integrated source event time
τs, for arbitrary source and observer flight paths through the universe are given by Equation (1),
from Equation (22) in reference [9].

τo = ∫ [
εs α−1

s ε−1
o αo

]
tp

dτs, to = τo + Ro/c, Ro = αoRp (1)

This equation gives, for the first time, the complete time transform. It is plural/poly chromatic
giving both red and blue shifting simultaneously for sources and observers in motion. The observed
event time depends on the initial propagation distance Rp in the medium, and on how the individual
motional operators ε−1

o , αo, εs, and α−1
s change with time during the source and observer journeys

through space. At any source emission time ts and corresponding observer reception instant, to,
the instantaneous time transform is given by:

K = to/ts, = εs α−1
s ε−1

o αo (2)

The kinematic or relativistic omni-directional time change operators α−1
s αo, given by αs =

(1−M2
s )1/2 and αo = (1−M2

o )1/2, result in instantaneous Lorentzian time slowing at the moving
source (emission time). And an effective time quickening of the surroundings at the moving observer
(reception time), Ro/c later, their time values are accumulative. The classical directional Doppler
factors εsε

−1
o , are given by εs = 1 −Ms cosσs and εo = 1 −Mo cosσo, where Ms = s/c & Mo =

o/c, and s and o are the source and observer velocities respectively, compared to the speed of
light c. σs and σo are the source and observer angles made with a line joining the emission
and the reception positions. The Doppler factors effectively compress or expand time and space

xp 

dτ o 

dτs

to

ts

R 

Propagation medium at rest in 

the universe, time tp and space xp

 

 

To distinguish between source and 

observer motional effects  relative to the 

medium, three time and space scales 

are required, (ts,xs), (to,xo) and (tp,xp). 

tp

This figure is unique, Einstein’s 

ether -less SR cannot construct  it 

Figure 1: Relationship between source time ts and observer time to for a given arbitrary motion relative to
a stationary propagation medium of time tp.
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momentarily, depending on whether the systems are approaching (M positive for source, M negative
for observer) and vice versa for receding systems. In a closed loop (flight path) the compression
and expansion of the Doppler factors around the loop integrate to zero, they cancel.

In this theory, time changes instantly at the source emission and the later observer reception
times, according to their speeds in the medium at that instant, not according to relative motion
between systems, as Einstein thought. This allows for the first time both source and observer
flight paths to be plotted on the same Minkowski space-time diagram. Interchanging the source
and observer for the same flight paths can give entirely different observations, confirming Einstein’s
concept of relativity is inappropriate. Further applications of Figure 1 can be found in reference [10].

3. MAIN CONCEPTS

The main concepts of the New Relativity (NR) theory are summarized below:

3.1. Medium Required

A propagation medium (ether) is essential to transmit fields, including electric, gravitational and
an inertial field. The medium determines the wave propagation speed for their disturbances i.e.,
photons, gravitons and bosons respectively. The measured medium properties are finite giving a
finite propagation speed, no medium would give infinite speed. Without a medium there is no wave
equation solution resulting in non causal predictions.

3.2. Common Link

The medium is the common link between system motion, accelerating frames, gravity and inertia.
The medium fills the space part of space-time, referred to in gravitational theories, and space-time
distortion around bodies is the compression of the medium’s space and time rate, by gravity.

3.3. Vacuum Medium

Extensive data shows that the mass-less medium (vacuum), having no atomic structure, behaves
as a fluid, which is attracted to and moves with large gravitational bodies. If the body rotates and
there is a gravitational atmosphere, the medium close to the body’s surface will rotate.

3.4. Motional Effects

All observations and measurements, including classical and relativistic, (time slowing, systems
contraction, propagation time asymmetry (PTA) and invariant speed of light) are caused through
motion with respect to the medium, as Lorentz predicted, not through relative motion between
systems, as Einstein believed.

3.5. Causal Wave Theories

All rational wave theories are shown to be medium based, including the EM wave equation,
Maxwell’s equations, Lorentz transform and Relativistic addition of velocities. The speed of light
is invariant only because its time rate and systems shrink through motion relative to the medium,
by exactly the same ratio, maintaining its propagation speed in the moving frame.

3.6. Space-time

Minkowski’s [11] rectangular axes four vector space-time analysis is medium based. The vertical and
horizontal axes of the space-time diagram use Lorentz’s rectangular axes medium based transform,
representing time and space. There is no mechanism to remove the medium. Born’s [12] oblique
transform axes are a simulation, they are not a solution of the wave equation, they are non causal.

3.7. Two Types of Frames

There are two types of reference frames: Einstein’s ether-less invariant inertial frame, where the
mechanics and physics are invariant, which is not capable of making observations. And a variant
optical frame containing the medium and its waves, which facilitates judgment of observations.

3.8. Two Types of Motion

There are two types of frame motion. One is where systems move with respect to the medium,
causing a measured wave propagation time difference between source and observer motion. The
other is where there is no motion between the frame and medium, as in distinguishing between
the medium at rest in space, moving with the Earth (Earth centred) and moving with the Sun
and Solar System (heliocentric). Recognising the presence of the medium allows these motional
distinctions to be made.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 1033

3.9. Lorentz Fundamental
The Lorentz Transform (LT) is based on the propagation medium. It predicts the general solution
of the motional wave equation. Its motional effects are therefore predictable (causal), represented
by LT = PTA + LC. It includes the essential classical wave propagation time asymmetry (PTA),
and an additional modifying Lorentzian time rate and system contraction (LC) at high speed. At
Earth speeds, LC is dominated by PTA.

3.10. Einstein’s Ether-less SR
Einstein assumed there was no medium needed to propagate light (observed events) though space.
Without its medium, the EM wave equation cannot be solved, without its solution measured events
cannot be predicted. This theory, without a medium, cannot support the basic PTA. It lacks the
fundamental requirement of radiating systems, it is non causal.

3.11. Einstein’s False Predictions
Einstein’s ether-less claims are: i) only relative motion between systems can be detected, ii) distinc-
tion cannot be made between reference frames moving at various constant speeds, iii) the medium
is redundant, iv) material time travel is possible and v) there is no absolute time and space, they
are all non causal (false). Einstein’s inertial frame, responsible for these beliefs, is inappropriate
to predict measured SR observations. It is the medium based optical frame that correctly predicts
the events.

3.12. Measured Predictions
Einstein’s field equations use the medium based LT. Its solution of the EM wave equation is
therefore causal, predicting measured observations. The same predictions can be obtained directly
from the classical wave equation, modified by the LC. Therefore, Einstein’s measured predictions
are medium based.

3.13. Incomplete Theory
Einstein’s medium based theory is not complete, it does not distinguish between measured source
and observer motional differences. A general EM motional analysis (EMMA) determines source
and observer motional effects relative to the medium, using three sets of time and space scales,
rather than the two used in SR

3.14.
It is not possible to materially time travel. Causally it is possible to visually visit the past, but
not to interact with it. However, it is not possible to visit the future, it is non causal, it has not yet
happened. Finally, the speed of light can be exceeded across hybrid reference frames, allowing
huge distances in space travel to be achieved, without exceeding the speed of light in the medium.

4. CONCLUSIONS

Short. This New Relativity Theory (NR) is an extension of Lorentz’s medium based motional
theory. The theory is an improved version of Einstein’s Special Relativity (SR). It predicts the
same measured predictions as SR, but based on a propagation medium. It also predicts other
measured observations that SR cannot predict, and shows that all other ether-less SR predictions
are false (non measureable). In brief:

Extensive data supports the propagation medium (ether).
All motional effects and measured predictions are medium based.
Einstein’s ether-less (non causal) SR predictions are fallacious.
Einstein’s measured (causal) SR predictions are medium based.
SR cannot distinguish between source and observer motion.
A new medium based general theory ‘EMMA’ is developed.

Extended. Einstein’s medium based SR, which predicts many of today’s measured observa-
tions, is founded on Lorentz’s medium based motional theory, although Einstein gave no credit to
Lorentz. Einstein’s ether-less aspects of SR (simultaneity, optical reciprocity, no absolute time and
space, and time travel), are a mathematical simulation equivalent to an oblique time and space
axes transform. This model, which attempts to remove the effect of the propagation medium by
using a medium (circular argument), does not represent reality. It is not a solution of the wave
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equation, it is non causal and not supported by the medium based rectangular axes Lorentz trans-
form. To restore reality and propagation with respect to the medium, the oblique transform axes
are returned back to their original rectangular Lorentzian positions. This breaks the propagation
time symmetry, removes the unnatural simulated concepts of simultaneity (simultaneous propaga-
tion times upstream and down), and reciprocity (interchanging source and observer does not affect
observations) and restores the variant propagation time asymmetry (PTA) measured in the moving
frame. Thus, there are two aspects of SR; an ether-less non causal simulated aspect that is not
reality, and a medium based aspect that is.

There is no basis for the ether-less SR, apart from attempting to satisfy the Michelson and
Morley experiment null result (MMX) [13], which was misinterpreted to support an ether-less
universe. It is now accounted for quite naturally through the propagation medium being at rest on
the Earth’s surface. The ether-less non causal aspect of SR cannot be measured, those who claim
they have measured it have usually measured motional aspects of the medium based LT. Although
Einstein denied the medium’s existence and creatively described elaborate details of an ether-less
SR, these details have never been measured. Einstein actually used a propagation medium in his
motional electrodynamics, rendering his own ether-less SR model as untenable. Einstein’s space in
his space-time, used to measure distance in his SR and space compression in his General Relativity
(GR), are in fact the same space, but filled with the propagation medium, used by Lorentz. Also it
is the same medium used in accelerating frames, linking these concepts together. NR does nothing
remarkable, it simply restores the rationality of EM theory by re-establishing the medium. This
makes it possible to distinguish between source and observer motion and between Earth centred
and heliocentric moving medium reference frames, which in turn restores the connection between
classical and modern physics, removing the inconsistency in SR.

NR predicts the measured aspects of SR and additional measured properties created by distin-
guishing between source and observer motion with respect to the medium. NR is in agreement
with transverse Doppler, changes in time, space, mass, momentum and Einstein’s famous energy
equation. Also, it is in agreement with Schrödinger’s [14] wave equation, Relativistic Quantum
Mechanics (RQM), which is Lorentz invariant, the theories of Dirac [15], Quantum Electro Dynam-
ics (QED) and the Standard Model (SM) in particle physics. Einstein’s GR which results through
expressing the LT in terms of Minkowski’s space-time four-vector analysis and his gravitational the-
ory, which form the basis of astrophysics and cosmology. They are all based on the same medium.
It can be shown that the medium supports the Schwarzschild metric and event horizon. Assuming
the medium to be homogeneous and isotropic, the Robertson [16]-Walker [17] metric in cosmology
is obtained, and through the Friedmann metric [18], the Hubble constant [19].

It is believed that it has been shown beyond doubt that the EM medium exists, and that it is
false to believe that steady fields and their disturbances can propagate through space without it.
Without the medium none of the motional effects discussed in this paper could occur. There is no
need to remove the propagation medium as Einstein attempted to do, the universe works extremely
well with it.
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Abstract— A comprehensive approach to the design of a stripline for EMC testing is given in
this paper. The authors attention has been focused on the design items that are most crucial by
the achievement of satisfactory value of the VSWR and impedance. The characteristic impedance
of the stripline test section should be smoothly matched with the feed and terminations points
in order to minimize the standing waves. Thereby, the most critical parameters that directly
determine the physical design of the stripline are impedance matching at the feed port (S11

parameter) and transmission between two ports (S21 parameter). An analysis can be performed
for the stripline configuration using a vector network analyzer. A measurement of the reflection
from transmission through a material along with knowledge of its physical dimensions provides
the information to characterize electromagnetic waves at microwave frequencies range.

1. INTRODUCTION

Typical striplines are constructed to have an impedance of either 50 Ω or 90 Ω. The ratio between
the width of the active conductor and the height of the active conductor and the height of the active
conductor above the ground plane determines the characteristic impedance. The design given in
this paper is focused on the 50 Ω stripline.

Today in communication systems the use of magnetic and dielectric materials exceeds the usual
fields of application (randomes, antennae, microwave circuits, . . . ). New components are developed
to meet the demand of leading areas. This is the case for materials absorbing the electromagnetic
energy, which are used for microwave electromagnetic compatibility (EMC). A vector analyzer is
a versatile measurement system, which comprises of a two or four channels for microwave receiver
designed to process the magnitude and phase of transmitted and reflected waves of the network. It
directly displays the S-parameters of passive and active networks at the desired frequency range.
With advancement of technology, VNA are available now with full range of parameters to be
measured like S-parameters in magnitude (dB)/phase form, real/imaginary form, as well as in
the linear form, VSWR, Group delay, impedance, etc.. When dealing with vector measurement
quantities, such as complex reflection and transmission coefficients (i.e., S-parameters) in RF and
microwave metrology, several important factors need to be considered such as the expression form
of the complex quantities (either in the real and imaginary components or magnitude and phase
components) and correlation between these components [1].

Earlier the magnitude and phase form of complex S-parameter was selected as the measurand.
The uncertainties in the magnitude and phase form of the VNA measurements have been studied
and reported earlier [2]. The mathematical model for determining the measurement uncertainty
depends on the type of measurand. The studies showed an ambiguity in the phase measurement,
where phase depends highly on the structure and application of device under test (DUT) as well as
the operating frequency. To avoid the problems during the statistical analysis of complex quantities
in the magnitude/phase form, the real and imaginary form has been chosen to analyze the complex
quantities. In this form, the real and imaginary components of complex S-parameter are correlated,
so their covariance also contributes to the uncertainty.

2. THEORY

2.1. Stripline Design
A stripline consists of upper and down grounding plates, and the central conductor. Between the
grounding plates and the central conductor is air or dielectric materials.

The fundamental propagation mode for a stripline is TEM. For the TEM wave propagation in
a stripline, the phase velocity is:

vp =
c√
εr

(1)
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where εr is the dielectric constant of the filling medium and c is the speed of light.
If the central conductor is narrow, the interference between the fields at the two edges cannot

be neglected. We may take the central conductor as a cylinder by introducing equivalent diameter
as shown in the equation above:

d =
ω

2

{
1 +

t

ω

[
1 + ln

4πω

t
+ 0.51π

(
t

ω

)2
]}

(2)

where the characteristic impedance can be calculated using the following equation:

Z0 =
60√
εr

ln
(

4b

πd

)
(Ω) (3)

2.2. The Stripline for Material Characterization
Open structures can radiate and have a complicated field structure. Measuring the permittiv-
ity of lossy materials, circuit boards, thin films, and substrates nondestructively is frequently of
interest [4].

When the dielectric is solid (as opposed to being air), as is usually the case, the speed at
which the wave travels along the transmission line (velocity of propagation) is reduced, as is the
wavelength [6, 7]. The actual stripline wavelength (λ) is equal to the free space wavelength (λ0)
divided by the square root of the relative permittivity (εr):

λ =
λ0√
εr

(4)

To emphasize the importance of the dielectric constant to the physical size of stripline, the table
below shows five frequencies and their wavelengths in air and in two types of dielectrics [5].

The Table 1 shows how the dielectric constant of the measured material increases, the required
size of the stripline components may be reduced [8–10]. Because the dielectric constant controls
the wavelengths in the stripline circuit, it is a critical property in all applications; however, the
thickness of the dielectric is often of equal importance. The characteristic impedance (Z0) — a
fundamental design parameter for all stripline circuits — depends on the dielectric constant [11–13],
the width and thickness of the conductor, and the thickness of the dielectric layers.

This structure of the stripline with two ground planes as shown in Figure 1 has a much higher
quality factor than the microstrip line. Also, this stripline structure is very useful for broadband

Table 1: Wavelength versus frequency at different materials.

Frequency (GHz) λ0 (air) in inch λ(εr = 5) in inch λ(εr = 9) in inch
0.50 23.60 10.5 7.87
1.00 11.80 5.27 3.93
3.00 3.93 1.75 1.31
5.00 2.36 0.99 0.79
12.00 0.98 0.44 0.33

Figure 1: Stripline structure cross-section connected with a vector network analyzer.
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circuits, since it can be modeled by assuming TEM propagation and using a standard lossy trans-
mission line model [14]; the transmission line can be characterized by a characteristic impedance
Z0 and a complex propagation constant γ = a + jβ. Using this model the properties can be found
by time or frequency domain measurements [15, 16]. This stripline technique depends on the fact
that the conductor loss and the dielectric loss vary differently with frequency in order to separate
the loss terms from the total attenuation.

A cross section of the stripline configuration is shown in Figure 1. It depicts a narrow, flat
strip of perfect conductor sandwiched between two outer layers. The outer surfaces of the dielectric
sheets are faced with perfect conductor. The circuit metallization is located in the middle of the
layers. Metallic plates are located at the top and bottom of the structure, resulting in a stripline
structure.

3. RESULTS

Relative complex permittivity (permittivity) of printed circuit (PC) board and substrate material
is a critical parameter that affects circuit performance.

Characterizing this parameter at RF is becoming more important because of increased clock
frequencies used in today’s high speed computers. In addition, performance of dielectric materials
at RF is equally important for wireless communication circuits and components. The goal was
to perform a physical design of stripline according to the ISO standard [3] by which the improve-
ments of S11 and S21 parameters were achieved by an application of the experience from numerical
simulations.

The calibration of the cables assures a perfect matching with 50 Ohms in the frequency of 0 GHz
until 12GHz. The results of VSWR show dimensional resonance in frequency range, according
Figure 4 and Figure 5. According to the results the work area changes a lot in the frequency range,

Figure 2: Reflection coefficient as a function of fre-
quency.

Figure 3: Reflection coefficient as a function of fre-
quency.

Figure 4: VSWR as a function of frequency. Figure 5: VSWR as a function of frequency.
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accordind Figure 2 and Figure 3. The electromagnetic sensibility is related with low reflection
smaller than −10 dB and transmission near than 0 dB.

4. CONCLUSION

The goal of this paper was to provide with the comprehensive design study of stripline with focus
on the achievement of satisfactory level of the VSWR and reflection coefficient at the extended
frequency range from 0GHz to 12GHz. The VSWR of stripline model was lower than by the
commercial equipment in the upper frequency range from 1 GHz to 4GHz.
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Abstract— The movement of a magnetic field together with its source (a moving permanent
magnet) has been a controversial topic in the scientific literature for decades. In essence the debate
hinges upon whether a permanent magnetic field exhibits wave like motion or whether it moves
as a body. The following question arises: is the induced emf measured purely a consequence of
electrodynamics or is the emf kinematically induced? Such a magneto-kinematic effect has been
previously observed and reported by two Russian researchers N. Zajev and A. Dokuchajev as
early as in 1958 (published in 1964) for the case of a rotating coil energised by a direct current.
In this paper, we present further evidence confirming this effect for a different experimental
arrangement: that of a rotating magnetic circuit and a magnetized sphere moving through the
conducting loop. The magnetic circuit used comprised a permanent ring magnet and a soft iron
yoke rotating together. Two types of magnetic ring were considered: a dipole and quadrupole. In
each case the resulting induced emf was quantifiably explicable in terms of the Zajev-Dokuchajev
(Z-D) effect: the moving of the magnetic field with the rotating magnet. We also present a novel
method for measurement of the induced emf in a stationary conducting loop in the case of
rectilinear motion of a permanent magnetic dipole through the loop. In each case the motion
of the magnetic field are detected by measuring the emf induced in a stationary conductor. A
new method of calculation is presented which is applicable to a range of generic problems dealing
with moving sources of magnetic flux.

1. INTRODUCTION

In the laboratory reference frame with coordinates x, y, z a point charge q moves with velocity
v or a permanent bar magnet moves with velocity V (Figure 1). In contemporary physics the
prevailing view about the interaction between charge and magnet is as follows. ‘If a charge q
moves in a magnetic field B with velocity v, it will be subject to magnetic force qv × B, where
it is not influential whether the source of B is in motion or not with respect to charge and/or to
observer: what it is important in order to calculate the force is the temporal evolution of B. Only
for the determination of latter is it meaningful to consider the motion of field source’ [1, p. 115].
In the famous textbook by Richard Feynman et al we read: ‘. . . it makes no sense to say something
like: when I move a magnet, it takes its field with it, so the lines of B are also moved’ [2, p. 10–13].
Moreover: ‘no meaning can be attached to any motion of field lines’ [3, p. 227]; motion (rotation
in this case) of the source of the magnetic field does not affect any physical process’ [4, p. 338].
Thus physicists admit the Lorentz force FL = qv ×B, and but some reject the idea of a converse
Lorentz force: FL = qB×V.

However it is accepted that the field of a permanent magnet is a material object having mass,
energy and momentum [5, p. 900]. When a permanent magnet moves in the laboratory at a constant
velocity V, its field also is transferred in the laboratory with the same velocity V. Macroscopic
mechanics knows two types of motion: wave like and body like, where the term ‘body’ can mean
gaseous, liquid or solid. Most researchers believe that the field of permanent magnet exhibits wave
like motion. In the case of a permanent magnet the question arises as to the nature of the field
movement.

In the case of a rotating permanent magnet the phenomenon of unipolar induction occurs. A
unipolar generator with a cylindrical bar magnet rotating about its axis (Figure 2) was used by
M. Faraday in 1831, and since then the question as to where the seat of emf is situated has been
discussed [6]. Nobel prize winner I. E. Tamm holds the induced emf to be located inside the
magnet itself (segment AB) due to redistribution of charges in the conductor moving through the
stable magnetic field [7, p. 541-3]. Another Nobel laureate L. D. Landau, in contrast, believes the
emf is situated in the external wires (segment ACB) due to magnetic field rotating as a body [8,
p. 220]. Such questions in natural science are best solved by experiment.

The first successful experiment was performed by two Russian engineers N. E. Zajev and
A. I. Dok-uchajev. In 1949 Zajev took out a patent for the new type of unipolar generator using a
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Figure 2: Rotating cylindrical bar magnet shows the
phenomenon of unipolar induction.
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Figure 3: The experiment of Zajev and Dokuchajev (1958).
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Figure 4: Rotating magnetic circuit provided
by a permanent magnet and yoke.

coil as the source of the magnetic field and a torus-like yoke (Figure 3). In 1958 Zajev and Docucha-
jev undertook an attempt to elucidate the seat of emf in this unipolar generator. For this purpose
they used a string electrometer (CΓ2M), with a probe placed through a circular slot made in the
outer wall of the yoke. The winding of the electromagnet was powered through sliding contacts
by 120 V DC and rotated together with the yoke at a constant speed n = 940 rev/min. From the
electrometer measurement, the potential values in millivolts were computed as: 108.6, 106.4, 116.2,
98.0. After each successive measurement the probe was earthed, i.e., reset to zero, and then the
measurement was repeated. The measurement with a voltmeter gave an average value of 110 mV.
Changing the direction of rotation changed the sign of the measured potential. The authors drew
the conclusion: ‘the magnetic field lines rotate together with the electromagnet’ [9].

In our recent papers the same effect was observed for both uniform and non-uniform magnetic
fields provided by permanent magnets for the cases of rotating and rectilinear motion [10, 11]. Our
experiments provide further evidence of the magneto-kinematic phenomenon observed by Zajev-
Dokuchajev.

2. ROTATION OF A RING MAGNET

This experimental approach adopted was reported earlier [12] and a schematic diagram of the
apparatus used is shown in Figure 4. A small permanent ring bipolar magnet with a torus yoke
were housed in a plastic holder, and the assembly was attached to the shaft of an electromotor with
n variable in the range to 3000 rev/min. Such geometry minimises leakage flux and confines almost
all magnetic field to the narrow circular slot. Connection to the brass probe was made through
an embedded copper cylinder rotating with the plastic magnet holder to form the first sliding
contact as shown in Figure 4. The copper cylinder was connected to a brass ring by means of two
perpendicular copper wire legs going through opposing orifices in the bottom disk of the yoke. A
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brass cross-arm has one end resting on the brass ring to provide the second sliding contact. A
digital millivoltmeter was connected between cross-arm and probe to measure any induced voltage.

The magnetic flux density in the slot was measured using a Gaussmeter to be B ∼= 0.2 T,
whereas in the orifice through the bottom disk it was very low (Borifice < 0.0003T). The induced
electromotive force (is emf = (π/30) lrBn = kn, where r is middle radius of the magnetic ring.
For l = 10 mm, r = 51 mm, so k was calculated as k ∼= 0.00535 for an emf in mV. As the magnet
and yoke rotate, a voltage was measured across the stationary probe as shown in Figure 5. The
magnitude of the measured voltage was proportional to the speed of the rotation of magnet with an
accuracy of ≈ 2%. Changing the orientation of the magnet from North pole face to South pole face
adjacent to the yoke, altered the sign of measured voltage from positive to negative in accordance
with Fleming’s right hand rule.

3. ROTATION OF A NON-UNIFORM MAGNETIC FIELD

In the following experiment a ring magnet of the same dimensions as above, but with a quadrupole
field (N-S pole on each face) was used in place of the bipolar magnet previously described. On the
contact probe a wire loop was mounted through an insulator as shown in Figure 6.

In this case therefore there are two independent measurement circuits and one space-variable
magnetic flux common for both circuits. At the working frequency used here (50 Hz) the capacitive
coupling between the measurement circuits is negligible.

Figure 7 shows the measured emf recorded on a double-beam oscilloscope as the magnet rotates.
The upper trace (approximately rectangular pulses) shows the induced voltage in the probe circuit.
It is of a similar order to the value measured in Section 3 but in this case the measured values
alternate positively and negatively in sympathy with the alternating B (ϕ), where ϕ is phase angle
on the quadrupole magnet. The lower trace in Figure 7 shows the induced voltage in the wire loop.
Significantly there are the essentially different shapes of the both signals and a phase difference
of π/2 between the maximum value of the measured emf F in the upper and lower oscilloscope
traces with the peak value in the lower coinciding with the zero value in the upper trace. The π/2
phase shift was consistently observed for varying loop widths and for different frequencies (speeds
of rotation). This phase shift cannot be explained if the magnetic field is considered to be immobile
but is readily explained by the rotation of the magnetic field with the magnet.

The total electromotive force induced in the loop is the difference between the emfs due to Z-D
effect in the upper and lower sides of the loop: emf = emfu−emf l. Both have the same kinematic
origin, but are induced in opposite directions in the circuit. So this value is proportional to the
divided difference for the function B (ϕ), which explains why the result looks as input-output of a
differential network. When one copper leg connecting the cylinder and ring was disconnected, the
result is as shown in Figure 7. The π/2 phase shift persists when voltage measurement is made
using the opposite connecting leg only.
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Figure 5: Experimental curve showing the de-
pendence of induced EMF on speed of rotation
of the magnetic circuit.
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Figure 6: Experimental arrangement used for the case of
non uniform magnetic field.
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Figure 7: Resulting waveforms in the case of the non uniform
field experiment.
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Figure 8: A single circular conducting loop
in relation to the moving magnetic dipole.

4. MAGNETIC DIPOLE MOVING THROUGH A CIRCULAR LOOP

The field of a magnetic dipole may be expressed through simple elementary functions [13, p. 183].
Let pm be the magnetic moment of dipole, and (r, θ, ϕ) be the system of spherical coordinates with
polar axis directed along the vector pm. In this case the components of the magnetic flux density
(SI-units) are:

Br =
µµ0pm

2π
· cos θ

r3
= p

cos θ

r3

Bθ =
µµ0pm

4π
· sin θ

r3
=

p

2
sin θ

r3

Bϕ = 0

(1)

If a magnetic dipole goes through centre of a circular conducting loop of radius a (Figure 8), the
motional emf is induced. Let the magnetic moment and velocity are perpendicular to the loop
plane. The motional emf in the loop may be readily calculated due to the magneto-kinematic
effect.

At a point on the circular conductor loop the component of a vector B, parallel to the plane of
the loop, is given by:

B‖
a = B‖

r −B
‖
θ =

p

2
· 2 cos θ sin θ + sin θ cos θ

r3
=

3p

2
· sin θ cos θ

r3
=

3p

2
· a/r · z/r

r3
=

3paz

2r5
.

The electromotive force induced in every small part dl of the wire due to Z-D effect is dE (z) = B‖
a ·

v · dl, so the full emf may be expressed as:

E (z) = B‖
a·2πa · v =

3pπa2vz

(a2 + z2)5/2
. (2)

The function E(z) has zero-value in the origin of coordinate system (z = 0) and it tends to zero
when |z| increases to infinity. The derivative of this function over z is

dE

dz
= 3pπa2v · d

dz

[
z

(a2 + z2)5/2

]
= 3pπa2v

a2 − 4z2

(a2 + z2)7/2
.

The numerator becomes zero at the two points: z1,2 = ±a/2, at these points the induced emf
reaches its maximum values:

Emax
v = E (±a/2) = ± 48πpv

25
√

5a2
∼= ±2.7

pv

a2
.

For the experiment we used a NdFeB sphere of diameter d = 25.4mm, with a uniform mag-
netization M parallel to any axis. Outside this sphere there is field of the magnetic dipole with
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Figure 9: Assembly of wooden/plastic casing holding the magnetised sphere.
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Figure 10: Comparison of (a) and (c) theoretically calculated and (b) experimentally measured signals in
the case of a “longitudinally” moving magnetic dipole. In cases (a) and (c) the y-axis is millivolts and the
x-axis is distance in metres.

magnetic moment pm = πd3

6 M, pm ≈ 6.0A · m2. This sphere was set into a plastic casing with
pm orientated along. It was drop for six metre high free fall in the guiding pipe through a cir-
cular conducting loop of radius a = 19 mm so that pm remain in parallel with velocity, which
reaches 10.5 m/sec. Figure 10(c) shows a graph of emf (2) versus distance with the corresponding
experimentally obtained trace on the oscilloscope curve number 2 (lower) shown in Figure 10(b).

It is patently that the signal from the passing sphere due to depend on the loop’s shape. For a
rectangular loop 2l long and 2b width Z-D effect gives the emf

El = pvb ·
(
2l3 + 3lb2

)
z + 3lz3

(z2 + b2)2 (z2 + y2 + b2)3/2
. (3)

The graph shown in Figure 10(a) pertains to rectangular loop half a metre long and 42 m width
formed by straight wires. It was calculated according to (3) for velocity v = 10.5m/sec. Curve
number 1 (upper) in Figure 10(b) was obtained from the oscilloscope. It is clear that agreement
between calculated and experimental lines is excellent and well within the limits of experimental
uncertainty.
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Figure 11: Moving field with relation to laboratory reference frame.

5. Z-D EFFECT VERSUS THE WAVE EQUATION

Let (x, y, z) be Cartesian coordinates in their own frame of reference, where a magnetised sphere
is at rest. The components Bx, By, Bz of the vector B, given by (1) are

Bx = 3p
xz

r5
, By = 3p

yz

r5
, Bz = p

2z2 − x2 − y2

r5
.

Let the sphere move relative to the laboratory reference frame with coordinates X, Y, Z along the
X axis at a constant velocity v (Figure 11). Eliminating the constant factor p which is dependent
upon magnetisation etc:

BX=3
(X − vt)Z

r5
, BY =3

Y Z

r5
, BZ =

2Z2 − (X − vt)2 − Y 2

r5
, (4)

where r =(X − vt, Y, Z). The corresponding electric field E = B× v of kinematic origin has the
following components:

EX = 0, EY = v
2Z2 − (X − vt)2 − Y 2

r5
, EZ = −3v

Y Z

r5
. (5)

The converse Lorentz force qB× v exerted on a charge q fixed in a point (X, Y, Z) of the laboratory
reference frame. This force is variable in time although the magnetic field is stationary in its
source. So there is an implicit dependence originating from mechanical transfer, this is in contrast
to electromagnetic waves, in which case the dependence on time is explicit.

Using the partial derivatives of the magnetic components (4) in the laboratory system

∂BX

∂X
,

∂BX

∂Y
,

∂BX

∂Z
,

∂BY

∂X
,

∂BY

∂Y
,

∂BY

∂Z
,

∂BZ

∂X
,

∂BZ

∂Y
,

∂BZ

∂Z
,

we have

divB =
∂BX

∂X
+

∂BY

∂Y
+

∂BZ

∂Z
= 0;

curlB =
(

∂BZ

∂Y
− ∂BY

∂Z
,
∂BX

∂Z
− ∂BZ

∂X
,
∂BY

∂X
− ∂BX

∂Y

)
= (0, 0, 0)

The partial derivatives of the magnetic components (4) over time are

∂BX

∂t
= −3vZ

Y 2 + Z2 − 4(X − vt)2

r7
,

∂BY

∂t
= 15v

(X − vt)Y Z

r7
,

∂BZ

∂t
= 3v(X − vt)

4Z2 − (X − vt)2 − Y 2

r7
.

Using the partial derivatives of the induced electric components (5), we obtain

divE =
∂EX

∂X
+

∂EY

∂Y
+

∂EZ

∂Z
= 0;
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and

curlE=
(

∂EZ

∂Y
− ∂EY

∂Z
,−∂EZ

∂X
,
∂EY

∂X

)

=

(
−3vZ

4 (X − vt)2 − Y 2 − Z2

r7
,−15v

(X − vt) Y Z

r7
,−3v(X − vt)

4Z2 − (X − vt)2 − Y 2

r7

)
.

The partial derivatives of the electric components (5) over time are

∂EX

∂t
= 0,

∂EY

∂t
= −3v2 (X − vt)

4Z2 − (X − vt)2 − Y 2

r7
,

∂EZ

∂t
= −15v2 (X − vt)Y Z

r7
.

In comparison we find that curlE = −∂B/∂t in accordance with Faraday’s law. However
curlB 6= 1

c2 ∂E/∂t in contradiction with the Ampere-Maxwell law. It is necessary therefore to con-
sider whether the wave equation applies in this case. The second partial derivative of the magnetic
field vector (4) and electric field vector (5) give the following equalities: ∇2B ≡ 0; ∇2E ≡ 0. The
second partial derivative

∂2BY

∂t2
=

∂

∂t

(
15v

(X − vt)Y Z

r7

)
= 15v2Y Z

6(X − vt)2−Y 2 − Z2

r9

is not identical to zero, and so the wave equation

∇2B− 1
v2

∂2B
∂t2

= 0

is not satisfied by magnetic vector B of a moving magnetized sphere. By analogy, the second time
derivative is

∂2EZ

∂t2
= −15Y Zv2 ∂

∂t

(X − vt)
r7

= −15Y Zv3 6(X − vt)2 − Y 2−Z2

r9
6= 0,

and the wave equation ∇2E− 1
v2

∂2E
∂t2 = 0 is also not possible. Thus, the field of a moving permanent

magnet is not a wave; it is moving together with its source in a body-like fashion.

6. DISCUSSION AND CONCLUSIONS

The field of a permanent magnet is magneto-static. The movement of the magnetic source causes the
the Z-D effect which we term magneto-kinematic. The Lorentz transformation for electromagnetic
fields has been established for over a century, however, the results of magneto-kinematic experiments
allow the application of the Lorentz transformation in a way that has not been previously considered.
Recently some authors have commented that implementation of the Lorentz transformation can
lead to some unusual features: Bogach (1996) in the case of magnetic source rotation [14] and
Alemanov (2002) for translational motion of the source [15]. As evident above, a magneto-static
field does not meet the requirement for wave motion and moves like a body synchronously with its
source. Nevertheless, the magnetic field satisfies Faraday’s law just like any electromagnetic wave.
Stokes’ theorem may be applied leading to the flux rule, which relates the magnetic flux through a
surface area with the emf induced in the boundary path:

emf =
∮

C
E · dl = −dΦ

dt
.

The flux rule is suitable and widely applicable in electrodynamics, however it is not always ap-
plicable in the case of certain kinematic phenomena. In these cases the details of the kinematic
process play a significant role, while the transition from a differential form curlE to integral emf
removes all details of the inductive process. In contrast, the magneto-kinematic approach allows
the local representation of an emf induced in any part of a conductor. The above experiment with
a rotating quadrupole magnet illustrates this deficiency, whereas the result is readily explained from
the magneto-kinematic (Z-D) point of view. The suitability of the magneto-kinematic approach
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suggests that it may be used to advantage in other calculations involving electric and magnetic
field motion and in other experimental scenarios.

The question arises as to the relativistic case, that is, how the moving magnetic field interacts
with a stationary charge q. In this case the force is equal to γq[B×V], whereas the Lorentz force
is FL = q[v ×B]. There is no discrepancy with the relativistic factor gamma, since the Lorentz
transform for the transverse component of a force is F′⊥ = F⊥/γ [16, p. 237]. Hence, the Lorentz
force is nothing more than the Z-D force viewed from the proper inertial system of a permanent
magnet.

The experiments described above clearly show the existence of two diverse types of induction:
curlE = −∂B

∂t , and E = v ×B. The first one pertains solely to electromagnetic waves, but the
second is a purely kinematical entity. Faraday experimented with the magneto-kinematical effect
when he moved a permanent magnet near to a closed circuit containing galvanometer [17, p. 27].
Griffiths commented: ‘There are really two totally different mechanisms . . . and to identify them
both as “Faraday’s law” is a little like saying that because identical twins look alike we ought to
call them by the same name’ [18, p. 303]. The terms “motional emf” and “transformer emf” are
often mixed indiscriminately (via the flux rule applied outside its validated range) and a shift in
mindset to more precise thinking would be helpful. A similar opinion is expressed in [19]: ‘We
are not implying that Faraday’s law should be revised, but we do want to set the stage for careful
rethinking regarding the meaning and application of each term of the law as it appears in traditional
introductory [electrodynamics] courses’. Unfortunately, others propose to conflate the two different
phenomena into a single equation [20].

In 1831 Faraday reported the following series of 3 types of experiments:

1) He pulled a loop of wire to the right through a magnetic field. A current flowed in the loop.
2) He moved the magnet to the left, holding the loop still. Again, a current flowed in the loop.
3) With both the loop and the magnet at rest, he changed the strength of the field (he used an

electromagnet, and varied the current in the coil). Once again, current flowed in the loop.

Griffiths comments: ‘I shall reserve the term “Faraday’s law” for electric fields induced by changing
magnetic fields, and I do not regard Experiment 1 as an instance of Faraday’s law ’ [18, p. 301–303].
This is true, but it is not the whole story. In the same way experiment 2, although explicable using
the flux rule, is also not an instance of Faraday’s law. This is the main result of our work in Section 5
which, it is hoped, will focus the attention of researchers to this important and fundamental aspect
of electromagnetism.
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Abstract— A probabilistic approach to model the resonance interactions of electromagnetic
waves (EMWs) with 3D magnetic opal nanocomposites has been developed. We consider the
value of the ferromagnetic resonance (FMR) magnetic field Hr of magnetic nanoparticles as a
random quantity having a normal distribution because the FMR fields are determined by the
internal magnetic field depending on the shape of particles. The numerical approach is based on
the decomposition of domain of the 3D magnetic nanocomposite into autonomous blocks with
Floquet channels. We find the expectation values of the components of the effective permeability
tensor as a function of DC magnetic field The influence of the damping parameter of magnetic
nanoparticles and the standard deviation of the random quantity Hr are analyzed at a frequency
26GHz. The agreement of numerical results with the measured values FMR results shows the
robustness of the developed probabilistic algorithm.

1. INTRODUCTION

The 3D magnetic opal-based nanocomposites, consisting of close packed SiO2 spheres, where voids
between the spheres are filled by a magnetic material, show interesting magnetic properties and
unique microwave behavior [1]. The electromagnetic properties of such nanocomposites can be
tuned by external bias magnetic field with potential applications for future microwave devices such
as attenuators, filters, circulators, phase shifters, absorbers.

The ferrite nanoparticles are embedded into the inter-sphere voids via chemical precipitation
procedure [1]. Typically, the real ferrite filling the octahedral voids between the opal sub-micron
spheres in the periodic matrix of magnetic nanocomposite has a random distribution of shape and
size of nanoparticles [1]. From the TEM microscopy data, the size of particles varies from 5 to
60 nm and the particles can form of aggregates in which the individual particles are located very
close to one another at the distances of few nanometers and even less.

The FMR in the 3D magnetic nanocomposites is especially interesting for the possible applica-
tions. The resonance phenomena in 3D opal nanocomposites were studied in [1] via investigations
of the frequency and magnetic field dependences of the transmission and reflection coefficients at
millimeter waveband. Under the FMR conditions the variations of microwave signal transmitted
through or reflected from the surface of samples of the opal nanocomposites containing the particles
of ferrites were mostly due to changes in the surface impedance and absorption of EMWs. It was
shown [1] that under the FMR conditions the amplitudes of transmitted EMWs sharply decrease.

The FMR is determined by the physical parameters of the ferromagnetic material, namely,
the saturation magnetization, the anisotropy coefficient, the damping parameter and the shape of
magnetic nanoparticles [2]. The susceptibility, the magnetization and the FMR frequency depend
also on the size of magnetic nanoparticles if the nanoparticles are so small that they exhibit su-
perparamagnetic behavior [3]. With diminishing of size of nanoparticle the surface effects become
increasingly important, affecting primarily the anisotropy coefficient and the damping parame-
ter [3–5]. Besides intrinsic damping, depending on the selected material, there is also damping due
to surface effects [3, 6], which increases with diminishing of size and interparticle interactions [7].
The effective anisotropy coefficient also incorporates various contributions, such as the intrinsic
surface and shape anisotropy [3–5], inversely depending on the size of particle and important at
diameters below a few hundred nanometers.

That’s why in contrast to our previous works [8, 9] a probabilistic approach for developing
mathematical models of resonance interaction of EMWs with the 3D magnetic nanocomposites is
proposed. In goal to analyze the effective parameters of 3D magnetic opal nanocomposites and to
investigate properties of magnetic nanoparticles the probabilistic models taking into account the
difference of shape, size and orientation of nanoparticles and interparticle interactions are developed
in this paper.
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2. DETERMINISTIC ELECTRODYNAMIC MODEL

The rigorous mathematical model is based on the solution of the Maxwell’s equations with elec-
trodynamic boundary conditions, complemented by the Landau-Lifshitz equation, without any
simplification of the equations and boundary conditions:

curl ~H = iωε0ε ~E,

curl ~E = −iω ~M − iωµ0
~H;

− (ωr + iω) ~M + ωrχ0
~H − γ ~M0 × ~H − γ ~M0 × ~Hq − γ ~M × ~H0;

curl ~M = ~F ;

curl ~F = −q−1 ~Hq,

(1)

where E and H are the EM fields, M is the magnetization of the magnetic component of nanocom-
posite, Hq is the effective exchange field, γ is the gyromagnetic ratio, ωr = αγH0 is the relaxation
frequency, χ0 is the susceptibility, q = 2A/µ0M0 is the exchange constant; H0 and M0 are the ex-
ternal DC magnetic field and the saturation magnetization; ε0 and µ0 are the electric and magnetic
constants.

The numerical approach is based on the decomposition into autonomous blocks with virtual
Floquet channels (FAB) [10]. The domain of the 3D opal-based magnetic nanocomposite is divided
into FAB (Fig. 1(a)), containing the SiO2 nanospheres and the magnetic nanoparticles, filling the
octahedral void regions of the opal structure (Fig. 1(b)). For the calculations we consider the
elementary cell of the periodic 3D-nanostructure as FAB (Fig. 1(c)). In contrast to our previ-
ous work [9], in the model we take into account several (number N from 1 to 5) ferromagnetic
nanospheres filling the void regions (Fig. 1(b)) in each cell (FAB).

The deterministic electrodynamic model was created in the following way. At each case we
propose that number N of ferromagnetic nanoparticle with a spherical geometry embedded into
an every intersphere opal void is different but the diameter d of the magnetic nanospheres was set
for the constant value of the filling factor of the magnetic component in the opal voids in all cases.
The cell is described by its FAB conductivity matrix Y [10], taking into account electrodynamical
boundary conditions, the number N and the shape of magnetic nanoparticles.

The electromagnetic wave (fields E, H; frequency ω) propagating in the 3D periodic nanostruc-
ture along axis ζ (Fig. 1) is a superposition of inhomogeneous plane EMWs having fields En(ξ, η)
Hn(ξ, η) and propagation constants [11]:

Γn = ν +
2πn

Λ
, n = 0, ±1, ±2, . . . ,±∞, (2)

(a) (b) (c)

Figure 1: Model of 3D opal-based magnetic nanocomposite: (a) direction of propagating EMW of wave
vector k; (b) periodic 3D-nanostructure and orientation of the DC magnetic field H0; (c) model of a cell
of autonomous blocks with Floquet channels (FAB): 1 — SiO2 nanospheres; 2 — region, filled by magnetic
nanoparticles.
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where Γ0 = ν is the unknown propagation constant of the fundamental wave (n = 0); and Λ is the
cell periodicity along the direction of propagation of EMW.

For the 3D magnetic opal nanocomposite we introduce the effective permeability tensor with
components µΣ, µΣ

a , µΣ
z , and the effective permittivity εΣ. The components µΣ, µΣ

a of the effective
permeability tensor and the effective permittivity εΣ can be determined by solving the system:

Γ+
Σ = ω

√
ε0µ0εΣ (µΣ + µΣ

α), (3)

Γ−Σ = ω
√

ε0µ0εΣ (µΣ − µΣ
α), (4)

Γ
P
‖ = ω

√
ε0µ0ε

P
µ
P
z , (5)

Γ
P
⊥ = ω

√√√√
ε0ε

P
µ0

(
µ
P)2 −

(
µ
P
α

)2

µ
P , (6)

where Γ+
Σ , Γ−Σ are the propagation constants of clockwise and counterclockwise polarized EMWs

(H0 = H0z); ΓΣ
|| , ΓΣ

⊥ are the propagation constants of the ordinary and extraordinary modes
(H0 = H0x) in the gyromagnetic medium [12]. The propagation constants Γ0 of the fundamental
modes propagating along direction z in a periodic 3D nanostructure (Fig. 1) for transverse H0 =
H0x and longitudinal H0 = H0z orientations of the DC magnetic field H0 was obtained from the
characteristic equation [9]:

∆(Γn) =
∣∣YAA −H−1 · YBA + YAB ·H −H−1 · YBB ·H

∣∣ = 0, (7)

where Γn are the unknown complex wave numbers; ∆(Γn) is the determinant of matrix; YAA, YAB ,
YBA, YBB are the blocks of conductivity matrix Y, the indices A are for α = 1, 2, 3; and B for
α = 4, 5, 6; H is a diagonal matrix having diagonal elements qi(lj) = −iδljΓna cosβi, where βi are
angles between the wave vector k and the x, y, z axes.

Substituting the computed values of the propagation constants into (3)–(6) and solving the
system of equations, the complex diagonal µΣ and off-diagonal µΣ

a components of the effective
permeability tensor and the effective permittivity εΣ of 3D opal magnetic nanocomposite, were
calculated at microwaves.

The following parameters were used in the calculations: the radius of the SiO2 nanospheres was
set r = 100 nm, εr = 4.6−i4·10−4; and for magnetic nanoparticles Ni0.7Zn0.3Fe2O4 with saturation
magnetization 4πMs = 5 kG, exchange constant A = 2.2 ∗ 10−9 Oe cm2, damping parameter α =
0.08, εr = 9.5− i0.3.

The real part ReµΣ of the diagonal µΣ component of the effective permeability tensor of the
3D opal magnetic nanocomposite, depending on the relative value of DC magnetic field Hrel

0 =
(H0 −Hr)/Hr, where Hr is ferromagnetic resonance field (FMR), at the frequency of f = 26 GHz
(Hr = 9.18 Oe) was calculated for different magnetic nanoparticle numbers N = 1, 3, 4, 5, having
diameters d = 50, 35, 31, 29 nm, correspondingly. The results are shown in Figs. 2, 3. At each case
(curves 1–4) the diameter d depends on the number N of magnetic nanospheres because the value
of the filling factor of the magnetic component is kept constant.

As it follows from the results of modeling (Fig. 2 curves 1–4) the effective permeability increase
upon reducing the diameter d (d = 50, 35, 31, 29 nm, N = 1, 3, 4, 5 correspondently) of the
magnetic nanoparticles.

Figure 3 compares the results of calculation and the experimentally measured data from Ref. [1]
at f = 26 GHz of the real and imaginary parts of the complex diagonal µΣ and off-diagonal µΣ

a
components of the effective permeability tensor of the 3D opal magnetic nanocomposite depending
on the relative value of DC magnetic field Hrel

0 = (H0 −Hr)/Hr.
From the comparison with the experiment [1] it follows that the agreement with the measured

values is very good if the number of ferromagnetic nanospheres filling of the void regions in the
opal matrix in each cell (FAB) N = 5, having diameter of d = 29 nm is assumed in the model. The
effective permittivity εΣ of 3D opal magnetic nanocomposite is εΣ = 4.87− i0.03.
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Figure 2: The real part ReµΣ of the diagonal µΣ component of the effective permeability tensor, depending
on the relative value of DC magnetic field Hrel

0 = (H0 −Hr)/Hr for the 3D opal magnetic nanocomposite.
f = 26 GHz; curve 1 — N = 1, d = 50 nm; curve 2 — N = 3, d = 35 nm; curve 3 — N = 4, d = 31 nm;
curve 4 — N = 5, d = 29nm.

(a) (b)

Figure 3: Calculated (a) real and (b) imaginary parts of the diagonal µΣ and off-diagonal µΣ
a compo-

nents of the effective permeability tensor of the 3D opal magnetic nanocomposite (magnetic nanoparticles
Ni0.7Zn0.3Fe2O4) vs. the relative DC magnetic field Hrel

0 = (H0−Hr)/Hr at f = 26GHz; N = 5, d = 29 nm.

3. PROBABILISTIC MODEL AND RESULTS

From the measurements of the FMR response of opal nanocomposites [1] the FMR peak shape and
the large value of the FMR linewidth are determined both by the random distribution of shape
and size of magnetic nanoparticles and by the random spatial distribution of its aggregates. The
probabilistic model of FMR in the 3D magnetic opal-based nanocomposite is developed in the
following way. We consider that the value of the FMR magnetic field Hr of nanoparticles is a
random quantity (because the FMR eigenfrequencies of nanoparticles, determined by the internal
magnetic field, depends on the shape [12]). We propose that the random quantity Hr (the FMR
magnetic field Hr of magnetic nanoparticle in an elementary cell of the periodic 3D nanostructure
has a normal distribution law [13]:

f(Hr) =
1

σ
√

2π
exp

(
−

(
Hr −H0

r

)2

2σ2

)
, (8)

where f(Hr) is the probability density, H0
r is the expectation value of the random quantity Hr, σ

is the standard deviation. A random-number generator was used to simulate the random quantity
Hr with the normal distribution (8). For determining the random functions we use the distribution
of Hr from the simulation.

Using the deterministic electrodynamic model, described above, the complex diagonal µΣ and
off-diagonal µΣ

a components of the effective permeability tensor and the effective permittivity εΣ

of the 3D magnetic opal- nanocomposite were calculated. At second stage, the random functions
µΣ(Hr), µΣ

a (Hr), depending on the random quantity Hr, were obtained by using the probabilistic
simulation model. Then the expectation values of random quantities µΣ, µΣ

a were obtained.
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Figure 4: Calculated bias field dependence of the real and imaginary parts of the diagonal µΣ and off-diagonal
µΣ

a components of the effective permeability tensor of 3D magnetic opal nanocomposite. N = 4, d = 31 nm,
f = 26GHz; curve 1 — α = 0.08, H0

r = 9, 180Oe, σ = 0; curve 2 — α = 0.05, H0
r = 9, 230 Oe, σ = 535 Oe;

curve 3 — α = 0.03, H0
r = 9, 250Oe, σ = 722 Oe; curve 4 — α = 0.006, H0

r = 9, 270 Oe, σ = 895 Oe. Circles
mark experimentally measured data from [1].

Figure 5: Calculated bias field dependence of magnetic losses of 3D magnetic opal nanocomposites. N = 4,
d = 31 nm f = 26GHz; curve 1 — α = 0.08, H0

r = 9, 180 Oe, σ = 0; curve 2 — α = 0.05, H0
r = 9, 230Oe,

σ = 535Oe; curve 3 — α = 0.03, H0
r = 9, 250Oe, σ = 722Oe; curve 4 — α = 0.006, H0

r = 9, 270Oe,
σ = 895Oe.

Using the numerical algorithm, outlined above, the expectation values [7] of random quantities
ReµΣ, ImµΣ, ReµΣ

a , ImµΣ
a (the real and imaginary parts of complex diagonal µΣ and off-diagonal

µΣ
a components of the effective permeability tensor of the 3D opal nanocomposites) depending on

DC magnetic field, H0, were obtained at a frequency f = 26 GHz for different values of the damping
parameter α of magnetic nanoparticles and the standard deviation σ of random quantity Hr of the
FMR resonance field. The results are shown in Fig. 4 (curve 1–4) for particle number N = 4
(diameter d = 31 nm). The other parameters used in the calculations are the same as in Fig. 2).

Using the probabilistic algorithm, the influence of the damping parameter α of magnetic nanopar-
ticles and the standard deviation σ of Hr of the FMR resonance field of the nanoparticles on the
magnetic losses of the Ni0.7Zn0.3Fe2O4 infiltrated opal nanocomposites as a function of DC mag-
netic field were analyzed at a frequency of f = 26 GHz. The main results of modeling for α = 0.08,
0.05, 0.03, 0.006 and σ = 0, 535 Oe, 722Oe, 895 Oe, correspondently) are shown in Fig. 5 (curve
1–4).

4. CONCLUSIONS

The numerical technique using the developed probabilistic algorithm shows an agreement with
recent experimental data of waveguide measurements [1] on ferrite opal nanocomposites and opens
new possibilities for computer analysis of the resonance interactions of EMWs with 3D magnetic
opal nanocomposites at microwaves.
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Abstract— We study quantum dispersion properties of spin waves and waves of electrical po-
larization in systems of neutral particles. We pay attention for one-, two-, and three-dimensional
dielectric systems. We consider spinning particles in the presence of an external uniform con-
stant magnetic field, and electrically polarized particles are regarded in the presence of an external
uniform constant electrical field.

Electric dipole moment and magnetic dipole moment has different nature. It leads to the dif-
ference in the dispersion properties of collective excitations. We can watch properties of dipole
moments in systems of neutral particles there the Coulomb interaction does not overshadow the
dynamical picture.

For collective excitation studying we use the method of many-particle quantum hydrodynamic.
Quantum hydrodynamic equations are derived from many-particle Schrodinger equation, so,
quantum hydrodynamic equations are deduced from first principles of quantum mechanics. For
electrically polarized dielectrics a quantum hydrodynamic equations consist of four tensor equa-
tions, these are continuity equation, Euler equation, equation of polarization evolution and equa-
tion of polarization current evolution. For magnetized dielectrics a quantum hydrodynamic equa-
tions consist of three tensor equations, these are continuity equation, Euler equation and magnetic
moment evolution equation (a generalization of Bloch equation).

We brief discuss the evident form of Hamiltonians for spin-spin interaction and electric dipole-
dipole interaction. We present Hamiltonians corresponding to the Maxwell equation.

As the result we present the dispersion dependencies for dipole waves in one-, two-, and three-
dimensional dielectric systems and compare dispersion dependencies for the spin waves and the
waves of electric dipole moment.

1. INTRODUCTION

In recent years an interest in dynamical properties of both electrically and magnetically polarized
dielectrics and semiconductors has been growing especially to low-dimensional [1, 2]. In this report
we present a dispersion of eigenwaves for described systems and make comparison of properties
for magnetization (spin) waves and electrically polarization waves. To study dispersion properties
we have used method of many-particle quantum hydrodynamics [2–5], which was for the first time
suggested in Ref. [6].

2. MODEL

We develop our model using many-particle Schrodinger equation. The last one contains a term
describing dipole-dipole interaction Hdd. If we consider particles having electric dipole moment
when Schrodinger equation has form

ı~∂tψ(R, t) =

(∑

i

(
1

2mi
p̂2

i − dα
i Eα

i,ext

)
− 1

2

∑

i,j 6=i

(
dα

i dβ
j · ∂α

i ∂β
i

1
rij

))
. (1)

Usually an energy of interaction for tho electric dipoles is considered in the form

Hdd,ij =
δαβ − 3rαrβ/r2

r3
dα

i dβ
j , (2)

but we use another formula
Hdd,ij = −∂α∂β 1

r
· dα

i dβ
j . (3)
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To describe the difference between (2) and (3) we present well-known identity

− ∂α∂β 1
r

=
δαβ − 3rαrβ/r2

r3
+

4π

3
δαβδ(r). (4)

We have chosen Hamiltonian (3) for next reason. Equations for description of collective motions
appearing from Equation (1) must corresponds to the Maxwell equations. Using Hamiltonian (3)
we find

∇E(r, t) = −4π∇P(r, t), (5)

and
∇×E = 0. (6)

In last formula we do not obtain contribution of magnetic field because we use non-relativistic
model. If we use Hamiltonian (2) we will receive

∇E(r, t) =
8π

3
∇P(r, t), (7)

instead of (5).
Now, let us to consider Hamiltonian for spin-spin interaction. Schrodinger equation for neutral

spinning particles is

ı~∂tψs(R, t) =

((∑

i

(
p2

i

2mi
− γiŝ

α
i Bα

i(ext)

)
− 1

2

∑

i,j 6=i

γiγjG
αβ
ij,M ŝα

i ŝβ
j

)
ψ

)

s

(R, t). (8)

where the last term describes spin-spin interaction and evident form of Green function of spin-spin
interaction is Gαβ

ij,M = 4πδαβδ(rij) + ∇α
i ∇β

i (1/rij), spin matrixes ŝα
i satisfy to the commutation

relations
[ŝα

i , ŝβ
j ] = ıδijε

αβγ ŝγ
i .

Notice that an energy of spin-spin interaction contains additional term in comparison with the
energy of interaction between electric dipoles. It also differs from the formula presented in Ref. [7].
Electric and magnetic dipoles have different nature and magnetic field B caused by magnetic dipoles
satisfies to another pair of Maxwell equations

divB = 0, (9)

and
∇×B = 4π∇×M. (10)

For the first time it was shown in Ref. [4].
The first pair of a set of quantum hydrodynamic equations are continuity equation

∂tn + ∂α(n · vα) = 0, (11)

and momentum balance equation

mn(∂t + v∇)vα + ∂βpαβ − ~2

4m
∂α4n +

~2

4m
∂β

(
∂αn · ∂βn

n

)

= P β∂α

(
Eβ

ext(r, t) +
∫

dr′Gβγ
D (r, r′)P γ(r′, t)

)
. (12)

These equations are written for electric polarized particles. They have the same form for the system
of spinning particles, but in right hand side of Equation (12) we have to write magnetization M
and magnetic field Bext instead of polarization P and electric field Eext, and we also must change
Gγδ

D on Gγδ
M . Integral term in right-hand side of Equation (12) might be considered as electric

field (magnetic field for spinning particles) cased by polarization (magnetization). This electric
(magnetic) field must satisfy to Equations (5) and (6) ((9) and (10)).
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Studying of dynamic of electrically polarized (spinning) particles requires to find equation of
temporal evolution of polarization P (magnetization M). Equations for polarization and magneti-
zation differ from each other. Let us present equations for polarization evolution

∂tP
α + ∂βRαβ = 0, (13)

where Rαβ(r, t) is the current of polarization, in addition we include equation describing evolution
of current of polarization Rαβ(r, t)

∂tR
αβ + ∂γ

(
Rαβvγ + Rαγvβ − Pαvβvγ

)
− ~2

4m2
∂β4Pα +

~2

8m2
∂γ

(
∂βPα∂γn

n
+

∂γPα∂βn

n

)

=
σ

m

PαP γ

n
∂β

(
Eγ

ext(r, t) +
∫

dr′Gγδ
D (r, r′)P δ(r′, t)

)
. (14)

The last one is interesting because it involve influence of interaction on polarization dynamic.
Magnetization evolution is described by the following equation

∂tM
α + ∂β(Mαvβ) =

γ

~
εαβγMβ

(
Bγ

ext(r, t) +
∫

dr′Gγδ
M (r, r′)M δ(r′, t)

)
, (15)

To find dispersion dependencies of wave we must consider dynamic of small perturbations. For
this purpose we should put following formulas into Equations (11), (12) and (13), (14) or (15)

n = n0 + δn, vα = 0 + vα, and

Pα = Pα
0 + δPα, Rαβ = 0 + δRαβ or Mα = Mα

0 + δMα.
(16)

The dispersion dependence ω(k) for waves of electrical polarization in three dimensional sample
appears as

ω =
√

4πσ

mn0
P0kz. (17)

If we derive a solution for eigenwaves in a 2D system the dispersion equation has a form of

ω =

√
2πσ

mn0

∫ ∞

kr0

dξ
J0(ξ)

ξ2
P0k

3/2. (18)

Figure 1: The figure shows the dispersion charac-
teristic of the 2D quantum atomic polarization wave
frequency ω(k) versus the wave vector k, which is de-
scribed by the Equation (18). The atomic radius r0

is supposed to be 0.1 nm. Equilibrium polarization
has form P0 = κE0. Static electric permeability κ is
defined by the equation κ = n0p

2
0/(3kBT ). p0 —is a

dipole moment of an atom, T — temperature of the
medium, kB — Boltzmann constant. System param-
eters are assumed to be as follows: n0 = 108 cm−2,
p0 = 3 · 10−20Cm, T = 100K, E0 = 3 · 104 V/m,
m = 10−23 g.

4

3

2

1

0
0 20 40 60 80 100

k 10   , [cm   ]
-6 -1

Figure 2: The dependence of frequency ω on the
wave vector k is displayed for the case of single di-
mension polarization mode which dispersion char-
acteristic is defined by the Equation (19). System
parameters are analogous to the presented at . . . to
Fig. 1, but here we have deal with one dimensional
concentration its value to be n0 = 104 cm−1.



1058 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Figure 3: The figure shows the dispersion character-
istic of the 2D quantum atomic magnetization wave
frequency ω(k) versus the wave vector k, which is
described by the Equation (21). Magnetic field B0

is taken equal to 103G. System parameters are the
magnetic susceptibility κ = 10−6 and the atomic
radius r0 = 0.1 nm.

Figure 4: The figure shows the dispersion character-
istic of the 2D quantum atomic magnetization wave
frequency ω(k) versus the wave vector k, which is
described by the Equation (22). Magnetic field B0

is taken equal to 103G. System parameters are the
magnetic susceptibility κ = 10−6 and the atomic
radius r0 = 0.1 nm.

where k is the module of wave vector, J0 is a Bessel function of the zero order, r0 is a radius of a
molecule. The dispersion dependence (18) is presented on Fig. 4.

In 1D case ω(k) occurs as

ω =

√
2σ

mn0

∫ ∞

kr0

dξ
cos(ξ)

ξ3
P0k

2, (19)

Dispersion dependence for wave of polarization in one dimensional case (19) is presented on Fig. 2.

Now, let us to present dispersion dependencies for spin (magnetic moment) waves in dielectrics.
We start with a solution for three dimensional system of particles. It has form of

ω =
1√
µ

2γ

~
B0 (20)

where µ is the magnetic permeability.
Dispersion dependencies in one-dimensional and two-dimensional cases can not be presented in

elementary functions therefore we present theirs at Figs. 3 and 4. Theirs analytic form to be

ω =
2γ

~
M0

∫ ∞

kr0

dξ
J0(ξ)

ξ2
· k (21)

in two dimensional case, and

ω =
2γ

~
M0

∫ ∞

kr0

dξ
cos(ξ)

ξ3
· k2 (22)

in one dimensional case.
Due to the fact that we consider paramagnetic dielectrics we can write M0 = κ/(1 + 4πκ) ·B0,

where κ is the magnetic susceptibility and we take it equal to 10−6.
Notice that frequencies of one-dimensional and two-dimensional spin waves are proportional to

an integral. Whereas frequencies of waves of electric polarization are proportional to the square
root of the integral. As a conclusion, in this paper we point out differences in properties of wave
of electric and magnetic dipole moments. This notice very important because it is widely used a
treating of electric and magnetic dipole moments in the same way and using for its description the
same models [8, 9].
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Abstract— This article discusses magnetoelectric effect at shear modes in a magnetostrictive-
piezoelectric film on a substrate in electromechanical resonance (EMR) region. The expression
for magnetoelectric voltage coefficient is obtained using material parameters of composite com-
ponents. Theoretical estimates are obtained for the bilayer of lead zirconate titanate (PZT) and
nickel ferrite (NFO) on SrTiO3 substrate.

1. INTRODUCTION

The magnetoelectric (ME) effect in composites is caused by mechanically coupled magnetostrictive
and piezoelectric subsystems in a material and consists in inducing the electric polarization in an
applied magnetic field, or vice versa inducing the magnetization in an applied electric field. Because
the ME effect in composites is due to mechanically coupled piezoelectric and magnetostrictive
subsystems, it sharply increases in the vicinity of the electromechanical resonance frequency [1, 2].

Expression for ME coefficient is obtained using the simultaneous solution of electrostatic, mag-
netostatic and elastodynamic equations. The ME voltage coefficient αE defined as the ratio of
induced electric field E and applied magnetic field H is estimated from known material parameters
(piezoelectric coupling, magnetostriction, elastic constants, etc.) of composite components.

2. THEORY

Mechanical oscillations of a ME composite can be induced either by alternating magnetic or electric
fields. If the length of the electromagnetic wave exceeds the spatial size of the composite by some
orders of magnitude, then it is possible to neglect gradients of the electric and magnetic fields
within the sample volume. Therefore, based on elastodynamics and electrostatics, the equations of
medium motion are governed by

ρp
∂2u1

∂t2
=

∂Tp5

∂z
, (1)

where Ui is the displacement vector component, ρp is the mass density of piezoelectric, V is the fer-
roelectric volume fraction, pρ and mρ, pTij and mTij are the densities and stress tensor components
of ferroelectric and ferromagnet, correspondingly.

Similar equations of media shear motion can be written for magnetostrictive phases and sub-
strate. To solve these equations for displacement component, one should use the appropriate bound-
ary conditions for stress and strain components on interfaces. Substituting the found solutions into
the open circuit condition enables one to obtain the expression for ME voltage coefficient.

Figure 1: Bilayer of piezoelectric and ferrite in the x-z plane on the substrate. The poling electric field E0 is
along z direction and ac electric field E is along x. The bias magnetic field H0 and the alternating magnetic
field H are along z and x, respectively.
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Expressions for the strain in the ferromagnetic layers Smi, the strain in the ferroelectric layers
Spi, and strain in the substrate Ssi have the form:





Sp5 = d15E1 + sp44Tp5(z)
S5m = q15H1 + sm44Tm5(z)
Ss5 = ss44Ts5(z)

(2)

where Tpi is the stress and spii is the compliance of the ferroelectric at constant electric field, Tmi

is the stress and smii is the compliance of the ferromagnetic at constant magnetic field, dij is the
piezoelectric coefficient of the ferroelectric, qij is the piezomagnetic coefficient of ferromagnetic, E1

and H1 are electric and magnetic fields.
Electric displacements D for the piezoelectric phases is given by

Dp(z) = d15Tp5(z) + ε33E1 (3)

where ε33 is the relevant component of the electrical permittivity.
For determining the ME voltage coefficient, we use the open circuit condition:

tp∫

0

Dp(z)dz = 0 (4)

Substituting expression (3) into Equation (4) and solving Equation (4) for E1 enables finding the
expression for the ME voltage coefficient α = E1

H1

α =
kpd15q15 [(−1 + Q4)Q2 −Q4 + 1][{

(2sm44kpQ4 + sp44kptpkmQ3)Q2 + (−sp44kmQ3 + k2
ptpsm44Q4)Q1 − 2sm44kpQ4

}
K2

−sp44kptpkmQ2Q3 − k2
ptpsm44Q1Q4

]
ε33

(5)

where

Q1 = sin(kptp), Q2 = cos(kptp), Q3 = sin(kmtm), Q4 = cos(kmtm).
km = ω

√
ρmsm44, kp = ω

√
ρpsp44, ks = ω

√
ρsss44

ω is the circular frequency, pρ, mρ and sρ are the piezoelectric, piezomagnetic and substrate densi-
ties.

Material parameters used for numerical estimations are listed in Table 1.
As an example, Fig. 2 shows a resonances peak at shear modes in free standing bilayer of lead

zirconate titanate (PZT) and nickel ferrite NiFe2O3 The maximum value of the ME coefficient
(20V/(cm Oe)) is observed at frequency of about 0.8 GHz.

Placing the magnetostrictive-piezoelectric film on a substrate is expected to lead to two signif-
icant effects: a decrease in the EMR frequency due to clamping and a fine structure in the ME
voltage versus frequency spectrum. Fig. 3 shows a family of equally spaced peaks that are linear
combinations of the modes corresponding to the substrate and bilayer structure.

The frequency separation between two consecutive peaks is determined primarily by the sub-
strate thickness. The envelope of the fine structure shows a maximum at 0.3 GHz. This maximum
is due to EMR in ME bilayer. Peak value of ME voltage coefficient (2.2 V/cm Oe) is a factor of
about ten smaller than for free standing bilayer.

Table 1: Material parameters — compliance coefficient s, piezomagnetic coupling q, piezoelectric coefficient d,
permeability ε, and density ρ for lead zirconate titanate (PZT), nickel ferrite NiFe2O3 (NFO) and strontium
titanate (SrTiO3).

Material s44 (10−12 m2/N) q15 (10−12 m/A) d15 (10−12 m/V) ε33/ε0 ρ (103 kg/m3)
PZT 34 −350 1750 7.5
NFO 12.6 −560 5.37

SrTiO3 4 7.75
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Figure 2: Frequency dependence of ME voltage co-
efficient for a free bilayer structure of PZT of thick-
ness 300 nm and NFO of thickness 2 µm and without
substrate.

Figure 3: Frequency dependence of ME voltage co-
efficient for bilayer of 300 nm thick PZT and 2 µm
thick NFO on 100 µm thick SrTiO3 substrate.

3. CONCLUSION

A theory has been described for ME interactions at shear modes in a magnetostrictive-piezoelectric
film on a substrate in EMR region. For a NFO-PZT structure on SrTiO3 substrate, the strength
of ME interactions is weaker than for thick film bilayers due to the strong clamping effects of the
substrate. For increasing substrate thickness in a bilayer, the ME coefficient drops rapidly and the
EMR frequency decreases. For a magnetostrictive-piezoelectric film on a substrate, the ME voltage
versus frequency profile shows a fine structure consisting of equally spaced peaks. The distance
between the peaks is a function of the substrate thickness.

The obtained phenomenon is of importance for the realization of multifunctional ME sen-
sors/transducers operating at microwave frequencies.
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Impact of Temperature on the Electromagnetic Susceptibility of
Operational Amplifiers

R. Fernández-Garćıa and I. Gil
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Abstract— In this paper, the impact of temperature on the electromagnetic susceptibility
of operational amplifiers at different frequencies is presented. The IEC 62132-4 direct power
injection standard has been used with several commercials operational amplifiers in a printed
circuit board specifically fabricated. The results show that the susceptibility of the operationals
amplifier is reduced with the temperature.

1. INTRODUCTION

Over recent years, due to the increasing demand for wireless operation electronic devices, a severe
and complex electromagnetic pollution environment has been created. Therefore, the susceptibility
to Radiofrequency Interference (RFI) has become a more important constraint for integrated circuit
designers, particularly for analogue integrated circuits (ICs), which are the most sensitive circuits
to RFI [1]. In order to characterize the IC susceptibility different standards have been proposed and
the IEC 62132-4 Direct Power Injection (DPI) is one of the most extensively used [2]. In this work,
the IEC 62132-4 standard has been used in order to characterize the most widely known analog
device, the operational amplifier (OpAmp). In this case, unlike others works, where the operational
amplifier susceptibility is evaluated [3, 4], the temperature has been taking into account. The impact
of the temperature can be critical in a lot of safety application, i.e., automotive, where the electronic
equipments located near the engine should resist, under normal operation conditions, temperatures
about 100◦C.

2. EXPERIMENTAL

Figure 1(a) shows the experimental fabricated PCB. The PCB dimensions are 8×8 cm2 and as it can
be observed a symmetrical microstrip layout with same electrical length traces and characteristic
impedance, Z0 = 50Ω, has been used. With this layout, all the injection ports present identical
behavior. In order to investigate the operational amplifier susceptibility, a follower topology has
been selected, as a worst EMI case [3]. Moreover, all the devices under test are mounted on a DIP-8
package in combination with an 8 pin dual in line IC socket. The prototype has been fabricated on
the commercial Rogers RO3010 substrate (dielectric constant εr = 10.2, thickness h = 1.27mm,
tan δ = 0.0023) in order to have high performance above 1 GHz.

The susceptibility to electromagnetic interference has been evaluated under the standard IEC
62132-4 DPI [2] which is a very popular and efficient method to apply a conducted interference
disturbance to a component. Fig. 1(b) describes the DPI setup. It consists of a RF signal generator

(a) (b)

Figure 1: (a) PCB specifically designed for this experiment. (b) Experimental setup.
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(providing the RFI disturbance) directly connected to a directional coupler in order to measure the
actual level of power injected into the DUT with a power meter. A power supply provides the
DC voltage to the integrated circuit and an oscilloscope is used to measure the OpAmps offset
voltage due to RFI. Notice that the PCB is located in an oven in order to control the temperature
of the devices under test. The RF interference has been swept from 10MHz to 1GHz with a input
power forward level up to 10 dBm, at three temperatures: 25◦C, 50◦C and 75◦C. The experiments
have been performed for two types of operational amplifiers, the well-known LM741 operational
amplifier and the TL081, which is wide bandwidth JFET input operational amplifier.

3. RESULTS

Figure 2 shows the frequency dependency of the offset voltage when a power level of 0 dBm is
injected into the operational amplifier non-inverter input at room temperature (25◦C). The results
are shown for two different integrated circuits, LM741 and TL081. It is observed that the offset
voltage of LM741 reach a value about 300 mV, meanwhile the TL081 reach a voltage offset below
40mV.

In order to evaluate the impact of the temperature, both operational amplifiers have been
subjected at different temperatures. The results are shown in Fig. 3. It both cases the offset
voltage is reduced when the temperature is increased. For instance, for a RFI interference of
100MHz the offset voltage drops from 360 mV at 25◦C to 328 mV at 75◦C for the LM741, which
represents a reduction 8.9%. At the same frequency, the reduction of TL081 offset voltage drops
from 22.3 mV to 13.8 mV, which corresponds to a 38% offset voltage reduction.

Notice that, although the absolute offset voltage reduction is higher in case of LM741, the relative
reduction is lower than in case of TL081 due to the high offset voltage at room temperature. Fig. 4
details the offset voltage temperature dependence in case of 100 MHz RFI with three different RFI
power levels, −20 dBm, −10 dBm and 0 dBm for LM741 and −10 dBm, 0 dBm and 10 dBm for
TL081.

Figure 2: Operational amplifier offset voltage when a RFI interference of 0 dBm is injected at the inverter
input at room temperature.

Figure 3: Operational amplifier offset voltage when a RFI interference of 0 dBm is injected at the inverter
input (f = 100 MHz). The results are shown for three temperatures: 25◦C, 50◦C and 75◦C.
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10dBm @100MHz 

-10dBm @100MHz 

0dBm @100MHz 

LM741 TL081 

Figure 4: Operational amplifier offset voltage temperature dependence. The results are show for three
different RFI power injection levels.

As in Fig. 2, the offset voltage of LM741 is about one order of magnitude worse than TL081. In
order to achieve similar offset voltage in both integrated circuits, the power injection level of TL081
should be increased 10 dBm. The experimental results of Fig. 4 confirm the voltage reduction trend
when the temperature is increased. A deeply investigation should be done in order to explain the
physical reason of this behavior. However, one brief explanation can be the improvement of the
non-linearity behavior of the transistor at high temperatures.

4. CONCLUSIONS

In this paper, the impact of temperature on the electromagnetic susceptibility performance of
operational amplifiers has been experimentally evaluated. Specifically, the offset voltage of the
operational amplifiers in a follower topology has been evaluated when a conducted RF interference
from 10 MHz to 1 GHz is introduced into the non-inverter input at different temperatures. The
experiments have been developed in two different commercial devices, the LM741 and the TL081.
The results show that in both cases the offset voltage is reduced when the temperature is increased.
Although a deeply investigation should be done in order to know the physical reason of this offset
reduction, the improvement of the non-linearity performance of transistor could be a reason.
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Abstract— An experimental method for modulating the coherence and polarization of the
electromagnetic beam by means of 90◦-twist liquid-crystal spatial light modulators (LC-SLMs)
is proposed. In the present technique, the statistical properties of light are controlled through
computer generated random signals applied to a pair of 90◦-twist LC-SLMs arranged in an
interferometric setup. Experimental results obtained using Holoeye LC2002 modulators show
the efficiency of the proposed method.

1. INTRODUCTION

Since the mid-1980’s the nematic liquid-crystal spatial light modulators LC-SLMs have been used
for amplitude or phase modulation of the optical field in many applications such as optical data
processing, adaptive optics, real time holography, etc.. Recently, with the development of the vector
coherence theory it has been shown that the LC-SLM is also able to modulate the coherence and
polarization of the electromagnetic field [1–3]. However, the reported techniques lack experimental
results and presuppose the use of 0◦-twist LC-SLMs that are extremely expensive [4]. Here we
propose an alternative technique for modulating the coherence and polarization of light which uses
more economic 90◦-twist LC-SLM working in phase mode. In order to obtain the desired result,
two orthogonal 90◦-twist LC-SLMs displaying a special random signal are placed at both arms of
a Mach-Zehnder interferometer. The efficiency of the proposed technique is demonstrated with
experimental results using the Holoeye LC2002 modulators.

2. BACKGROUND

According to Wolf, the degree of coherence and polarization of an electromagnetic field characterized
by the 2× 2 cross spectral density matrix W(x1, x2) are defined as [1]

µ(x1,x2) =
TrW(x1,x2)

[TrW(x1,x1)TrW(x2,x2)]1/2
, (1)

P (x) =
(

1− 4DetW(x,x)
[TrW(x,x)]2

)1/2

, (2)

respectively, where Tr is the trace and Det is the determinant. When the optical field given by
W(x1, x2) traverses a screen with random transmittance described by the Jones matrix T(x), the
transmitted cross-spectral density matrix is calculated with the formula

W′(x1,x2) =
〈
Tt(x1)W(x1,x2)T(x2)

〉
, (3)

where the dagger denotes Hermitian conjugate and the angle brackets stand for the ensemble
average. From Eqs. (1)–(3), one concludes that the degrees of coherence and polarization are
modified during the transmission through the random screen. Particularly, if the elements of T(x)
are pure phase terms there are no energy losses in the modulated light.

3. PROPOSED TECHNIQUE

The system for modulating the coherence and polarization of the electromagnetic field is shown
in Fig. 1. In the setup, the orthogonal field components of the primary source are separated by
the polarizing beam splitter PBS1 and modulated by the 90◦-twist LC-SLM placed in each arm
of a Mach-Zehnder interferometer. Afterwards, the modulated field components are joined by the
polarizing beam splitter PBS2 forming the secondary source.
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Figure 1: Technique for generating the partially coherent and partially polarized source: PBS1, PBS2,
polarizing beam splitters; M, mirror. The bold-faced arrows denote polarization directions.

The arrangement of Fig. 1 fulfills the conditions established by Lu and Saleh [5] and thus each
90◦-twist LC-SLM performs pure phase modulation of the incident field. Disregarding negligible
changes due to transmission in free space, the system of Fig. 1 is described by the Jones matrix

T(x) = exp(−iϕ0)
(

0 exp[−iϕ2(x)]
exp[−iϕ1(x)] 0

)
, (4)

where ϕ0 is a constant and ϕ1(2)(x) are zero mean random variables having Gaussian probability
density

p[ϕ1(2)(x)] =
1√

2πσϕ

exp

[
−

ϕ2
1(2)(x)

2σ2
ϕ

]
, (5)

with variance
〈
ϕ2(x)

〉
= σ2

ϕ and cross correlation defined at two different points

〈
ϕ1(2)(x1)ϕ1(2)(x2)

〉
= σ2

ϕ exp
[
− ξ2

2α2
ϕ

]
, (6)

where ξ = |x1-x2| and αϕ is a positive constant related to the correlation width of ϕ(x).
As the incident field it is chosen a linearly polarized Gaussian beam characterized by the cross

spectral density matrix

W(x1,x2) = E2
0 exp

(
−x2

1 + x2
2

4ε2

)(
cos2 θ cos θ sin θ

cos θ sin θ sin2 θ

)
, (7)

where E0 is the value of power spectrum at the origin of the source plane, ε is the effective (rms) size
of the source, and θ is the direction of polarization with respect to x axis. As seen from Eqs. (1) and
(2), the beam described in Eq. (7) is completely coherent, µ(x1,x2) = 1 and completely polarized,
P (x) = 1, respectively. On substituting Eqs. (4) and (7) into Eq. (3), one finds that the modulated
secondary source has the cross spectral density matrix

W′(x1,x2) = E2
0 exp

(
−x2

1 + x2
2

4ε2

)

(
sin2 θ 〈exp {−i[ϕ1(x2)− ϕ1(x1)]}〉 cos θ sin θ 〈exp {−i[ϕ2(x2)−ϕ1(x1)]}〉

cos θ sin θ 〈exp {−i[ϕ1(x2)−ϕ2(x1)]}〉 cos2 θ 〈exp {−i[ϕ2(x2)− ϕ2(x1)]}〉
)

.(8)

Based on the properties of function ϕ(x) it can be shown [3] that
〈
exp

{
i[ϕ1(2)(x2)± ϕ2(1)(x1)]

}〉
=exp

(−σ2
ϕ

)
, (9)

〈exp {+i[ϕ(x2)± ϕ(x1)]}〉=〈exp {−i[ϕ(x2)± ϕ(x1)]}〉=exp
{
−σ2

ϕ

[
1±exp

(
ξ2

2α2
ϕ

)]}
.(10)
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In addition, to simplify the subsequent analysis, we assume that variance σϕ of the control signal
is large enough to accept the following approximations [1]

exp
(−σ2

ϕ

) ≈ 0, (11)

exp
{
−σ2

ϕ

[
1− exp

(
ξ2

2α2
ϕ

)]}
≈ exp

(
− ξ2

2η2
ϕ

)
, (12)

where ηϕ = αϕ/σϕ. Finally, the transmitted cross spectral density matrix given by Eq. (8) has the
form

W′(x1,x2) = E2
0 exp

(
−x2

1 + x2
2

4ε2

)
exp

(
− ξ2

2η2
ϕ

) (
sin2 θ 0

0 cos2 θ

)
, (13)

and, using Eqs. (1) and (2), it is found that

µ ′(ξ) = exp
(
− ξ2

2η2
ϕ

)
, (14)

P ′(x) = |cos 2θ| . (15)

As can be seen from Eq. (15), the output degree of polarization depends only on the angle of input
polarization and varies from 0 to 1. Meanwhile, for a fixed angle θ of the primary source, the
degree of coherence (14) is controlled with the proper choice of the computational variable ηϕ of
the modulation signal ϕ(x).

4. EXPERIMENTS AND RESULTS

The arrangement for generating and characterizing the secondary source is shown in Fig. 2. In
the experimental setup, the second Mach-Zehnder interferometer with the translating pinholes
reproduces the Young experiment [6] used for measuring the elements of matrix W(x1,x2). In our
case, the elements of matrix (13) are determined through the interference of x and y components
of the modulated beam selected by polarizers P1 and P2. Finally, observing the visibility of the
fringes at the exit of the beam splitter BS, the elements of the cross spectral density matrix are
determined and substituted in Eqs. (1) and (2).

As the primary source it was used a linearly polarized He-Ne laser (Spectra-Physics model 117A,
λ = 633 nm, 4.5 mW) whose polarization angle θ was controlled by means of a rotary stage. As the
90◦-twist LC-SLM we used the Holoeye LC2002 model with resolution of 800× 600 pixels (32µm
square in size) and 256 grey level signal display. The control of the LC-SLMs was realized inde-
pendently by two computers generating the random signals with the required Gaussian statistics.

Figure 2: Experimental setup: L, laser; BE, beam expander; ZL, zoom-lens; PD, photodiode; BS, beam
splitter; TP, translating pinhole; P1, P2, polarizers. Other notations are the same as in Fig. 1.
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(a) (b)

Figure 3: (a) Measurements of polarization degree for ηϕ ≈ 1. (b) Measurements of the degree of coherence
for θ = π/4 and different values of parameter ηϕ.

We realized two sets of experiments. In the first one the degree of polarization was determined
for different values of the input polarization angle θ, the position ξ = 0 and the value ηϕ ≈ 1 of
the control signal. In the second experiment we measured the degree of coherence for θ = π/4
and different positions ξ of pinholes, varying parameter ηϕ of the control signal. To realize the
measurements of the degree of coherence we used two pinholes with diameter of 200µm mounted
on motorized translation stages. The experimental curves of the degree of coherence and the degree
of polarization are shown in Fig. 3. During the measurements it was noticed that LC2002 specimen
was not able to provide pure phase modulation in contraposition to model of Eq. (4). However, it
was observed that this situation did not affect appreciably the theoretical predictions.

5. CONCLUSIONS

In this work, a novel method for modulating the degree of coherence and the degree of polarization
of an electromagnetic beam using widely available 90◦-twist LC-SLMs was presented. In the case of
a linearly polarized Gaussian beam, the obtained degree of polarization depended solely on the angle
of input polarization, while the output degree of coherence was controlled with the proper choice of
the computational variable ηϕ of the control signal ϕ(x). Although the 90◦-twist LC-SLM LC2002
did not provide pure phase modulation, the expected coherence and polarization curves were not
affected significantly. In future tests, we can improve this situation changing the wavelength of
the source or using another LC-SLM; nevertheless, the LC2002 Holoeye device achieved coherence
modulation in the range from 0 to 1.
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Abstract— We propose and analyze a rather simple technique for generating a secondary
electromagnetic source with desired degrees of coherence and polarization. Starting from a com-
pletely coherent and completely polarized electromagnetic source, two coupled Mach-Zehnder
interferometers are used for the experimental synthesis and characterization of the electromag-
netic partially coherent and partially polarized source. Due to the last and wide-scale availability
of the required optical components we have succeeded in the physical realization and character-
ization of the proposed technique and have demonstrated its efficiency in physical experiments.
The experimental results are in good agreement with theoretical predictions.

1. INTRODUCTION

In the last decade great attention has been given to the development of the unified theory of
coherence and polarization. Many recent investigations have been devoted toward the problem of
generating the partially coherent and partially polarized electromagnetic source [1]. One of the
central problems in this theory is the capability of simultaneous control the statistical properties of
an electromagnetic field. Very important advances have been reported specially in connection with
the use of spatial light modulators (SLM) [2–4]. In the present paper, we propose a very simple
technique for modulating the coherence and polarization of laser radiation which does not need any
LC SLM. This technique bears some resemblance with the one reported in [5], but differs from it
as by another action principle so by the simplicity.

In practice, together with theoretical results, experimental investigations are essential in the
electromagnetic coherence theory. So, once the desired secondary partially coherent and partially
polarized source has been created, it must be subject to experimental characterization. The idea
of such a determination is well known [6–8], but its physical realization has not been yet reported.
Here we propose also a rather simple technique for characterizing the coherence of electromagnetic
source, which was used in our experiments.

2. BACKGROUND

As has been shown by Wolf [8], the second-order statistical properties of a random planar (primary
or secondary) electromagnetic source can be completely described by the cross-spectral density
matrix (for brevity we omit the explicit dependence of the considered quantities on frequency ν)

W(x1,x2) =
[ 〈E∗

x(x1)Ex(x2)〉 〈E∗
x(x1)Ey(x2)〉〈

E∗
y(x1)Ex(x2)

〉 〈
E∗

y(x1)Ey(x2)
〉

]
, (1)

where Ex(x) and Ey(x) are the orthogonal components of the electric field vector E(x), asterisk
denotes the complex conjugate, and the angle brackets denote the average over the statistical
ensemble. Using this matrix, Wolf defines the following three fundamental statistical characteristics
of the source: the power spectrum

S(x) = TrW(x,x), (2)

the spectral degree of coherence

µ(x1,x2) =
TrW(x1,x2)

[TrW(x1,x1)TrW(x2,x2)]
1/2

, (3)

and the spectral degree of polarization

P (x) =
[
1− 4DetW(x,x)

[TrW(x,x)]2

]1/2

. (4)
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In Equations (2)–(4) Tr stands for the trace and Det denotes the determinant.
It is not out of place to mention here that, equally with Wolf’s definition of the degree of coher-

ence, there are known the other definitions [9–11]. But, for our following analysis, the definition
given by Equation (3) proves to be quite sufficient.

3. GENERATING AND CHARACTERIZING THE SECONDARY SOURCE

As the primary source the laser radiation, linearly polarized in some plane normal to the direction
of propagation, is employed. The source correlations can be characterized by the cross-spectral
density matrix

WPS(x1,x2) = S0 exp
(
−x2

1 + x2
2

4ε2

) [
cos2 θ sin θ cos θ

sin θ cos θ sin2 θ

]
, (5)

where S0 is the value of power spectrum at the source centre, ε is the effective (rms) size of the
source, and θ is the angle that the direction of the linear polarized electric field makes with the x
axis. It can be shown that in this case that such a source is completely coherent and completely
polarized.

We can make use of a Mach-Zehnder interferometer starting with a polarizing beam splitter
PBS that separates the orthogonal field components Ex(x) and Ey(x) so that each of them can be
independently changed by means of two rotating ground glass plates GGP1 and GGP2 [12]. At the
exit of the interferometer is placed a 50/50 beam splitter cube which is used for coupling the next
Mach-Zehnder interferometer as is shown in Fig. 1.

The considered system can be seen as a thin phase screen with an amplitude transmittance
given by

T(x) =
[

exp[ iϕ1(x)] 0
0 exp[iϕ2(x)]

]
, (6)

where ϕ1(x) and ϕ2(x) are the position-dependent Gaussian-correlated random variables charac-
terized by parameters γ and σ [2] for two different points x1 and x2 separated by a distance ξ.

The cross-spectral density matrix of the secondary source (SS) created just behind the interfer-
ometer can be calculated as

WSS(x1,x2) =
〈
T†(x1)WPS(x1,x2)T(x2)

〉
, (7)

where the dagger denotes the Hermitian conjugation. On substituting from Equations (5) and (6)

Figure 1: Schematic illustration of the technique for generating and characterizing the partially coherent and
partially polarized source: L, laser; BE, beam expander; ZL, zoom-lens; PD, photodiode; BS, beam splitter;
PBS, polarizing beam splitter; M, mirror; GGP1, GGP2, rotating ground glass plates; TP, translating
pinhole; P1, P2, polarizers; R1, R2; polarization rotators.
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into Equation (7), we find

WSS(x1,x2) = S0 exp
(
−x2

1 − x2
2

4ε2

)

×

exp

{
−σ2

[
1−exp

(
− ξ2

2γ2

)]}
cos2 θ exp

[−σ2
]
sinθcosθ

exp
[−σ2

]
sinθcosθ exp

{
−σ2

[
1−exp

(
− ξ2

2γ2

)]}
sin2 θ


 (8)

Then, substituting this result into definitions given by Equations (3) and (4), we obtain, respec-
tively,

µSS(x1,x2) = exp
{
−σ2

[
1− exp

(
− ξ2

2γ2

)]}
, (9)

PSS(x) =
∣∣1− 2 cos2 θ

∣∣ . (10)

Equations (9)–(10) show that the generated source is partially coherent and partially polarized.
As can be seen the degree of coherence and polarization changes in the full range from 1 to 0. To
determine experimentally the elements W SS

ij of the matrix WSS the Mach-Zehnder interferometer
is employed, The polarizers P1 and P2 serve to cut off only one of the orthogonal field components.
The removable rotators R1 and R2 serve to produce the rotation of one of the transmited field
component through 90◦. For such a purpose a suitably oriented half-wave birefringent plate can be
used. The power spectrum of the field observed at the output of the interference system in each
experiment can be described by the spectral interference law [8]

Sij (x′) = SSS
i

(
ξ

2

)
+SSS

j

(
ξ

2

)
+2

∣∣∣∣W SS
ii

(
ξ

2
,−ξ

2

) ∣∣∣∣ cos
[
kξ

z0
x′ + αij

(
ξ

2
,−ξ

2

)]
(i, j = x, y), (11)

where SSS
i,j are the power spectra of the field components in the pinhole position ξ/2, k is the

wave number, z0 is the geometrical path between the pinhole plane and the observation plane,
and αij = arg W SS

ij . As well known, the measure of the contrast of the interference fringes is the
so-called visibility coefficient defined as

Vij (ξ) =
[Sij (x′)]max − [Sij (x′)]min

[Sij (x′)]max + [Sij (x′)]min

. (12)

On substituting from Equation (10) with cos( . ) = ±1 into Eq. (12), we find that

∣∣W SS
ij (ξ)

∣∣ =
1
2

[
SSS

i

(
ξ

2

)
+ SSS

j

(
ξ

2

)]
Vij (ξ). (13)

The spectra SSS
i and SSS

j can be measured when one of the pinholes is covered by an opaque screen
and the degree of coherence and the degree of polarization of the generated source can be then
calculated using definitions given by Equations (3) and (4).

4. EXPERIMENTS AND RESULTS

In the experimental setup as the primary source we used the He-Ne laser, so that the direction
of its (linear) polarization made tilt of 45◦ with respect to the laboratory axes. To generate the
secondary source with two different values of the transversal length of coherence, we used two pairs
of ground glass plates with the diffusion angles of 10◦ and 30◦. The interference pattern at the
first output of the second interferometer was registered by the CCD camera and the corresponding
power spectra were measured by the photodiode with optical power meter located at the second
output. The results of the experiments for different pairs of ground glass plates are plotted in
Fig. 2 together with their theoretical interpolations in accordance with Equation (8). As can be
seen from Equation (10) the degree of polarization P depends only on the angle θ so that modulation
is accomplished by rotating the plane of polarization of the primary source, i.e., by rotating the
laser itself. By setting θ = π/4 the calculated spectral degree of polarization was about zero for
both experiments. As can be seen, the obtained experimental results are in a good correspondence
with the theoretical predictions.
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Figure 2: Experimental results for different pairs of GGP in dotted lines and its teoretical interpolations in
solid lines.

5. CONCLUSIONS

We have proposed a rather simple technique for generating the partially coherent and partially
polarized electromagnetic source using two rotating ground glass plates placed at the opposite arms
of a Mach-Zehnder interferometer. The efficiency of the proposed technique has been confirmed
with the physical experiment. We would like to stress particularly that such a source represents a
special case of the well known Gaussian Schell-model uniformly polarized electromagnetic source,
which appears here not as some handy mathematical construction but as a true product of physical
experiment. The proposed techniques make possible a simultaneous synthesis and characterization
procedure of physically realizable partially coherent and partially polarized electromagnetic fields.
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11. Réfrégier, P. and F. Goudail, “Invariant degrees of coherence of partially polarized light,” Opt.
Express, Vol. 13, 6051–6060, 2005.

12. Shirai, T. and E. Wolf, “Coherence and Polarization of electromagnetic beams modulated by
random phase screens and their changes on propagation in free space,” J. Opt. Soc. Am. A,
Vol. 21, 1907–1916, 2004.



1074 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Investigation of Electricity Quality in Ship Integrated Power System

N. F. Djagarov, S. Z. Zlatev, M. B. Bonev, and Z. G. Grozdev
Technical University of Varna, Bulgaria

Abstract— The increased requirements for efficiency allows the use of integrated electric pow-
ers systems in ships. In the paper, is suggested a mathematical model of ship’s integrated power
system including ship power station 6 kV with three diesel generators, static and dynamic loads
on 400 V, ship propulsion system consisting from Azipod with PMSM (Permanent Magnet Syn-
chronous Motor), supplying by frequency converter. The different transient processes in static
and dynamic operating mode are simulated also the quality of different point in power system is
analyzed.

1. INTRODUCTION

Recently are built more complex and more powerful ship electrical power stations. On modern
passenger, naval and cargo ships (floating cranes, dredgers, floating platforms and etc.,) major-
ity of electrical consumers are with adjustable electric power drives. Ship’s power systems are
characterized by commensurability of the power of generators and electric drives. Moreover, the
generation and consumption of electricity (excluding additional ships needs) is performed without
transformation. All this leads to a strong deterioration of electricity quality which, disturbing work
such as electrical drives and other appliances.

For past years has been developing the Ship Integrated Power System (SIPS) to reduce ship
acquisition and life cycle cost while still meeting all ship performance requirements. SIPS provide
electrical power to ship service loads and electric propulsion for a wide range of ship applications [1].
SIPS consist from architecture and a family of modules from which affordable and high performance
configurations can be developed for the full range of ship applications.

On some special ships is used DC power in the distribution of power onboard ships [2]. The
decision to use DC instead of the more conventional AC is based on multiple investigations focused
on electrical distribution system simplification and propulsion drive. The electrical distribution
system simplification results were transitioned into the zonal architecture.

Most of cruise liners use a SIPS AC power. In these SIPS the adoption of the electrical propulsion
systems makes it possible to design a unique, integrated electrical power system, which connects the
electrical generators to all the consumers. Such new integrated ship’s power system brings several
advantages. Enhanced dynamics in propeller motion, flexibility of placing weights and designing
spaces on board the ship, fuel savings, noise and vibration attenuation, comfort improvements,
availability of high power propeller motors and possibility of using podded-drives are only some of
the several benefits obtainable from the adoption of the integrated naval electrical system [3].

It is well know that propulsion converters are the main cause of harmonic disturbances injected
into the electrical network. Load-side harmonics can impact over machine performance, insulation
life and mechanical bearings. Currently, these effects are taken into account by designing the
machine considering its feeding converter. On the supply-side instead, harmonic noise can affect
sensitive loads, network controls and protections [4]. Sensitive ship loads include radar systems,
communication systems, computer controls for navigation and other operative tasks, lighting plants
and other services. The effects of harmonics on other nonsensitive equipment and loads (machinery,
cables) are well known in literature.

In the article is developed full mathematical model of ship integrated AC electrical power system,
with according suggested method [5, 6]. The studied of ship integrated power system is consisting
from three diesel generators, electrical ship propulsion system (Azipod), controlled frequency con-
verter, permanent magnet synchronous motor which drives ship propeller (Fig. 1). Furthermore
ship’s power supply station has step-down transformer supplies additional ships loads (simulated
by two equivalent induction drives and static active-inductive load).

With so created a mathematical model were examined various operating and emergency op-
erating modes of the ship’s integrated electrical power system. Using the FFT was investigated
absorbed electric current of ships propulsion system and the presence of harmonics in voltage at
various points in the distribution network.
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Figure 1: Investigated ship integrated power system.
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2. INVESTIGATED SHIP INTEGRATED POWER SYSTEM

On the Fig. 1 is shown diagram of studied ships integrated power system. The system is consist
from three diesel-generators with power 3.1 MVA and voltage −6 kV connected to main switch
board (MSB). The consumers of 6 kV are static RL load, and ship’s propulsion system (Azipod)
consisting from frequency converter (rectifier, breaking chopper, inverter) supplying ships propul-
sion electric motor — permanent magnet synchronous machine. Furthermore ship’s power system
has consumers on 400V, supplied from step-down transformer 6 kV/400 V. the loads on 400 V are
presented through two induction drives and static active/inductive load.

3. MATHEMATICAL MODEL OF INVESTIGATED SHIP INTEGRATED POWER
SYSTEM

For creation of the mathematical model of studier SIPS are used noniterative method, suggested
in [5, 6].

3.1. Mathematical Model of Synchronous Generator

d

dt

[
Is

Ir

]
=

[
Ass Asr

Ars Arr

]
·
[
Is

Ir

]
+

[
Bss Bsr

Brs Brr

]
·
[
UMSB

uf

]
=

[
Hs

Hr

]
+

[
Bss Bsr

Brs Brr

]
·
[
UMSB

uf

]
;

d

dt
ωk =

1
τm

(Tpm +Te) ;
(1)

where: through subscribes s and r note stator and rotor variables and parameters respectively;
A and B are parameter-depended matrices; Is = [id, iq]

t; Ir = [if , ig, ih]t; τm is the rotor me-
chanical time constant; Tpm is the prime mover torque (diesel-generator); Te = xad · (id + if + ig) ·
iq −xaq · (iq + ih) · id is the electromagnetic torque; UMSB = [ud, uq]

t — main switch board voltage.

3.2. Mathematical Model of Permanent Magnet Synchronous Motor

For simulation of processes in synchronous motor is used full mathematical model in axes d, q, 0
rotating with its rotor writing in Cauchy form:

d

dt

[
id
iq

]
=

[
a11 a12
a21 a22

]
.

[
id
iq

]
+

[
b11 0
0 b22

]
.

[
ud
uq

]
= HM +BM .UMSB;

d

dt
ωr =

1
τM

(Tm−TP ) ;
(2)

where: a11 = r/ld; a12 = lq · ωr/ld; a21 = ld · ωr/lq; a22 = r/lq; b11 = 1/ld; b22 = 1/lq; ld, lq —
inductivity in direct and quadrature axes; r — resistance of stator winding; ωr — angular rotor
speed; τm is the rotor mechanical time constant; Tm = iq · bψ + (ld − lq) · idc — electromagnetic
torque of motor; TP — mechanical torque of load (ship’s propeller); ψ — amplitude of the flux
induced by the rotor permanent magnets in the stator windings.
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3.3. Mathematical Model of Induction Motor
d

dt

[
Is

Ir

]
=

[
Ass Asr

Ars Arr

]
·
[

Is

Ir

]
+

[
Bs

Br

]
·Us =

[
Hs

Hr

]
+

[
Bs

Br

]
·UMSB;

d

dt
ωr =

1
τm

(Te−Tl) ;
(3)

where: A and B are parameter-depended matrices; through subscribes s and r note stator and rotor
variables and parameters respectively; Te = xad · (ird · iq − irq · id) is the electromagnetic torque; Tl

is the load torque; τm is the rotor mechanical time constant.
3.4. Mathematical Model of Static R-L Load

d

dt
I = A · I + B ·U = H + B ·U; (4)

where: A and B are load parameter-depended matrices.
Assuming that the resistances of the cable lines and transformers are included in the parameters

of the elements of power system. Then the voltage of the main switch-boards will be calculated
using Kirchhoff’s first law in differential form:

mSG1
d

dt
IsSG1 + mSG2

d

dt
IsSG2 + mSG3

d

dt
IsSG3 + mAz

d

dt
IAz + mIM1

d

dt
IsIM1

+mIM2
d

dt
IsIM2 + mRL

d

dt
IRL = 0 (5)

where: mj = Sj/SSG — scale factor (relation of power of elements and power of generation power).
After replacing the derivatives by right part of (1), (3), (4), (5) we obtain algebraic equations

for calculating the voltage of MSB

UMSB = −
mSG1 ·HsSG1 + mSG2 ·HsSG2 + mSG3 ·HsSG3

+mAz ·HAz + mIM1 ·HsIM1 + mIM2 ·HsIM2 + mRL ·HRL

mSG1 ·BsSG1 + mSG2 ·BsSG2 + mSG3 ·BsSG3

+mAz ·BAz + mIM1 ·BsIM1 + mIM2 ·BsIM2 + mRL ·BRL

. (6)

In this way is obtains noniterative method for calculation of processes in SIPS.
For speed and voltage regulators is used mathematical model which are suggested in [7]. On

the Fig. 2 is shown the dependence of propulsion motor torque from its rotating rotor speed.
3.5. Study of Processes in Ship Integrated Power System
With so created a mathematical model of the studied system various normal and emergency modes
were simulated: synchronization of diesel generators, connection on Azipod and alternation of its
mechanical torque, variation of reference and direction of speed; connection/disconnection of loads
on 400 V buses, short circuit and its disconnection from the protection device.

By FTT was studied the distortions of consumed current from Azipod and voltage from load
side (PMSM) and MSB side. Below is shown part of the experimentally obtained results.
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Figure 7: Voltage of main switch board MSB.

4. CONCLUSION

With suggested non iterative mathematical model of ship integrated power system were investigated
different static and transient operating working modes at different disturbances. The power quality
at different nodes from power system has been studied. The research has shown that appeared
voltage harmonics reaches levels which disturbs operation of loads and the control of frequency
converter for propeller motor PMSM. It should be provided the proper compensating devices that
enhance the quality of electricity and the efficiency of all electrical equipment.
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Abstract— Photonic crystals (PCs) are periodic dielectric structure that has an important
characteristic of PCs are photonic bandgap (PBG). Due to the property of PBG that wave-
length within the bandgap cannot propagate through the crystal. We use the Mach-Zehnder
interferometer (MZI) photonic crystal waveguide to design all-optical logic gates. We consider
PCs with a triangular lattice of dielectric rods in the air. First, we compute the bandgap by the
plan wave expansion method (PWE), and then we computer optimum coupling length with the
finite-difference time-domain method (FDTD). Then we propose two logic gate structures. The
state of input port determines the electric field at the output port. Changing one coupling length
to 13a can cause the destructive interference, so we can use this property to design XOR gate.
Changing two coupling length to 17a can cause the constructive interference, so we can use this
property to design AND gate.

1. INTRODUCTION

Since the discovery by Eli Yablonovitch and Sajeev John [1, 2] in 1987, photonic crystals (PCs)
based on optical devices has attracted many research groups attention due to their potential ap-
plication [3, 4]. PCs are the periodic dielectric structure that can provide the property of photonic
band gap (PBG) [5], and there is much kind of devices that have been designed. Due to the prop-
erty of PBG that light propagation is completely localization in any direction, while the frequency
ranges is in PBG. Mach-Zehnder interferometers (MZIs) are one type of interferometers, and there
are many approaches to design the MZI structures [6, 7]. One is that changing the coupling length
in on arm. Another is that changing the coupling length in two arms. By using these approaches,
we can change the phase of the signal in one arm and make the phase of the signal in two arms
are the same. In that way, we can get the constructive and destructive interference at the output
port. Final, based on the characteristic of the MZIs, we will design a structure which consists of
MZIs and two input ports. By changing the states of the two input ports, we can control signals
to output port. According to the results, we will realize that the proposed devices could function
as XOR and the AND logic gate.

2. ANALYSIS AND SIMULATION

Numerical method of the Finite-Difference Time-Domain (FDTD) [8–10] and the Plane Wave Ex-
pansion (PWE) [11–13] were used to design all-optical logic gates base on MZI photonic crystal

Figure 1: Schematic of Mach-Zehnder interferometer. Figure 2: PBG of the Mach-Zehnder interfer-
ometer.
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waveguides. We consider PC with a triangular lattice of dielectric rods in the air. The dielectric
constant of the rods is ε = 11.56 (n = 3.4) and the radius of the rod is 0.35a, “a” is the lattice
constant. First we design a MZI photonic crystal waveguide as show Figure 1. And then we uti-
lized the PWE method to calculate the PBG of this structure as show in Figure 2. The structure
consists of two inputs port and one output port. The coupling length of the MZI photonic crystal
waveguide is 19a. By changing the state of two input ports, the electric field at the output will be
determined. In this simulation, the incident wave with the wavelength λ = 1.55µm.

First we utilized FDTD methods to calculate with different coupling length. In the Figures 3(a),
(b) and (c) is changing one coupling length, we show the graph of the normalized transmission
efficiency with different coupling length from 5a to 19a in the structure when the wavelength is
1.55µm.

In our simulation result, we could find the best coupling length is 13a. When the output port
is “1”, the output transmission efficiency more than 92% and the feedback is less than 8%. When
the output port is “0”, the output transmission efficiency 2%.

For the case 1: When the input port A is “OFF” and the input port B is “ON”, the output port
is “ON”, as show in Figure 4(a). For the case 2: When the input port A is “ON” and the input
port B is “OFF”, the output port is “ON”, as show in Figure 4(b). For the case 3: When the input
port A is “ON” and the input port B is “ON”, the output port is “OFF”, as show in Figure 4(c).
The truth table of the proposed XOR gate is shown in Table 1.

Second we utilized FDTD methods to calculate with different coupling length. In the Fig-

(a) (b) (c)

Figure 3: (a), (b), (c) Schematic diagram is changing one coupling length.

(a) (b) (c)

Figure 4: (a), (b), (c) Electric field distributions for XOR logic gate.

(a) (b)

Figure 5: (a), (b) Schematic diagram is changing two coupling length.
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(a) (b) (c)

Figure 6: (a), (b), (c) Electric field distributions for AND logic gate.

Table 1: Truth table of the XOR gate and transmission efficiency (%).

Input port A Input port B Output Transmission
0 0 0 0%
0 1 1 99%
1 0 1 92%
1 1 0 2%

Table 2: Truth table of the AND gate and transmission efficiency (%).

Input port A Input port B Output Transmission
0 0 0 0%
0 1 0 10%
1 0 0 10%
1 1 1 92%

ures 5(a), (b) is changing two coupling length, we show the graph of the normalized transmission
efficiency with different coupling length from 5a to 19a in the structure when the wavelength is
1.55µm.

In our simulation result, we could find the best coupling length is 17a. When the output port is
“1”, the output transmission efficiency 92%. When the output port is “0”, the output transmission
efficiency 10% and feedback 0%.

For the case 1: When the input port A is “OFF” and the input port B is “ON”, the output
port is “OFF”, as show in Figure 6(a). For the case 2: When the input port A is “ON” and the
input port B is “OFF”, the output port is “OFF”, as show in Figure 6(b). For the case 3: When
the input port A is “ON” and the input port B is “ON”, the output port is “ON”, as show in
Figure 6(c). The truth table of the proposed AND gate is shown in Table 2.

3. SUMMARY

In this paper, we have proposed novel all-optical logic gates based on MZI photonic crystal waveg-
uides. This device was analyzed and simulated by the PWE and the FDTD methods. When two
arms of the MZI in length are the same, constructive interference will occur at output port. If two
arms of the MZI in length are not the same, destructive interference will occur at output port.
According to this property, we can propose two logic gate structures.
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Abstract— Conventional single-mode fibers suffer from small core, leading to limited output
power due to generally a single-mode fiber diameter about 8 µm ∼ 10 µm. In order to allow higher
output power and improve the influence of external force, currently photonic crystal fibers (PCFs)
have overcame the mentioned shortcomings, such as endlessly single-mode operation, large mode
area (LMA), and high birefringence et al.. These properties provide scaling potential for fiber
laser and amplifier systems. We present the results of numerical analysis showing that large
period can be obtained in LMA PCFs. One of analysis methods corresponds to finite-element
method (FEM) with perfectly matched layer boundary conditions. This method respects the
sufficient reliability, efficiency, and accuracy for the PCFs. In this paper, we proposed several
PCF models to increase the effective mode area up to 1000 µm2. The confinement loss is reduced
to 0.486 dB/km at the wavelength of 1.064 µm for the improved PCF with d/Λ = 0.28.

1. INTRODUCTION

Fiber lasers have attracted much interest in recent years. Ytterbium in particular is capable of high
efficiency and may be pumped directly by diode lasers at 915 or 980 nm. For high power, the effective
area of optical fiber is limited by the fact that an increasing core size requires a correspondingly
decreasing index step between the core and the cladding in order to maintain single-mode operation.
On the other hand, the intensity within the core of an optical fiber becomes very large and this
can give rise to optical nonlinearity and physical damage. In order to avoid these effects, high
power lasers based on conventional Ytterbium doped step-index fibers have used relatively large
mode area [1]. Some literatures have reported the ytterbium-doped fiber lasers with output power
beyond 1 kW [2, 3]. The photonic crystal fiber (PCF) has attracted growing attention owing to
its many unique properties, such as low nonlinearity, endlessly single-mode operation, large mode
area (LMA), and high birefringence [4–6]. The development of LMA fibers is important for a wide
range of practical applications most notably those requiring either the delivery or generation of
high power optical beams. Thus, an interesting research of PCF is the realization high power laser
applications by means of endlessly single mode PCFs with very LMA. These properties provide
scaling potential for fiber laser and amplifier systems.

An all-silica PCF with the different ratio of hole diameter to pitch d/Λ was studied in this paper.
One of important requirement is maintained low loss for a practical application to optical fiber.
It is shown form our numerical results that it is possible to design a low loss PCF with LMA at
1.064µm.

2. ANALYSIS AND SIMULATION

All the analyses of the PCF properties have been performed by using the finite-element method
(FEM) [7]. This method respects the sufficient reliability, efficiency, and accuracy for the PCFs.
In particular, the FEM is suited for studying fibers with non-periodic air-hole arrangements. As
it has been previously shown, triangular-lattice PCFs present a wider effective area for large Λ
value so that they can be practical applied for high power delivery. In order to successfully use
triangular-lattice PCFs for this kind of applications, it is necessary to define their single-mode
operation regime. Typically the PCF is operated close to cut-off where V = π, the V -parameter
can be written as [8]:

V =
2π

λ
Λ

√
n2

eff − n2
FSM (1)

where neff and nFSM are the effective indices, respectively. FSM is the fundamental guided mode
of the fundamental space-filling mode (FSM) in the air-hole cladding. The Λ is the air-hole pitch
that choices as the effective core radius can be adopted also for the PCF. In general, they consist of
an ordered array of air-holes running along its length. PCFs can divide into two kinds of guiding
mechanisms: one is photonic bandgap fibers [9], such a fiber with low loss and low nonlinearity
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(a) (b)

Figure 1: Schematic of the cross-section of the two kinds of PCFs: (a) Photonic bandgap fiber that guides
in a hollow core by a band gap. (b) Holey fiber that confines light in a solid core by index guiding.

Figure 2: Cutoff value of the normalized frequency
V according to the Λ/λ for the proposed PCF.

Figure 3: The MFD of the PCF with Λ = 9 µm and
different d/Λ.

transmission over a hollow core, which can not be obtained with conventional fibers based on total
internal reflection (TIR), as shown in Figure 1(a). Band gap confinement is attractive because it
allows light to be guided within a hollow core. Furthermore, the effective index of the guided mode
is lower than unity, the electric field localizes in the hollow core. The other one is index-guiding
fibers [10]. The air-holes arranged in a triangular lattice a PC in the cladding, and a defect is made
in the core by replacing an air-hole with silica glass, as shown in Figure 1(b). Since the average
refractive index at the defect is higher than that in PC, such a PCF operates via TIR.

In this paper, we focus on all-silica holey fiber with large effective area at 1.064µm. In order to
ensure at single-mode operation, the resulting curves of the normalized frequency V against Λ/λ for
various relative hole sizes and hole pitches Λ are shown in Figure 2. The horizontal line corresponds
to the single mode condition when V value of PCF is lower than π. Thus we further calculate the
mode field diameter (MFD) of d/Λ < 0.28 with hole pitch Λ = 9µm, as shown in Figure 3.
However, the numerical results show the limited MFD by changing hole diameter. Table 1 shows
the properties of several PCF models with different hole pitch Λ and d/Λ, increasing Λ can cause
apparent an increase for MFD. The effective area of the fundamental mode is up to ∼ 1000µm2,
corresponding to a MFD larger than 26µm. The effective area Aeff of fiber is calculated as follows:

Aeff =

(∫∫ |E|2 dxdy
)2

∫∫ |E|4 dxdy
(2)

where E is the propagation electrical field. The hole diameter increases opposite to decrease MFD,
the model of MFD17-5 especially.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 1085

Table 1: The properties of several PCF models with different hole pitch Λ and d/Λ.

Λ d/Λ MFD Aeff

MFD15-1 15 µm 0.1 26 µm 1017 µm2

MFD17-1 17 µm 0.1 28 µm 1256 µm2

MFD17-5 17 µm 0.5 20 µm 531 µm2

MFD21-1 21 µm 0.1 35 µm 1963 µm2

MFD21-2 21 µm 0.2 32 µm 1425 µm2

Figure 4: Confinement loss property of MFD21 with the different d/Λ.

According to the previous results, the PCF model of MFD21 is considered and further changes
the geometry structure. Figure 4 shows the confinement loss property of the MFD21 with the
different d/Λ from 600 nm–1700 nm. However, MFD21-1 is not available in high power delivering
because acute loss. Besides, we have since reduced to 0.486 dB/km at the wavelength of 1.064µm
by increasing d/Λ. We proposed several PCFs with large effective area and low loss for further
applications, such as polarization-maintaining fiber, amplifier, and fiber laser etc..

3. CONCLUSION

In this paper, we proposed several PCF models to provide an available in high power delivering.
All the analyses of the PCF properties have been performed by using the FEM. The effective area
of the fundamental mode is up to ∼ 1000µm2, corresponding to a MFD larger than 26µm. The
numerical results show low loss and large effective area with the confinement loss of 0.486 dB/km
at 1.064µm. This is done by increasing d/Λ of MFD21 reduced effective index. These interesting
properties may find applications for polarization-maintaining fiber, amplifier, and fiber laser.
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Abstract— In this communication, we present a novel family of zone plates based on the Cantor
dust fractal. Cantor dust is a two-dimensional version of the Cantor set. The pupil function,
that defines the Cantor Dust Zone Plate (CDZP), can be written as a combination of rectangle
functions. The axial irradiance provided by CDZPs of different fractal order is investigated,
analysing the influence of the fractality.

1. INTRODUCTION

A renewed interest in diffractive focusing elements has been experienced by the scientific community
in the last years because these elements are essential in image forming setups that are used in
THz tomography [1], soft X-ray microscopy [2, 3], astronomy [4, 5], and lithography [6]. Following
this trend, our group recently introduced a new type of 2D photonic-image-forming structures:
the Fractal Zone Plates (FZPs) [7–9]. When illuminated by a plane wavefront, a FZP produces
multiple foci along the optical axis. The internal structure of each focus exhibits a characteristic
fractal structure reproducing the self-similarity of the originating FZP. We have shown that the
number of foci and their relative amplitude can be modified with the FZP design [9]. It has been
proved that this property can be profited in image forming systems to obtain an enhancement of
the depth of field [10].

Square zone plates (SZPs) [11] are another kind of promising diffractive optical elements which
are the result of the combination of two linear Fresnel zone plates. Under a monochromatic plane
wave illumination this configuration produces a focalization pattern with a cross-like irradiance
distribution. Based on the SZP fractal rectangular zone plates (FSZPs) [12] with an extended
depth of focus have been recently introduced.

On the other hand the photon sieve (PS) is another diffractive optical element constructed by
substitution of the transparent areas in a ZP by a great number of non overlapping holes of different
sizes [13, 14]. The principal advantage of the PS is that it lends itself to apodization by simply
changing the angular or radial density of holes, improving the diffraction efficiency.

In this work, we present a Cantor Dust based Zone plate (CDZP) as the combination of the
concepts FSZP and PS.

2. PUPIL FUNCTION OF THE CDZP

The CDZP is based on the 2D Cantor dust distribution. This distribution can be represented by a
2D matrix that can be obtained recursively starting from a first 2D element,

t1 =

[ 1 0 1
0 0 0
1 0 1

]
,

and then recursively by applying to each element the following transformation rules:

[1] →
[ 1 0 1

0 0 0
1 0 1

]
and [0] →

[ 0 0 0
0 0 0
0 0 0

]
. (1)

After an arbitrary number of iterations, S, we will obtain a binary array, tS , with 3S × 3S

elements. We will refer to the tS array elements as tSjj′ , where j and j′ take values from 1 to 3S .
This array can be geometrically represented as a square surface divided into 3S × 3S squares where
“1” represents a white square and “0” represents a black one.

From this gemetrical representation we can construct the CDZP as a photon sieve with rect-
angular holes formed by the white squares but varying the distribution sides quadratically with
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(a) (b)

Figure 1: (a) CDZP of order S = 3 and (b) its periodic equivalent lens.

respect to the transverse coordinates (see Fig. 1(a)). In this way the pupil function that represents
a CDZP can be written as:

q(x̄0, ȳ0) =
N∑

j=1

N∑

j′=1

tSjj′

[
rect

(√
N

j
x̄0

)
−rect

(√
N

j − 1
x̄0

)]
·
[
rect

(√
N

j′
ȳ0

)
−rect

(√
N

j′ − 1
ȳ0

)]
, (2)

where N = 3S , {x̄0, ȳ0} =
{

x0
a , y0

a

}
(being a the half-width of the zone plate and {x0, y0} the

cartesian coordinates at the pupil plain) and rect() is the rectangle function defined as:

rect(x) =
{

1 si |x| ≤ 1
0 si |x| > 1 . (3)

In Fig. 1(b), the equivalent periodic lens is shown for comparison.

3. FOCUSING PROPERTIES

Under a monochromatic plane wave illumination, the irradiance provided by a CDZP can be ob-
tained, applying the Fresnel approximation, as:

I(x̄, ȳ, u) =
1
16

∣∣∣∣∣∣

N∑

j=1



(ERFx̄,j(u)−ERFx̄,j−1(u)) ·

N∑

j′=1

tjj′ (ERFȳ,j′(u)− ERFȳ,j′−1(u))





∣∣∣∣∣∣

2

, (4)

where u = a2

2λz is the normalized axial coordinate and

ERFa,b(u) = Erf

[
(1 + i)

√
πu

(√
b

N
+ a

)]
+ Erf

[
(1 + i)

√
πu

(√
b

N
− a

)]
,

being Erf [x] = 2√
π

∫ x

0
e−t2dt the error function.

For the axial irradiance (x̄ = 0, ȳ = 0) Eq. (4) can be reduced to:

I(0, 0, u) =

∣∣∣∣∣∣

N∑

j=1

dSj ·
(

Erf

[
(1 + i)

√
πu

√
j

N

]
− Erf

[
(1 + i)

√
πu

√
j − 1
N

])∣∣∣∣∣∣

4

, (5)

Figure 2 shows the normalized axial intensity provided by CDZPs of orders 2 and 3 and by the
equivalent periodic lens for f = 10 cm and λ = 633 nm, being f = a2

λ3S . The characteristic fractal
selfsimilarity can be observed in the CDZP irradiance.

The distribution of the diffracted energy, not only in the optical axis but over the whole trans-
verse plane is of interest for the prediction of applications capabilities of CDZP. Thus, a two-
dimensional anlysis of the diffracted intensities is required. Eq. (4) has been used to calculate the
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(a) (b)

(c) (d)

Figure 2: Normalized axial irradiance provided by the CDZP and its equivalent periodic lens of focal length,
f = 10 cm (λ = 633 nm). (a) CDZP of order S = 2 and (b) its equivalent periodic lens. (c) CDZP of order
S = 3 and (d) its equivalent periodic lens.
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Figure 3: Transverse diffraction patterns of a CDZP with S = 3 at (a) the main focus located at u = 13.38,
and at the three subsidiary foci localized at (b) u = 12.23, (c) u = 10.26 and (d) u = 9.13.

evolution of the diffraction patterns for a CDZP from near field to far field. Of particular interest
are the intensities at transverse planes corresponding to the different maxima of the axial irradi-
ance. Figure 3 shows the result obtained for S = 3 at the main focus located at u = 13.38 and at
the three subsidiary foci located at u = 12.23, u = 10.26 and u = 9.13. In each case, the intensities
are normalized to its maximum value.

4. CONCLUSION

A new fractal DOE is proposed. The focusing properties of these fractal diffractive lenses are
analytically analyzed. The axial irradiances of CDZPs have been computed for different stages
of fractal order S. The axial response for the CDZP exhibits a characteristic selfsimilar fractal
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profile. Moreover, under monochromatic illumination a CDZP gives rise a focal volume containing
a delimited sequence of two-arms-cross patterns that are axially distributed according to the self-
similarity of the lens.

ACKNOWLEDGMENT

The financial support of the Spanish Ministry of Science and Innovation under the projects FIS2011-
23175 and TRA2009-0215 is acknowledged. We also acknowledge the support from Generalitat
Valenciana through the project PROMETEO2009-077 and from Universitat Politècnica de Valncia
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Abstract— Design and analysis of a system to measure the amplitude of harmonics of a signal
in UHF band is presented. First we propose analytical consideration, then the results are used to
validate the method. The proposed structure is so simple such that includes a single diode mixer.
In mixer, harmonics of the desired signal to measure are fed into RF-port and we synthesize a
comb signal to feed in LO-port. The bottle neck is amplitude of each harmonic in comb signal.
The proposed design is validated and optimized by using a full-wave electromagnetic simulator.
After optimization, bandwidth increased.

1. INTRODUCTION

Today spectrum analyzers are using widely to determine the frequency content of signals. These
instruments are available in wide range of frequency and dynamic range. In all of them the method
is to down convert signal, then determine frequency content (amplitude and phase) by digital pro-
cessing (DSP instruments are using widely) instruments. Signal wanted to determine its frequency
content is fed into a downconvertor mixer and local oscillator’s frequency is swept to ensure to
down convert all of its content to frequency range that digital processing block works [1].

The problem we consider is that we have a single tone signal and its harmonics and we want
to measure the amplitude of harmonics. This signal could be the output of a high power amplifier
when input is a single tone signal, so we have harmonics of this signal in the output. We suppose
we have the frequency of fundamental tone. We also suppose an attenuator is used to make the
output signal to small signal.

2. THEORY

We represent the signal wanted to determine it’s frequency content by (1).

RF =
k∑

n=1

An cos(nωRF t + αn) (1)

To down convert (1) by a multiplier, we need LO signal such (2)

LO =
k∑

m=1

Bm cos(mωLot + βm) (2)

ωLO − ωRF = ωIF (3)

As said we Know ωRF , we choose ωLO so that

ωIF

ωLO
= 1,

ωIF

ωRF
= 1 (4)

fRF is in UHF band, we choose fIF = 10 MHz, so in UHF band we have (5)

ωIF

ωRF
≤ 10

300
= 1 (5)
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If we use an ideal multiplier to multiply (1) and (2), we have

RF×LO =

(
k∑

n=1

An cos(nωRF t + αn)

)(
k∑

m=1

Bm cos(mωLot + βm)

)

=
k∑

n=1

k∑

m=1

AnBm cos(nωRF t + αn) cos(mωLot + βm)

=
k∑

n=1

k∑

m=1

AnBm

2
(cos(nωRF t+αn+mωLot+βm)+cos(nωRF t+αn−mωLot−βm)) (6)

The low frequency content of (6) is

k∑

m=1

AmBm

2
cos(mωIF t + αm − βm) (7)

The maximum frequency content of (7) is kfIF . We make LO signal, so we know Bm. If we detect
(7) so we can determine Am, the amplitude we want to measure, since we know Bm.

3. MIXER CONSIDERATION

In order to multiply (1), (2) these signals should fed to RF and LO ports of a mixer. In usual
applications a single tone LO signal is used in downconvertor mixers, but we want to multiply two
multi harmonic signals. If single tone LO signal is fed to LO port, nonlinear element (here diode)
produces harmonics of this tone and frequencies which are linear combination of fLO, fRF , include
desired IF frequency, will produced but conversion loss of harmonics of IF frequency will be so great
and this can lower level of IF signal to noise level since we have supposed that RF signal is made
to small signal by attenuator, so large conversion loss can lower level of IF signal to noise level.

To avoid falling off IF signal to noise level we can fed harmonics of fLO two LO port. This makes
conversion loss smaller than the case single tone LO signal (cos(ωLOt)) fed to LO port. Power of
different harmonics of LO signal should be tuned to make conversion loss of different IF harmonics
as minimum as possible.

We should note that by considering more harmonics of RF signal, conversion loss of IF harmonics
will increase.

Usual way to produce multi harmonic signal to make desired LO signal is to use comb generator,
typically include SRD, but amplitude of harmonics in output signal of comb generators generally
decrease by harmonic index increasing or remain approximately constant and we have no control
on amplitude of output harmonics. But as mentioned we need to tune power of different harmonics
of LO signal to make conversion loss of different IF harmonics as minimum as possible so we can
use frequency multipliers with attenuators to control power of harmonics of LO signal.

4. MIXER IMPLEMENTATION

We use a single diode mixer, little complicate to consider a multi harmonic signal as LO signal.
In single diode mixer we use a multisection Wilkinson coupler in UHF band to mix RF and LO
signals. HSMS 8101 (Surface Mount Microwave Schottky Mixer Diode) is used as schottky diode
to mix LO and RF signals. We set the resistor in IF section 50 ohm (Z IF = 50 ohm), the input
resistance to digital processing block.

Comb generators could be used to make a multi harmonic signal but amplitude of harmonics
decrease by harmonic index increase.

The Conversion Loss of mixer in different harmonics is important, Large Conversion Losses
make dynamic range less and we try to make conversion loss for different harmonics as minimum
as possible.

Conversion Loss of mth IF harmonic is:

ConvLossm = Power of m′th RF harmonic− Power of m′th IF harmonic (8)

Conversion Loss of single diode mixer we designed, with a single tone RF signal and a single tone
LO signal, is 8.4 dB when power of LO signal is 8 dBm. But if we fed the first two harmonics of LO



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 1093

RF frequency (MHz)

Figure 1: ConvLoss1,2 for two harmonics of RF sig-
nal.

RF frequency (MHz)

Figure 2: ConvLoss1,2,3 for three harmonics of RF
signal.

signal in LO port and the first two harmonics of RF signal in RF port, ConvLoss1 and ConvLoss2
will be so larger than 8.4 dB. We can change power of LO harmonics to decrease conversion loss of
different harmonics. But try to decrease ConvLoss1, increase ConvLoss2 and vice versa. Finally for
two harmonics of RF signal we can reach ConvLoss1,2 ≈ 12 dB and for three harmonics of RF signal
we can reach ConvLoss1,2,3 ≈ 15 dB. The variation of conversion loss by RF frequency for two and
three harmonics is simulated by multitone harmonic balance method, are shown in Figures 1 and 2.

We should note that 3 dB of conversion loss is due to coupler and 1 dB is due to ohmic resistance
of diode, here Rs = 6 ohm. In IF port we can detect the amplitude of IF harmonics and since we
have conversion Loss of mixer for different harmonics we can determine amplitude of RF harmonics.

5. CONCLUSION

The method to measure harmonics amplitude introduced and mixer consideration and limitation
described. Conversion loss of different harmonics were made as minimum as possible. It was
mentioned that using usual comb generators cause large conversion losses since we have no complete
control on amplitude and phase of different harmonics in comb signal so we changed power of LO
harmonics to make conversion losses as minimum as possible and this makes dynamic range larger.
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Abstract— One of the main environmental problems is related to the amount and quality
of water at our disposal. Many developed countries have adopted law that call for constant
monitoring of water quality. Monitoring is an essential step to implement any procedures for
purification from contaminants. A possible tool of detection is constituted by the employment
of optical fibers having building features which allow an optimal use in liquid environments. By
means of a sensor, a sample containing water with micro particles of pollutant is put through
a light source evaluating the absorption of light at different frequencies. This research proposes
a new methodology designed to detect and classify micro-particles of hydrocarbons, type C14
C40, in water. In particular, the obtained signals are subjected to a fuzzy similarity analysis in
order to detect the presence of micro- pollution and classify its percentage. A sensor integrated
with fuzzy similarity analysis represents a useful tool, easy to use and without implementation
of complex procedures. Any technological production would also allow an “in situ” analysis.

1. INTRODUCTION

Clean and unpolluted water is undoubtedly the most precious natural resource existing on our
planet. Water has life properties which are crucial to the worlds global ecosystem. Water pollution
can cause serious diseases to humans and animals; it can, also, destroy the habitats of many species
of fish and other animals. In some nations, fishing or harvesting of other animals is the main
source of income. With respect to human life, one of the most dangerous problems posed by water
pollution is the infectious diseases. When water cannot be adequately treated, infectious diseases
can spread very quickly through the water supply. Bacteria, parasites, and viruses can live in
polluted water, allowing the spread of dangerous illnesses such as typhoid, intestinal parasites, and
many other diseases [1]. Hydrocarbon compounds can be considered the major pollution problem
in drinking water: the Environmental Protection Agency states that 33% of all water pollution is
due to Hydrocarbon. Many developed countries have adopted law that call for constant monitoring
of water quality. In 1997 the European Commission proposed a Directive to establish a common
action in the field of water policy. The Directive, known as the Water Framework Directive, was
adopted in September 2000. Currently water pollution is detected in laboratories, where small
samples of water are analyzed. A possible different detection methodology is constituted by the
employment of optical fibers. A simple sensor essentially constituted of optical fibers allows an in
situ measures. This research proposes a fuzzy similarity analysis of the obtained signals [2] in order
to improve the detection of micro-pollution and the classification of its percentage. The paper is
organized as follows: in Section 2 it is given a basic description of the database and the fuzzy
methodology; in Section 3 the results of the new approach are presented, while conclusions are
given in Section 4.

2. MATERIALS AND METHODS

The sensor was developed by the Institute of Technology-Lecce-(IIT) (Figure 1). It is formed by a
transmitter Tx and a receiver Rx, both in optic fiber; a sample containing water with microparticles
of pollutant is put through a light source (broad white lamp source); the receiver is connected to a
high sensitive Optical Multichannel Analyzer (OMA) to evaluate the absorption of light at different
frequencies. Samples (Table 1) with different concentration of hydrocarbon (C14 and C40) are
analyzed. The database is substantially structured in a set of five measures of samples without
pollution and seven measures for each sample at a different pollution concentration. From the
observation of the optical spectra we got information about how much energy was absorbed at each
frequency (wavelength)(Figure 2(a)). In fact, when a light beam of intensity I0 passes through a
layer of thickness L of a mean, a part of it is absorbed by the same mean and a part is transmitted
with a residual intensity I [3].

So, if the concentration of micro-particles is low, a bigger quantity of light will be collected at
the output corresponding to a lower quantity of absorbed light of the liquid; as a consequence, with
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Table 1: Sample of water polluted and respective concentration.

Sample Concentration (mg/l) Sample Concentration (mg/l)
Nopollution 0 #5 0.45

#1 0.15 #6 0.53
#2 0.2 #7 0.75
#3 0.21 #8 1.42
#4 0.34

Figure 1: Schematic layout of sensor.
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Figure 2: (a) Spectra of the sample at different pollution concentration, (b) transmittance and (c) absorbance
respectively.

an increasing concentration a lower quantity of light will be collected, corresponding to a bigger
quantity of absorbed light (Figures 2(b) and 2(c)). The relation between I0 and I is I

I0
= 10−εCL =

T = 10−A where L is the path length, C is the concentration of the substance, ε is the absorption
coefficient of the substance and A is the absorbance. The transmissivity can be expressed in terms
of absorbance which, as for the liquids, is defined as A = − log T . As comparison, the Lamber Beer
Law A = εCL is expresses. So, going through parameters of transmittance and absorbance allows
to determine values of a concentration related to a determined species in a sample.

2.1. Fuzzy Similarities Measures to Evaluate Hydrocarbon Pollutants
2.1.1. Fuzzy Similarities Measures (FSM)
A fuzzy similarity measure is a fuzzy binary relation in F (X), with X as the universe of items
S : F (X)× F (X) → [0, 1] satisfying the following properties:

• S is reflexive: S(A,A) = [1, 1];

• S is symmetric: S(A,B) = S(A,B);

• S is min-transitive: S(A,C) > min(S, (A,B), S(B, C)).

where A, B and C are fuzzy sets belonging to F (X). In the literature a lot of measures [2] can
be found to express the similarity between two fuzzy sets. In this work, we will use two different
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approaches: the first one comes out from the computation of a distance:

S1 =
1
n

n∑

i=1

min(µA(xi)− µB(xi))
max(µA(xi)− µB(xi))

(1)

S2 =
n∑

i=1

1− |(µA(xi)− µB(xi))|
n

(2)

S3 = 1−
n∑

i=1

|(µA(xi)− µB(xi))|
|(µA(xi) + µB(xi))| (3)

S4 = 1− 1
1 + |(µA(xi)− µB(xi))| (4)

where n is the number of elements contained in the fuzzy sets A and B; µA (xi) and µB (xi) are
the membership functions of the A and B fuzzy sets respectively. In the second approach the
similarity [4] is judged by looking into the common and distinctive features of the two sets, so they
are not considered the single elements as points in a metrical space but as sets of features (set of
logic predicates).

S5 =
∑n

i=1(µA(xi), µB(xi))∑n
i=1(µA(xi), µB(xi)) + α min(µA(xi), 1− µB(xi)) + β min(1− µA(xi), µB(xi))

(5)

2.1.2. Membership Functions
For each polluted sample and for the one free from micro-pollutants, the Gaussian membership
functions are “built” (Figure 3) in which the mean and the variance have been determined using
the concentration values of the micro-pollutants present in the samples. For our goal the class of
data referring to sample without pollution is A and the classes of data referring to samples with
pollution are labelled with Bj , as many of the samples. Analyzing Figure 3, for concentration values
near one another, the membership functions can be gathered together using a unique Gaussian with
mean m equal to the mean of means, as variance value the maximum one of the single variances.
In Figure 4 it can be observed how the fuzzy sets have been grouped together: the fuzzy set of
reference is made up of the sample free from micro-pollutants (no poll set); the second set is made
up of samples 1, 2 and 3 (first set); the third one, instead, by the samples 4, 5 and 6 (second set);
in the last two fuzzy sets they’re present, respectively, the samples 7 and 8 (third and fourth set).

3. RESULTS

Before mapping the measures of similarity it has been taken into account the fuzziness level (Fig-
ure 5) of each set using the linear index LI = 2

n

∑i=1
n min(µA(xi)(1 − (µA(xi)) [5]. The measures

of similarity (Figures 6 and 7) confirm the possibility to detect the presence of micro-pollutants.
An analysis of the values’ range allows to make considerations also on the concentrations of the
present pollutants. It is noticed, in fact, that the minor is the value of similarity the mayor is the
concentration present in the sample.
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Figure 3: Membership functions of all the samples.

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Membership functions 

hydrocarbon concentration

 

 

nopoll

first set

second set

third set

fourth set

Figure 4: Membership functions of the five fuzzy
sets.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 1097

Npoll First Second Third Fourth
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Indexfuzziness

Figure 5: Evaluation of the Linear index for each
fuzzy sets, no-poll represents samples without pol-
lution.

S1 S3 S4 S5
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
FSM: Fuzzy similarity measures

 

 

first set

second set

third set

fourth set

Figure 6: Fuzzy similarity measures S1-S3- S4-S5 for
each fuzzy set.

First Second Third Forth
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
S2

Figure 7: Fuzzy similarity measures S2 for each fuzzy set.

800 1000 1200 1400 1600
0

0.5

1

1.5

2
x 10

4Optical spectra untknow sample

wavelengh-lambda

800 1000 1200 1400 1600
0.85

0.9

0.95

1

1.05

Transmittance unknown sample

wavelengh-lambda

800 1000 1200 1400 1600
-0.02

0

0.02

0.04

0.06

0.08

Absorbance unknown sample

wavelengh-lambda

0 0.5 1 1.5 2 2.5
0

0.2

0.4

0.6

0.8

1

Membership functions-unknow sample-

(a) (b)

(c) (d)
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Figure 7(c) it is shown the relative Gaussian membership function.

To test the methodology proposed as classifier, it is used an unknown sample. From the mea-
surements through sensor (Figure 8(a)) it is possible to fix the transmittance and the absorbance
(Figures 8(b) and 8(c)) and then build the Gaussian membership function (Figure 8(d)). The
values of similarity (Figures 10(a) and 10(b)) are comparable with those related to the the third
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Figure 9: Classification of unknown samples (red bars). The system classifies it as belonging to the third
fuzzy set.

fuzzy set: sample #7 with concentration 0.75 (Table 1). The system classifies the sample with a
concentration close to 0.75, because the values of similarity are lightly higher than the ones of the
sample #7; likely, the value of the concentration of the pollutant is a bit lower than 0.75.

4. CONCLUSION

In the present work, we propose an approach of fuzzy similarity for the detection and the classi-
fication of pollutants in water. Starting from measures obtained by using fiber optic sensors and
the following optical analysis, theyve been implemented five different similarity measures. The
results obtained confirm good performances both in terms of detection and classification. A sensor
integrated with a fuzzy similarity analysis could represent a useful tool: easy to use and without
any implementation of complex procedures. Any technological production would also allow an in
“situ” analysis.
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Abstract— This paper details how the global uncertainty is calculated for a phase noise opto-
electronic system based on a pair of optical delay line and the use of a cross correlation method.
The final global uncertainty on the spectral density of phase noise determined by this method is
better than 2 dB.

1. INTRODUCTION

In this work, we focus on the determination of the uncertainty of phase noise measurements of
signals delivered by optoelectronic oscillators [1, 2]. The developed system works for any Device
under test (DUT) that delivers a frequency between 8.2 and 12.4 GHz [3]. It works with optical
fiber based delay lines for a laser wavelength at 1.55µm. The measured phase noise includes the
DUT noise and the instrument background. It is interesting to notice that the use of a cross
correlation decrease the cross spectrum terms of uncommon phase noise as

√
(1/m), where m is

the average number. When we use cross correlation on 500 samples that lead to the noise floor of
the instrument typically in the order of £(f) is −170 dBc/Hz at 10 kHz from the 10 GHz microwave
modulation signal with a 2 km delay lines. We briefly present how the phase noise is determined
in the following part and then the estimation of the global uncertainty of this system is described.
Two main categories of uncertainties terms are taken into consideration. “htype A”, statistic
contribution such as repeatability and experimental standard deviation; “type B” due to various
components and temperature control, but also to the asymmetry of the instrument. Uncertainty
on £(f) strongly depends on propagation of uncertainties through the transfer function when the
optical fiber are inserted into the system for operation.

2. PRESENTATION OF THE SYSTEM TO BE EVALUATED IN TERMS OF
UNCERTAINTY

Full description of the system has been previously done [4], but we found interesting to describe
the main aspect of such a system. In this system, the oscillator frequency fluctuation is converted
to phase frequency fluctuation through the delay line. Short-term instabilities of signal are usually
characterized in terms of the single sideband noise spectral density PSD Sϕ(f). S is typically
expressed in units of decibels below the carrier per hertz (dBc/Hz) and is defined as the ratio
between the one-side-band noise power in 1Hz bandwidth and the carrier power. If the mixer
voltage gain coefficient is Kϕ (volts/radian), then mixer output rms voltage can be expressed as:

V 2
out(f) = K2

ϕ|Hϕ(jf)|2Sϕ(f) (1)

where |Hϕ(jf)|2 = 4 · sin2(πfτ) is the transfer function of optical delay line, and f is the offset
frequency from the microwave carrier. Eq. (1) shows that the sensitivity of the bench depends
directly on K2

ϕ and |Hϕ(jf)| The first is related to the mixer and the second essentially depends
on the delay τ . In practice, we need an FFT analyzer to measure the spectral density of noise
amplitude V 2

out(f)/B, where B is the bandwidth used to calculate Vout(f)/B. The phase noise of
the DUT is finally defined by Eq. (2) and taking into account the gain of DC amplifier GDC as:

£(f) =
[
V 2

out(f)
]
/

[
2K2

ϕ · |Hϕ(jf)|2G2
DCB

]
(2)

For the validation of the measure of our phase noise bench, we compare data sheet of the
commercial frequency synthesizer Anritsu/Wiltron 69000B [5] with the phase noise we measure
using our system. Our bandwidth is limited to 100 kHz (τ = 10µs) but the measured phase noise
corresponds to the datasheet [4].

The background phase noise of the bench is determined after performing 500 averaged with
cross-correlation method, when removing the 2 km optical delay line. In this case, phase noise of
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the 10 GHz synthesizer is rejected. The noise floor (without optical transfer function) is respectively
then better than −150 and −170 dBc/Hz at 101 and 104 Hz from the 10 GHz carrier. When optical
fiber is introduced noise floor of such a system is up to −90 and −170 dBc/Hz at 101 and 104 Hz
from the 10 GHz carrier [6].

3. UNCERTAINTY CALCULATION

For the evaluation of the uncertainty, we use the main guideline delivered by the Bureau Interna-
tional des Poids et Mesures (BIPM) in the guide “Evaluation of measurement data — Guide to
the expression of uncertainty in measurement” [7]. According to this guideline, the uncertainty in
the result of a measurement generally consists of several components which may be grouped into
two categories according to the way in which their numerical value is estimated. The first category
is called “type A”, is those which are evaluated by statistical methods such as reproducibility,
repeatability, special consideration about Fast Fourier Transform analysis, and the experimental
standard deviation. The components in category A are characterized by the estimated variances.
Second family of uncertainties contributions is for those which are evaluated by other mean. They
are called “type B” and due to various components and temperature control. Experience with or
general knowledge of the behavior and properties of relevant materials and instruments, manufac-
turer’s specifications, data provided in calibration and other certificates (noted BR), uncertainties
assigned to reference data taken from handbooks. The components in category B should be char-
acterized by quantities which may be considered as approximations to the corresponding variances,
the existence of which is assumed.
3.1. Statistical Contributions
Uncertainty on £(f) strongly depends on propagation of uncertainties through the transfer function
as deduced from Eq. (2). We see here that “type A” is the main contribution. For statistical con-
tributions aspects, the global uncertainty is strongly related to repeatability of the measurements.
Repeatability (noted A1) is the variation in measurements obtained by one person on the same
item and under the same conditions. Repeatability conditions include: the same measurement
procedure, the same observer, the same measuring instrument, used under the same conditions,
repetition over a short period of time, the same location. We switch on all the components of the
instrument and perform a measurement keeping the data of the curve. Then we need to switch
them off and switch them on again to obtain another curve. We must repeat this action several
times until we have ten curves. Elementary term of uncertainty for repeatability is experimentally
found to be equal to 0.68 dB.

Other elementary terms still have lower contributions.
Reproducibility, noted A2, is the variability of the measurement system caused by differences in

operator behavior. Mathematically, it is the variability of the average values obtained by several
operators while measuring the same item. The variability of the individual operators are the same,
but because each operator has a different bias, the total variability of the measurement system is
higher when three operators are used than when one operator is used. When the instrument is
connected, there is no change of each component or device inside. That makes this term negligible
because, for example, the amplifier is never replaced by another one. We remark that, if one or
more of the components would be replaced, it will be necessary to evaluate the influence of the new
component on the results of measurements. Main aspect is that operators are the same. In our
case, operator don’t change. It means a first approximation we can take 0 dB for this uncertainty.

Uncertainty term due to the number of samples is noted A3. It depend on how many points
are chosen for each decades. For this term, we check how works the Fast Fourier Transform (FFT)
analyzer, it leads to an elementary term of uncertainty less than 0.1 dB.

Finally, statistical contribution can be considered as:

A =
√

(ΣAi) (3)

According to Eq. (3), it can then be considered that the whole statistical contribution is better
than 0.69 dB.
3.2. Other Contributions Evaluated by Other Mean
Our system is not yet formally traceable to any standard. Phase noise measurement generally don’t
need to be referenced to a standard as the method is intrinsic. So the data provided in calibration
and other certificates, noted BR, are not applicable. It results that we can take 0 dB as a good
approximation of BR.
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Influence of the gain of the DC amplifier, noted BL1, is determined to be less than 0.04 dB.
Temperature effects, noted BL2, are less than 0.1 dB as optical fiber regulation system of tem-

perature in turned on.
Resolution of instruments, noted BL3, is determined by the value read on each voltmeter when

we need to search minimum and maximum for the modulator but also for wattmeter. Resolution
is then no worse than 0.1 dB.

The influence of the variation of the power of the Dispositive Under Test (DUT) — oscillator to
be characterized for instance during the measurement, noted BL4, is negligible while the variation
stay limited. It results that we can keep 0 dB as a reasonable value for BL4 if the DUT is not too
unstable.

Uncertainty on the determination of the coefficient Kϕ (noted BL5 ) dependent for the slope
expressed in Volt/rad is found to be lower than 0.08 dB.

For the contribution of the use of automatic/manual range, noted BL6, we can deduce from
experimental curves that this influence is no more than 0.02 dB. In our case, all these terms were
found lower than repeatability.

The influence of the chosen input power value of the DUT, noted BL7, is negligible as the
input power in normal range, i.e., between −4 dBm and +6 dBm, has a very limited influence. We
experimentally observe an influence. It stay better than 0.02 dB.

Other elementary terms still have lower contributions. BL is the arithmetic sum of each ele-
mentary contribution. It is determine to be 0.38 dB.

3.3. Estimation of the Global Uncertainty of This System

Uncertainty at 1 sigma interval of confidence is calculated as follows:

uc =
√ (

A2 + BR2 + BL2
)

(4)

We deduce from Eq. (4) that uncertainty at 1 sigma, noted uc, is better than 0.79 dB. Its leads to
a global uncertainty of 1.58 dB at 2 sigma. For convenience and to have an operational uncertainty
in case of degradation or drift of any elementary term of uncertainty, it is wise to degrade the
global uncertainty. That’s why we choose to keep U = 2 dB at 2 sigma for a common use of the
optoelectronic system for phase noise determination.

4. CONCLUSIONS

Elementary term of uncertainty for repeatability is found to be the main contribution and is up to
0.68 dB at 1 sigma at some Fourier frequency. Other elementary terms still have lower contribu-
tions. For instance, temperature effects, resolution of instruments are lower. Its leads to a global
uncertainty better than 2 dB at 2 sigma.
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Abstract— In this paper, we report the electric current and conductivity dependences of fer-
roelectric layer thickness are studied in a BaTiO3/LaCaMnO3 (BTO/LCMO) heterostructures.
It is demonstrated that current through the heterostructures has tunneling part of conductivity.
For the common current observed decreasing with the increasing ferroelectric layers thickness.
Conductivity dependence on applied voltage demonstrated the polarization change with the hys-
teresis behavior. It is shown that ferroelectricity exists in ferroelectric layer up to four nanometers
thickness.

1. INTRODUCTION

In recent years, interest in multiferroics (materials with coexisting magnetic and electrical ordering)
has intensified [1–3]. Detailed investigations of a member of the multiferroic class, ferroelectric-
magnetic layered structures, have renewed interest in the effect of tunneling electrons via a fer-
roelectric [4–8]. This effect was first considered in [9] as the basis for a polar switch. Tunnel
junctions can be used in spintronic based on the transport properties of spin polarized electrons.
Since many multiferroics crystallize to structures similar to magnetic semimetals, they can be com-
bined to form multifunctional epitaxial heterostructures in which a multiferroic layer is used as a
magnetic field driven ferroelectric tunnel junction or an electric field driven magnetic tunnel junc-
tion [10, 11]. Many multiferroic materials are characterized by high conductivity that could be use
for applications in a number of electronic devices. In classification exist two groups of multifer-
roics: homogeneous and composite. Reporting heterostructures belongs to the group of composite
multiferroics, because consist of double layers. The La1−xCaxMnO3 manganite layer and BaTiO3

ferroelectric layer were fabricated by metal-organic aerosol deposition technique (MAD) on MgO
(100) substrates [12]. In this work, an electrophysical method for investigating the conditions and
characteristics of a tunnel current via ferroelectric barrier is proposed. It is shown that in the volt-
age dependence manifest two parts of current behavior: linear and nonlinear. Different mechanisms
of the conductivity’s contribution to nonlinear part in the ferroelectric/manganite heterostructure
are discussed.

The BTO layer is considered as ferroelectric quantum barrier in BTO/LCMO heterostructures.
Investigation heterostructures with the ferroelectric tunnel junction (FTJ) instead of conventional
dielectric tunnel junction (DTJ) has some advantages [13]. One of the main and important advan-
tages of FTJ is the spontaneous polarization and the ability to change it with electric field. Thus
in multilayer structures provided the opportunity to directly influence on the transport properties
in electronic structure of quantum barrier. Another functional feature of ferroelectric barrier is the
switching of conductivity associated with depolarization ferroelectric films. When an electric field
applied against the quantum barrier polarization the conductivity of a barrier is reduced until the
coercive field. Arising shield of the electric field and depolarization ferroelectric film are point to
the transport properties of the electron through the FTJ.

2. EXPERIMENT AND RESULTS

Structures LCMO/BTO with respective layer thicknesses of LCMO 12 nm and variable thicknesses
of BTO layers (2, 4 and 6 nanometers) are investigated at 80 K temperature. We used this range
because the LCMO film underwent a paramagnetic/ferromagnetic phase transition at Curie temper-
ature Tc = 190 K and an insulator/conductor phase transition at temperature TMI = 157 K. Below
the metal-insulator transition temperature (TMI) the BTO layer is dielectric, while the LCMO layer
becomes metallic. The ratio between the electric field components in the BTO and LCMO layers
is determined by the boundary conditions for tangential field components: EBTO = ELCMO. Due
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to the electrode configuration there is in-plane and out of plane experiment results are presented.
Electrodes were deposited on the BTO film surface and on the LCMO film surface.

For the in plane configuration the electrodes were deposited on the BTO layer surface with a
gap of 25µm as it show on the inset Figure 1. The distribution configuration of electric field is
illustrated on the inset too. In that case the principal scheme present as metal — FTJ — manganite
— FTJ — metal, i.e., serial connections of FTJ.

Following from the experiments data for all samples two ranges of applied electric field reveal
different behavior of electrical parameters. For high fields (from 3 volts), the current-voltage depen-
dence shows ohmic behavior. For low field (up to 3 volts), the current-voltage dependence shows
nonlinear behavior. This kind of exponential growth indicates the tunneling current through thin
ferroelectric layer. We tried to simulate the nonlinear current behavior with help of Sommerfeld-
Bethe method. Unfortunately this method did not fitting enough all the nonlinear current features.
Thus it requires an understanding the origins of transport mechanism through BTO layer as from
FTJ.

From the voltage dependences follows that increasing of the ferroelectric layer thickness lead to
the dramatically current decreasing trough BTO/LCMO heterostructures (Figure 1). As a result
for FTJ properties follows if the quantum barrier thickness increasing the tunneling probability
through the FTJ is exponentially decreasing.

Thus the nonlinear nature of the current-voltage dependence heterostructures demonstrates tun-
neling character of the conductivity. In heterostructures BTO/LCMO, the tunneling probabilities
of electrons through ferroelectric barrier with a thickness more than 6 nm close to zero. For all of
the dependencies there is a nonlinear current part of growth at low voltage. This range corresponds
to the mechanism of the quantum tunneling through ferroelectric barrier. With increasing applied
voltage dependence becomes a straight line, which corresponds to the contribution of the ohmic
conductance through LCMO layer and conduction mechanism through the BTO layer different
from the mechanism of quantum tunneling.

For the out of plane configuration the electrodes were deposited on the BTO layer surface and
on the LCMO layer surface with a gap of 5mm as it show on the inset Figure 2. The distribution
configuration of electric field is illustrated on the inset too. In that case the principal scheme
present as metal — FTJ — manganite, i.e., FTJ with ferromagnetic electrode (MFTJ).

The experimental results of current-voltage dependences the MFTJ heterostructures are shown
on Figure 2. Compare the experimental data with the planar geometry experimental data note
that tunneling current decreased in the transverse geometry. This fact can be explained by the
differences in distance between the electrodes. Analysis of the ferroelectric layer thickness, as in
case of serial barriers, the tunneling current shows a decrease with increasing thickness of the
barrier. However, the nonlinear part of current-voltage dependences is rather weak and dominated
by the linear part. Tunneling through a ferroelectric barrier is manifest in the initial moment of
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Figure 3: Differential conductivity of BTO/LCMO heterostructures (planar geometry of the electrodes).

applying an electric field, but with the increasing applied voltage the conductivity through LCMO
layer becomes the main mechanism.

The question about the ferroelectric polarization arises when the electric field applies to the
ferroelectric layer. It is known, that for depolarization ferroelectric polarization is required to
apply electric field more than coercive field. However, remains an open question about the critical
ferroelectric layer thickness in which there is still a spontaneous polarization exist. In case of
existing spontaneous polarization, the next important point is about the possibility of changing the
polarization under applied electric field. For the BTO/LCMO heterostructures the main indicator
of the ferroelectric film polarization existing is the analysis of conductivity. For this aim differential
conductivity of BTO/LCMO heterostructures is shown on Figure 3.

From the dependence follow that conductivity of BTO/LCMO heterostructures increase with
the ferroelectric barrier thickness decreasing. Accordingly, the thinner tunnel junction thickness,
the easier electrons tunneling through the quantum barrier. Differential conductance dependence
is increasing with increase amplitude of the applied electric field. This behavior is explained by the
fact that the form of the quantum barrier depends on the applied voltage, i.e., the shape of the
barrier is distorted. In turn, the distortions of the quantum barrier shape directly influence on the
conductivity properties of FTJ. Polarization properties of BTO/LCMO heterostructures appear
with the ferroelectric layers thickness increasing. From the analysis of the differential conductance
can be seen when the thickness of the layer BTO 4 nm and 6 nm the divergence at high voltage
is observed. The arrows on the figure show the direction of the amplitude applied electric field.
Because at the initial moment there was a decrease in the conductivity it follows that own ferro-
electric polarization is directed against the direction of applied electric field. When the direction
of the electric field changed the BTO/LCMO heterostructures conductivity was decrease, which
testifies to the depolarization of a ferroelectric layer. Proceeding from the analysis of experimental
results, we can speak about the influence of the ferroelectric quantum barrier polarization on the
transport properties in ferroelectric/manganite heterostructure. In BTO/LCMO heterostructures
is shown that the ferroelectric properties of the BTO film manifests with a thickness up to four
nanometers.

Thus conductivity as well as current in the multilayer with the smallest BTO layer shows
increasing with increasing voltage. Although in the samples with 4 nm and 6 nm thickness of
the BTO layers the nonlinearity in electric current and conductivity dependences were not so
pronounced, the switching of resistivity was found in that structures. We suppose that the observed
effect appears due to the polarization formation in the ferroelectric films and the electric dipoles
oriented along the electric field. After changes direction of electric field also observed change
the polarization, but slowly up to coercive force. Thus we observed the hysteresis in differential
conductivity dependence.

3. CONCLUSIONS

In this paper report an investigation of BTO/LCMO heterostructures with the variation of BTO
layers is presented. Due to the electrodes configuration the serial connections of FTJ and MFTJ are
discussed. For all samples two ranges of applied electric field reveal different behavior of electrical
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parameters. For high fields, the current-voltage dependence shows ohmic behavior. For low field,
the current-voltage dependence shows nonlinear behavior accompanied by conductance dependence
with hysteresis. We attribute this exponential growth to the tunneling current through thin fer-
roelectric layer. Unfortunately the current-voltage dependence simulated by Sommerfeld-Bethe
method was unsuccessful, so another mechanism of BTO film must be involve in the simulation.
Conductivity dependence on applied voltage demonstrated the polarization change with the hys-
teresis behavior. It is shown that ferroelectricity exists in ferroelectric layer up to four nanometers
thickness.
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Abstract— Experimental studies were carried out using optical second harmonic generation
(SHG) of the ferroelectric polarization switching process in a multilayer structure of barium
strontium titanate/bismuth ferrite, neodymium-doped (BTO/NBFO). Multilayer structures were
fabricated by layer-deposition high-frequency sputtering of ceramic targets. The structures reveal
higher magnetization in comparison with NBFO film of the same total thickness. Ferroelectric
polarization as it reveals itself in the SHG signal is higher than in pure NBFO but lower than in
BST film.

1. INTRODUCTION

The practical importance of the multilayer multiferroic systems studying is associated with the
prospect for developing devices that are controlled both by the electric and magnetic channel.
Multiferroics may be in multiple states, capable of switching in magnetic and electric fields, for
example, in polarized/magnetized state, in a state of mechanical stress, etc.. In the case of het-
erosystems there is an additional opportunity to regulate this interaction by varying the thickness
of the films.

During the last decades bismuth ferrite as well as its compounds is the subject of intense interest
for the developers of multiferroic structures and magnetoelectric devices. The main characteristics
of the material, from a practical point of view, are the high temperatures of the electric (Tc =
1083K) and magnetic (TN = 643 K) ordering, as well as the relatively low conductivity [1, 2].
A giant (∼ 3V/(cm · Oe)) magnetoelectric effect was shown in thin films of bismuth ferrite [3],
the observed value being several orders of magnitude higher than those values obtained at room
temperature for other materials. Enhancement was also observed for a piezoelectric effect in BFO
film as compared to lithium niobate LiNbO3 and lead zirconate titanate Pb(Zr,Ti)O3. The interest
to thin films of bismuth ferrite is also explained in several papers (e.g., [4]) by the effect of increasing
by more than one order of magnitude of spontaneous polarization as compared with the value in
bulk material. Doping BiFeO3 by different metals results in an enhancement of magnetization and
electric polarization [5], piezoelectric and pyroelectric properties as well [6].

This paper presents the results of polarization switching processes investigation by optical second
harmonic generation (SHG) in multilayer structures of (BST/NBFO)N with different number of
layers N and different layer thickness. Magnetization of the multilayer (BST/NBFO)N structures
is studied as well.

2. THE SAMPLE

Samples of multilayer structures containing alternating layers of ferroelectric (Ba0.8Sr0.2TiO3,) and
multiferroic (Nd0.02: BiFeO3) materials were prepared by Rf sputtering of stoichiometric targets
on MgO substrates [7] with the first layer being BST at high oxygen pressures (∼ 1 torr) and high
specific HF power (70–100 W/cm2) supplied to the sputtering target. The used conditions provide
deposition of heteroepitaxial films of very high quality [7], which is confirmed by XRD. Fig. 1 shows
the structure of the samples.

Total thickness for both samples was approximately the same. Sample 1 contains 20 alternating
layers of BST/NBFO with the thickness of 6 nm, sample 2 consists of 34 layers of BST/NBFO with
the thickness of 3 nm.

In [8] it was shown that the influence of BST on film NBFO system appears in changing orien-
tation of the film NBFO relatively to the crystallographic directions of MgO substrate as compared
to the case of the BST sublayer absence. For these films, regardless of the thickness of the single
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Figure 1: Schematic view of the samples.
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Figure 2: SHG intensity dependence on the applied voltage.

crystalline BST sublayer, a parallel orientation of the axes of the NBFO film and the MgO substrate
in the intergrowth plane is observed [8].

To measure dielectric characteristics of the heterostructures, rectangular electrode system with
a gap between the electrodes of 20 microns was formed by photolithography. The relatively large
area of the electrodes (about 10mm2) has provided a higher field homogeneity in the gap. The
resistance of the structure is about 10 MΩ.

For SHG studies a tunable titanium-sapphire laser was used (“Avesta-Project”, Russia), with a
pulse duration ∼ 100 fs, average power up to 0.5 W , repetition rate of ∼ 82MHz and wavelengths
range of 750–800 nm. The measurements were performed in the transmission geometry. To register
the SHG signal, a system consisted of a photomultiplier tube (PMT), an amplifier and photon
counter (Stanford Research) was used.

3. THE SECOND HARMONIC GENERATION

Figure 2 shows experimental dependencies of the SHG intensity on the applied voltage which looks
like parabola with its minimum shifted from zero voltage and raised on top of some background
SHG signal.

In ferroelectrics, parabolic dependences I2ω(U) can be fitted by equation

I2ω = (C + αU)2 (1)

on top of incoherent background E2ω
bg , where C and α are constants [9].

On the other hand, coherent part of SHG intensity in dipole approximation is given by

I2ω =
(
f2ωχ(2)fωEωfωEω

)2
, (2)

where χ(2) is second order susceptibility, Eω is the electric field of the incident laser beam, and
fω, f2ω — appropriate Fresnel factors.

For ferroelectrics χ(2) may consist of two parts: switchable and nonswitchable. The latter is
associated with the constant C, the former can be written as [10] χ(2) = χ(0)P0 = χ(0) (ε− 1) U

d ,
where P0.
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By comparison (1) and (2) one can get

α =
χ(0) (ε− 1)

d
(fωEωfωEω) .

The second “field”-dependent part is the constant L for all experiments independently on the
sample (for experiments carried out in the equal conditions), as well as the gap between the elec-
trodes. Then, in arbitrary units α = χ(0) (ε− 1).

Figure 3 shows fitting parameters C (nonswitchable polarization) and α.
Figuer 3(b) shows that thickness layer increase from 3 nm to 6 nm leads to decrease of non-

switchable part of ferroelectric polarization. Also it is shown that coherent part of nonswitchable
ferroelectric polarization decreases with increasing wavelength. At the same time a parameter
depends on layer thickness: it is increasing for sample 1, and it is decreasing for sample 2.

Studies of nonlinear optical response of multilayer structures by applying the electric field were
carried out in the wavelength range 750–800 nm. Increasing absorption at shorter wavelengths
increases the contrast and SHG intensity, that allows us to investigate structures with lower layer
thickness.

Magnetic properties of the structure have been measured with external field applied parallel to
the film plane by SQUID technique. Both magnetic hysteresis loops and temperature dependences
of magnetization was measured after the sample cooling down without an external field. Fig. 2
reveals the saturation magnetization of the structures to be about 60 emu/cm3 and coercive field
to be about 200 Oe at 10 K. During the heating up to 300K magnetization decreases about 2
times. Thus, we observed an order of magnitude enhancement of magnetization in the BST/BNFO
superlattice structure in comparison with analogous BTO/BFO [11].

4. CONCLUSIONS

Thus, it is shown that BST/NBFO structures have considerable part of non-switchable ferroelectric
polarization, analogously to NBFO thin films. Multilayer structures exhibit a much higher degree of
asymmetry. This can be explained by the fact that with decreasing film thickness the contribution
of non-switching polarization arising due to stress and strain deformation at the interface between
layers increases. The difference between the intensities of the SH signal for samples 1 and 2
(I2ω

1 > I2ω
2 ) is explained by the greater thickness of the layers in the sample 1.

Polarization hysteresis loop obtained by second harmonic generation technique reveals switch-
ability that is lower than for pure BST film, but higher than for pure BNFO film. Sufficient
part of nonswitchable polarization is found in superlattices analogously to the pure BNFO film.
Both magnetization and ferroelectric polarization are found to possess bulk rather than interface
localization.
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Two Dimensional Nano Photonic Crystals with Metallic Rod and
Dielectric Clad in Metallic Background

A. Gharaati and Z. Roozitalab
Department of Physics, Payame Noor University, Tehran, Iran

Abstract— In this paper, dispersion characteristic of two-dimensional metallo-dielectric nano
photonic crystal with three refractive indices that containing two metallic-dielectric rods in metal-
lic background is studied base on plane wave expansion method (PWEM). At first, the eigenvalue
equation of TM mode is obtained. Then, the influences of radius of inner and thickness and di-
electric constant of outer shell on the photonic band gap (PBG) is analyzed, respectively. Our
results show that the PBG becomes larger when we use two metallic-dielectric concentric rods
in metallic background with plasma frequency and damping constant different from the inner
rods. The width of PBG will be increased by enhancement of radius of metal rod, but, whenever
the thickness and dielectric constant of dielectric shell increases, this width in PBG has been
decreased. All of our calculations have been done by using the Drude model of metal.

1. INTRODUCTION

Recently, great interest has been devoted to the study of two-dimensional (2D) Metallo-dielectric
photonic crystals (MDPCs). MDPCs are defined as crystals such that consist of dielectric and metal
elements. Compared with dielectric photonic crystals (PCs), the MDPCs have some interesting
properties. There is a wide PBG between zero frequency and the cut-off frequency. The inclusion
of metallic components can enlarge the size of the gaps and produce flat bands. These structures
are interesting for different applications such as a practical filter, polarizer or waveguide, in which
the dimensions of metallic 2D MDPCs can be kept much smaller than the minimum dimensions
needed for a typical dielectric PC [1, 2]. In this paper, only the E-polarization (TM mode) band
gap is considered since there is no band gap or very thin band gap for the H-polarization (TE
mode). Here, the PBG formation in 2D MDPCs with three materials is investigated. The photonic
structure of such 2D MDPC compose of elements that have three index of refraction, i.e., the
background material is metal (silver) and the central rods is metal (copper) with plasma frequency
and damping constantdifferent from the background. The rods are covered by a dielectric shell.

The rest of the paper is organized as follows. It has been presented in Section 2, the theory which
can modify PWEM for TM mode. In Section 3, it has been shown dispersion curve and influences
of radius of copper rod and thickness of dielectric shell on the PBG. Finally the conclusions are
given in Section 4.

2. THEORETICAL MODEL

Figure 1 shows the schematic structures of 2D MDPC with square lattice which contain copper
rod with dielectric shell in metallic background. The parameters εCu, εd and εAg are dielectric
constants of the internal, external rods and background, respectively. R1 and R2 are radius of
external and internal rods, respectively and the thickness of the dielectric shell is then R1 − R2.
Parameter a is the lattice constant. The photonic band structure calculations were performed along
the Γ-X-M-Γ edges of the irreducible Brillouin zone (Figure 1(b)).

Metals are frequency dependent material. We have used the Drude model to describe the
dielectric constant of copper and silver as follows [3]

εCu = 1− ω2
pCu

ω(ω + iγCu)
, (1)

εAg = 1− ω2
pAg

ω(ω + iγAg)
, (2)

where ωpCu , ωpAg and γCu, γAg are plasma frequency and damping constant of copper and silver,
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(a) (b) 

Figure 1: (a) Schematic structures of a unit cell for 2D MDPCs which contain two concentric rods in which
the internal and external rods are copper and dielectric, respectively. They arranged in silver background.
(b) Irreducible Brillouin zone of the square lattice. The structure of unit cell is indicated by a dashed line.
The gray, white and black area represents silver, dielectric and copper, respectively.

respectively. The conventional eigenvalue equation for TM mode in PC can be written as [2, 4]

∣∣∣~k + ~G
∣∣∣
2
Ez,k

(
~G
)

=
ω2

c2

∑

G′

κ
(

~G− ~G′
)

Ez,k

(
~G′

)

=
ω2

c2
κ (0) Ez,k

(
~G
)

+
ω2

c2

∑

G6=G′

κ
(

~G− ~G′
)

Ez,k

(
~G′

)
, (3)

where ω is wave frequency; c is the speed of light in vacuum; Ez,k(~G) and κ(~G) is the Fourier
coefficient of electric field and dielectric constant, respectively. The Fourier coefficient of κ(~G) can
be written as

κ
(

~G
)

=

{
(εd − εωAg)f1 + (εωCu − εd)f2 + εωAg if ~G = 0

(εd − εωAg) 2f1
J1(~GR1)

~GR1
+ (εωCu − εd) 2f2

J1(~GR2)
~GR2

if ~G 6= 0
, (4)

parameters f1 and f2 are πR2
1/a2 and πR2

2/a2. If Eq. (4) is substituted into Eq. (3) to make the
transposition, the eigenvalue equation of TM mode can be obtained

∑

G′

{
ω4

c4
+ ATM

ω3

c3
−BTM

ω2

c2
− CTM

ω

c
+ DTM

}
Ez,k

(
~G ′

)
= 0, (5)

the complete solution of Eq. (5) is obtained by solving for the eigenvalues of following matrix by
the diagonalization of this matrix, where the eigenvalues of this matrix is ω/c. For different wave
vectors k, one can obtain a series of eigenfrequencies ω, which compose the band structures of 2D
MDPC for TM mode. This matrix is




0
0
0

−DTE

I
0

BTE

CTE

0
I

−ATE

0

0
0
I
0


 (6)

where the elements of the matrices ATM , BTM and CTM are given by

ATM =
(iγb + iγd)

c
I, (7a)

BTM = (N−1)M +
γdγb

c2
I, (7b)
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CTM =




− iγd

c

ω2
pb

c2 2f1
J1(| ~G− ~G′|R1)

|~G− ~G′|R1
+ iγb

c

ω2
pd

c2 2f2
J1(| ~G− ~G′|R2)

|~G− ~G′|R2
if ~G 6= ~G′

(iγb+iγd)
c

∣∣∣~k + ~G
∣∣∣
2
− iγd

c

ω2
pb

c2 f1 + iγb

c

ω2
pd

c2 f2 + iγd

c

ω2
pb

c2 if ~G = ~G′
, (7c)

DTM = (N−1)
iγ

c

∣∣∣k + ~G
∣∣∣
2
, (7d)

N =





(εd − 1)2f1
J1(|~G− ~G′|R1)

| ~G− ~G′|R1
+ (1− εd)2f2

J1(|~G− ~G′|R2)

| ~G− ~G′|R2
if ~G 6= ~G′

(εd − 1)f1 + (1− εd)f2 + 1 if ~G = ~G′
, (7e)

M =




−ω2

pb

c2 2f1
J1(|~G− ~G′|R1)

| ~G− ~G′|R1
+ ω2

pd

c2 2f2
J1(| ~G− ~G′|R2)

|~G− ~G′|R2
if ~G 6= ~G′

∣∣∣~k + ~G
∣∣∣
2
+ ω2

pb

c2 − ω2
pb

c2 f1 + ω2
pd

c2 f2 if ~G = ~G′
, (7f)

I = δ ~G, ~G′ . (7g)

3. RESULTS AND DISCUSSION

In this work, internal rod is taken to be copper (Cu) with the plasma frequency ωpCu = 2π ×
1.194× 1015 rad/s and damping constant γCu = 2π× 8.34× 1012 rad/s, external rode is Na3AlF6 in
which dielectric constant is εd = 1.7956 and background is silver (Ag) with the plasma frequency
ωpAg = 2π×2.175×1015 rad/s and damping constant γAg = 2π×4.35×1012 rad/s [6]. Figure 2 has
shown dispersion curves of TM mode in which radii of external and internal rods are R1 = 0.3a and
R2 = 0.15a, respectively. Lattice constant is a = 300 nm. In Figure 2, the structure with R1 = 0.3a
and R2 = 0.15a can lead to five PBGs; TM0−1 (the gap between the zero frequency and cut-off
frequency), TM1−2, TM2−3, TM4−5 and TM6−7. We give the rangs of BGs (BGR) in Table 1.

3.1. Effect of Radius of Internal Rod and Thickness of the Shell on PBG

Figures 3(a) and 3(b) show the variation of the Radius of internal (copper) rod and thickness of the
dielectric (Na3AlF6) shell on PBGs, respectively. We can see, when space averaged of copper rod
becomes higher as radius of this rod increases; these PBGs seem to become large, see Figure 3(a),
but when space averaged of dielectric shell increases the width of their decreases, see Figure 3(b).

Table 1: The BGR in Figure 2 for TM mode.

TM0−1 ωa/2πc TM1−2 ωa/2πc TM2−3 ωa/2πc TM4−5 ωa/2πc TM6−7 ωa/2πc

BGR 0–1.198 1.198–1.381 1.381–1.712 1.715–2.089 2.095–2.217
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Figure 2: Dispersion curve for the above-mentioned structure.
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(a) (b) 

Figure 3: Gap maps; (a) the normalized frequency versus the radius of copper rod R2/a, when the radius
of dielectric (Na3AlF6) rod fixed at R1/a = 0.5. (b) The normalized frequency versus the thickness of the
dielectric (Na3AlF6) shell (R1 −R2)/a, when the radius of copper rod fixed at R2/a = 0.15. In both figures,
a = 300 nm.

Figure 4: Gap map; the normalized frequency versus the dielectric constant of dielectric rod εd. Radii of
external and internal rods fixed at R1/a = 0.35 and R2/a = 0.15, dielectric constant of internal rod and
background are εCu and εAg, respectively.

3.2. Effect of Dielectric Constat on PBG

Figure 4 shows the effect of dielectric constant εd of dielectric shell on the PBG. We can see, when
dielectric constant increases, the width of PBG without TM0−1, has increased faster for lower εd,
but when εd increases, they decreases, because of the higher dielectric contrasts between metal and
dielectric will easily lead to large gaps [4].

4. CONCLUSIONS

In conclusion, different dispersion characteristic of 2D MDPC is studied based on modified PWEM.
Results have shown that when we use two metallic-dielectric concentric rods in metallic background
with plasma frequency and damping constant different from the inner rods; the gap width increased
as compared to the same crystal made from simple dielectric rods. The width of PBG will be
increased by enhancement of radius of metal rod, but, whenever the thickness and dielectric constant
of dielectric shell increases, it has been decreased. These results may provide theoretical instructions
for designing new PC devices using metallic-dielectric structure.
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The Study of Two Dimensional Photonic Crystal Made of Two
Concentric Cylindrical Nano-layers of Dielectric with Negative

Refraction Index
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Abstract— In this paper, we study the propagation of electromagnetic wave in 2D photonic
crystal (PC) made of two concentric cylinders of dielectric with the negative refraction index
for TM mode in two kind structures. Applying the boundary conditions in Maxwell equation in
periodic structures, we change this equation to Helmholtz equation. By solving this equation in
two dimensions and using plane wave expansion method (PWEM), we can find the band gaps and
allowed modes. We consider two structures with two concentric cylindrical rods; the external rode
in the first structure consists of negative refraction index material while in the second structure
it is made of a dielectric material. It is shown that by increasing the diameter of the cylinder
which is composed of negative refraction index material in both structures, we can obtain wider
band gaps in compare to the structures which there is no negative refractive index materials.

1. INTRODUCTION

In the past decade, there has been much research activity relating to PCs. They are periodic
dielectric structures with an index of refraction periodicity of the order of the wavelength of light.
There are three kinds of PCs: one-, two- and three dimensional (1D, 2D and 3D). They can
prohibit the propagation of electromagnetic waves within a certain frequency range so the light can
be totally reflected. Such forbidden band called PBGs which is similar to the electronic band gaps
for electrons in semiconductors [1–3]. In 2000, Smith and coworkers [4] demonstrated in their work
that it is possible to fabricate an artificial metamaterial with electrodynamics characteristics that
can be described by a negative index of refraction. NRMs are artificial composites characterized
by both negative dielectric permittivity and negative magnetic permeability in some frequency
ranges [5]. In these metamaterials the direction of Poynting vector, ~S = ~E × ~H, is opposite to the
wave vector ~k, so the wave vector and refractive index should be negative then, ~k, ~E and ~H form
a left-handed set of vectors [6].

2. THEORETICAL MODEL

In this section, we investigate the negative refraction of electromagnetic waves in a 2D PC. We have
considered two structures. The first consists of concentric cylindrical rod and shell in which the
radius of the rod is R1 (R2 > R1) and its dielectric permittivity is εn1 and the radius of the shell is
R2 with dielectric permittivity εd, in a negative refractive index background εn2, Figure 1(a). The
second one is the same as the first but the place of rod and shell has been interchanged, and this
structure is in a dielectric background εd2, Figure 1(b).

Here we consider band gaps of 2D PC based on Helmholtz equation in which they are calculated
by using well-known software such as Matlab based on PWEM method. we change the radii of
cylinders and the refraction indexes of them then we study the band gaps. According to this point,
the simulated results of the band structure for TM and TE modes of 2D PC are demonstrated.
The plane wave expansion method leads to the following equations [7]:

TM :
∑

G′

κ
(
G−G′) ∣∣kt + G′∣∣2Ez,kt

(
G′) = ω2

kt
Ez,kt

(G) (1)

TE :
∑

G′

κ
(
G−G′) (kt + G′) (kt + G) Hz,kt

(
G′) = ω2

kt
Hz,kt

(G) (2)
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(a) (b)

Figure 1: Schematic structures of concentric rod and shell with radius R1 and R2, (R2 > R1) and (a) in
the first structure the rod filled with negative refraction index, εn1 and the shell with positive refraction
index, εd, and the dielectric permittivity background is εn2 but (b) in the second structure the rod filled with
positive refraction index, εd1 and the shell with negative refraction index, εn, and the dielectric permittivity
background is εd2.
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Figure 2: The band structure of the first structure
for TM mode, εd = 12, εn1 = −1.4, εn2 = −1,
R1 = 0.3a and R2 = 0.5a.
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Figure 3: The band structure of the first structure
for TM mode, εd = 12, εn1 = −1.4, εn2 = −1,
R1 = 0.4a and R2 = 0.5a.

in which Fourier coefficient for the first structure is the product of κε(G−G′) to κµ(G−G′)

κε(G−G′) ≡




(εn1 − εd)f1 + (εd − εn2)f2 + εn2 if G = G′

(εn1 − εd)2f1
J1(GR1)

GR1
+ (εd − εn2)2f2

J1(GR2)
GR2

if G 6= G′



 (3)

κµ(G−G′) ≡




(µn1 − µd)f1 + (µd − µn2)f2 + µn2 if G = G′

(µn1 − µd)2f1
J1(GR1)

GR1
+ (µd − µn2)2f2

J1(GR2)
GR2

if G 6= G′



 (4)

and for the second structure is a gain the product of κε(G−G′) to κµ(G−G′)

κε(G−G′) ≡




(εd1 − εn)f1 + (εn − εd2)f2 + εd2 if G = G′

(εd1 − εn)2f1
J1(GR1)

GR1
+ (εn − εd2)2f2

J1(GR2)
GR2

if G 6= G′



 (5)

κµ(G−G′) ≡




(µd1 − µn)f1 + (µn − µd2)f2 + µd2 if G = G′

(µd1 − µn)2f1
J1(GR1)

GR1
+ (µn − µd2)2f2

J1(GR2)
GR2

if G 6= G′



 (6)

where the radius of the cylindrical rod, shell and the lattice constant are R1, R2 and a, respectively.
Also, f1 and f2 are given by f1 = πR2

1/a2 and f2 = πR2
2/a2.
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3. NUMERICAL RESULTS AND DISCUSSION

In this section, we have investigated band gaps for both structures in TM and TE modes by using
of Equations (1) and (2). First structure consists of concentric cylindrical rod and shell with radii
R1 and R2, (R2 > R1), εd = 12, εn1 = −1.4 and εn2 = −1. We have changed the radius of the rod.
We assume that R2 = 0.5a then we have changed R1 from 0.1 to 0.5a by step 0.1. First, we have
drawn the band structure for TM mode. We can observe that by increasing the radius of the rod,
the number of the band gaps increase and we obtain wider band gaps in compare to the structure
with positive refractive index (Figures 2 and 3).

Now, we have investigated the band structures for TE mode.
Again, we consider that R2 = 0.5a and we have changed R1 from 0.1 to 0.5a by step 0.1. As we

see, in Figures 4 and 5, by increasing the radius of the rode, the number of band gaps increase.
On the other hand, Second structure consists of concentric cylindrical rod and shell with radii

R1 and R2, (R2 > R1), εd1 = 12, εn = −1.4 and εd2 = 8.9. In this case, we consider R1 = 0.1a and
we have changed R2 from 0.2a to 0.5a by step 0.1. By increasing the radius of the shell which is
made of negative refractive index material, we obtain many and width band gaps, as it has been
shown in Figures 6, 7, 8 and 9.

Finally, we investigate the band structures of TE mode for the second structure. Again, we
consider R1 = 0.1a and we have changed the radius of the shell R2 from 0.2a to 0.5a by step 0.1.
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Figure 4: The band structure of the first structure
for TE mode, εd = 12, εn1 = −1.4, εn2 = −1, R1 =
0.1a and R2 = 0.5a.
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Figure 5: The band structure of the first structure
for TE mode, εd = 12, εn1 = −1.4, εn2 = −1, R1 =
0.4a and R2 = 0.5a.
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Figure 6: The band structure of the second structure
for TM mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.2a.
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Figure 7: The band structure of the second structure
for TM mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.3a.
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Figure 8: The band structure of the second structure
for TM mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.4a.
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Figure 9: The band structure of the second structure
for TM mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.5a.
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Figure 10: The band structure of the second struc-
ture for TE mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.3a.
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Figure 11: The band structure of the second struc-
ture for TE mode, εd = 12, εn1 = −1.4, εd2 = 8.9,
R1 = 0.1a and R2 = 0.5a.

As we expected, we see that by increasing the radius of the shell which is composed of meta-material,
the number of band gaps increase (Figures 10 and 11).

4. CONCLUSION

In conclusion, by drawing the band structures of two special structures of 2D PCs, we observed
that by increasing the radius of the rode and shell in the first and second structures, respectively,
we have obtained more and wider band gaps in compare to the structures with positive refractive
index material. And it is just because of the existing of negative refractive index material in these
structures.
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Investigation of Defect Modes on One-dimensional Ternary
Metallic-dielectric Nano Photonic Crystal with Metallic Defect

Layer

Abdolrasoul Gharaati and Hadis Azarshab
Department of Physics, Payame Noor University, Tehran, Iran

Abstract— We investigate the characterization of defect mode in one-dimensional ternary
metallic-dielectric photonic crystal structures. The defect layer is made of metallic material. We
consider defect mode for both symmetric and asymmetric geometries. Additionally, we demon-
strate reflectance in terms of wavelength and its dependence on different angles of incidence for
both transverse electric (TE) and transverse magnetic (TM) waves. There is just one defect
mode when we use metallic defect layer. All of our calculations have done with transfer matrix
method (TMM) and the Drude model of metals.

1. INTRODUCTION

In recent years, advances in photonic technology have caused so much attention. The simplest pos-
sible photonic crystal consists of alternating layers of material with different dielectric constants [1].
A one dimensional ternary metallic-dielectric photonic crystal (1DTMDPC) is a periodic structure
containing dielectric and metallic elements with different index of refraction. 1DPCs because of its
simple fabrication has many applications such as multilayer’s coatings [2], narrow band filters, and
so on. A range of frequency in which light cannot propagate through the PC is called photonic
band gaps (PBG). We have used TMM to calculate the transmitted and reflected coefficients of
incident electromagnetic waves.

In this paper, using TMM, we calculate the defect mode wavelength. We apply this method to
1DPC consisting of periodically dielectric-metal-dielectric with metallic defect layer for both TE
and TM waves.

2. THEORETICAL ANALYSIS

A 1DTMDPC with a structure of A/(n1n2n3)ND(n3n2n1)N/A, for symmetric geometry and A/(n1

n2n3)ND(n1n2n3)N/A, for asymmetric geometry, where A and N mean the usual air and the
number of periods, and n1, n2 and n3 are the refractive indices of dielectric, metal and dielectric
layers, respectively. 1DTMDPC is made of N -period cells immersed in air (nA = 1) in which the
metallic layer 2 is sandwiched by two dielectric layers 1 and 3 in each cell. The Drude model [3] is
invoked to characterize the wavelength dependence of metallic layer. We assume that the temporal
part of the field to be exp(−iωt). So metal permittivity in Drude model is

ε2(ω) = 1− ω2
p

ω2 + iγω
(1)

where ωp and γ are the plasma frequency and damping coefficient, respectively. Then metal refrac-
tive index is given by n2 =

√
ε2. A one layer in Fig. 2 along with the components of the electric

and magnetic fields of the incident, reflected, and transmitted wave [7].
Using Maxwell equations we have the relations k0 = ω

√
µ0ε0, where it is the wave vector in

the air, B = n
√

ε0µ0E, p` = n` cos θ`, β` = k0n`d` cos θ`, where ` = 1, 2, and 3. So, the electric
fields become: Ei2 = Et1 exp(−iβ`) and Ei1 = Er2 exp(−iβ`) and when included in the boundary
conditions, Et1 and Ei1 can be solved in terms of Ea and Bb:

Ei1 =
(p1Eb + Bb)

2p1
exp(−iβ`), Et1 =

(p1Eb + Bb)
2p1

exp(iβ`). (2)

And finally, substituting the above expressions in the initial fields components and written in matrix
form, we have

(
Ea

Ba

)
=

(
cosβ`

−i
p`

sinβ`

−ip` sinβ` cosβ`

)(
E1

B1

)
= M1

(
E1

B1

)
(3)
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Figure 1: (a) The structure of symmetric 1DTMDPC. (b) The structure of asymmetric 1DTMDPCs.

(a) (b)

Figure 2: A schematic of one layer of 1DTMDPC.

Each layer of PC has its own transfer matrix and the overall transfer matrix of the system is the
product of individual transfer matrices, so the characteristics matrix M(Λ) for a single period is
expressed as [4]

M(Λ) =
[

M11 M12

M21 M22

]
=

3∏

`=1

[
cosβ`

1
ip`

sinβ`

−ip` sinβ` cosβ`

]
(4)

On the basis of Bloch theorem, the half trace is used to compute the Bloch wave vector [3, 4].

a =
(M11 + M22)

2
= cosβ1 cosβ2 cosβ3 − 1

2

(
p1

p2
+

p2

p1

)
sinβ1 sinβ2 cosβ3

−1
2

(
p2

p3
+

p3

p2

)
cosβ1 sinβ2 sinβ3 − 1

2

(
p1

p3
+

p3

p1

)
sinβ1 cosβ2 sinβ3 (5)

Then, the total characteristic matrix of the total PC is given by [4]

MT (NΛ) =
[

m11 m12

m21 m22

]
= M(Λ)N =

[
M11 M12

M21 M22

]N

, (6)

The reflection coefficient r is given by [7]

r =
(m11 + m12p0)p0 − (m21 + m22p0)
(m11 + m12p0)p0 + (m21 + m22p0)

(7)

where p0 = n0 cos θ0. We can calculate the reflectance R = |r|2. The above calculations can be
used for TM wave by substituting p` = cos θ`/n` where ` = 0, 1, 2, and 3, respectively. So the
characteristic Matrix of Left and Right unit cells with the number of periods equal N in symmetric
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and asymmetric geometry is given by [5]

McellL = (M3 ·M2 ·M1)N , McellR = (M1 ·M2 ·M3)N (8)

McellL = McellR = (M3 ·M2 ·M1)N (9)

And therefore defect matrix (Mdef ) is given by Eq. (4).
Then the characteristics matrix of entire system is expressed as

Mtot = McellR ·Mdef ·McellL (10)

3. NUMERICAL RESULTS AND DISCUSSION

In this paper, the layers 1 and 3 are ZnSe and Na3AlF6 which refractive indices and thicknesses
are n1 = 2.6, d1 = 90nm, n3 = 1.34, d3 = 90 nm, respectively [6]. The metallic layer is taken to be
silver (Ag) with the plasma frequency ωp = 2π×2.175×101515 rad/s [7], d2 = 10nm. The thickness
of defect layer is ddef = 10 nm and its index of refraction is calculated with nd · ddef = qλ0/4, with
a design wavelength of λ0 = 1550 nm in infrared region. The number of periods for right and left
cells is equal. The substrate is assumed to be air with nA = 1.

3.1. Defect Modes in 1DSTMDPC with Metallic Defect Layer
In Fig. 3, we plot the reflectance response for symmetric 1DTMDPC (1DSTMDPC) as shown in
Fig. 1, at different angles of incidence at ddef = 10 nm, and N = 5 for TE wave. We see that defect
mode move to the shorter wavelengths with increasing angle of incidence.

We now in Fig. 4 show wavelength-dependant reflectance of 1DSTMDPC with the structure of
(A/(n1n2n3)5d(n3n2n1)5/A) for TM-wave. For normal incidence, that is at 0◦, there is no difference
between TE and TM waves. We see that resonant peak move to the left (shorter wavelengths) as
the angle of incidence increases. We give the wavelength of the defect modes for different angles of
incidence in TE and TM wave in Table 1.

As we see in Table 1 defect mode move to the shorter wavelengths for TE wave as compared
with TM wave in 1DSTMDPC.

3.2. Defect Modes in 1DATMDPC with Metallic Defect Layer
In Fig. 5, we plot the reflectance response for asymmetric 1DTMDPC (1DATMDPC). We see defect
mode move to the shorter wavelengths with increasing angles of incidence.

We show in Fig. 6 wavelength-dependant reflectance of 1DATMDPC with the structure of
(A/(n1n2n3)5d(n1n2n3)5/A) for TM-wave. For normal incidence, that is at 0◦, there is no difference
between TE and TM wave. We see that resonant peak move to the left (shorter wavelengths) as

Figure 3: The calculated wavelength-dependant reflectance for the 1DSTMDPC for TE-wave.

Figure 4: The calculated wavelength-dependant reflectance in 1DSTMDPC for TM-wave.
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Figure 5: The calculated wavelength-dependant reflectance for the 1DATMDPC for TE-wave.

Figure 6: The calculated wavelength-dependant reflectance for the 1DATMDPC for TM-wave.

Table 1: The location of defect mode in 1DSTMDPC by changing angle of incidence.

Angels (degree) Wavelength in TE wave (∼ nm) Wavelength in TM wave (∼ nm)
0◦ 529 529
15◦ 521 526
30◦ 501 519
45◦ 473 509
60◦ 446 499
75◦ 427 490

Table 2: The location of defect mode in 1DATMDPC by changing angles of incidence.

Angels (degree) Wavelength in TE wave (∼ nm) Wavelength in TM wave (∼ nm)
0◦ 795 795
15◦ 790 790
30◦ 778 774
45◦ 759 748
60◦ 740 716
75◦ 726 690

the angle of incidence increases. We give the wavelength of the defect modes for different angles of
incidence in TE and TM wave in Table 2.

As we see in Table 2 defect mode in 1DATMDPC move to the shorter wavelengths for TM wave
as compared with TE wave.

4. CONCLUSION

In this paper, we have studied properties of defect modes in 1DTMDPC. Defect layer is made of
metallic element with structure A/(n1n2n3)5d(n3n2n1)5/A for symmetric geometry and A/(n1n2

n3)5d(n1n2n3)5/A for asymmetric geometry. As we have shown, there is just one defect mode for
metallic defect layer. Moreover defect modes move to the shorter wavelengths for TE and TM
waves, but, defect mode move to the shorter wavelengths for TE wave in 1DSTMDPC as compared
with TM wave. Also, defect mode move to the shorter wavelengths for TM wave in 1DATMDPC
as compared with TE wave in this structure.
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Abstract— A key aspect of a previously proposed undersampled digitally heterodyned stepped
frequency GPR is the capability to generate and acquire a large band of frequencies. This is
obtained by moving most of the analog domain functionalities of the SFGPR into the digital
one. The necessity to generate a large bandwidth is to achieve high resolution. In this paper, an
analysis of the aliased images generated by the needed digital frequency generator is performed.
In this paper a procedure based on the method presented in [2] is developed. It allows to choose
and to analyze the best set of values of the parameters characterizing the SFGPR. The analysis
was performed with the aid of software tools developed ad hoc in a high level language. The key
aspects of the analysis and its main results are discussed and illustrated.

1. INTRODUCTION

It is well known that the capability of electromagnetic waves to propagate beyond the physical dis-
continuities of propagation media makes it possible to exploit them to investigate internal features
of dielectric bodies. From this property, an endless number of practical applications have been
arisen, ranging from medical prospecting to detection of mines, nondestructive testing of industrial
items and GPR applications.

In [1], a new architecture of an Undersampled Digitally Heterodyned SFGPR with variable
sampling frequency was presented. The key aspects and the advantages of the new architecture
were presented and discussed: signal generation by means of DAC; undersampling of the echoes by
means of a large bandwidth ADC with a planned step by step varying sampling frequency; digital
quadrature demodulation of the undersampled echoes.

In [2] an analysis of the proposed SFGPR’s parameters set was performed to indicate a procedure
to choose their best values. In this paper an analysis of the aliased images generated by the needed
digital frequency generator is performed. Its necessity is dictated by the large bandwidth nature of
the described SFGPR. The analysis has been performed with the aid of software tools developed
ad hoc in a high level language (LabViewTM).

The key aspects of the performed analysis as well as its main results shall be discussed and
illustrated.

2. ANALYSED ARCHITECTURE

The SFGPR architecture presented in [1] and analysed in this paper (shown in Figure 1) is an
heterodyned GPR where the quadrature downconversion is performed digitally on the undersampled
signals. This choice allows to alleviates not only the problems typical of homodyne GPR related
to the flicker noise (in that the frequency of the signal to be sampled is always greater than 0Hz,
i.e., 1MHz) and to the drift of DC values with the temperature but also the problems related to
the quadrature demodulation in that it is performed in the digital domain instead of the analog
one by direct acquisition of the IF signal. A brief description of the main blocks is given below:

Transmitting Chain (Tx Chain): the signal to be transmitted is generated by means of a
DAC, its output is low pass filtered and amplified prior to be sent to the transmitting antenna.
The clock of the DAC is provided by a frequency generation unit;

Receiving Chain (Rx Chain): the signal received by the antenna is amplified by an LNA and
provided to a large band ADC; the signal is undersampled with sampling frequencies provided by
the FGU. The samples acquired are transferred to an FPGA whose aim is to perform the quadrature
downconversion in the digital domain; the local oscillator of this downconverter is chosen according
to the frequency of the transmitted signal and to the planned sampling frequency; its phase takes
into account the possibility of spectral inversion of undersampled signals also;

Frequency Generation Unit (FGU): aim of this unit is to generate all the frequencies em-
ployed in the SFPGR from a very low phase noise master oscillator: DAC and ADC clocks, FPGA
reference clock.
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Figure 1: SFGPR architecture presented in this paper.

The SFGPR architecture presented has the following advantages:

• Absence of a synchronism chain, generally used in SFGPR to get a phase reference of the
transmitted signal;

• Simplified RF front end: both Tx and Rx chains are substantially constituted by an amplifier
and a filter; this is allowed by the undersampling of the received echoes;

• Simplified Frequency Generation Unit;
• Substantial reduction of the power consumption and weight due to the great simplification

brought in the RF front end;
• Flexible architecture with respect of the possible frequency bands to use. In fact the con-

straints on which bands to use are mainly due to DAC and ADC 3-dB bandwidths; nowadays
are present on the market DACs capable to generate frequencies even in the second and third
Nyquist zone as well as ADC with input bandwidth as large as 3 GHz. This allows the em-
ployment of the same SFGPR in large band of investigation frequencies and with very large
synthesized bandwidth. This peculiarity of the architecture presented will be even more en-
hanced in the near future with the advent of integrated circuits with increased input/output
banwidths as the trend of the last years has indicated.

In [1] it was also remarked that the achievement of the mentioned goals has been possible by moving
SFGPR complexities from the analog domain into the digital one.

3. ALIASED IMAGES ANALYSIS PERFORMED

Due to the wide bandwidth nature of the described SFGPR an aliased images analysis is needed.
The intrisic advantages achievable by moving GPR complexities from the analog domain into the
digital one have the side effect to potentially “move” aliased images into the useful intermediate
frequency band if a suitable frequency plan is not performed in advance. The mentioned analysis
has been performed with the aid of the “normalised acceptable bandpass sampling rates” map [3]:
for each frequency step to be generated the first three aliased images are reported on it; these are
fs DDS − fi, fs DDS + fi, 2fs DDS − fi where fi indicates the generic step frequency and fs DDS

is the sampling frequency of the DDS. In order to filter out them once the digital quadrature
downconversion shall be performed they have to fall outside the prohibited band; this is a band
centered around the useful intermediate frequency and with a bandwidth related to the transition
band desired for the digital LPF to be implemented. Generally these frequencies fall into regions
different from the one the useful intermediate frequency falls in (both identified by different values
of the parameter m [3]); this can lead to a different choice of the sampling frequency values due to
the different slope of the map’s lines and it can solve the problem of aliased images falling into the
useful intermediate frequency band when it happens.

In [4] this analysis was performed by following a sort of “brute force” approach, that is the results
attainable were simulated and checked against the allowed bandwidth. This approach allowed to
define a first attempt set of values for the procedures developed in this paper and to verify its
validity but there was no way to show if the set chosen was the best one or not and if it was far
from being an optimum choice. In this paper a completely different approach has been followed
by using the “normalised acceptable bandpass sampling rates” map [3]. By plotting in this map
the different frequencies steps to be generated as well as the aliased images digitally generated, it
is possible to determine the best combination and the number of sampling frequencies to be used,
where best means the values that allow to relax the requirements on the anti-alias filters in the
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analog domain as well as the digital low pass filters following the digital quadrature demodulator.
The outline of the procedure followed in this paper, and implemented with the aid of ad hoc software
tools, is:

• a first attempt set of values is provided by the analysis performed previously [1, 4];
• for each sampling frequency of the interval provided in input, the following computations are

performed on the “normalised acceptable bandpass sampling rates” map:

1. for each frequency step to be generated its distance from the left boundary line of the
mentioned map is computed;

2. the same distances are computed for all the “spurious” frequencies associated to the step
frequency of the previous point;

3. differences among each distance of the point 2 with respect to the distance computed in
point 1 are computed.

4. the minimum of the differences of the previous point shall provide the final result for the
couple of frequencies considered: sampling and step one.

• once all the computations of the previous step are performed the output will be a matrix
representing (for each possible couple of step frequency and sampling one) the minimum
distance among the step frequency and its “spurious”.

The procedure just described is based on the following property of the “normalised acceptable
bandpass sampling rates” map: for a fixed normalised sampling frequency (K), it is possible to
demonstrate that the extension of the allowed zone for the undersampled frequencies is constant
and that it depends only on the values of K.

In the following table are reported the value of the SFGFPR parameters used for the analysis
shown in the next paragraph.

4. ANALYSIS RESULTS

In order to clarify the above mentioned procedure the results of the analysis performed are reported
in Figure 2. The parameters used to get the results shown are reported in Table 1. The results
consist in a matrix on whose column and row indexes reports, respectively, the step frequency
and the sampling ones set. Each element of this matrix reports the minimum distance among the
correspondent frequency step and the “spurious” for the chosen sampling frequency (i.e., for the
selected row); if a matrix cell reports −1 it means that the correspondent step frequency can not
be sampled suitably by the chosen sampling frequency.

The best result is obtained by selecting the single sampling frequency (if available) or set of them
that provide the highest distance for each step frequency allowing, in this way, to set an higher
transition bandwidth for the antialising LPF filters. By looking at the results shown in Figure 2
different conclusions can be deduced:

• if for each step frequency it is chosen the sampling frequency producing the maximum distance,
it can be observed that as transition bandwidth of the LPF can be chosen 2.5 MHz (if the
maximum step frequency is limited to 240MHz) or 2MHz (by including the 250 MHz). For the
mentioned step the sampling frequencies are: 21 MHz, 24 MHz, 26 MHz, 27 MHz, 29MHz. The
inclusion nof the step frequency 260 MHz would reduce the transition bandwidth to 1 MHz.

• if as sampling frequencies are chosen 26MHz and 27 MHz it is possible to see that the minimum
distance reported for all step frequencies is 2MHz (if the maximum step frequency is limited
to 250 MHz), and this would be the transition bandwidth allowed for the LPF filters.

Table 1: SFPGR frequency generation main parameters.

PARAMETER VALUE
F Start 100MHz

Step Frequency 10MHz
Number of Steps 19

Sampling Frequencies 26MHz/27 MHz
F DDS 1100 MHz
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Figure 2: “Spurious” analysis results for SFGPR parameters reported in Table 1.

5. CONCLUSIONS

The analysis reported in this paper has shown that a successful result is achievable with the aid of ad
hoc software tools allowing to find a more “optimum” set of values for the parameters characterising
the SFGPR presented. Furthermore the characteristics of the filtering to be performed both in the
analog domain (anti-aliasing LPF at DAC output) and in the digital one (LPF at the quadrature
downconversion output) have been easily identified: results have shown that the digital transition
bandwidth can be increased from the minimum theoretical value of 0.5 MHz to 2MHz.
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Abstract— Prediction of a hitherto unknown superconductivity-like effect is made which is
independent of temperature, but rather requires Galilean reference systems moving at the speed
of light in vacuum. As the medium (I) to which the laboratory frame is attached, a Lorentz
medium is selected whereas for medium (II) to which the rest frame is attached, a perfectly
conducting medium is selected. The interface is an infinite plane perpendicular to the uniform
rectilinear motion involved. The fact that the Lorentz medium appears as a metal when observed
from the rest frame, is unearthed in a previously reported work by the same author. Next the
limit condition which in effect requires attainment of speed of light in vacuum by the uniform
rectilinear motions of the Galilean reference systems is considered, and the effective permittivity
function of medium (I) observed from the rest frame is found to have a character similar to
that of a superconductor. It should be stressed that the fundamental premise of the work is
Lorentzian relativistic transformation and not Galilean relativistic transformation under which
the permittivity function could have been invariant. This work is presented in a series of two
papers. In Part (I) the models for medium (I) observed from the laboratory frame and the rest
frame are presented. In Part (II) the prediction of the new superconductivity-like effect is made
and equations with the same structure as London equations in a superconductor are presented.
Also included in this Part is a discussion proving that the dispersion relation for medium (I)
observed from the rest frame can be split as a permittivity function and a permeability that is
equal to that observed from the laboratory frame, which is but the permeability of free space.

1. INTRODUCTION

Equation (23d) of Part I [1] has a two-fold significance. First differing from a dispersion relation it
does not contain the wave number k′1 although it contains the frequency ω′. This aspect allows it
to be sufficient to negate the Special Relativity Theory. Indeed variation of α and r with changing
relative speeds of K and K ′ will force c and c′ to vary as well because all other quantities appearing
in (23d) of Part (I) are material properties or the frequency ω′. In the future publication mentioned
in the Introduction section of Part I, we shall demonstrate that ω′ is a free parameter that can be
introduced through choice of boundary conditions of the electromagnetic system at hand, and the
only alternative is that c and c′ vary as relative speeds of K and K ′ do.

Secondly, if solved for c
c′ω

′ in which it is a cubic, (23d) of Part I yields three solution sets:

(i)
c

c′
ω′ = −i

1
2γ

[
αω2

0 + γ2/α + |αω2
0 − γ2/α + 2iαrbγ|] , (1a)

(ii)
c

c′
ω′ = −i

1
2γ

[
αω2

0 + γ2/α− ∣∣αω2
0 − γ2/α + 2iαrbγ

∣∣] , (1b)

(iii)
c

c′
ω′ = 0 (1c)

In the above | · | denotes the absolute value of a complex number. Solution (i) does not support
ω′ = 0, because the right hand side is a sum of two strictly positive quantities. It supports all
values of ω′ other than zero (including infinity).

Solution (ii), at relativistic values of α and r (i.e., at values close to∞ and −1 respectively) has a
positive imaginary part, which is not physical when exp(−iω′t′) is considered for t′ →∞. However
we must choose a solution that is physical for all values of α and r. Therefore we discard (ii).

Solution (iii) clearly determines a (zero) value for ω′ which should be attainable for all values of
α. The finite values of α and the zero value of ω′ clearly satisfy (23d) of Part (I) and in the above
mentioned future publication we shall show that for any finite value of ω′ (including zero), α can
attain the infinite value. Thus solution set (iii) is acceptable while solution set (i) is also acceptable
for non-zero values of ω′. We have then the solution for all combinations of α and ω′. It should be
pointed out that the c/c′ factor that ω′ has in (1), takes on the change brought about by α while
ω′ can remain a free parameter.
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Here clearly ω′ is an imaginary frequency, as it is under the α2/γ′ →∞ (or under the equivalent
α →∞ limit-which equivalence will be shown below) condition too, as discussed above.

The dispersion relation (23a) of Part (I) can be interpreted as follows in terms of a refractive
index for medium (I) when observed from K ′:

n′2(ω′) = ε′r(ω
′) · 1 = 1− b2c′2

c2

αc/c′

(αcω′/c′ + iγ)ω′
(2)

which is the same as Equation (11) of Part (I) that was sought for. Here it must be noted that
we are not attempting to obtain the Lorentz transform of the dielectric permittivity function. We
are only transforming the dispersion relation and then casting the transformed relation into a form
which can be interpreted as representing an effective permittivity function. Conductivity [2] and
dielectric constant [3] may be invariants only under Galilean transformation which is excluded
from our assumptions in favor of the Lorentz transformation which dictates a transformation of the
constitutive relations in general [4].

Notice that we do not invoke the pure imaginary property of ω′ in (2), because (2) amounts to
be the Fourier transform of the impulse response of the medium and any kind of frequency con-
straints of input functions must subsequently be implemented after the final form of the permittivity
function has been established and when the responses to new inputs are considered.

2. PREDICTION OF A NEW SUPERCONDUCTIVITY-LIKE EFFECT

Using the relation σ′ = −iω′(ε′r − 1) in (2) to obtain the conductivity, one gets

σ′ =
(

bc′

c

)2 αc/(c′γ)
1− iω′αc/(c′γ)

, (3)

which can be identified as Drude’s model for electronic conduction at least when the structure of the
expression is considered. Here Γ = αc/(c′γ) takes the role of the parameter τ which is the lifetime
in Drude’s model. The interesting result of [5] is therefore the transformation of the refractive
index of a causally dispersive dielectric with absorption in the K frame (Equation (10) of Part I)
to the refractive index of a metal represented by Drude model for medium (I) when it is observed
from K ′. Indeed in the transformation process ω0 has at least formally disappeared from the new
refractive index expression. This is similar to vanishing of the restoring force mω2

0X in (2) of Part
(I) in a metal establishing that the charge can move freely.

Let us separate the real and imaginary parts of the conductivity expression in (3),

σ′ = σ′R + iσ′I =
b2c′2

c2

Γ
(ω′Γ)2 + 1

+ i
b2c′2

c2

T2ω′

(ω′Γ)2 + 1
. (4)

If the limit Γ = αc/(c′γ) → ∞ is taken σ′R will be zero everywhere except at ω′ = 0 where it is
infinite. But

b2c′2

c2

+∞∫

−∞

Γ
(ω′Γ)2 + 1

dω′ = π
b2c′2

c2
(5)

is independent of αc/(c′γ). And this area under the curve represented by σ′R is true for any value
of Γ = αc/(c′γ). It is clear that,

σ′Rs = lim
Γ→∞

b2c′2

c2

Γ
(ω′Γ)2 + 1

= π
b2c′2

c2
δ(ω′). (6a)

where δ(ω′) is the Dirac delta function. On the other hand,

σ′Is = lim
Γ→∞

b2c′2

c2

Γ2ω′

(ω′Γ)2 + 1
=

b2c′2

c2

1
ω′

. (6b)

where the subscript s represents the superconductivity-like state. Hence we have no loss in
medium (I) from infinite down to zero frequency. Furthermore because of the Dirac delta function
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the medium presents infinite conductivity at zero frequency. This is a type of superconductivity-like
effect in which the gap bandwidth extends from zero frequency to infinite frequency.

Combining (2) with (6) we can write

k′1 =
ω′

c′

√
1 + i

π

ω′
b2c′2

c2
δ(ω′)− b2c′2

c2ω′2
(7)

as the dispersion relation for medium (I) observed from K ′ in the superconductivity-like state.
It should also be pointed out that the Γ = αc/(c′γ) → ∞ condition that is required for the

supercond-uctivity-like effect, is essentially equivalent to α →∞ if it is noted that c, c′ and γ that
are involved also, are all finite quantities.

3. EQUATIONS WITH THE SAME STRUCTURE AS LONDON EQUATIONS IN A
SUPERCONDUCTOR

On the other hand ~J ′s = σ′ ~E′ by definition in a conductor and

∇′ × ~J ′s = σ′∇′ × ~E′ = −σ′
∂ ~B′

∂t′
, (8)

follows. From the non-zero everywhere imaginary part of the conductivity (see Equations (6b) and
(8), we can write

∇′ × ~J ′s = −i
b2c′2

c2

1
ω′

(
−iω′ ~B′

)
, (9)

or

∇′ × ~J ′s = −b2c′2

c2
~B′. (10)

Hence
~E′ =

c2

b2c′2
∂

∂t′
~J ′s (11)

follows from Maxwell-Faraday equation. This relation is the version of the first London equation
for the particular type of superconductivity-like effect that is predicted.

In the ω′ = 0 limit, combining (10) and the Maxwell-Ampere equation

∇′ ×B′ = µ0
~J ′s (12)

one can obtain the second London equation

∇′ ×
(
∇′ × ~B′

)
= −µ0

b2c′2

c2
~B′ = − 1

λ2
~B′,

where λ has dimensions of length, and is the penetration depth of medium (I) observed from K ′.
This depth can be written as

λ =

√
1
µ0

c2

b2c′2
. (13)

This is the distance inside the surface over which an external magnetic field is expelled out to zero.
In the bulk of medium (I) ~B′ = 0 [6] when observed from K ′.

4. DISCUSSION

In this work, the Lorentz transformed dispersion relation represented by Equation (11) in Part (I)
has been interpreted to yield a permittivity function given by Equation (2) of this paper. This
entails the permeability of medium (I) observed from K ′ to be equal to that of the permeability
observed for the same medium from K and namely that of free space. Indeed these assumptions are
commensurate with the modified (or the classical) Lorentz transformations. One can check this by
separating the permittivity given by Equation (2) into a conductivity part expressed by Equation (3)
and a relative dielectric constant part obtained from the expression ε′r − iσ

ω which will be found
to be 1. If these dielectric constant and conductivity values are used in the standard formulas for
the transformation of the electromagnetic field according to the Lorentz transformation, it will be
found that the vector fields support this splitting of the dispersion relation. This was verified on
solutions of Maxwell’s equations in K and K ′ that satisfied the boundary condition on the interface
of medium (I) with the perfectly conducting medium, medium (II).
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5. CONCLUSION

Prediction of a new superconductivity-like effect is made which is independent of temperature
but requires attainment of speed of light in vacuum by the motion of Galilean reference systems.
The laboratory frame medium must be selected as a Lorentz medium and the rest frame medium is
selected as a perfect conductor to simplify imposition of boundary conditions. The Lorentz medium
appears as a metal when observed from the rest frame for all values of relative speeds of involved
Galilean reference systems, and the same medium has a permittivity function which is similar to
that of a superconductor when these relative speeds reach speed of light in vacuum.
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Abstract— When one considers the components involved in studying the worldwide supply
and demand for agricultural products, the applications of remote sensing in general are many
and varied. The scope of the physical, biological, and technological problems facing modern
agriculture is an extremely broad one that is intimately related with worldwide problems of
population, energy, environmental quality, climate and weather. The objective of this research
was to determine maize acreage and to predict yield using SPOT images, weather data and field
collected data for crop variables. The study area is located in the Corn Belt within the State
of Sinaloa in northwestern Mexico. Sinaloa is the main producer of white maize in this country
producing around 5 million tons per year. Yield prediction relies on determining extent acreage of
the crop and on monitoring growth and developing using data on vegetation indexes (NDVI), on
leaf area indexes (LAI) and on photosynthetic active radiation (PAR). For determining acreage
and NDVI, multispectral and panchromatic scenes of SPOT-5 were processed using supervised
classification techniques. NDVI data were obtained from the visible red and infrared bands. LAI
and PAR data were gathered with canopy analyzers on 209 maize plots geo-located with GPS.
Yield prediction was done with a mathematical model as a function of planting dates considering
other relevant data such as crop genotype, crop vigor, phenological data of maize, climate and
soil. The prediction yield was produced 40 days before harvest. Results indicate that, the total
cultivated area of maize in State of Sinaloa, the agricultural cycle Fall-Winter 2011, was 383, 693
hectares, it predicted an average yield of 6.84 ton·ha−1, with a confidence interval of 95 percent,
a range of 6.58 to 7.9 ton·ha−1 and an average output of 2.6 million tons of maize grain. In
addition, we obtained an R2 of 0.68 for the NDVI and LAI variables. The prediction yield model
showed an effectiveness of 95%. This prediction of maize yields is already supporting decision
makers from the Ministry of Agriculture and farmers as well.

1. INTRODUCTION

Producers and decision makers in the rural sector require reliable information about the expected
production volumes of crops. Maize is a staple crop in Mexico, so it is important to predict yield on a
yearly basis. The state of Sinaloa is located in northwestern Mexico, it is the main producer of white
maize of this country and yields around 5 million tons per year. Production expectations in recent
agricultural cycles have been uncertain for the spring-summer cycle, with a production potential
significantly lower than in the autumn-winter cycle, primarily due to the high temperatures in this
region which occur starting in the month of March and account for a shortening of the phenological
cycle of maize. Both producers and decision makers in the rural sector require information about
the expected production volumes of maize, so it is important to predict yields on a yearly basis.

To estimate the volume of production of corn ahead of harvest, we attempted a prediction for
the 31st of May, approximately 40 days before the start of harvest, using surface data collected by
the statistics office of the Ministry of Agriculture (SIAP) and applying prediction models based on
weather and field data. The particular objective of this research was to estimate corn acreage and
yield prediction in Sinaloa, Mexico, from SPOT images and prediction models.

2. MATERIALS

In order to realize a crop forecast, an first forecast approximation used a mathematical model,
experimental data of maize yield produced by the National Institute of Research for Forestry
Agriculture and Livestock (INIFAP) in the State of Sinaloa in Mexico, data of mean yield as a
function of time of seeding for all the possible seeding dates in two agricultural cycles (spring-
summer, autumn winter) and weather data furnished by the state automated agro meteorological
stations network.

For the second and definitive maize crop volume forecast for the spring-summer cycle, surface
data determined by the SIAP office and other data from INIFAP prediction models which were fed
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with metereological information, field data, vegetation indexes derived from satellite images, leaf
area measurements from canopy analyzers, GPS and mobile map devices were used.

3. METHODS

The study area. This research was conducted in the corn belt of the State of Sinaloa, Mexico in
2011.

Determination of crop acreage. 17 multispectral and 17 panchromatic scenes of SPOT 5
were used in 2011, to determine the acreage and vegetation indexes (NDVI) for maize.

The satellite images were geometrically corrected and orthorectified; these processes were carried
out with geographic information systems tools (GIS) (Soria et al., 2010). Acreage was determined
from a supervised classification process. Normalized difference vegetation indices (NDVI) were
obtained from the visible red and infrared image bands.

Crop monitoring. For monitoring the crop, GPS and canopy analyzers were used to determine
leaf area (LAI) and PAR in 209 maize plots in the study area. The elements considered for predicting
yields were:

• Cultivated area (area by planting date and as sown by agricultural region)
• Genotype (predominant genotype, component technologies and crop vigor at the flowering

stage)
• Weather (heat units, climate scenarios and current weather conditions)
• Soil (soil texture and depth)

Prediction model. The performance prediction model used was obtained from information
based on Sown surface (by date of planting and agro-climatic region), Corn (predominant genotypes,
component technologies and health in the mature stage), Climate (climate scenarios and current
weather conditions) and Soil (texture and depth).

Yield forecast. In order to estimate ahead of harvest time the production volumes of grain for
maize (approximately 40 days ahead of the harvest date on May 31st) based on the official SIAP
data for cultivated surfaces the forecast was produced with prediction models fed mainly with
the aforementioned data of heat units, genotypes and field data. Figure 2 shows the schematized
elements considered for crop forecast in Sinaloa.

Leaf Area Indices Sampling. With canopy analyzer equipment (Accupar) Leaf Area Indices
were obtained in the flowering stage of the crop over 209 plots located over the entire state of
Sinaloa.

Figure 1: SPOT imagery used to determine the acreage of corn in Sinaloa, Mexico in 2011.
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Figure 2: Procedure used for the prediction of corn yields in Sinaloa, Mexico.
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Figure 3: Dispersion of the values of LAI and NDVI in corn plots. Sinaloa, Mexico.

Vegetation Indices. To establish the behavior of vegetation and its relation to the leaf area
indices in the flowering stage, the NDVIs were obtained from SPOT sateliite images, corresponding
to the same dates of collection of the foliar indexes on the field and over the same parcels.

Yield sampling. In order to know the degree of effectiveness of the yield and volume forecasts,
sampling of yields was performed over 209 maize plots in the physiological maturity stage. These
samplings were carried out on the same parcels where foliar area indexes in the flowering stage were
measured.

4. RESULTS AND DISCUSIONS

Leaf area indices — vegetation indices. These two indexes are directly related to plant
vigor and to crop yield. The results which were obtained for both indexes LAI (leaf area index)
and NDVI (normalized difference vegetation index) over the 209 sampled plots indicate that there
is a variation in the values of these indicators, coincident with the fact that in the agricultural
cycle Spring-Summer 2011 a bad year for agriculture and especially for maize in Sinaloa. Frost was
present in February and suspect seed quality used in reseeding procedures are a possible explanation.
Figure 3 shows a high variation in NDVI and LAI with a determination coefficient (R2) of 0.51.
This supports the conjecture thet the different genotypes introduced in Sinaloa por reseeding in
the Spring-Summer 2011 cycle were of different origin and thus different yield potential. Many ot
these seeds are not adapted to the conditions in the region. The observed relations in the values of
these variables show a high dispersion.

Yield prediction. Mathematical models obtained from experimental data which allow the
calculation of mean yield value in terms of seeding date, cultivated genotypes, heat units and
leaf area indexes were used. The yield prediction model in terms of seeding date produces a
determination coefficient of 0.83 for the seeding dated interval between November 1st and April 15.

Table 1 shows the yield prediction and expected production volumen for the Spting-Summer
agricultural cycle for the sate of Sinaloa, with a confidence interval of 95%. A cultivated surface of
383, 693 ha is shown, which is the sum of the reseeded surface of 308,580 ha and of the undamaged
surface of 75,113 ha, with an expected mean yield of 6.84 ton/ha, with a confidence interval of 95%,
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Table 1: Corn acreage, average yield prediction and expected average production volume for the agricultural
cycle PV 2011 in the State of Sinaloa.

SURFACE
(ha)

YIELD
(ton·ha−1)

CONFIDENCE
INTERVAL (95%)

(ton·ha−1 )

PRODUCTION
VOLUME (ton)

CONFIDENCE
INTERVAL (95%)

(ton·ha−1)
383,693 6.84 t·ha−1 6.58–7.09 2,624,460 2,524,924–2,721,191

and rank of 6.58 to 7.09 ton/ha, an average production value of 2.62 milliontons of grain. It is
important to mention that the mean forecasted yield may vary with a lower tendency; this due
to the effect of plagues, to deficient water management or to heat waves in the grain filling stage,
among other factors.

5. CONCLUSIONS

The prediction yield model showed an effectiveness of 95%. This prediction of maize yields in
Sinaloa, Mexico provides important support information to farmers and to decision makers within
the Ministry of Agriculture.

The low correlation between LAI and NDVI variables in maize, indicate that 2011 was a difficult
year for agriculture in the northwestern part of Mexico, due to frost in February which led to the
introduction of uncertified seeds for replanting.
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Abstract— This work is focused on a most promising device of microwave photonics — op-
toelectronic oscillator. We consider two version of its layout: based on a semiconductor laser
with an external intensity modulator using integrated Mach-Zehnder interferometer, or based
on VCSEL with its direct modulation. A comparative simulation results in OE-CAD tool of
the microwave-band optoelectronic oscillator’s spectral and phase noise characteristics and the
results of the experimental verification are highlighted and discussed.

1. INTRODUCTION

An optoelectronic oscillator (OEO) studied in this paper is a most valuable example of microwave
photonics breakthrough. As a matter of fact OEO opens up new horizons of highly stable RF
oscillators in a frequency range from hundreds of MHz to hundreds of GHz [1]. The key advantage
of an OEO in comparison with traditional RF and microwave oscillators is the higher spectral
purity achievable [2].

The state of the art for OEOs is currently considered to be a single-frequency (within the X-
band) OEO product from OEwaves Inc. with a class leading phase noise level of −163 dBc/Hz
at a 10 kHz offset from the carrier [3]. The enhanced spectral purity of an OEO’s central mode
occurs due to its well-known feature of improving with delay time, and very long delays can be easily
achieved with a nearly lossless optical fiber line extending for several kilometers. At the other hand,
OEO is able to combine successfully higher spectral purity and extremely wide frequency range of
carrier tuning within the limits of some octaves [4] that is impossible for traditional microwave
transistor oscillators.

Up-to-date in the most publications devoted to OEO a circuit arrangement with unmodulated
laser source and feedback on Mach-Zehnder external modulator has been studied. But recently a
version combined the functions of optical emitter and feedback control in one vertical cavity surface
emitting laser (VCSEL) preferred by potential low cost, power consumption, and integrability has
been also investigated [5]. Thus, there exists a need for detailed comparison of the above OEO
design approaches. Following this, below spectral and phase noise characteristics of two microwave-
band OEO layouts based on an unmodulated distributed feedback (DFB) laser and an external
Mach-Zehnder intensity modulator, or based on a direct modulated VCSEL will be researched and
compared.

2. OPTOELECTRONIC OSCILLATOR OE-CAD MODELS

The typical layout of an OEO scheme with external modulator [6] is presented in Figure 1(a).
The OEO consists of two principal sections: optical and electrical. The optical section includes
semiconductor laser module (SLM), electro-optical modulator (EOM), optical fiber line (OFL),
and photo detector module (PDM). To ensure a reliable operation of the OEO with low laser noise
levels and low loss for the optical section an optical isolator (OI) and polarization controller (PC)
are introduced into the scheme. The electrical section includes a low-noise RF amplifier (LNA),
tunable band-pass filter (BPF), power amplifier (PA), and electrical coupler (EC). The operating
principle of the OEO is based on the conversion of the continuous optical radiation energy emitted
from the SLM into periodical discrete energy bursts in the RF-band. To achieve this, the EOM
is controlled by a positive-feedback optoelectronic loop (see Figure 1(a)). A current OEO carrier
frequency in the RF band is determined by the BPF’s bandpass, while the overall energy storage
time of OEO depends on the fiber delay. By managing the fiber length and gain of the LNA and
PA one can ensure, for a given circuit, the amplitude and phase balance required for self-sustained
oscillation.
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(a) (b)

Figure 1: (a) External EOM-based and (b) VCSEL-based OEO layouts for comparison.

(a) (b)

Figure 2: (a) EOM-based and (b) VCSEL-based OEO models in VPI transmission maker OE-CAD tool.

Figure 3: Arrangement for simulating OEO’s phase noise measurement in VPI transmission maker.

The electrical section of the VCSEL-based OEO being simulated (Figure 1(b)) is similar to the
same one of OEO with external modulator. But in optical section VCSEL is modulated directly
by injection current from EC so the layout is far simpler.

Previously we worked out in detail optoelectronic computer-added design (OE-CAD) based OEO
model [4] by VPI System’s VPI Transmission Maker software tool [7], which due to considering
its self-excitation and large-signal steady-state operation modes allows simulating spectral and
phase-noise characteristics for certain schematic. A single-loop EOM-based and VCSEL-based
OEO computerized models are shown in Figures 2(a) and 2(b) correspondingly. In both cases the
simulation is performed with aperiodic boundary conditions that allow concurrent simulation of
the RF and optical elements of the OEO in object-oriented environment. Note that the library
VCSEL model based on the rate equations does not work correctly in OEO’s divergent oscillations
regime, so we substituted it for a combination of equivalent laser model and ideal optical intensity
modulator.

In the layouts of Figure 2 all the elements of Figure 1 have a specific interpretation. For example,
the SLM is represented by single-mode rate equations-based DFB laser model, the EOM is based on
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(a) (b) (c) (d)

Figure 4: (a) EOM-based OEO spectral and (b) phase noise characteristics and (c) VCSEL-based OEO
spectral and (d) phase noise simulated in VPI Transmission Maker OE-CAD.

(a) (b)

(c) (d)

Figure 5: (a) Measured EOM-based OEO spectrum and (b) phase noise characteristics and (c) VCSEL-based
spectrum and (d) phase noise characteristics.

a differential Mach-Zehnder interferometer model, VCSEL module filled with gray color is imitated
by the combination of CW DSM laser, Amplitude Modulator (AM) and Laser Driver models; OFL
is constructed by a combination of an optical attenuator and a delay line. The spectrum of the
OEO output signal exports by a spectrum analyzer library model. The specific schematic realization
for simulating in VPI Transmission Maker OEO’s phase noise characteristics in the bandwidth of
100Hz at offsets of 10 kHz, 100 kHz and 1 MHz from the carrier, is presented in Figure 3.

The simulation results of spectral and phase noises (in the bandwidth of 100Hz) characteristic
of EOM-based (a), (b) and VCSEL-based (c), (d) OEO at operation frequency near 3 GHz and
65m of OFL length are showed in Figure 4.

As it shown on Figure 4(a), EOM-based OEO output power is +5 dBm, the side-mode sup-
pression ratio is more than 45 dB. Also from Figure 4(b) the relative phase noise spectral density
of the EOM-based OEO are: S10 kHz = −120 dBc/Hz, S100 kHz = −130 dBc/Hz and S1MHz =
−139 dBc/Hz. It is clear from Figure 4(c) that VCSEL-based OEO output power is +5.5 dBm, the
side-mode suppression ratio more than 40 dB. As it depicted in Figure 4(d), the relative phase noise
spectral density of the VCSEL-based OEO are: S10 kHz = −110 dBc/Hz, S100 kHz = −125 dBc/Hz
and S1MHz = −135 dBc/Hz.
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Table 1: EOM-based vs. VCSEL-based OEO comparison.

Frequency
range (GHz)

Output
power (dBm)

Side-mode
suppression (dB)

Phase noise (dBc/Hz)
at 3GHz at offsets

10 kHz 100 kHz 1MHz
EOM-based OEO 2.5–15 9 46.5 −125 −128 −138

VSCEL-based OEO 2.5–6 7 50 −106 −116 −136

3. EXPERIMENTAL VERIFICATION

For an experimental verification of simulated results, EOM- and VCSEL-based prototypes being
in line with Figure 1’s layouts were created. The major prototype’s elements in the optical section
are: MQW DFB laser diode LDI H-DFB-1550 (1.55µm, power output up to 17 mW, RIN =
−155 dB/Hz) from IIT Inc. as SLM; LiNbO3 Mach-Zehnder optical modulator MATH-005-40
(1.55µm, typical insertion loss 4.5 dB, 3-dB bandwidth of 35 GHz) from COVEGA Inc. as EOM;
VCSEL module (1.55µm, power output up to 1 mW, RIN = −140 dB/Hz) from Beam Express,
LLC; pin-photodiode XPDV3120R (wavelength range 1480–1620 nm, responsivity 0.6A/W, 3-dB
bandwidth 75 GHz) from u2t Photonics, Inc. as PDM. For the electrical section a tunable band pass
YIG-filter (tuning range 2.5–15GHz, insertion loss 5 dB, 3-dB bandwidth 11 MHz at 2.5 GHz and
20MHz at 15 GHz) from Magneton, Inc. is used as BPF. Besides, removable sets of two microwave
amplifiers (total gain of near 50 dB, noise figure 3.5 dB) for the frequency bands 2.5–8 GHz and
8–15GHz are employed.

The examples of the experimental results of EOM-based OEO spectrum and phase noise charac-
teristics at the oscillation frequency of 3GHz are presented in Figures 5(a) and 5(b) [8]. In addition,
the VCSEL-based OEO spectrum and phase noise characteristics at the same oscillation frequency
are showed in Figures 5(c) and 5(d).

Experimental results represented in Figure 5 are closely matched with the simulation results
and confirm the feasibility of the proposed OEO models in VPI Transmission Maker software tool.

4. CONCLUSIONS

In the paper spectral and phase noise characteristics of two microwave-band OEO layouts based
on an unmodulated DFB laser and an external Mach-Zehnder intensity modulator, or based on
a direct modulated VCSEL were researched. Table 1 lists a brief parametrical comparison of the
both OEOs.

Thus, simulating and experimental investigation of two versions of the microwave-band opto-
electronic oscillator reveals that directly modulated VCSEL-based OEO, which offers a number
of obvious advantages such as integrability, low cost and power consumption, has commensurable
parameters compared to a typical external modulator-based layout excluding near-to-carrier phase
noise. We predict that most probable cause of this defect lies in an increased radiation noise of
VCSEL vs. DFB used in typical OEO layout. Another bottleneck of a VCSEL-based OEO is
the relatively limited tuning range that is referred to more narrow modulation bandwidth of the
VCSEL employed in comparison with the same of the Mach-Zehnder modulator.
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Abstract— Possibilities of the use and the results of modeling of two-dimensional photonic
crystal (PhC) spectral demultiplexer were proposed and investigated. Several spectral demul-
tiplexers/multiplexers are designed: to separate the channels with wavelengths of 1490 and
1550 nm (Passive optical network, PON); 1270 and 1310 nm (IEEE 802.3 40GBASE-LR4); 1270
and 1290 nm (IEEE 802.3 40GBASE-LR4). Proposed two-channel demultiplexers based on PhC
are designed to separate the channels with wavelengths which widely used in telecommunications.
These demultiplexers consist of circular silicon rods in rectangular lattice surrounded by air with
radius of circular is 0.2a (a — lattice constant). These devices are based on wavelength channel
splitters by using different filters. One filter with three defective rods inside it and another filter
with tapered region are placed at the T -junction. Selection of model geometric parameters is
based on the analysis of photonic band gap maps. The computations were carried out using the
Optiwave’s OptiFDTD 8 software.

1. INTRODUCTION

A photonic crystal (PhC) with photonic band gap (PBG) is a promising candidate as a platform
to construct devices with dimensions of several wavelengths for future photonic integrated circuits.
PhCs are particularly interesting in all-optical systems to transmission and processing information
due to the effect of light localization in the defect region of the periodic structure [1]. Because PBG
structures allow strong control over the light propagation, some of the most exciting applications
of these structures are based on the functionalities through the incorporation of defects in periodic
lattice leading to the design of PhC heterostructure-based PBG waveguides and devices [2]. Defects
influence on the PhC photonic band structure that can result in the flow or confinement of light
along particular pathways in the crystal. Moreover, PBGs in these structures are polarization
sensitive. These properties of PhC structures have been used to design various passive optical
components, such as splitters [3], multiplexers, demultiplexers, polarizers [4], time delays [5], and
so on. Two-dimensional (2D) PhC is most suitable for such devices creating. Currently dielectric
rods in air and membrane are two basic types of PhC. In this paper the first PhC type was used
as more suitable for proposed below structure of the spectral filters.

At present, it’s known a series of publications on modeling two-dimensional PhC spectral filters
and demultiplexers. In particular, in [6] were presented the simulation results of the fiber-optic
transmission systems (FOTS) demultiplexer with WWDM (wide wavelength-division multiplex-
ing) for wavelength separating of 1310 and 1550 nm. PhC structure based on the set of silicon
rods/pillars and made on a quartz substrate. To form the broadband filters were used rods with
different radii (defects). Later this approach was developed in [1, 7]. Moreover, in [8] presented a
model of so-called triplexer with reflector for working wavelengths of 1310, 1490 and 1550 nm. The
total size of such device was only 16 × 20 microns. The rods material was InGaAsP. The effect
of spectral channel separation was carried out by the addition of defects with different radii and
refractive index (material of defective rods was Si3N4). Although in [8] were obtained a good result
in the channel separation, the use of several materials complicates the technological process of the
demultiplexer fabrication. Also the considerable interest is to study the possibility of using filters
with a smaller spacing between the optical carriers, such as FOTS on IEEE 802.3 standard.

In view of the foregoing, in this article we propose and investigate PhC demultiplexers for
separation optical channels, in which by introducing defects in a strictly periodic structure, as well
as by changing the parameters of the elements, the conditions for the selective radiation distribution
are created. This device consists of silicon rods surrounded by air, and can operate at a difference
between the operating wavelengths below 100 nm (60 nm, 40 nm and 20 nm). The total size of
such devices is less than 10× 10 microns. Also we discussed the possibility of using 2D PhC as a
polarizer.
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2. MODEL CALCULATIONS AND RESULTS

2.1. Photonic Crystal Demultiplexer
Infinite, strictly periodic structure of the photonic crystal is characterized by photonic band gap,
which depends on the ratio of the refractive indices of the elements and ground substance, as
well as the geometric parameters of the structure. Due to creating a device through changing the
structure, we break the strict periodicity, which forms the field with a modified photonic band
gap [7]. So spectral filters of optical range based on the 2D PBG structure can be created by the
correct selection of geometrical and physical parameters.

Figure 1 shows the structure of the demultiplexer comprising two ways to filter out. T-shaped
waveguide is formed by removing the corresponding row of dielectric rods. First filter is formed by
introducing three additional defects with smaller radii in the PhC waveguide. Radius of the defect
is selected on the basis of analysis of photonic bandgap map. To select values of the rods radii is
necessary so that at a certain radius r both operating frequencies were within the band gap, that
corresponds to PhC waveguide channel, and at another value of the radius rdef only one frequency
fell into photonic band gap, that corresponds to a PhC bandpass filter. This filter are broadband
(∼ 100 nm at 3 dB) and cannot be used in case of a small difference in the working wavelengths.
Therefore, it is necessary to use an additional mechanism for spectral limiting.

Figure 1: Schematic diagram of the optical Demultiplexer/Multiplexer based on a PhC waveguide.

Figure 2: PhC demultiplexers for different wavelength ranges.
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Table 1: Loss values for all three devices in both outputs.

Device A Device B Device C
1490 nm 1550 nm 1270 nm 1310 nm 1270 nm 1290 nm

Output 1 14 dB 4dB 14 dB 6dB 10 dB 4dB
Output 2 2 dB 16 dB 2dB 13.5 dB 4dB 12 dB

(a)

(b)

Figure 3: Results of FDTD simulation of wavelength channel splitting for (a) device B and (b) device C.

Second filter is formed by tapered region. With reducing of the PhC waveguide transverse
dimension the operational wavelength shifts to shorter wavelength. For example, at a certain
transverse dimension of the waveguide channel wavelength λ1 = 1550 nm cannot spread it, while
the λ2 = 1490 nm will pass without significant attenuation. Thus, the narrower waveguide will
be distributed to smaller wavelengths. The use of additional ways to filter can reduce losses and
significantly improve the results for one of the operational wavelength.

Figure 2 shows the topology of demultiplexers for different telecommunication wavelength ranges.
Device A designed for passive optical network PON; devices B and C designed for IEEE 802.3
40GBASE-LR4 [9]. All values of geometrical and physical parameters are presented on the figure.
These devices are modeled on the basis of the above principles for spectral filtering.

The obtained results of computer simulation are shown in Fig. 3 and Table 1. Table 1 lists
the numerical values of the output isolation of all three devices being considered. As can be seen
from the table, the smaller spacing between the working wavelength, the more difficult to carry out
spectral separation. This is primarily due to the broad-band of the first filter.

A similar modeling was carried out for a range of wavelengths 1510, 1530, 1550 and 1570 nm
(ITU-T Rec. G.695). The model is based on the same principles for constructing photonic crystal
filter, but for the channels separation of 20 nm. The simulation results were obtained of the same
order as above (for 1270, 1290, 1310 and 1330 nm).

2.2. Photonic Crystal Polarizer

To form a polarizer, 2D PhC must have an overlapping band gap for both polarizations (complete
band gap) and be easier to fabricate. TM band gaps are favored in a lattice of isolated high-ε (ε
— dielectric constant) regions, and TE band gaps are favored in a connected lattice. For complete
band gap is necessary to arrange a photonic crystal with both isolated spots and connected regions
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Figure 4: Schematic diagram of the PBG polarizer.

(a) (b)

Figure 5: Snapshot of the PhC polarizer at 1.33 µm (a) for TM mode and (b) for TE mode.

of dielectric material. So it must be 2D PhC with high-ε regions that are both practically isolated
and linked by narrow veins. In the case of triangular lattice of air columns: if the radius of the
columns is large enough (0.95a), the spots between columns look like localized regions of high-ε
material, which are connected (through a narrow squeeze between columns) to adjacent spots [10].
Thus, this structure has very thin dielectric veins of width 0.05a between the air columns. In fact,
to fabricate such a structure is relatively difficult procedure. Another solution of this problem is
to use a honeycomb structure. The gap map for this structure is of much larger extent than the
complete PBG of the triangular lattice and the production of such 2D lattices less formidable.

To design a PBG polarizer, we consider 2D PhC structure composed of a honeycomb lattice of
Si rods in air. Principles of modeling of the polarization filter are completely analogous to given
above modeling principles of the first type spectral filter. Polarizing filter is based on introduction
of additional defect rods in the PhC waveguide. The values of the radii of defects are selected from
the analysis of a complete photonic band gap (investigate the variation of PBGs by changing the
radius of defect rods in the linear defect waveguide using the PWE method). For example [2], for
operating wavelength of 1.55µm values of geometrical and physical parameters are: lattice constant
a = 0.885µm, rod radius r = 0.24a, the radius of the defect rods r1 = 0.08a (supports only TE
modes but exhibits a PBG for TM mode) and r2 = 0.32a (supports only TM modes but exhibits
a PBG for TE mode).

Thus it is possible to select the necessary geometric parameters (lattice constant, basic and
defect radii) for a polarizer operating at any wavelength. Fig. 4 shows the scheme of the polarizer
operating at a wavelength of 1.33µm for blocked of TM-mode. Fig. 5 shows results of FDTD
simulation for 1.33µm PhC polarizer.

3. CONCLUSIONS

A new topology of a spectral demultiplexer based on 2D PhC with the formation of which one
arm of the T-splitter is realized by means of tapered waveguide channel, which allowed an interval
of operating wavelengths of 60 nm, 40 nm and 20 nm. The entire structure was made of Si on a
substrate of SiO2, which provides relatively simple manufacturing process and the possibility of
using these devices as part of standard optoelectronic integrated circuit. The obtained lower values
of isolation between the arms in comparison with known results [1, 7, 8] explained by the use of
homogeneous material (as opposed to [8]) and a narrow spectral interval (as opposed to [1, 7]).
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The design of the PhC polarizer by utilizing the complete PBGs was also discussed. Modeling
of polarizer for the required wavelength is carried out following proper selection of radius values of
the defects.

The dimension of the PhC polarizers and demultiplexers lies in the microscale range leading to
the design of ultra-compact passive components. Our future work aims to increase insulation and
reduce losses in the proposed devices by further modification of the structure topology.
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Abstract— We demonstrate an experimental study of the influence of the Semiconductor
Optical Amplifier (SOA) interaction length on the four-wave mixing (FWM) efficiency. We
furthermore propose and demonstrate a simple set-up for a frequency-tunable (up to 50 GHz)
photonic microwave generator using nonlinearities in a Mach-Zehnder modulator (MZM) and
the four-wave mixing (FWM) effect in an ultra-long semiconductor optical amplifier (UL-SOA).
The operation principle of the photonic microwave generator is based on an external modulation
scheme using a low phase noise local oscillator (LO) source to multiply the LO frequency in the
optical domain. We experimentally characterized the influence of the SOA interaction length
on the FWM efficiency using three types of SOAs, as well as, the overall Radio Frequency
(RF) conversion efficiency at the different achieved multiplication levels to identify the optimal
operation conditions for the SOA. Using a low frequency reference LO source fixed at 4 GHz, the
generation of a tunable and low phase noise millimeter-wave (mm-wave) signal up to 50 GHz was
demonstrated.
A maximum achievable multiplication factor (N) of twelve-times the LO frequency, 48 GHz, has
been achieved resulting from the nonlinear behavior of the MZM and the UL-SOA. Additional
phase noise measurements were performed for the fundamental LO frequency as well as of the
generated mm-wave signal with a multiplication factor of N = 8. Those measurements revealed
a phase noise level of −96 dBc/Hz and −78 dBc/Hz at 10 kHz offset from the carrier, respectively.
By using novel high-output power double-mushroom PDs, output power levels up to about 0 dBm
have been achieved.

1. INTRODUCTION

The concept of generating millimeter-wave (mm-wave) signal by optical means is an interesting
alternative for providing frequency tunable and low phase noise continuous-wave (cw) signals. Such
a photonic local oscillator (LO) would exhibits a number of unique features when compared to a
purely electronic LO including wide frequency tunability, and broadband modulation capabilities
as well as possibility of low-loss mm-wave signal transport via optical fiber. Several applications
including broadband wireless links, radar systems, and earth-observation sensors would benefit
from cost-effective photonic sources for low phase noise mm-wave cw signal generation.

Recently, several approaches for generating cw mm-wave signal by optical means were reported.
One of the favorable approaches employs optical heterodyning of two optical waves with different
frequencies in a high-frequency photodetector (PD), but is mainly limited by the bandwidth of
the used PD and produces a signal with poor phase noise performances as long as the phases of
the two optical waves are not locked to each other. Locking the phase of two optical waves using
some techniques [1], improves the signal’s phase noise but also increase system complexity. Another
quite straight forward technique utilizes direct high speed external optical modulation using e.g., an
Mach-Zehnder modulators (MZM) or an electro-absorption modulators (EAM). However, because
of the bandwidth limitation of state-of-the-art external modulators (typically limited at around
50GHz), photonic generation of frequencies higher than 80 GHz using double-sideband modulation
presents a challenge [1].

To overcome these bandwidth limitations, several schemes have been demonstrated and proposed
to achieve frequency multiplication [2], but the key limitation is the requirement of an ultra-narrow-
band optical filter to remove undesired optical side-bands which significantly increases system
complexity and cost. Recently in [3], we demonstrated a novel concept for a frequency tunable
photonic synthesizer based upon exploiting nonlinear optical modulation in an MZM and four wave
mixing in an SOA which does not require a narrow-band amplifier. In [3], we already demonstrated
50GHz band operation with an eight times optical multiplication of the LO frequency.

In this paper, we present a low phase noise up to 50GHz photonic synthesizer based upon
external modulation in conjunction with the FWM effect in an UL-SOA. This technique achieves
an optical multiplication factor of N = 12. Furthermore, low phase noise operation at a frequency
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8-times the LO frequency showing a phase noise level of −78 dBc/Hz at 10 kHz offset from the
carrier has been shown.

2. ULTRA-LONG SEMICONDUCTOR OPTICAL AMPLIFIERS (UL-SOAS)

Recently, novel ultra-long SOAs have been developed that are highly nonlinear, due to intra-band
effects such as carrier heating (CH) and spectral hole burning (SHB), and these characteristics
result in a high FWM efficiency [4]. In contrast to short SOAs, ultra-long-SOAs can be considered
as comprising of two sections: a linear amplifying section and a nonlinear saturated section. The
amplifying section has the same properties as a short SOA while in the lumped 3rd order nonlinear
section, the carrier density is clamped to the net transparency level because of the high optical
power after the amplifying section. Therefore, fast nonlinear intra-band effects can influence the
signals and are expected to strongly interact with the original signals and thus UL-SOAs should
exhibit tremendous four-wave mixing efficiency.

To identify optimal operation conditions for application on generation of optical millimeter-
waves, experimental studies with respect to their nonlinearities are necessary.

3. EXPERIMENTAL SETUP AND RESULTS

The basic configuration of the photonic synthesizer is shown in Figure 1.
For the experimental characterization of the SOA’s, we performed experiments using three

different types of SOAs: An SOA with 1 mm interaction length (SOA-1mm), one SOA with 2 mm
interaction length (SOA-2mm) and another SOA with an interaction length larger than 2 mm
(SOA > 2mm).

At first, the influence of the SOA’s interaction length on the FWM efficiency was characterized
using the setup shown in Figure 1 that includes a 1550 nm DFB laser source (LD) with a subsequent
EDFA and polarization controller. An MZM biased at Vπ used for generating a double side band
optical signal with a suppressed carrier (DSB-SC) and driven by a Local Oscillator (LO) fixed
to 4GHz, an additional Erbium Doped Fiber Amplifier (EDFA) precedes the SOA to obtain the
required optical input power necessary for operating the UL-SOA in the non-linear regime, a Single
Mode Fiber (SMF), as the saturation optical output power of the SOAs were too high for the photo
detector PD (+8 dBm maximum), an optical attenuator (ATT) was used to limit the optical input
power to PD to ∼ 5 dBm, corresponding to a photocurrent of ∼ 2 mA, and a U2t photonics 50 GHz
Photo Detector with responsivity @1550 nm of 0.65 A/W. The optical double-sideband signal was
applied for all SOAs and after detection by a PD at an optical input power of 5 dBm, the electrical
RF power of the optically multiplied higher-order frequency components were measured using an
electrical spectrum analyzer (ESA). For the measurements, the SOA’s optical input power was fixed
to +8 dBm (saturation conditions).

We can see from Figure 2, for example, for a multiplication factor of N = 8 (eight times the
LO frequency), the results show that the SOA with the longest interaction length (SOA > 2mm)
presented the best performance as expected, confirming that the nonlinearity increases with the
device length. The power of the mm-wave generated is limited by the maximum optical input
power of the used PD that is around +8dBm, however by using novel high-output power double-
mushroom PDs, output power levels up to about 0 dBm have been achieved [5]. The maximum
achievable multiplication factor was also analyzed. Here, the MZM was driven at high LO power
(+18 dBm) to achieve the maximum multiplication level possible, and biased at Vπ.

Figure 1: Photonic MW synthesizer to generate a MW frequency N -times the reference frequency of the LO.
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As can be observed from Figure 3, efficient optical 12 times multiplication was achieved due to
the nonlinear behavior of the UL-SOA. For the system operating without SOA only a multiplication
factor of N = 4 has been achieved. Although twelve times optical multiplication is possible, as it
was found experimentally, the conversion efficiency was improved by ∼ 4 dB when using N = 8
instead of N = 12.

RF conversion efficiency as a function of the LO drive power was analyzed for three different
multiplication levels, N = 4, N = 8 and N = 12, using the SOA > 2mm that presented better
performance, for identifying optimal operating conditions for the SOA. The LO frequency was fixed
to 4 GHz and SOA in saturation conditions.

The Figure 4 illustrates that a multiplication of N = 12 has been achieved due to the nonlinear
behavior of the SOA with an RF conversion efficiency at about −50 dB for the LO drive power
from 8 to 12 dBm, showing the best operation point for this SOA.

Additional Phase noise measurements were performed for the fundamental LO frequency as well
as for the generated MW signals with a multiplication factor of N = 4 and N = 8. Furthermore,
the corresponding measurement noise floor for the different MW signals has also been measured.
Based upon the theory, the phase noise for a multiplication factor of N = 4 and N = 8 should
increase by 12 and 18 dB, respectively.

As can be seen from Figure 5, the phase noise performance degrades as expected, revealing
phase noise levels of −96 dBc/Hz for LO frequency, and −78 dBc/Hz for N = 8 at 10 kHz offset
from the carrier, respectively. At high offset frequencies, the measurement noise floor limits the
measurement of the phase noise. Thus it is no surprise that the phase noise of the generated MW
signals (at both low and high offset frequencies) demonstrates the same behavior as the LO signal,
but with their corresponding degradation.

Figure 2: SOA interaction length influence on the
FWM efficiency.

Figure 3: Maximum multiplication factor with high
LO drive power.

Figure 4: RF conversion efficiency. Figure 5: Phase noise measurements of the LO signal
and the 4- and 8-times multiplied MW signal.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 1151

4. CONCLUSIONS

We could prove that the nonlinearity of the UL-SOA increase with length and we achieved a
significant conversion efficiency improvement due to nonlinearity FWM in UL-SOA and the optical
scheme using one MZM and a subsequent UL-SOA proved capable of generating low noise MW
signals and the concept employing MZM and FWM in UL-SOA allows very high, up to at least 12
times optical multiplication level.
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Abstract— Recently we revisited some of the questions frequently asked about the “size” of
a photon and whether there is a satisfactory understanding of the absorption and emission of
photons by atomic transitions. Adopting a dipolar model, one can draw analogies between the
electromagnetic response of an atom and that of a sub-wavelength sized antenna, provided the
constraints of quantum theory are included. By considering a photon as a unit of exchange of
energy and momentum with an atom, we obtain some interesting and deeper insights.

1. INTRODUCTION

When discussing the absorption and emission of light by atomic transitions, it is customary to
consider sizes such as the Bohr radius, the classical radius of an electron and the Compton wave-
length. Whether light is absorbed or not is usually described by a vague concept we refer to as an
interaction cross-section. For incident light of a given frequency, its effective wavelength in close
proximity to the atom is held as a good measure of this cross-section. However, it is important
to recognize the fundamental distinction between waves and particles. Strictly speaking particles
all have potentials, including Yukawa potentials, and these have a r−1 singularity. This singularity
defines them to be reasonably well localized in some region of space which we depict as somewhat
fuzzy based on Heisenberg’s uncertainly principle. Waves have no mass but do transfer energy and
momentum and we fully appreciate that this transfer or exchange of energy and momentum takes
place in quantized units. Waves are not described in terms of being localized in space, and indeed,
the only meaningful quantity one can usefully exploit in our models is an intensity operator which
has the dimensions of some number of photons per unit volume. Simple optical experiments lead us
to accept that electromagnetic waves are somewhat delocalized and our ignorance of their propa-
gation path results in phenomena such as Young’s interference patterns and coherent wavefunction
phenomena such as entanglement. Nevertheless, even while we might describe low light levels by
plane waves, strong interactions with particles occur. A plane wave expanded into a series of spher-
ical Hankel functions of the second kind, gives us some transitory spatial localization of the wave’s
energy and momentum in space and time, but a physical process predisposing that choice of basis
set remains elusive. We are more comfortable envisioning plane waves incident on boundaries that
are locally flat (on the scale of the wavelength) but should not forget that any real boundary is made
of agglomerations of atoms, more or less strongly coupled to each other, each of which we are happy
to assume plays a role in the total electromagnetic response. We therefore consider justified in more
carefully examining the interaction of an electromagnetic wave with a single atom. We can identify
an interface between two piece-wise analytic regions associated with an atom, one inside and one
outside of some interaction volume. In the same way as one would model a simple dipole antenna,
we circumscribe the physical antenna and consider the possible response of dipole and higher order
multipoles confined to that volume. We then match wave functions and their derivatives at the
interface, which in turn create reflections and lead to confinement. Such a physical process is not
instantaneous and takes time. Trapping with an increasingly high Q, is well understood to be the
case for increasingly small antennas, [1]. Indeed Stuart and Pidwebetsky build on earlier work and
give a model for extremely high polarizabilities and hence high Q-factors, is the region including
the antenna has a negative permittivity [1]. In the case of an atomic transition, one has a number
of electrons which will each be affected by the electric and magnetic fields of an incident wave in
a very complex fashion. The interaction with this plasma may usually be considered to be weak
because of the relatively long wavelength of the light compared to the interaction volume. However,
if that volume exhibits a resonant behavior with the specific frequency or effective wavelength of
the light inside the interaction volume, then a strong interaction can build up over time, which
might be many millions of periods. When the volume’s plasma frequency equals the atomic tran-
sition frequency, strong interactions with particles occur. A plane wave expanded into a series of
spherical Hankel functions of the second kind, gives us some transitory spatial localization of the
wave’s energy and momentum in space and time, but a physical process predisposing that choice of
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basis set remains elusive. We are more comfortable envisioning plane waves incident on boundaries
that are locally flat (on the scale of the wavelength) but should not forget that any real boundary
is made of agglomerations of atoms, more or less strongly coupled to each other, each of which we
assume plays a role in the total electromagnetic response. We therefore consider justified in more
carefully examining the interaction of an electromagnetic wave with a single atom. We can identify
an interface between two piece-wise analytic regions associated with an atom, one inside and one
outside of some interaction volume. In the same way as one would model a simple dipole antenna,
we circumscribe the physical antenna and consider the possible response of dipole and higher order
multipoles confined to that volume. We then match wave functions and their derivatives at the
interface, which in turn create reflections and lead to confinement. Such a physical process is not
instantaneous and takes time.

To summarize this section, whenever particles such as atoms interact with waves, we recognize
that there are r−1 singularities to be dealt with involving the interaction of Schrodinger waves for
the electrons and protons with light and its component electric and magnetic fields [2]. Coupling
between the electrons and spatial modes of the incident field are inevitable. We note that the
interaction of two electrons separated by ∆d and emitting a photon can be estimated using the
uncertainty relationship, ∆d∆k = 1. Consequently the ratio of the interaction energy to the photon
energy (e2/∆d)/~∆ω = e2/~(∆ω/∆k) = e2/~c = α, the fine structure constant, which describes
the Coulomb interaction of a particle with photon. We argue that one cannot state that one has
detected a single photon, until after reaching a build-up time, QT , where T is the period of the
light and Q, the quality factor. For convenience, we next consider the simplest atomic interaction
volume, which is a H atom.

2. THE HYDROGEN ATOM

We know interaction parameters very accurately for the H-atom, and taking the 1S-2P transition,
~ω = 10.2 eV with λ = 1.215 × 10−7 m. The relaxation time (due to spontaneous emission) is
τ = 1.6× 10−9 s and the period of the wave T = 4.05× 10−16 s, giving Q = τ/T = 2.5× 107. This
is an exceptionally large Q and as far as we are aware, only a superconducting cavity can reach
such a high Q value at low frequency. We are dealing with the incident light being trapped for
more than 107 cycles of the optical field which in turn necessarily results in a very high degree of
interaction between a single H-atom and light. H-atom and light. Let us start with the dielectric
function for Lorentz model of resonant interaction between dipoles and light

ε(ω) = 1 + (ω2
es)/

[
ω2

0 − ω2 − iγω
]

with ωes expressed in terms of the plasma frequency ω2
p = ne2/mε0, in which n is replaced by a

single dipole per unit volume of 4πa3/3, with a being the radius to be determined for a high overall
gain. In essence, a single atom (a dipole) interacting with an electromagnetic wave defines a volume
of interaction. The gain factor Q = ω0τ for a resonant system with τ = 1/γ, the lifetime. Taking
the 1s-2p transition of an H-atom with ω0 = 1.55×1016 s−1 and the lifetime τ = 1.6×10−9 s, giving
Q = 2.48 × 107, 25 million cycles represent the long build-up time involved with the interaction
of a single atom with light. The remarkable feature of a single atom interacting with even very
low intensities of background radiation is that it describes a resonating system with such a high
Q. We note that resonators with much higher values of Q are known, such as the Q of 2 × 1011

in a system using 133Ce which is available commercially. Equating ω2
es = ω2

0, the radius of the
spherical interaction volume to be a = 0.6Å, somewhat larger than the Bohr radius at 0.53Å.
Following Fitzpatrick [3], using the dipole moment d = 0.632× 10−29 the background electric field,
E = ~γ/d = 1.05×104 V/m, we can obtain the electric field for the dipole transition between 1s-2p
at resonance is E1s-2p = Q1/2E = 5.15×107 V/m, far lower than the Rydberg field is 5.14×1011 V/m.
We must realize the meaning of such high Q with reference to response and sensitivity. Detectors
with high sensitivity, favor a high-Q system. However, in electronic applications, a Q over one
million is too slow, for example, an atomic system is too slow compared to a solid state system.

The field builds up during these millions of cycles and one can calculate that after build up,
the electric field of spontaneous emission is given by 5 × 107 V/m. In a given light field at the
resonant frequency, the Rabi flopping between two eigenstates occurs at the Rabi frequency. With
a relentless flux of light incident on our H atom, the Rabi frequency represents a fundamentally
limited response determined by the properties of the high-Q cavity defined by the interaction
volume. During trapping, one has a trapped oscillating electrostatic field similar to evanescent
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modes which dominate when the radius of the volume is a lot less than the wavelength. Returning
to Chu’s high Q ∼ (kd)−3 factor for very small antennas [4], we can estimate d for the H-atom.
Adopting the classical Lorentz model, and assuming one dipole within our interaction volume,
a high gain or Q at the resonant frequency, chosen to be that of the 1S-2P transition, leads to
d = 0.6Å. This is to be expected as the field trapping takes place and it is smaller than the 2P
orbital, but slightly larger than the Bohr radius. The Q factor for a small antenna is 3.4 × 107

which is within 30% of that observed.
In Fig. 1, we have plotted the typical real and imaginary parts of the dielectric function, ε1

and ε2 using the Lorentz model. Note that at the resonant frequency, ε2 reaches the maximum
value of Q and the FWHM at Q/2 as expected, while ε1 reaches ±Q/2 as shown. Fig. 2 shows
what happens as the resonance bandwidth narrows. However, it is important to recognize that
dielectric functions, as for any constitutive relationships, are defined assuming the random phase
approximation (RPA) is applicable. The RPA requires situations where statistical averaging can
be both physically justified and dominates as it does for solids having structures with translational
symmetry, or liquids and gases. Obviously such an assumption does not apply to a single atom,
nevertheless, our model relies on the principle that within the space-time of the interaction between
light and the atom, it is indeed possible to consider the concept of constitutive relationships.

3. BOUNDARY CONDITION FOR HIGH-Q SYSTEM

Second order partial differential equations require two conditions to be matched over the boundary
separating two analytic regions, allowing the unique specification of two constants for the two
solutions. Let us discuss what sort of boundary conditions may be defined between a plane wave
interacting with the field of an isolated emitter or absorber, represented by an atom, a molecule,
or even a finite region of space-time. Such considerations are important for a number of situations,
for example, a dipole antenna interacting with an incident wave, or emitting radiation into space
all around the dipole. Let us create a model applicable to the case whenever the single atom, or
molecule, or a single electron, is interacting with an electromagnetic plane wave. Let us take a plane
wave interacting with a singular field such as the Coulomb field having a point singularity. Surely at
a distance far from the point singularity, the far field of a single electron is almost indistinguishable
from a plane wave. Whereas at very close distances, it would require the expansion of the plane
wave into spherical harmonics to describe the interaction. In a radiation field when r À λ, we know
that we may neglect higher order poles. However, for r ¿ λ, the action is all controlled by the
term involving (ka)3, the origin of Chu’s formula for high Q [4]. When ka ¿ 1, interaction feeding
back to the incident wave is minuscule for a single site. Therefore, in a typical solid, Avogadro’s
number helps to promote the interaction. When such a large number of interactions is averaged
over a close range, phase coherence is lost because phonons are the major culprits in destroying
phase coherence typically in times shorter than 10−14 s. This fact justifies the use of RPA for the
description of the dielectric function. However, with a single atom interacting with light, when

(a) (b)

Figure 1: (a) The imaginary and (b) real parts of the Lorentz model oscillator for the spectral dependence
of the permittivity. The imaginary part rises to a value of Q at resonance, which the real part extends to
±Q/2 as shown.
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Figure 2: As the resonance bandwidth narrows, Q increases as illustrated in these plots of the real part of
the permittivity.

ka ¿ 1, the interaction between a wave and a single atom is weak and we need to wait for a very
long time for the transfer of energy to reach a significant value. This is the reason why, formally,
boundary conditions can only come into play after millions of cycles, because of the very slow build-
up. For this reason, a high Q system only manifests itself in situations having where a single atom
interacts with an incident wave. More importantly, we recognize that RPA is not applicable, and
therefore, any devices having the same sort of logic cannot be made into a laser-like device. Rather,
a high nonlinear interaction must be present for in-phase interaction in order to generate a useful
device. Lastly, we may ask where is the origin of line broadening. By definition, line broadening
implies nonlinearity to generate frequency components not present in the incident wave. Therefore,
the very presence of line broadening is the result of nonlinear interaction. High Q is therefore a
testament to a very weak interaction, but nonlinear in nature, channeling part of the incident wave
into frequencies not originally present.

4. CONCLUSIONS

The mechanism of the trapping of an incident electromagnetic wave’s energy by an atom, is argued
here to be quite similar to that for a small antenna. The Lorentz oscillator model for an atomic
resonance and for an antenna that is much smaller than a wavelength both leads to similar estimates
for the Q of an atom. We illustrated this for the special case of the 1s-2p transition of a H-
atom. One can expect that for atoms with large atomic numbers, the number of electrons in the
interaction volume will increase and their various wavefunctions will predispose them to a much
more complicated set of coupling phenomena with the spherical Hankel (or other choice) basis
functions representing the incident electromagnetic wave. The same mechanism will be at play
however, namely the transfer of energy into the interaction volume over some millions of cycles of
the electromagnetic wave until the local electric field equals that of a eigenstate. At that moment, a
rapid emission of a quantized packet of energy ~ω with an unpredictable momentum ~k will occur.
In high intensity fields, one can expect coherent emission at the Rabi frequency.
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Abstract—In this study a known waveguide consisting of fifteen gold cubic nanoparticles is
examined using 3D FDTD method with Drude model and auxiliary differential method. The
magnitude of transmission rate to the end point of the waveguide is managed to be increased
by using total fourteen particles without changing the length of the chain by just removing the
4th particle, where all the other parameters are unchanged. By not deploying 4th particle there
became two separate chain which enlightened by single gauss laser beam at the same time and this
effect makes surface plasmon polarizations boosted twice like a cascade amplifier. In addition to
one removal, two and three removal of particles at a time is studied and their spectral transmission
rate characteristics are given as a communication coding or data storage information placement
location.

1. INTRODUCTION

In recent years, plasmonics has attracted a great deal of attention due to its important potential
toward applications in sensing, medical imaging, and information processing. This branch of pho-
tonics develops new concepts to confine light beyond the diffraction limit and enhance the electro-
magnetic field at the nanoscale. The synthesis and fabrication of disperse noble metal nanoparticles
with a variety of shapes, from cubes to spheres and branched multipods. Energy transport in or-
dered arrays of closely spaced noble metal nanoparticles plasmon waveguides relies on near-field
coupling between surface plasmon-polariton modes of neighboring particles [1]. This type of guiding
due to near-field coupling was demonstrated experimentally in macroscopic structures operating in
the microwave regime [2]. At the submicron scale, a theoretical analysis of plasmon waveguides
was done using a point-dipole model in [3, 4].

The chain consists of fifteen gold dots with a square base (l× l = 100×100 nm2) and 40 nm high
is modeled in [5] and spectral transmission rates are given for the 600 nm–800 nm wavelength range
for three different spacing distance between nanodots. Moreover the behavior of the transmittance
spectrum of a chain against its length has been demonstrated in a previously published work [6],
where the length of the chain was changed by controlling the number of metallic dots and letting
the others parameters unchanged. So that it is shown that the position and the shape of the narrow
band in the transmission rate spectrum do not depend on the length of the chain and only the mean
value of the transmittance is modified with the varying of the chain’s length.

In this work the chain of metallic nanoparticles studied in [5] is obtained and developed by using
3D FDTD technique [7] with drude model and auxiliary differential method [8]. For the disper-
sive properties of the gold, Drude parameters are chosen like εb = 10.48, wp = 1.3755e16 ve γ =
1.177e14 [9]. Waveguide is enlightened with Gaussian laser beam as in [5] and its formulations are
obtained from [10].

2. ENHANCED TRANSMISSION

Schematic structure of original structure modeled in [5] is shown in Figure 1(a). This structure
consists of fifteen cubic particles with height h = 40 nm and 100 × 100 nm2 cross section area.
The nanoparticles are gold metallic sorted cubes of length and height smaller than the incident
wavelength along the x axis.

It is aimed to determine the propagation conditions of a local excitation along the nanoparti-
cles waveguide by computing the near-field distribution above the chain when one end is locally
illuminated by a focused gaussian beam. The chain lies on a glass substrate (ε1 = 2.25) and is
surrounded by air (ε2 = 1). The illumination light is a Gaussian laser beam focused at its input
end. The beam waist is set to WO = 1.5µm and the electric field polarization is aligned along the
x-axis.

To visualize the guiding efficiency of the waveguide chain, a study of the near-field optical
transmittance versus the incident wavelength λ of the excitation beam is carried out. The spectra
have been plotted for wavelength range from 600 nm to 800 nm. Results of the 3D FDTD simulations
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(a) 

 

(b) 

 

(c) 

Figure 1: (a) 3D image of waveguide chain. (b) Original structure consists of fifteen particles spaced 50 nm
apart from each other [5]. (c) Proposed structure consists of total 14 particles (only 4th of them are removed),
total length of the chain and all other parameters unchanged.

for both original structure in Figure 1(b) and proposed structure in Figure 1(b) are depicted
Figure 1(c). The near-field optical transmittance can be defined by the dimensionless quantity

T (λ) =
Ioutput

Iinput
=
|E(Routput, λ)|2
|E(Rinput, λ)|2 (1)

Here E(Routput, λ) represents the electric field computed at the chain exit (Routput) and E(Rinput,
λ) the incident electric field computed at Rinput in the absence of the chain. The position of the
vector Rinput has been placed at the center of the enter side of the waveguide while the output
observation point Routput has been shifted of 100 nm from its exit side.

As seen at Figure 2, proposed structure has the same transmission band character as original
structure’s but new structure’s transmission rate magnitude has a gain approximately twice the
original structure’s magnitude. It can be said that by just removing 4th particle and remaining
all other things especially length of the chain unchanged, the amount of the energy transported
to the end of the chain can be boosted efficiently without effecting spectral transmission band
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Figure 2: Spectral transmission rates of original structure consists of fifteen particles [5] and proposed
structure consists of total 14 particles (only 4th removed, total length of the chain and all other parameters
unchanged.)
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Figure 3: Spectral transmission rate of (a) one particle removed structures, (b) two particles removed
structures, (c) three particles removing structures.

properties. Laser waist radius is 750 nm and so that it can enlighten first seven particles adequately
when 4th particle is removed there became two separate chains (particles 1, 2, 3 and particles
5, 6, 7, ..., 15). Both chains’ total lengths are so enough that they can produce their own surface
plasmon polarizations and these SPP’s are efficiently coupled and transmitted to the output point
by particles.

3. SPECTRAL CODING PATTERNS

In addition to above structure (removing 4th particle), one particle removed: 8th and 13th; two
particle removed: 4th–6th, 7th–9th and 11th–13th; three particle removed: 4th–6th–8th and 9th–
11th 13th totally eight structures are simulated. In Figure 3(a) spectral transmission rate of one
particle removed structures, in Figure 3(b) spectral transmission rate of two particles removed
structures and in Figure 3(c) spectral transmission rate of three particles removing structures are
given.

As seen in Figure 3(a), when the removed particle gets closer to the output end, magnitude of
spectral transmission rate decreases. It can be thought that as the removed particle gets closer to
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the output point, coupled and transmitted SPP’s by particles get weaker. But the characteristic of
spectral transmission rate does not change significantly. Therefore, from these one particle removed
structures, spectral transmission rate patterns proportion to magnitude can be obtained obviously.
At the output point spectral transmission rate can be controlled by just removing one particle from
its place. The location of removed particle directly influences the output spectra. Consequently
these patterns can be used as coding information for optical communication or nanodevices. Same
things can be said for two particles removed structures as seen in Figure 3(b) and three particles
removed structures as seen in Figure 3(c).

When all structures are compared, as long as one particle exists between them, increasing
number of removed particles near the output end does not affect the magnitude of transmission
rate. But when particles which are close to first seven particles are removed, output spectra can be
different from what is expected because first seven particles are close to focus point of laser light.

4. CONCLUSIONS

In this work, a known waveguide chain structure as called original structure [5] consists of fifteen
gold nanoparticles is examined and its output spectral transmission rate is improved significantly
by just removing 4th particle and remaining all other parameters especially length of the chain
unchanged as called proposed structure. By not deploying 4th particle there became two separate
chain which enlightened by single gauss laser beam at the same time and this effect makes surface
plasmon polarizations boosted twice like a cascade amplifier. The amount of the SPP’s energy
transported to the end of the chain can be boosted efficiently without effecting spectral transmission
band properties.

In addition to one particle removed structure; two particle removed and three particle removed
structures are simulated. From these one, two, and three particle removed structures, spectral
transmission rate patterns proportion to magnitude can be obtained obviously. The location of
removed particle directly influences the output spectra. Consequently these patterns can be used
as coding information for optical communication or nanodevices.
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Abstract— We propose a method for estimation of turbulence characteristics that is based on
the sequential analysis of normalized correlation functions of Zernike coefficients. This method
has been applied for analysis of the experimental data from turbulence modeling in a water cell
with a laser beam passing through it. We show presence of the anisotropy of the turbulence in
some regimes.

1. INTRODUCTION

The wavefront phase [1, 2] of a laser beam as well as the amplitude [3–5] is used for the analysis of
turbulent characteristics. Different methods of the wavefront phase analyses exist [6–8]. Usually
estimating such parameters as inner and outer scales and the structural constant C2

n of refractive
index [5–10], these methods provide significantly different results. These differences result from a
variety of temperature regimes as well as from the diversity of methodologies. As the experimenters
are not able to control the weather conditions in the real atmosphere, there are good reasons for
using the numerical and the physical modeling to analyze the effects and to perfect the estimation
methods of the main turbulent parameters.

Most of the theories suppose that the turbulence is isotropic, which doesn’t necessarily occur.
In this work, some of the results of the experiment carried out in a water cell to simulate the

turbulence are suggested [14, 15]. The wavefront phase of a laser beam was analyzed after it has
propagated through the random layer of water. The evident advantage of such a model is the
opportunity to control the turbulent parameters and analyze them in the constant temperature,
temporal and spatial conditions.

The proposed method of turbulent parameters estimation is based on the phase decomposition
by Zernike polynomials [16]. The correlation functions of Zernike coefficients of the experimental
data phase decomposition are investigated and both the inner and the outer scale are estimated
sequentially. The key feature of the method is the mentioned sequential of turbulent scales esti-
mation results from the turbulence physical properties and allows to eliminate the indeterminacy
that usually appears in the solution of the two-parametric problem.

2. EXPERIMENTAL DESIGN AND PHASE ANALYSIS

In the experiment the turbulence was created by the temperature gradient between the heater and
the cooler plates in a water cell. The cell was made of optical glass, 34 cm in length and 21 cm in
width. the heater and the cooler plates were held at constant temperatures. The distance between
them was 10 cm. The experimental design scheme is presented by Figure 1.

A 30 mm wide collimated laser beam was propagated through the turbulent layer as showed in
Figure 1. The semiconductor laser with the wavelength of 780 nm was used. The Shack-Hartmann

Figure 1. Design of the experimental assembly. Figure 2. The direction of aperture shifting.
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(a) (b)

(c) (d)

Figure 3. Correlation functions for Zernike modes (j = 7, 8) with aperture shifting in x direction (square
curves) or y direction (circular curves): (a) C7 (X axis) and C8 (Y axis), ∆t = 10◦C without pumping; (b)
C8 (X axis) and C7 (Y axis), ∆t = 10◦C without pumping; (c) C7 (X axis) and C8 (Y axis), ∆t = 10◦C
with pumping; (d) C8 (X axis) and C7 (Y axis), ∆t = 10◦C with pumping.

(a) (b)

(c) (d)

Figure 4. Correlation functions for Zernike modes (j = 1, 2) with aperture shifting in x direction (square
curves) or y direction (circular curves): (a) C2 (X axis) and C1 (Y axis), ∆t = 10◦C without pumping; (b)
C1 (X axis) and C2 (Y axis), ∆t = 10◦C without pumping; (c) C2 (X axis) and C1 (Y axis), ∆t = 10◦C
with pumping; (d) C1 (X axis) and C2 (Y axis), ∆t = 10◦C with pumping.

sensor with 30-mm input aperture was the detector which measured the local slopes of wavefront
then they were restored to the laser beam wavefront phase. In order to calculate the Zernike
coefficients of the phase correlation functions two virtual circular apertures, both 15mm in diameter,
were allocated in the reconstructed distribution. It was possible to advance the relative position of
these apertures to each other a distance of S in the Y direction as it is shown in Figure 2(a) (along
the temperature gradient). In addition, the apertures shift along the X direction was also carried
out for anisotropy controlling.

Zernike coefficients had been calculated in each aperture before the correlation functions of
Zernike coefficients were counted. They were averaged over many realizations. The normalized
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correlation functions are given

C =
〈a1ja2j〉
〈a1〉2 (1)

where a1j is the Zernike coefficients in the first aperture, a2j is the Zernike coefficients in the second
aperture, in assumption that 〈a1j〉2 = 〈a2j〉2.

The isotropy checking showed that it is possible to create the anisotropy turbulence in a water
cell.

In this paper, the turbulent scale estimations in isotropy and anisotropy cases is estimated and
the derived results are discussed.

3. THEORY AND METHOD OF ANALYSIS

The two-dimensional spectral density of the phase fluctuation in the von Karman-Tatarskii model
is

Φ(k) =
A exp(−(k/km)2)

k(k2 + k2
0)11/6

, (2)

where A = 0.0096(2π/λ)2
∫∞
0 C2

n(z)dz, C2
n is structural constant of refractive index, λ is the wave-

length of the propagating light, k is wave vector, k0 = 1/L0, L0 is the outer scale of turbulence;
lm = α/km, lm is the inner scale of turbulence, α = 5.92.

In this cause the form of the Zernike modes correlation functions derived analogously [8] is

〈a1ja2j(S)〉 = A(n + 1)

∞∫

0

e
− k2

k2
m × (J0(2Sk) + pJ2m(2Sk))

J2
n+1

k(k2 + k2
0)11/6

dk (3)

where n is the radial order of the j-th Zernike polynomial, J is the Bessel functions of an appropriate
order; p = 0,−1, +1 depending on Zernike mode number.

Expression (3) was used for numerical calculations and shows that the correlation functions of
the Zernike coefficients of different modes order depend differently on the changes of inner or outer
scales. For the analysis the modes of the first three orders were taken. The dependence character
is very close for modes of the same order.

The opportunity to estimate sequentially the turbulent scales is based on the independence of
the third order Zernike modes of the outer scale L0 in the cause L0/D > 1, in other words when
the diameter of the receiving aperture D is less than the outer scale L0. The first order Zernike
modes appreciably depend on both the inner and the outer scales. The inner scale influences all
the investigated orders in the case lm/D ∼ 1.

The idea of the method is to estimate first the inner scale using the correlation functions of the
third order as they depend only on the inner scale. Then to estimate the value of the outer scale
using the first order correlation functions considering the inner scale known. The second order
modes are not analyzed as they depend on both scales in an approximately similar way but with
different sign.

4. RESULTS

The turbulent scales in the case of temperature difference between the cooler and the heater dt =
10◦C with and without wind were estimated. In these regimes the value of Rayleigh Ra = 2.36∗108

and Prandtl Pr = 6.27 which means that the turbulence is developed.
In the presence of the wind the Reynolds number value is Re = (1 − 1.5) ∗ 103 which is below

the critical value which allows to conclude that the flow should not be turbulent.
The isotropy was controlled with the use of observation of the correlation function of four Zernike

coefficients. According to the isotropic theory, some of the correlation functions (e.g., j = 1 and
j = 2, j = 7 and j = 8) fit each other when the direction of aperture shifting changes from y to x.
We show that the third-order modes meet this requirement in all the studied modes of turbulence.

The first-order modes demonstrate such a fit only at ∆t = 10◦C. Along with the introduction
of the flow the isotropy becomes disturbed.

As it can be seen on Fig. 3 the turbulence isn’t isotropy in the case of the flow presence. One
shouldn’t use the isotropy theories for estimating such regimes. All that can be seen is that there
is more correlation along Y axe than along the X one.
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Table 1.

∆t, ◦C pumping lm, cm along Y ; L0, cm along X L0, cm
10 no 1–2 4–9 6–10
10 yes 1–2 28–33 8–9

Resulting estimates are given in Table 1.
We estimate both turbulent scales at ∆t = 10◦C without pumping. In other cause, we can’t

estimate outer scale because anisotropy is present.

5. CONCLUSIONS

Both isotropy and anisotropy turbulent regimes can be created in the cell. The described above
method provides the correct estimation only in the case of isotropy turbulence. The outer scale
estimations of L0 = 4–10 cm and lm = 1–2 cm by ∆t = 10◦C without flow were received as the result
of the research. It should be noted that the inner scale estimations are equal in both regimes which
is probably connected with the small-scale perturbations isotropy. In order to receive the correct
turbulence parameters estimations in the anisotropy case the anisotropy theory of turbulence is
more likely needed.
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Abstract— Experimental data obtained on Irkutsk Incoherent Scatter Radar (ISR) and GPS
Total Electron Content (TEC) were used for estimation of the O+/H+ transition level and elec-
tron density distribution in the upper topside ionosphere and in the plasmasphere. As model
description we use modified Chapman function where O+/H+ transition level is used as param-
eters. On the base of the model the estimation was made for electron density distribution in the
upper topside ionosphere and in the plasmasphere, as well as for O+/H+ transition level dynam-
ics in different geophysical conditions. It is shown that plasmasphere can contribute more than
30% to GPS TEC, and input from plasmasphere should be taken into account when GPS TEC
variations are analyzed.

1. INTRODUCTION

The interest to the topside ionosphere structure and dynamics is supported by practical needs
of astronautics and space weather forecasting, which require the developing of theoretical and
empirical models. Different techniques of electron density ne(h) measurements at altitudes above
F2-layer maximum provide information about ne(h) and ion composition with different space-time
resolution. For example, low-orbital (600–1000 km) satellites can produce direct measurements of
ne and ion composition along their orbit and give wide latitude-longitude coverage. However, pure
time resolution of satellite measurements does not give a chance for investigation of fast dynamical
processes in this region. Also, direct satellite measurements can’t provide altitudinal distribution
of ne(h) as it possible to do by spectrometers in mesosphere and stratosphere, because of specific
properties of atomic gases. This problem can be solved by using ionosounde onboard satellites
with few thousands kilometers orbits, but such equipment requires significant power supply and
complicated antenna design, so only few such projects (as IMAGE/RPI and ISIS [7]) can be called
as successful.

Another example is the incoherent scatter technique, which provides excellent time and altitude
resolution, but only a few radars operate worldwide, these measurements are very expensive and
only two of radars: Arecibo and Jicamarca can make observation above 1000 km. So, the investi-
gation of upper ionosphere and plasmasphere dynamics on time intervals of hour and less is very
difficult task. Experimental data, derived by different techniques are generalized in semi-empirical
models, some of which are commonly used separately or as parts of more complex models [2–6].

Wide possibilities for ionospheric studies are given by navigation systems GPS/GLONAS, which
provide integral electron content along satellite-receiver beam. Due to relatively large number of
satellites multi-positional reception of GPS/GLONAS signals is used for reconstruction of iono-
sphere structure [8], however the sensitivity of these techniques is not sufficient for plasmasphere.

In present study we try to combine GPS TEC data with incoherent scatter data, collected on
Irkutsk ISR during period of high solar activity (1998–2000). Such analysis is possible due to tech-
nical peculiarities of Irkutsk ISR and gives new information additionally to usual ISR observations.

2. METHOD AND MODEL

The main idea of the method presented here is the estimation of the difference between GPS TEC
and total content of ionospheric electrons derived from Irkutsk’s ISR ne(h) profiles. Technical
features and frequency range (154–162 MHz) of Irkutsk ISR make possible to do Faraday rotation
measurements with absolute calibration which don’t require ionosounde information about F0F2 [9].

In brief, this technique uses the property of HF radio waves when polarization plane of the wave
rotates in the magnetized plasma with angular speed depended on local electron density. Derivative
of rotational phase is proportional to ne and it is used for calculation of ne(h) profile. Total electron
content along the radar beam may be calculated from formula

TECISR =
1
γ

hx∫

0

ne(h)dh, (1)
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Figure 1: Examples of power profiles, measured by Irkutsk ISR.

where hx is the top altitude to which TEC is calculated. Coefficient of proportionality γ can be
supposed constant for midlatitudes and it is equal to γ = e3B0 cos α

2ε0m2
eω2c . Here e is the electron charge,

B0 is the geomagnetic field strength, α is the field inclination, ε0 is the dielectric permittivity
of vacuum, me is the electron mass, ω is the radio wave frequency and c is the speed of light.
The antenna of Irkutsk ISR can emit and receive only single linear polarization, so that received
signal fades when polarization of signal and antenna are perpendicular. Typical examples of power
profiles, registered by Irkutsk ISR are shown on Figure 1. Distance to points of fading is uniquely
defined by TEC from ground (expression (1)), and these points may be used as markers of Faraday
fading TEC, which is:

TECF = 0.901× (0.5 + n)× π, (2)

Here n is the number of Faraday minimums after the first minimum which has polarization phase
equal to π/2. Even with the presence of ground clutter, which limits low altitude of observation
by 165 km, the first minimum always presents in Faraday profile of Irkutsk ISR and TECF may
be calculated. Every Faraday hump after the first minimum contributes 2.83 TECU. Practically,
at least one minimum always presents in power profile and we know altitude and TECF from the
ground to this point. Accuracy of calculation for Faraday minimum altitude depends on noise,
but it is better than 0.5 TECU. In this study we use GPS IONEX maps and TECF calculation
accuracy is better than typical errors (∼ 1TECU) of GPS mapping technique [10].

To combine GPS and ISR data we need a model of ne(h) distribution in the topside ionosphere
and in the plasmasphere. It may be modified Chapman layer model [6], where altitude of O+/H+

transition level is included as parameter. We also will suppose that atmosphere conditions below
and above O+/H+ transition level are the same and scale heights of oxygen and hydrogen ions
differ by only the mass factor 16. The altitude range of transition area is supposed to be small
relatively the size of F2 layer. Such conditions are very probable in quiet geomagnetic conditions.
As scale height of atomic oxygen ions HO+ we will use the vertical scale height (not plasma scale
height) which can be found from logarithmic ne(h) profile in lower topside ionosphere. Such scale
height depends both from plasma temperature and from ion-neutral drag effect induced by neutral
wind. If we denote by hm and hT altitudes of F2 maximum and O+/H+ transition level, the model
can be written as

NO+ = Nm exp
{

1− h− hm

HO+
− exp

(
−h− hm

HO+

)}
(3)

NH+ = NO+(hT ) · exp
(
−h− hT

HH+

)
(4)

HH+ = 16 ·HO+ (5)

Figure 2 shows schematically denotations used in (3)–(5) and three altitude ranges where dif-
ferent methods of TEC calculation are used. The altitude hF corresponds to Faraday minimum
which is used for calculation of TECF . In logarithmic coordinates ne(h) distribution inside TEC2
area will be presented by linear functions

lnne
∼= ah + b (6)
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Figure 2: Basic denotations and scheme of calculations for model.

Coefficients a and b can be easily calculated from linear regression formula. Logarithmic electron
density in the plasmasphere (TEC3) can be also presented by linear function with first coefficient
aH = a/16. Coefficient bH is calculated from condition of equality of two distributions at hT

altitude.
aHhT + bH = ahT + b, (7)

This gives:
bH = (a + a/16)hT + b, (8)

Then TEC2 may be written as

Tec2 = HO+ ×
(

exp
(
− hT

HO+
+ b

)
− exp

(
− hF

HO+
+ b

))
, (9)

TEC3 in the plasmasphere will be

Tec3 = 16HO+ × exp
(
− hT

16HO+
+ bH+

)
, (10)

Total electron content GPS is equal to sum of these values in three areas:

TECGPS = TECF + Tec2 + Tec3, (11)

Then from formulas (7)–(11) we can get the altitude hT :

hT = −HO+ ln




(TECGP S−TECF )·104

HO+ ·exp(b) − exp(ahF )

15


 (12)

Condition of the model (3)–(5) requires that hT < b · HO+ , and this criteria is the control
parameter for experimental data processing. Typical error of the method may be estimated if we
will vary TECGPS by ±1TECU. It is ±20 km in daytime when TECGPS is ∼ 30–40TECU, and it
is ±40 km in nighttime when TECGPS is ∼ 15TECU. Standard deviation of scale height calculation
lies in ±10 km range. So, if suggestions used in model are valid, then the accuracy of hT calculation
lies in interval of few tens of meters.

3. EXPERIMENT

For estimation of model quality we have analyzed the Irkutsk ISR data collected at high solar
activity (years 1998–2000) when every power profile has multiple Faraday fading and all param-
eters needed may be calculated with good accuracy. We have examined the dynamics of hT in
different seasons and geomagnetic conditions, and we also have estimated the dynamics of relative
contribution of the plasmasphere to total electron content.

As an example Figure 3 shows variation of topside ionosphere parameters during September 24–
26, 2000. Figure 3 (top plot) shows variations of hT for September 24, 25 and 26, 2000 (solid, dashed
and dot dashed lines). Bottom plot shows in the same manner relative contributes of ionosphere
and plasmasphere (above hT ) to GPS TEC, calculated by Formulas (2), (9) and (10). Summed
daily indexes Cp =

∑
ap for these days are 130, 191 and 241 respectively. The first day: September
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Figure 3: O+/H+ transition level, GPS TEC and plasmasphere TEC on September 24–26, 2000.

24 we can consider as quiet. Top panel of Figure 3 presents typical dynamic of O+/H+ transition
level which slightly changes from day to day. Bottom panel shows relative contribution of the
ionosphere and plasmasphere to total electron content.

Variations of O+/H+ transition level on Figure 3 show the good repeatability from day to day
in quiet geomagnetic conditions, but in other days their daily variations may be very specific and
they depend on local neutral wind and geomagnetic conditions. The climatology of hT variations
is the subject for additional study.

The relative contribution of plasmasphere electrons during different experiments of year 1998–
2000 can be as much as 50%, and this should be taken into account when GPS TEC data or data
from occultation experiments are used for restoration of ionosphere structure and for explanation
of ionospheric dynamics.
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Abstract— Results of series of active experiments, when transport cargo spacecraft “Progress”
engines work in the field of Irkutsk’s Incoherent Scattering Radar (ISR) view, allow us to conclude
that artificial disturbances, associated with exhaust gases, can produce observable changes in the
ionosphere and in the radar signal, even with relatively small amount of exhaust product is used.
Changes in ionospheric and radar characteristics strongly depend on geometry of the experiment.
The most significant changes are observed when the engine burn is directed towards the Irkutsk
ISR. Electron density depression (“hole”) can reach up to ∼ 20–30% compared with background
values. The hole life-time is about 10–15 minutes. Angular characteristics of reflected signals
and radar cross-section are very sensitive to these artificial disturbances.

1. INTRODUCTION

A sequence of “Plasma-Progress” Active Space Experiments (ASE) was carried out in years 2007–
2012. The main goal of these experiments is to study spatial-temporal characteristics of the plasma
disturbances caused by the engine burns of orbital maneuvering subsystem (OMS) engines of
“Progress’s” spacecrafts. All “Progress” spacecrafts were used after their mission on the Inter-
national Space Station during reduction of their orbit and destruction in the Pacific Ocean. The
“Progress” orbit altitude was usually about 340 km. Two types of engines were used in different
combinations. First were eight Orientation and Mooring Engines, 47 gram/sec exhaust product
each, which ran simultaneously (8 flights total). Second was the Approach and Correction engine
(ACE, 53 flights total) with 1 kg/sec exhaust product. Amount of engine exhaust products was
relatively small and did not exceed 11 kg.

The main ground based research tool was the Irkutsk Incoherent Scatter Radar operated by
Institute of Solar-Terrestrial Physics. Each burn took placed exactly when spacecrafts crossed
radar diagram field of view. Exhaust directions and amount of injected products were changed
for each flight. As diagnostic technique we used the standard ionosphere observation mode by
Incoherent Scatter method which was adapted to technical features of Irkutsk ISR [7]. Also,
special technique was used for precise diagnostic of spacecraft radiolocation cross-section, including
angular characteristic of reflected signal [9]. Incoherent scatter technique was used for studying
of ionosphere response to electron density (Ne(h)) irregularities associated with exhaust products
(mainly these are Ne(h) depletions with 5–20 minutes lifetime). Radiolocation measurements let
us study space-temporal refractive effects caused by exhaust stream.

Artificial ionospheric disturbances associated with spacecraft engine exhaust were investigated
during some experiments, which were performed with the NASA Space-Shuttle programmer and
ISR (Millstone-Hill, Jicamarca and Arecibo) [1–6]. During these experiments large portions of
exhaust products injected into the ionosphere almost simultaneously and produced large area of
ionization depletion. The amount of exhaust products varied from 87 kg [2] up to 830 kg [3]. These
experiments produced large disturbances observed in the ionosphere for the period of one hour or
more along the Shuttle track near the F2 layer maximum.

According to [1–3], exhaust products in the ionosphere initiate two observable effects: first is
the production of local peak in radar received power, with tens of second duration; second is the
reaction of exhaust gases (H2O, H2, and CO2) with the ambient ionospheric plasma, which make
dominant atomic ions (O+) convert to molecular ions which, in their turn, recombine rapidly with
the ambient electrons to form neutral species. The second process under consideration depends
both on the stream direction and geometry, and it can be of different duration depending on
the background plasma density. In the experiments [1–6] the depletion areas were significantly
wider then radars diagram patterns, and changing in electron density could be easy observed. The
peculiarity of present study is the localization of exhaust cloud in the space, which means that this
cloud can overlay only a part of the radar diagram or can be moved from the diagram by neutral
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wind. This requires careful estimates of external factors when direction and time of each burn are
chosen. Despite on these problems, the advantage of these experiments is their repeatability.

2. EXPERIMENT RESULTS

Till present time we carried out 11 experimental ASE sessions (3–7 days each), with 61 experimental
flights total. The times of experiments correspond to different ionospheric conditions day/night,
seasons, solar activity etc. [8, 9]. First session in September 2007 showed observable (15–30%)
depletions of ionization during three experiments, however, other four days we did not observe
significant effects. Similar result was obtained in year 2008 [9].

Ionospheric conditions during the ASE experiment in 2007–2008 corresponded to very low solar
activity. Geomagnetic conditions were also quiet (Kp < 4). While quiet geomagnetic conditions
were the advantage of the experiment, the low solar activity was the disadvantage because it
produced very low background electron density. It caused low radar signal/noise ratio (especially
in nighttime) and, hence, the bed experimental data quality. However, low background Ne is the
chance for relatively small exhaust mass to make Ne(h) depletion in significant volume. This is
why some experiments showed observable effects.

Later experiments in years 2010–2011 were carried out at higher solar activity level, and as
result at higher background Ne(h). These experiments confirm previously founded conclusion that
scale of artificial irregularities depend on background ionization. Figures 1 shows Ne(h) profiles
for September 1, 2010 experiment when ACE exhaust stream was directed northward. Blue curve
corresponds to conditions before burning, next curves are Ne(h) after: 5 min. (green); 9 min.
(red); 14 min. (light-blue); and 19 min/(black). The maximal depletion was about ∼ 28% after
8–10 minutes. Figure 2 shows in the same manner the result of September 4, 2010 experiment
where maximal depletion was about ∼ 12% also after 8–10 minutes.

It should be mentioned that during some flights with similar conditions (mass of fuel, burn
direction, local time) significant ionospheric disturbances were not observed. Figures 3 and 4 show
that in similar conditions differences between Ne(h) profiles can’t be distinguished from regular
variations and statistical errors. Similar results were obtained in April 2010 experiment. In each of
five flights ACE worked “on braking” or “toward the radar” with total exhaust from 5.7 to 9.8 kg.
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Local time of these experiments was from 01 : 30 LT to 03 : 30 LT. Clear response to these burns was
not founded. The most probable reason for unsuccessful experiments are the differences of flight
orbits from ISR antenna diagram position which has 0.5◦ size in north-south direction and ∼ 10◦
in west-east direction. Angle between spacecraft orbit and long axes of radar diagram is changed
from one flight to other, and only flights when orbit and diagram coincide or are very close to each
other can produces clouds which significantly overlay the diagram pattern.

Disturbances generated by burn streams make changes in power and phase characteristics of
“Progress” radar signals. Figure 5 shows temporal variations of “Progress” radar power during two
April 2010 experiments. Black and gray lines correspond to radar beam positions shifted by 0.5◦.
All curves show clear changing of signal in reply to engine running. Curves on Figure 5 show both
depletion of total power and noise-like variations caused by refraction on irregularities generated
by burn. This noise-like behavior of the radar signal continues a few seconds after engine switches
off.

Some experiments when burn stream was pointed toward ISR show extremely large depletion
of radar signal. Figure 7 shows variation of “Progress” radar signal (a) and calculated radar
cross-section (b) during 07.09.2008 experiment. Dash line on left plot shows typical variations of
radar signal when “Progress” passes through ISR antenna diagram. Radar cross-section shows the

Figure 5: “Progress” radar power during the
23.04.2012 experiment. ACE runs “on radar”, ver-
tical dashed lines are time of ACE switch on and
switch off. Amount of fuel 8.88 kg.

Figure 6: As on Figure 5 for the 26.04.2012. ACE
runs “on radar” with 8.83 kg exhaust.

(a) (b)

Figure 7: Variation of the “Progress” radar signal (a) during 07.09.2008 experiment. Dash line shows signal
without burn. (b) is the actual radar cross-section of “Progress”. Exhaust product was 11 kg.
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changing of “visible” “Progress’s” size during the burn. We should mentioned that Irkutsk ISR
has carrier frequency ∼ 160MHz. Strong depletion of radar cross-section in this experiment can
be caused by two reasons: the refraction of radar signal on stream edge or absorption (or sporadic
partial reflections) of the signal by irregularities of ∼ 2 meter size which are generated inside the
burn stream.

In such experiments the signal reflected by “Progress” may be used as indicator of stream size
and dynamics. As antenna system of Irkutsk ISR has two half-horn structure in east-west direction
and independent receiver for both half-horn it is possible to make interferometric measurements of
reflected signal by using phase difference between these receiving channels. This technique is now
developed for estimation of stream size both along and across stream direction.

3. CONCLUSIONS

Results of active experiments show that small portions of exhaust gases from spacecraft engines can
produce irregularities in the ionospheric plasma, which can be observed and study by incoherent
scatter facilities. In the cases when cloud of exhaust gases occupies significant part of radar diagram
pattern the depletion of ionization can be observed. Typically it can be 10–30% of background
electron density with life-time about 10–20 minutes. Some experiments were unsuccessful, and this
means that procedure of forming of irregularity clouds is not yet perfect because it depends on
many external factors.

Small-scale irregularities, generated by exhaust stream moving and expansion, are also the
subject for further investigations. Effects of diffraction or absorbing on these irregularities are
regularly observed during ACE experiments and they provide the information about exhaust stream
dynamics.
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Abstract— The ionospheric slab thickness (τ) is a parameter which provides information about
the nature of the distribution of ionization at a specific location and is defined as the ratio of the
vertical Total Electron Content (vTEC) measured in TEC units (1 TECu = 1016 electrons m−2)
to the maximum ionospheric electron density in the F-region (NmF2). Slab thickness provides
substantial information on the shape of the electron density profile as well as the neutral and
ionospheric temperatures/gradients,composition and dynamics. On the other hand the electron
content in the plasmasphere, termed plasmaspheric electron content (PEC) has received increas-
ing interest in the last few years due to its significance in measuring and modeling the ionosphere
to altitudes lower than GPS, in the context of transionospheric signal propagation.

An investigation of the characteristics of these two parameters (τ and PEC) is carried out
based on 650 values of vTEC and NmF2 retrieved by a space-based technique (radio occul-
tation measurements from the Constellation Observing System for Meteorology, Ionosphere, and
Climate-FORMOSAT-3/COSMIC) and vTEC values based on a ground-based technique (IGS
dual frequency GPS receivers facilitating monitoring of the ionosphere) taking advantage of the
inherently excellent spatial coverage achieved by the satellite constellation and the relatively
uniform distribution of GPS stations operating over European latitudes. To ensure that simul-
taneous measurements of GPS derived vTEC and COSMIC derived vTEC and NmF2 are used,
the distance between the GPS stations and GPS occultation at the peak of the F layer is lim-
ited to 1◦ within a time interval of 5min. In addition only data during geomagnetically quiet
conditions have been taken into account, as ionopsheric electron density irregularities give rise to
erroneous determination of the peak density and height from GPS occultations due to significant
fluctuations of the electron density profile.

1. INTRODUCTION

The ionospheric slab thickness is a physical parameter that is related closely to the shape of the
ionospheric electron density profile [1]. Slab thickness is also helpful in understanding the nature of
variations of the upper atmosphere, since it can be related directly to the vertical scale height [2].
In addition the temporal and spatial distribution of slab thickness provides possibilities for more
accurate calculation of the signal delay of radio wave propagating through the ionosphere. Based on
long-time series of vTEC and of F2 peak electron density (NmF2), numerous analyses of the clima-
tological behavior of the slab thickness have been made where it was recognised that slab thickness
shows diurnal, day-to–day, seasonal, spatial, solar, and geomagnetic activity variations [3]. In this
study, 1800 slab thickness values were calculated based on ground-based GPS TEC measurements
over Europe and GPS/COSMIC radio occultation measurements for the period 2007–2010.

The ionospheric slab thickness (τ) is a parameter which provides information about the nature
of the distribution of ionisation at a specific location and is defined as the ratio of the vTEC to the
maximum ionospheric electron density in the F-region (NmF2) [3].

τ =
TEC

NmF2
(1)

2. DIURNAL AND SEASONAL BEHAVIOUR OF SLAB THICKNESS

The slab thickness database used in this study consists of measurements from January 2007 to De-
cember 2010 covering three years of low to medium solar activity period. These measurements were
retrieved by combining the simultaneous and co-located LEO TEC (FORMOSAT-3/COSMIC) and
ground GPS TEC measurements over the European sector. The FORMOSAT-3/COSMIC satellite
system consists of six small satellites deployed at a height of about 800 km to form a constellation
with circular orbit. Figure 1 shows the diurnal profile of monthly median values of slab thickness
where the seasonal variation of τ is characterised by rather higher night-time values (from 20UT
to 06UT) in comparison with the daytime values (from 08UT to 18UT).
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Figure 1: Diurnal profile of monthly median values of slab thickness over Europe for 2007–2010.

In addition it can also be observed that slab-thickness shows a strong pre-sunrise peak. This
morning peak in slab-thickness may be attributed to the lowering of the ionospheric F layer im-
mediately before sunrise to regions of greater neutral density, leading to increased ion loss due to
recombination [4]. The effect is considered to be particularly evident in the bottomside ionosphere
that encompasses the density peak. As a result, the decrease in NmF2 and the bottomside density
is much faster than the topside ionosphere where the loss rate is lower and thus, an enhancement
occurs. Furthermore, plasmaspheric fluxes can also play a role in the increase. The pre-sunrise
peak is a regular feature reported to appear during solar minimum in all seasons and latitudes,
while during solar maximum it is still preserved for high and low latitudes but not evident in middle
latitudes [5].

3. PLASMASPHERIC INVESTIGATION USING SATELLITE MEASUREMENTS

Plasmaspheric electron content (PEC) is an elusive component of GPS TEC. It is significant in
measuring and modeling the ionosphere to altitudes much lower than GPS, such as for ground-
based transionospheric radars that must detect and track orbital and ballistic objects [6]. In this
study, we present results based on vTEC values from a chain of GPS stations over the European
sector and LEO TEC retrieved by radio occultation measurements from FORMOSAT-3/COSMIC
satellites.

In Figure 2(b) PEC with respect to latitude is plotted outlining a clear trend (continuous trend
lineline) for decreasing towards the poles as expected. This is due to the fact that the GPS raypaths
traverse different distances through the plasmasphere at different latitudes. The raypath length
through the plasmasphere decreases with increasing latitude and therefore so does PEC. A good
correlation between GPS TEC and LEO TEC is shown in Figure 2(a) which represents a scatter
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Figure 2: (a) GPS TEC versus LEO TEC, (b) PEC versus latitude over the European sector and (c) Diurnal
profile of PEC contribution to GPS TEC.
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Figure 3: Monthly median variation of PEC over Cyprus from January 2009 to August 2010.

diagram between the two datasets with the GPS TEC overestimating the LEO TEC values as
expected (emphasised by the GPS TEC = LEO TEC line) since it includes the plasmaspheric
contribution (PEC). In addition from Figure 2(c) it is evident that the percentage contribution
of PEC to the GPS TEC varies from a minimum of about 20% during daytime to a maximum of
about 60% during nighttime. The night-time PEC percentage contribution is much higher because
ionospheric electron content is low at that time of the day whereas during daytime, the ionosphere
electron content is much higher, corresponding to a lower plasmasphere contribution as expected
since the electron density below the F2 layer peak varies significantly according to local time and
is higher during daytime than at night-time. These findings are in general agreement with the
average plasmaspheric contribution reported at various studies [7–9].

To evaluate the behaviour of PEC over a single European location we used vTEC values obtained
from GPS satellite signals (GPS TEC) and we evaluated PEC by subtracting these values from
total electron content derived from ionograms (ITEC) obtained simultaneously from the digisonde
(DPS-4D) located in Nicocia Cyprus. The difference of GPS TEC-ITEC can be considered as a
measure of PEC over Cyprus and by making use of the good temporal resolution we can get a better
insight on its diurnal and annual variability. Figure 3 demonstrates the monthly median diurnal
pattern of this contribution from January 2009 to August 2010. It is obvious that the shapes of
the monthly median patterns are similar for each month of 2009 and 2010 and also that the PEC
values are greater for 2010 implying an increasing trend with increasing solar activity. The greater
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PEC occurs characteristically towards sunset.

4. CONCLUSIONS

The estimation of percentage contribution of the plasmaspheric electron (PEC) content and slab
thickness (τ) obtained by combining the simultaneous and co-located LEO TEC-NmF2 and GPS T-
EC measurements over the European sector has been presented. The diurnal pattern of PEC
contribution and τ in the European sector for years 2007 to 2010 has been presented. A conclusion
that can be drawn from this investigation is that the plasmashpere contributes significantly to total
TEC at 20% during daytime to 60% during night-time and therefore can have significant effect on
our communication and navigation systems. In addition we observe that τ has a very distinctive
diurnal pattern which varies in accordance to the month of the year with a very characteristic
pre-sunrise peak which seems to gradually diminish from winter to summer.
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The Doppler Effect at the Propagation of the Signal through the
Multipath Radio Channel in HF Wave Band

N. V. Ilyin and M. S. Penzin
Institute of Solar-Terrestrial Physics of the Siberian Branch of the RAS, Russia

Abstract— The Doppler frequency shift is usually equal to a part of hertz or several hertz at
pulse vertical or oblique ionospheric sounding at carrier frequency of several megahertz. Usually
the duration of the probe pulse is hundreds of microseconds and the propagation time is millisec-
onds. Thus the spectral width of a single pulse is about 10 kHz. It is impossible to measure the
frequency shift of a part of hertz. One of the approaches for detecting Doppler frequency shift is
that a coherent sequence of pulses is emitted. In this case the spectrum of the pulse sequence is
line one. If the sequence length is large enough so that the width of the line was comparable to
the frequency shift then the normal spectral analysis of the entire sequence allow us to measure
this shift if it does not change during the analysis.

Another approach also uses the coherent pulse sequence but instead the spectrum of the entire
sequence we record the shift of the average phase of each pulse in relation to the previous one.
This requires a coherent processing, for example, with synchronous phase detector. If the analog
outputs of the phase detector are inputted to an oscilloscope then the single pulse reflected
from the ionosphere will be represented by the oval whose width is about 10% of its length (the
phase distortion due to dispersion of the absorption). The position of such oval will change due
to changes in the phase of the propagation function. The oval rotates and at the same time
practically the speed of the rotation is not constant. It is the average speed of the rotation that
is interpreted as a Doppler frequency shift.

It is shown, using results of modeling with the normal wave method, that the most sensitive
characteristic of the signal in relation to the parameters of the radio channel is the phase at
propagating the signal in the multipath radio channel in comparison with amplitude, the angle
of coming, the time delay.

The results of modeling the propagation of the monochromatic signal through a quasi-stationary
multipath radio channel are presented. The behavior of the phase of each beam individually and
the quadrature-components behavior of the total signal is shown.

1. INTRODUCTION

The Doppler frequency shift is usually equal to a part of hertz or several hertz at vertical or oblique
ionospheric pulse sounding at carrier frequency of several megahertz. Usually the duration of the
probe pulse is hundreds of microseconds and the propagation time is milliseconds. Thus the spectral
width of a single pulse is about 10 kHz. It is impossible to measure the frequency shift of a part
of hertz. One of the approaches for detecting Doppler frequency shift is that a coherent sequence
of pulses is emitted. In this case the spectrum of the pulse sequence is line one. If the sequence
length is large enough so that the width of the line is comparable to the frequency shift then the
normal spectral analysis of the entire sequence allow us to measure this shift if it does not change
during the analysis.

Another approach also uses the coherent pulse sequence but instead of the spectrum of the
entire sequence we record the shift of the average phase of each pulse in relation to the previous
one. This requires a coherent processing, for example, with synchronous phase detector. If the
analog outputs of the phase detector are inputted to an oscilloscope then the single pulse reflected
from the ionosphere will be represented by the oval which width is about 10% of its length (the
phase distortion due to dispersion of the absorption). The position of such oval will change due to
changes in the phase of the propagation function. The oval rotates and at the same time practically
the speed of the rotation is not constant. It is the average speed of the rotation that is interpreted
as a Doppler frequency shift. It is shown, using results of modeling with the normal wave method
that the most sensitive characteristic of the signal in relation to the parameters of the radio channel
is the phase at propagating the signal in the multipath radio channel in comparison with amplitude,
an angle of coming, a time delay.

There is presented results of modeling the propagation of the monochromatic signal through a
quasi-stationary multipath radio channel with the normal-wave method [1]. The behavior of the
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phase of each beam individually and the quadrature-components behavior of the total signal is
shown.

The normal-wave methods allow us to see the fine structure of the spectral signal changes at
propagating through the multipath channel. Other methods measure a average Doppler shifts along
the path [2, 3].

2. THE PULSE SEQUENCE

For simplicity, we’ll consider a narrow-band amplitude-modulated pulses with a carrier frequency
ω0 and amplitude a(t). The pulses are repeated after a time interval T .

The separate emitted amplitude-modulated narrowband pulse is given by

u(t) = a(t) cos(ω0t), (1)

and the coherent sequence of emitted pulses is given by

f(t) =
∑

a(t− kT ) cos(ω0t). (2)

We believe that the period is proportional to the pulse repetition period of the carrier frequency.
The spectrum of such a sequence is

F (ω) = U(ω)
∑

exp(iωkT ),

U(ω) = (A(ω + ω0) + A(ω − ω0))/2,
(3)

here A(ω) is the spectrum of a(t).

∣∣∣
∑

exp(ikωT )
∣∣∣
2

=
(

sinNωT

sinωT

)2

The sum of exponents tends to a sum of δ functions when the number of terms is increasing.
The coherence of the sequence of signals is needed that exponents in the sum have not the phase
shift. In fact, the finite sum is different from δ functions and looks like repeating narrow peaks
with a period 2π/T . The smaller peaks are grouped on short distance around those peaks.

Thus the spectrum of the coherent pulse becomes the line spectrum with an envelope equal to
the spectrum of the single pulse.

3. THE PROPAGATION OF THE PULSE SEQUENCE THROUGH THE MULTIPATH
RADIO CHANNEL

Let us now consider the propagation of a sequence of pulses through single-beam quasi-stationary
channel, a channel which parameters vary slowly with time. Channel in the signal band is charac-
terized by a transfer function

H(ω) = |H(ω)| eiΦ(ω) = H0(1 + γ(ω − ω0))eiΦ0+iτ0(ω−ω0), (4)

here H0 is the module of the transfer function at the carrier frequency, γ is the logarithmic frequency
derivative of the transfer function that represents the slope of the module in the signal band, the
value that determines the distortion of the pulse in the first order in the bandwidth, Φ0 is phase of
the transfer function at the carrier frequency τ , τ0 is the group delay of the pulse signal, which is
equal to the frequency derivative of the phase of the transfer function.

In this case, we assume that all the four parameters of the transfer function may depend on
time, but their influence is considered separately. Suppose, at first, that only the phase of the
transfer function is changing over time, and the time dependence is linear.

Timing selected parameters of the signal correspond to vertical pulse sounding of the ionosphere
in the shortwave range. The frequency f = ω0/2πf is about 2 MHz, pulse duration is 100 microsec-
onds, the frequency of pulse repetition is 50 Hz, i.e., 50 pulses per second. The bandwidth of a
single pulse in this case is of the order of 10 kHz. The distance between the peaks of the spectrum
of a sequence is 50 Hz.

When the single pulse propagates through such a channel the signal at the output will look like

u0(t) = H0

[
a(t− τ) cos(ω0t + Φ0)− γ

d

dt
a(t− τ) sin(ω0t + Φ0)

]
(5)
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in complex form
u0(t) = H0c(t− τ) exp (i(ω0t + Φ0)) (6)

here c(t) = a(t)− iγa(t).
Let’s consider the effect of various channel parameters on the characteristics of the received

signal:

1) We believe that from pulse to pulse phase Φ0 varies linearly

Φ0(k) = k∆Φ

The spectrum a coherent received sequence of pulses will be of the form

F0(ω) = U0(ω)
∑

exp(i(kωT + k∆Φ)) = U0(ω)
∑

exp
(

i

(
ω +

∆Φ
T

)
kT

)
. (7)

Thus, the visible frequency shift in the received sequence of pulses is ∆ω = ∆Φ/T .
2) Let’s consider the effect of shifting the group delay. Let the delay of each pulse is shifted by

∆τ but it means that at the point of the reception time difference between adjacent pulses is
T + ∆τ (not T ) which will give the spectrum of the coherent sequence

F0(ω) = U0(ω)
∑

exp(i(ωk(T + ∆τ)). (8)

That is, the distance between the maxima of the spectrum is changed. Line shape is not
changed.

3) Effect of changes in amplitude H0

F0(ω) = U0(ω)
∑

(H0 + ka) exp(iωkT ) = U0(ω)
(∑

H0 exp(iωkT ) + a
∑

k exp(iωkT )
)

.

(9)
Thus, the dynamics of the modulus of the transfer function distorts the shape of the spectral
lines and does not change frequency shift.

4) The damping effect of dispersion is reduced to a change in the shape of the spectral lines and
an increase in distant peaks in the spectrum. The position of the central line does not change.

Thus, the observed shift in the spectrum of quasi-monochromatic signal as a whole can lead only
to a change of the phase transfer function over time. In this case, the phase is the most rapidly
changing value.

4. THE PROPAGATION OF THE PULSE SEQUENCE THROUGH THE MULTIPATH
RADIO CHANNEL WITH THE NORMAL-WAVE METHOD

Multipath channel is the sum of the single beam channels. Therefore, the transfer function is the
sum of the transfer functions of separate rays.

If the monochromatic signal is emitted in the presence of multipath then it will also be monochro-
matic

u(t) = a cos(ω0t). (10)

Suppose that there are a few rays, each ray has the form

ai cos(ω0t + ϕi) + bi sin(ω0t + ϕi) (11)

then the sum of rays is

cos(ω0ti)
[∑

(ai cosϕi + bi sinϕi)
]

+ sin(ω0t)
[∑

(−ai sinϕi + bi cosϕi)
]
. (12)

In the stationary case, we have a pure harmonic oscillation with certain amplitude and phase.
The vector amplitude of the resulting oscillations is the vector sum of the amplitudes of separate
rays. Since each vector changes slowly over time (this is conjecture) then the sum also changes.
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Thus, if the emitted monochromatic signal then quadrature components of the received signal have
the form:

a(t) =
∑

(ai(t) cos φi(t) + bi(t) sin φi(t))

b(t) =
∑

(−ai(t) sinφi(t) + bi(t) cos φi(t))
. (13)

Note that if all the phases are constant and only the amplitude of the separate ray changes then
spectral analysis of the quadrature components shows the presence of Doppler effect, although the
pulse sounding does not show it.

In the method of normal waves the channel transfer function is:

H(ω) = A
∑

i

Ri(ω, x1)Ri(ω, x2) exp
(

ika

∫ θ2

θ1

γi(ω, θ)dθ

)
. (14)

Here ω is frequency, x1 is height of the emitting point, x2 is height of the receiving point, θ is angular
distance, limits on integral is angular coordinates of the receiving point and the emitting point on
earth surface, γi is spectrum parameter, the number of the spectrum parameter corresponds to the
number of normal wave of order of 105, A is radius of Earth.

5. THE MODELING RESULTS OF THE PROPAGATION OF THE SIGNAL THROUGH
THE MULTIPATH CHANNEL WITH NORMAL-WAVE METHOD

For quantitative estimates of the possibility of using this approach the current method of calcu-
lating the field in the method of normal waves was modified, currently used for prediction of the
propagation in the stationary ionosphere.

Phase of the normal waves is of the order of 105, the absolute phase of individual pulses has
the same order. Moreover, for fixed points of emission and reception for the quasi-monochromatic
signal at the carrier frequency ω0 the sum divides into several sums corresponding to the geometrical
optics rays. The module of the partial transfer function and the phase are analytic functions of the
parameters of the ionosphere, in particular they depends on the critical frequency. Accordingly,
the phase of the pulse (average phase) is also analytic function of the parameters of the medium.
It means that if variations in the critical frequency of the layer is small then the phase variation
of the pulse is proportional to variations in the critical frequency but the proportionality factor (in
fact, the factor ka is the ratio of the radius of the earth to the wavelength) is very large, about
105. So, when modeling the dynamics of the phases of individual pulses it is necessary to go with
a time step such that the critical frequency during this time does not change by more than 10−3%.

The modeling shows that if critical frequency changes to 2% then the linearity of the phase
change on changes of the critical frequency is preserved. In fact, a separate phase of the beam
monitors changes in the plasma frequency at the point of reflection.

Illustrations of each phase changes of the rays on the road 3500 km are presented on Figures 1–4
at the critical frequency 6 MHz, operating frequency of 10 MHz. The behavior of the total signal
for a change the one parameter (critical frequency) and the two parameters (the critical frequency
and height of the beginning of the layer) are presented too. Variations of the critical frequency are
up to 0.1%, the height variation of the beginning of the layer is up to 0.5 km.

For the modeling was taken the model layer, which is homogeneous along the path and is define
by three parameters: the critical frequency of the layer, the maximum height, and the height of
the beginning of the layer. Such a model is chosen from those considerations that it has the small
number of parameters characterizing the medium; hence, it is the easiest way to determine the
influence of each parameter separately.

The Figures 1–4 show the following: the time pulses sweep receiving at the observation point
is in the top right part, the time behavior of the phase of each pulse is in the right bottom part,
either the phase diagram of the total monochromatic signal or its quadrature components and the
envelope is in the top left.

Variations of medium parameters were specified in the form of a modulated harmonic addition
to the critical frequency:

fcr(t) = fcr0

(
1 + a cos

(
2π

t

T

)
sin

(
10π

t

T

))
, (15)
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(a) (b)

Figure 1: Phase diagram of the (a) received sig-
nal and (b) phase of the separate rays, a four-beam
channel.

(a) (b)

Figure 2: Quadrature components of the (a) received
signal and (b) phase of the separate rays, a four-
beam channel.

(a) (b)

Figure 3: Phase diagram of the (a) received signal
and (b) phase of the separate rays, a two-beam chan-
nel.

(a) (b)

Figure 4: Quadrature components of the (a) received
signal and (b) phase of the separate rays, a two-
beam channel.

here a is the amplitude of the variation, T is the duration of the perturbation.
Thus, the application of the method of normal waves allows us to develop a new approach to

modeling of propagation of the radio waves in the weak-stationary ionosphere and, in particular,
allows us to analyze the fine structure of the spectral signal changes in the multipath channel. This
in turn provides the prerequisites for creating a detailed theory of spectral distortions of the signal
in the non-stationary ionosphere and a new interpretation of experimental data and new methods
of analysis of the received signal.

Conducting such a modeling of the fine structure in the Doppler Effect in the geometrical optics
is not possible. Shift of the receiving point is equal to several meters leads to the fact that a phase
changes by tens of degrees, which completely distorts the picture of the temporal behavior of the
phase of the separate pulse.

6. CONCLUSIONS

It is shown that the most sensitive characteristic of the signal in relation to the parameters of
the radio channel is the phase at the propagation of the signal in the multipath radio channel in
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comparison with amplitude, an angle of coming, a time delay. Also it is shown that the phase
change is determined by the parameters of the medium. In fact, the phase of each beam monitors
the changes of the plasma frequency at the reflection point.

There are presented results of modeling the propagation of the quasi-stationary signal through
a quasi-stationary multipath radio channel in the report. The behavior of the phase of each beam
individually and the phase behavior of the total signal is shown.
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Abstract— We propose a technique for ionograms interpretation by means of significant signal
amplitude relief points, the identification of propagation modes, the operative definition of modes
composition, maximal usable frequencies for each propagation mode and forecast of radio channel
working frequencies ranges on the base of techniques and algorithms for radio physical information
secondary processing with a help of chirp sounder data in vertical and oblique sounding regimes.
The reliability of results depends on ionogram registration accuracy, the presence diagnostically
complex binding to uniform time system and accuracy characteristics of forecast techniques. We
show that it is necessary to choose the working frequencies for decameter radio communication
due to signals propagation conditions along radio path and noise situation in receiving point.
This procedure needs the noise measurements problem solving for given frequency range, the
determination of signal/noise ratio in accordance with receiving band width, the determination
of time and frequency scattering intervals, the choice of calculation criteria for optimal working
frequencies ranges due to signal propagation ranges and noise situation.

1. INTRODUCTION

Ionospheric communication lines are a component part of radio technical information transfer sys-
tems which use radio waves of decameter range. Modern information transfer systems are supposed
to process in big variety of noise situations quite often in condition of a priori information insuf-
ficiency. Thus the construction of adaptive systems with maximal effectiveness of signal detection
in noise situation presents big interest.

In this paper, we propose a technique for ionograms interpretation by means of significant signal
amplitude relief points, the identification of propagation modes, the operative definition of modes
composition, maximal usable frequencies for each propagation mode and forecast of radio channel
working frequencies ranges on the base of techniques and algorithms for radio physical information
secondary processing with a help of chirp sounder data in vertical and oblique sounding regimes.
The reliability of results depends on ionogram registration accuracy, the presence diagnostically
complex binding to uniform time system and accuracy characteristics of forecast techniques. We
show that it is necessary to choose the working frequencies for decameter radio communication
due to signals propagation conditions along radio path and noise situation in receiving point. This
procedure needs the noise measurements problem solving for given frequency range, the determi-
nation of signal/noise ratio in accordance with receiving band width, the determination of time
and frequency scattering intervals, the choice of calculation criteria for optimal working frequencies
ranges due to signal propagation ranges and noise situation.

2. THE TECHNIQUES AND ALGORITHMS OF SECONDARY PROCESSING

Here we shall select the main features of secondary processing. On the basis of spectral analysis we
form ionogram. On ionogram we may select four main object types: useful signal, background noise,
concentrated hindrances and isolated surges. The main problem of automatic ionogram processing
is the selection of tracks on ionogram which satisfy some criteria with following determination of
points with significant amplitude. By considering the ionogram as a complex image we may use
the techniques of image processing theory.

The secondary ionogram processing is reduced to solving of two independent problems:

a) conducting preprocessing of ionograms to remove noise from images and to improve the am-
plitude characteristics;

b) data compression to allow a significant reduction in their volume without significant loss of
useful information;

The ionogram pre-processing is concluded in clearness from noise components [1], i.e., it is
necessary to select useful signal on noise and stationary hindrances background as well as to delete
isolated surges which has an intensity comparable with useful signal and cam inflict malfunctions
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in algorithms for ionosphere parameters determination. The analysis of filters which can be used
for ionogram processing has shown that for removing the noise from image and signal restoring on
pre-processing stage one can use local filters built on the use of ordinal additive statistics which
connected with processed fragment characteristics.

The data compression technique [2] is used for selection of points with significant amplitude
which physically corresponds to signal receipts moments determining by signal front or amplitude
relief maximum. For sitting out the single artifacts, the partial data reconstruction and revealing
ionogram primary track one can use effective cellular automaton technique. Cellular automatons
are the discrete dynamical systems which completely defined by local mutual connection of theirs
elements. The whole data space is divided on elementary cells which afterwards evolutes under
discrete time. The law of the dynamics of such a system is expressed by a set of rules by which
each cell changes its state depending on the state of neighboring entering into a local area.

The implemented algorithm is allowed to achieve a compression ratio of the initial information
up to 5–10 times depending on the level of noise and speckle [2].

3. VERTICAL SOUNDING IONOGRAM INTERPRETATION TECHNIQUE

The ionogram interpretation technique is based on using of height-frequency characteristic (HFC)
modeling results in long-run forecast mode and experimental ionograms processing results. By
using ionosphere models (for example, IRI as a standard ionosphere model [3]) one can calculate
height-frequency characteristic for vertical propagation. Under modeling of this dependence we
can obtain the value of integral on the base of general formulas. This problem pertains to direct
problems class and its solving does not form big difficulty [4].

The obtained height-frequency characteristic is superimposed on experimental ionogram and
is used for model mask building. Then by scanning of model mask along the ionogram one can
construct the histogram of coincidences for model and real tracks. After that we change the slope
of model tracks and repeat the scanning process.

After the termination of the process we select the histogram with maximal number of points
with significant amplitude falling into model mask. On Fig. 1, we present the results of automatic
interpretation for vertical sounding ionogram: input ionogram (the 11/17/2005 Usol’ye-Irkutsk
path) with (a) secondary processing results and (b) interpretation results.

4. OBLIQUE SOUNDING IONOGRAM INTERPRETATION TECHNIQUE

The technique is based on using of modeling results for distance-frequency characteristic (DFC)
on given path in long-run forecast regime, adiabatic relations and experimental ionogram data
processing matrix of points with significant amplitude A(fi, Pj). For oblique sounding ionogram
interpretation problem one can formulate the following background suggestions [5]. Under the
ionosphere parameters variations within the accuracy of long-run forecast are saved the following
values:

(a) (b)

Figure 1: (a) Vertical sounding ionogram and (b) the interpretation results, November 17, 2005, 08 : 09 UT.
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- the ratio of group path Pm in joining point of lower and upper rays for some mode on path
length;

- the ratio of maximal usable frequency (MUF) for modes of different multiplicity which prop-
agates in one of waveguide channels (with lower wall as Earth surface but upper wall as E,
F1 or F2 layer);

- distance frequency characteristic for one mode with multiplicity l, on relative frequency grid
β = f/fm,l,

where fm,l — mode of maximal usable frequency for given range.
The algorithm of oblique sounding ionogram interpretation in automatic mode is built as follows.

The calculation of oblique sounding distance-frequency characteristic for given path in the regime of
long-term prediction are cried out. Coming thereof, one can construct the model mask for minimal
multiplicity mode of F layer, which includes two bands of width ∆P km (on vertical) and extent
on frequency from µfp

m to fp
m, where fp

m — forecast maximal usable frequency of supporting mode
for upper ray and with extent from νfp

m to fp
m for upper ray. The algorithm of supporting trace

on ionogram is concluded in count of point number for signal receipts moments under moving of
model mask along experimental points on relative frequency grid. The mask moves on points of
the matrix A(fi, Pj) by joining the “nose” with point Aij . Under moving the mask we count the
number of points A(fi, Pj) which falls into mask within rectangle [∆f×∆P ], where ∆f and ∆P are
selected due to ionosounder resolution on range and frequency. The maximal values of experimental
points count are saved. In the case of f r

m and P r
m determination the remained experimental points

which correspond to mode of first multiplicity are identified by lengthening of mask bands to lower
frequencies range along model distance-frequency characteristic scaled by multiplier f r

m/fp
m and

searching for elements Pij falling in these bands. After than we carry out linear interpolation
of tracks in order to turn on uniform frequency grid. The identification of modes with greater
multiplicity is conducted by above-mentioned procedure.

Figure 2 shows the results of automatic interpretation of an oblique sounding ionogram for the
02/01/2009 Magadan-Irkutsk path.

5. THE OPERATIVE DIAGNOSTICS OF RADIO CHANNEL

Under serving of regional decameter radio communication systems with radio path length not ex-
ceeded limit range of one leap (∼ 3000 km) the real-time calculation of optimal working frequencies
is possible on the base of diagnostics characteristics for vertical sounding data. In the framework
of Smith-Kazantsev technique we carry out direct recalculation of height-frequency characteristic
(HFC) in the radio path middle point into range-frequency characteristic (RFC) for oblique sound-
ing. Since the radius of space correlation for ionosphere parameters is about 1000 km then in first
approximation for radio paths with length less than two correlation radiuses we may transfer HFC

(a) (b)

Figure 2: (a) Oblique sounding ionogram and (b) the interpretation results, February 17, 2009, 04 : 20 UT.
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in sounding point to radio path middle point. This assumption is corresponds to spherically sym-
metric ionosphere model and valid for quiet medium conditions in absence of sharp gradients and
disturbances.

The algorithm of radio path characteristics calculation in real-time mode on the base current
vertical sounding data is carried out by the next scheme. We conduct automatic processing of
VS ionograms in order to select signals with significant amplitude. After that we cut off reflected
signals with multiplicity greater than 1, carry out the tracks identification and construct tracks.
After tracks selection we carry out the calculation of ionosphere parameters: critical frequencies
and minimal reflection heights for each ionosphere layer. If we have right identification for all
HFC layers on the base of tracks, then we calculate the oblique propagation characteristics: range-
frequency characteristic, maximal usable frequencies (MUF) of propagation modes and signal level
at receiver input.

On the base of OS station current data after secondary processing we have a set of tracks which
characterized different modes corresponding to different reflection regions. The maximal observed
frequency of each selected tracks is coincides with maximal frequency in that track. Each selected
track is corresponds to fixed signal propagation mode. So the minimal observed frequency is the
initial track point.

6. THE ALGORITHM OF OPTIMAL FREQUENCIES CHOICE

There exist several approaches to choice of optimal working frequencies (OWF) for radio communi-
cation. The most simple is the approach based on OWF choice by means of maximal frequency for
all modes which as a rule is corresponds to MUF of mode with minimal multiplicity in F-channel.
We subscribe to OWF the value which is equal to 0.85 MUF. On short paths under that OWF
choice in many cases the received signal can be multi-rayed. For these cases we may correct by
means of given radio line protection coefficient which defines the minimal possible signal/noise ra-
tion for given radio communication reliability. For given radio line parameters (transmitter power,
antenna, and band of signal) we determine the intervals of radio communication working frequencies
for which signal/noise ratio exceeds the value of protection coefficient. The noise level is calculated
on the base well-known station and atmosphere noise models [6] or can be measured by means of
ionosphere sounding process.

Under using modems and wide-band SW radio communication it is better to use choice criterion
for optimal working frequencies based on functional relation between error probability averaged by
random signal parameters and characteristics of information transfer channel. In this case, it
is necessary to carry our detailed analysis of oblique sounding signals structure with definition
of inter-mode delays, accounting of signal coherency band due to signal frequency dispersion in
ionosphere.

7. CONCLUSIONS

Thus the techniques and algorithms of secondary processing for ionograms and interpretation of
vertical and oblique ionosphere sounding signals allows us to select tracks on ionograms and to carry
out theirs identification. For vertical sounding we conduct the calculation of ionosphere parameters;
critical frequencies and minimal reflection heights for each ionosphere layer. In the case of right
identification of all HFC layers with a help of obtained tracks we can calculate the characteristics
of oblique propagation: range-frequency characteristic, maximal usable frequencies (MUF) for each
propagation mode and signal level at receiver input. In OS case these techniques allows us to
carry out operative definition of modes composition, MUF for each mode, to build signal RFC by
significant points of signal amplitude relief and to conduct the identification of propagation modes.
On the base of developed techniques we construct the algorithms of direct diagnostics of decameter
radio channel with a help of OS and VS data and this information allows us to carry out operative
choice of working frequencies for connected radio channel.
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Abstract— A low cost and simple structure dielectric rod antenna array is proposed. It is
composed of cylindrical dielectric rods acting as the radiation elements, which are made of low
cost Teflon with relative permittivity of 2.08 rather than high permittivity dielectric that are
commonly used in dielectric resonator antennas. To achieve high gain, dielectric rods form an
array and are connected with a microstrip corporate feeding network. After optimized by a
parallel genetic algorithm (GA) on a cluster system, a prototype 4 × 4 array is fabricated and
tested. The simulation and measurement results are in good agreement and show the proposed
antenna possesses encouraging properties, i.e., good end-fire radiation performances with a high
gain up to 20.3 dBi at the working frequency 8.0 GHz and a |S11| < 10 dB impedance bandwidth
of 7.7% (from 7.70 GHz to 8.32 GHz).

1. INTRODUCTION

In recent years, the dielectric resonator antennas have become an attractive alternative for many
modern wireless communications systems. The dielectric resonator antennas offer several advan-
tages for some applications such as small size [1], wide impedance bandwidth [2], high radiation
efficiency [3]. But so far in the large numbers of previous researches, dielectric resonator antennas
are commonly made of high permittivity materials [4, 5] that are often expensive, and some are
with complicated configurations [6, 7].

In this work, a novel dielectric rod antenna array is presented. Its geometry is very simple, e.g.,
using cylindrical dielectric rods acting as its radiation elements, and is low cost by employing a low
permittivity material Teflon to fabricate the dielectric rods. To achieve high gain, a 4 × 4 array
is formed and fed by a microstrip corporate feeding network that allows the use of low cost and
accurate planar print techniques. Structural parameters of the dielectric rods and the microstrip
corporate feeding network are optimized by a parallel Genetic Algorithm (GA) on a cluster system.

2. ANTENNA CONFIGURATION

The side view of proposed dielectric rod antenna array is shown Figure 1. It consists of 4 × 4
cylindrical dielectric rods fabricated by using widely available Teflon with relative permittivity
ε = 2.08. Each cylindrical dielectric rod is glued on a PCB (printed circuit board) with permittivity
2.65 and thickness 2.0 mm, and hold by a circular metallic waveguide located at the bottom end,
which is designed to guide and propagate electromagnetic energy.

As illustrated in Figure 2, a microstrip corporate feeding network etched on the PCB is used
to provide equal amplitude and phase excitation to all the cylindrical dielectric rods. Each termi-
nal circular patch located right under the cylindrical dielectric rod. The feed network comprises
series T-junctions power to deliver electromagnetic energy uniformly and multiple-section quarter-
wavelength impedance transformers to achieve impedance match.

3. ANTENNA OPTIMIZATION

The GA is a powerful and efficient optimization technique and has been widely applied in the
optimization of various antennas [8–10]. In this work, we employ the GA in conjunction with
FDTD to optimize structural parameters of the proposed dielectric rod antenna array for achieving
high gain and good impedance match at the working frequency.

Taking into account robustness of the Teflon, the length of the rods which is the main deter-
minant of the radiation gain is kept fixed at Ld = 80 mm. So there are a total of 12 structural
parameters needed to optimized, i.e., Rs, Dx, Dy, L1, Lc, Lp, Lq, Lt, Lr, W1, W2, W3. The fitness
function of the GA is defined as

F = C1 ∗Gain + C2 ∗ S11, (1)
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Figure 1: The side view of proposed dielectric rod
antenna array.

Figure 2: The top view of the corporate feeding
layer.

Figure 3: The fabricated dielectric rod antenna ar-
ray.

Figure 4: The measured and simulated return loss
of the prototype antenna.

where F is the fitness value, Gain and S11 refer the radiation gain in dBi and return loss in dB of
the dielectric rod antenna array at its working frequency of 8 GHz. C1 and C2 are weight factors
and set to be 0.025 and −0.03, respectively.

In the optimization, the GA employs tournament selection with elitism, single-point crossover
with probability P = 0.5, jump mutation with probability Pm = 0.2, and it uses 100 generations,
120 chromosomes, and 100 individuals in a population.

4. RESULTS AND ANALYSIS

The structural parameters determined by the GA-based optimization are as follows (unit: mm):
Rs = 4.4, Dx = 17.4, Dy = 18.4, L1 = 2.6, Lc = 10.5, Lp = 6.1, Lq = 3.3, Lt = 6.2, Lr = 3.9,
W1 = 1.4, W2 = 0.4, W3 = 2.0. A prototype antenna as shown in Figure 3 has been fabricated and
measured. Figure 4 compares the measured and simulated return loss of the prototype antenna.
The measured bandwidth is about 7.7% (from 7.70 GHz to 8.32 GHz). At its center frequency of
8GHz, the antenna has an input return loss of −11.4 dB, which estimates a good impedance match
has been achieved.

Measured and simulated radiation patterns on the XZ plane and Y Z plane at the center fre-
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Figure 5: Measured and simulated radiation patterns on the XZ Plane and Y Z plane.

quency of 8 GHz are illustrated in Figure 5. It’s obvious that the measured and simulated radiation
patterns agree very well. The gain at 8 GHz is up to 20.3 dBi. The measured side-lobes are approxi-
mately 13.5 dB below the main lobe. The simulation and measurement show the antenna radiates in
linear polarization with the main polarization in the direction of Y axis and the cross-polarization
level less than −20 dB.

5. CONCLUSION

A novel microstrip-fed dielectric rod antenna array with high gain is presented. The dielectric
antenna array is composed of cylindrical dielectric rods, which are made of Teflon. The microstrip
corporate feeding network has been chosen to provide matched phase and electromagnetic energy
to all the dielectric rod elements. After optimized by the GA in parallel on a cluster system, a
prototype antenna was fabricated and measured. The measured results agree with the simulated
results well and show that the antenna achieves a high radiation gain up to 20.3 dBi at its working
frequency of 8 GHz. Future work will focus on the design and fabrication of significantly larger
arrays of profiled dielectric rods and raise the working frequency of the antenna.
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Abstract— In a number of experimental works the phenomen of an anomalously small delay
of the electromagnetic field in the near and intermediate zones of antennas has been discovered
and analyzed. In order to interpret this effect, in this report, the space-time evolution of the
fields in the near zone of elementary dipoles is studied analytically. We studied the instantaneous
velocities of motion of the extrema and zeros of the electric and magnetic fields as well as the
Poynting vector in the near and intermediate zones of an electric dipole. This approach was
applied to the quasi-harmonic and pulse excitation modes of of the electric dipole. Using the
principle of permutational dualty, one can transfer the obtained results to the case of a magnetic
dipole, which allows us to apply them for the interpretation of the experiments performed by
O. V. Missevitch a.o.

1. INTRODUCTION

Propagation of electromagnetic pulses in a uniform medium has become a subject of research since
the time of publication of pioneering studies performed by Henrich Hertz [1]. This problem was
theoretically analyzed in works of A. Sommerfeld and L. Brillouin [2]. A review of the state-of
the-art of these studies by the mid-1970s was published by L. A. Vainshtein [3]. It has been found
that the pulse front moves with the velocity of light in vacuum c, a forerunner is formed behind
the front, and the main body of the pulse follows the forerunner. In the case of narrowband
(quasi-monochromatic) pulses, the group velocity vg, which is equal to the velocity of motion of the
main body of the pulse, is usually less than c. However, there are specific cases in which vg > c.
Propagation of pulses in a lossy medium, a supercritical plasma, and evanescent waveguides are
even more complicated situations. In these media, the amplitude deformation of pulses may be very
substantial and the velocitity of motion of the maximum of the the pulse amplitude may exceed
the velocity of light in vacuum or even may be negative [3]. It follows from [3] that implementation
of the group velocity of the pulse main body exceeding the velocity of light in vacuum does not
mean that the causality principle is violated, because the pulse main body moves behind the front
and cannot approach it.

In recent years, a large number of experimental studies of the processes related to propagation
of electromagnetic waves through sections of evanescent waveguides and, in optics, through a sys-
tem of prisms under the conditions of violated total internal reflection were performed. In these
experiments, the propagation time of the pulse passing through irregular system parts in which
nonuniform (evanescent) electromagnetic waves are formed becomes less than the propagation time
of a uniform purely transverse (TEM) wave. From the physical viewpoint, these phenomena are
similar to the processes related to propagation of the pulse main body in dispersive media with a
velocity exceeding the velocity of light in vacuum [3]. These effects are discussed in review [4] in a
broader context, which includes tunneling effects in quantum mechanics.

In the microwave band, motion of the pulse main body with a supraluminal velocity was exper-
imentally found in [5]. The phenomenon of anomalously small retardation of the electromagnetic
field in the near and Fresnel zones of antennas was experimentally studied in [6–13]. The theoretical
analysis of these phenomena is behind the experimental studies. Physical processes of formation of
pulsed fields in the near and Fresnel zones of antennas have not yet been adequately analyzed.

2. ON THE CONCEPTS OF THE VELOCITY OF THE ELECTROMAGNETIC FIELD

Let us discuss the concepts related to the velocity of motion of a nonstationary field.
We consider electromagnetic fields in a nondispersive medium (vacuum). It is known that elec-

tromagnetic waves in vacuum far away from sources propagate with the the speed c = 299970 km/s.
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In a dispersive medium, there concepts of the phase and group velocities of modulated waves. The
concepts of the group and phase velocities were used for description of propagation of the near
field of an electric dipole in vacuum [14]. This raises the question of whether application of these
concepts to the case of antennas located in vacuum is justifable.

Our viewpoint is as follows. The concept of the phase velocity, which is rigorously valid for an
isolated harmonic wave, is extended to a superposition of harmonic waves with variable amplitudes
in the following form: it relates to the velocity of motion of phase fronts corresponding to the zeros
of the components of the electric and magnetic fields.

The situation concerning the concept of the group velocity is more complicated. Radiation
of a small antenna in vacuum can be treated as excitation of a spherical waveguide. From this
viewpoint, an antenna in vacuum is a structure with frequency dispersion. The group velocity of a
superposition of waves is usually introduced as the velocity of motion of the envelope. In this case,
it is assumed that the envelope varies slowly as compared to the high-frequency filling [15]. This
definition is used in [14]. Near a point antenna, the envelope varies rapidly and the approach used
in [14] is, strictly speaking, is unjustified. The surprising thing is that, in [14], this approach was
used for the analysis of individual group velocities of electric and magnetic field components and
not the Poynting vector.

We will analyze the instantaneous velocities of motion of the zeros and extrema of the electric
and magnetic fields and the Poynting vector. Instantaneous velocities of the zeros of the electric
and magnetic fields are the phase velocities (which coincides with [14]) and instantaneous velocities
of extrema of the Poynting vector are the analogues of the group velocities.

3. A TECHNIQUE FOR THE ANALYSIS OF THE EVOLUTION OF THE FIELD LINES
OF THE ELECTROMAGNETIC FIELD AND THE VECTOR LINES OF THE
POYNTING VECTOR FOR AN ELECTRIC DIPOLE

Let us consider an electric dipole excited by a pulsed current and directed along the z axis of the
Cartesian coordinate system. Length l of the dipole is small as compared to the duraction of the
pulse exciting the the antenna and the dipole diameter is substantially lesser than the dipole length.
Expressions for the fields excited by the dipole are well known [16]:

E(R, θ, t) =
cos θ
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+
p′(t′)
cR2
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eR +
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+
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(
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)
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In formula (1), p(t) = q(t)l is the time dependence of the dipole moment and primes above function
p (t′) denote derivatives with respect to the argument t′ = t−R/c.

Let us introduce variable τ = ct−R and write field components in the following form:

ER (R, θ, t) =
cosθ

2πε0R3
f1, f1 = p (τ) + Rp′ (τ) , (2)

Eθ (R, θ, t) =
sinθ

4πε0R3
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c

4π
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(
p′′ (τ)

R
+

p′ (τ)
R2

)
(4)

The analysis of the dipole fields is simplified due to the fact that the time dependence of these
fields is parametric and the field structure is axially symmetric. This allows us to use vector analysis
in a plane and apply well-known methods of the qualitative theory of first-order ordinary differential
equations. A qualitative analysis was performed for the electric field and the Poynting vector in
the cylindrical coordinate system. The results of the qualitative analysis were reported in [17–20].

4. SOME RESULTS OF THE ANALYSIS OF THE NEAR-ZONE FIELDS OF AN
ELECTRIC DIPOLE

A feature of the applied analysis of nonstationary fields is the possibility of studying the field
evolution for sources with arbitrary time dependences of the charge and current. For this reason,
we consider in detail harmonic excitation of a dipole.
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We will analyze evolution of field component ER at θ = 0 and components Eθ, Hϕ, and SR at
θ = 90◦. Instantaneous phase velocities of the field components are determined by equating to zero
the field components [17–20] and instantaneous velocities of the field extrema and the Poynting
vector are determined from conditions ∂U

∂R = 0, where U are the corresponding components of the
field or the Poynting vector.

Trajectories of the zeros (dashed lines) and extrema (bold solid lines) of field components ER,
Eθ, and Hϕ, respectively, in plane (ωt, k0R) are shown in Figs. 1(a), 1(b), and 1(c). Thin straight
lines depict corresponding velocities of light in vacuum.

As follows from Fig. 1(a), the zeros and local extrema of ER originate at the point of the dipole
with infinite velocities. These velocities monotonically decrease with time and tend to the velocity
of light in vacuum.

As follows from Figs. 1(b) and 1(c), the process of formation of the zeros and extrema of
components Eθ and Hϕ is qualitatively different. Local extrema of Eθ and Hϕ arise at a finite
distance from the dipole with infinite velocities. Then, the extrema are split into two extrema.
One extremum moves toward infinity with a decreasing velocity tending to the velocity of light in
vacuum. The other extremum moves toward the dipole. Zeros of Eθ demonstrate similar behavior.
Zeros of Hϕ originate at the point of the dipole with an infinite velocity; then they move toward
infinity and their velocities tend to the velocity of light in vacuum.

Trajectories of the zeros of Eθ (dashed lines) and Hϕ (dotted lines) and the extrema of the
Poynting vector (bold solid lines) in plane (ωt, k0R) are shown in Fig. 1(d). It follows from the
analysis of Fig. 1(d) that formation and motion of the extrema of the Poynting vector are similar
to those of the extrema of Eθ and Hϕ. Thus, we can say that the instantaneous velocities of the
extrema of component SR of the Poynting vector are larger than the velocity of light in vacuum in
a certain time interval.

Comparison of our results with the results of study [14] shows that they coincide for the phase
velocities. As to the group velocities of field components determined in [14], their behavior quali-
tatively agrees with the velocities of motion of the extrema of ER, Eθ, and Hϕ. Evolution of the
Poynting vector was not analyzed in [14].

Along with the harmonic excitation of the dipole, we also analyzed particular variants of excita-
tion of this dipole by pulses with a finite duration and a small number of oscillations of the charge
and current. It has been shown that evolution of the zeros and extrema of the field components and
the Poynting vector is more complicated than in the case of harmonic excitation. In this case, local
extrema of the fields and the Poynting vector in the near zone may move with velocities exceeding
the velocity of light in vacuum; however, they cannot leave behind the pulse fronts.

The results obtained can be extended to the case of radiation of a magnetic dipole or an electric
loop with the use of the principle of the principle of permutational duality. Whence, the performed
analysis qualitatively explains the experimental results presented in [11–13].

(a)
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(c)

(d)

(b)

Figure 1: Evolution of the extrema and zeros of components ER, Eθ, Hϕ, and SR in plane (ωt, k0R).
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Abstract— In this paper, an array synthesis horn antenna was designed for high power mi-
crowave applications. For the high power microwave applications, an antenna should have high
gain and small back lobe to focus the beam. Four horn antennas with TE10 mode and 10 dBi of
gain were arrayed to 2× 2. The horn of 2× 2 arrayed horn antenna was extended to increase the
gain. A higher order mode in the arrayed horn antenna with extended horn occurred because
of the array distance. This higher order mode reduced the gain and broadened the beamwidth.
Therefore, the vertical junction between arrayed horns was controlled to eliminate higher order
mode. For small back lobe, two stepped-corrugated structures were attached on the aperture
in the 2 × 2 arrayed synthesis horn antenna. The size of the array synthesis horn antenna is
500× 500× 836mm3 (4.08× 4.08× 6.83λ3, where λ is free space wavelength at 2.45GHz). The
gain and front to back ratio was measured as 21.1 dBi and 38 dB respectively. The beam width
of E- and H-plane is 14◦ and 13.6◦. The designed antenna would be appropriate for high power
microwave applications.

1. INTRODUCTION

In the field of high power microwave (HPM) applications, antenna design is important because the
antenna has to handle high power energy efficiently and high gain is also needed to focus beam.
Antennas for HPM applications have been investigated. Reflector antennas [1, 2] are mainly used in
this applications due to high gain characteristics. Helical array antenna with circular polarization
was proposed in [3] for HPM applications. Reflector antennas have back lobe by spill over. This
back lobe causes personnel hazards and equipment interference possibilities. Handling HPM system
is difficult because high power source generator has large size [4]. Therefore, it is needed to reduce
back lobe in HPM antenna design and one big source generator is needed to substitute to several
small size sources to generate high power.

This paper presents an array synthesis horn antenna for high power microwave applications.
First, a horn antenna with corrugated structures is investigated to suppress back lobe. Next, four
horn antennas are arrayed to 2× 2 in order to use several power sources. To achieve high gain, the
horn of 2×2 arrayed horn antenna was extended. Split mode was occurred due to the array distance
and the extended horn in this arrayed horn antenna. The mode of the arrayed horn antenna is
synthesized by controlling vertical junction between the arrayed horn antennas and split mode is
eliminated. Finally corrugated structures are attached on the aperture of the array synthesis horn
antenna to reduce back lobe. These results are presented in the next section.

2. A HORN ANTENNA WITH CURRUGATED STRUCTURE

A basic horn antenna with corrugated structure was simulated to reduce back and side lobe before
designing an array synthesis horn antenna. It is needed to analyze back lobe reducing method in
single horn antenna because the results are applied to the array synthesis horn antenna to suppress
back lobe.

Figure 1 shows structure and radiation pattern of horn antenna with one corrugated structure
Probe-fed waveguide with cut-off frequency of 1.75GHz is used for horn antenna. The horn antenna
is designed at 2.45 GHz and it has aperture size of 122.5 mm (1λ) × 122.5mm (1λ), where λ is
wavelength in free space at 2.45 GHz. The horn antenna without corrugated structure has gain
of 10.3 dBi, E- and H-plane beamwidth are 50◦, 60◦ respectively. Corrugated structure attached
on the horn aperture and its depth is 92 mm (0.75λ) width is 162 mm (1.32λ) to reduce back lobe
Gap (g) between aperture and corrugated structure was varied from 10 mm to 20 mm. As shown in
Figures 1 (b) and (c), they are radiation pattern of E- and H-plane for g = 10, 15, 20mm and no
corrugated structure. For increasing the gap back lobe is decreased but side lobe is slightly increased
because creeping waves are not suppressed perfectly. Gap between horn aperture and corrugated
structure is chosen to be g = 20 mm because it has optimum Front to Back Ratio (FBR). When the
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3D view Side view
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g is 20 mm, gain is 10.9 dBi and E- and H-plane beam width are 50◦, 60◦ respectively. These results
represent that radiation pattern is similar to basic horn antenna. FBR is improved from 22.1 dB to
49.5 dB. Thus we confirmed that backward radiation is largely suppressed by corrugated structure.
This corrugated structure can be applied to the array synthesis horn aperture to suppress back
lobe.

3. ARRAY SYNSTHSIS HORN ANTENNA

The horn antenna for HPM applications is needed to enlarge aperture for high gain. However in
the case of single high power excitation a source must be high power, physical size is big and there
are many challenges for fabrication. Therefore array horns need to be synthesized to obtain high
gain by use of several sources. Figure 2 shows the geometry of 2× 2 array antenna to apply four
sources and they are partial illustrations of overall array synthesis horn antenna.

In the case of 2×2 array horn antenna as shown in Figure 2(a), gain was decreased by split mode
occurred as shown in Figure 2(b). Therefore vertical junctions between arrayed horns are controlled
to remove split mode. Figure 2(c) shows synthesis mode structure, length from waveguide aperture
to vertical junction part is shorter than split mode structure. Consequently, E-field distribution is
synthesized as shown in Figure 2(d). Then synthesis horn extended on the edge of arrayed horn
to increase the gain. Furthermore 2-step corrugated structures have to attach on the synthesis
horn aperture in order to suppression of back lobe. The size of the array synthesis horn antenna
is 500× 500× 836mm3 (4.08× 4.08× 6.83λ3). The gain and front to back ratio was measured as
21.1 dBi and 38 dB respectively. The beam width of E- and H-plane is 14◦ and 13.6◦.

4. CONCLUSIONS

In this paper, we designed 2×2 array synthesis horn antenna for high power microwave applications.
A single horn antenna with corrugated structure was investigated to reduce back lobe. Four horn
antennas are arrayed to divide high power and array synthesis horn is extended on the aperture
of 2 × 2 arrayed. When synthesis horn is attached on the aperture, split mode occurred in array
synthesis horn. This split mode is suppressed by controlling vertical junction between arrayed
horns. Thus gain is increased. Moreover, 2-step corrugated structure is added on the aperture of
array synthesis horn and back lobe is decreased. Therefore proposed antenna would be appropriate
for high power microwave applications.
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Abstract— An axiomatic reformulation of Maxwell’s theory of electromagnetism is presented
that permits to deduce Maxwell’s theory and, also, most of the well known theories of classical
electromagnetism. As a result it is shown that these theories are not fully equivalent.

It is shown that, independently of the existence or inexistence of free magnetic poles, Maxwell-
Hertz’s equations are valid microscopically. It is also shown that all interaction processes involve
an “electric quantity” and a “magnetic quantity”.

Using these concepts, a theory of the interaction between fields and macroscopic matter is pre-
sented, which extends the well known Maxwell-Lorentz’s theory. As a result, it is shown that
Maxwell’s theory of light propagation in a non-conducting medium concerns the interaction
between bound magnetic charges and bound electric charges, which is a phenomenon totally
different from the electromagnetic perturbations that are attached to metallic conductors, where
the excitation is due to free electric charges moving inside the conductor.

It is believed that these results, besides its academic interest, could be useful for the design and
interpretation of the functioning principle of antennas and sensors.

1. INTRODUCTION

Maxwell [1] established that the field (D) that emanates from “free electricity” is a field different
from the field (E) responsible for the “electromotive force” and, also, that the field (H) that is
the potential for the flow of electricity (the “true electric currents”) is a field different from the field
(B) responsible for the mechanical force on electric circuits, force that he called “electromagnetic
force”.

Hertz [2, 3] introduced the idea of the existence of two types of vector potentials in order to
explain the existence of two forces, of similar nature, one that is produced by electric currents and
another that is produced by magnetic currents.

Assuming the existence of magnetic monopoles and the existence of two four-dimensional po-
tentials, one that has its source in the movement of the free electric charges and the other that has
its source in the movement of the magnetic monopoles, generalized Maxwell’s equations have been
put forward [4, 5], which nowadays are assumed to be well known [6, 7].

2. SYMMETRICAL THEORY OF ELECTROMAGNETISM

We will extend Hertz theory [2, 3] by assuming the existence of two four-dimensional potentials, or
equivalently, one four-dimensional complex potential field, which produce four three-dimensional
fields, two of electric nature and two of magnetic nature:
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The combinations of these fields define two four-dimensional complex fields, the first of them, which
will be called “matter field”, is defined as:
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And the second one, which will be called “electromagnetic field”, is defined as:
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The time derivative of the “matter field” is:
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And the time derivative of the “electromagnetic field” is:
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Equation (5), in the case where the electric current represents the movement of free electric charges
and the magnetic current represents the movement of magnetic monopoles, are the generalized
Maxwell’s equations of Rohrlich [4] and Schwinger [5]. In the case of the inexistence of magnetic
charges, Equation (5) reduces to the Feynman version of Maxwell’s equations [8] or, if the electric
current represents the movement of free electric charges, they reduce to the classical “microscopic
Maxwell’s equations” [7, 9].

Using standard procedures to obtain energy and momentum flow equations [7, 8], from Equa-
tion (5) we obtain:
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It must be noted that all interaction terms are the product of an “electric quantity” and a
“magnetic quantity”.

3. DIFFERENT FORMS OF THE FIELDS EQUATIONS

The matter field can be separated into the field produced by free charges (f e and fm) and the
field produced by bound charges (Me and Mm). Then, making the following definitions: ~F ≡
~f − ~M ; ρt ≡ ρfr + ρb; ~Jt ≡ ~Jfr + ~Jb; Equation (4) can be written as:
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Also, the electromagnetic field and the matter field can be separated into a part that is produced
by the presence of electric charges (Γe and Bm), and a part that is produced by the presence of
magnetic charges (Be and Γm). We obtain:
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Equation (9) shows that electric charges produce two fields of magnetic nature and that magnetic
charges produce two fields of electric nature. In each case, one of the fields is of a solenoidal nature
and this solenoidal field is related to the other field by a Faraday’s law. This result is independent
on the existence or inexistence of free magnetic charges.

A grouping of the fields that is frequently utilized [1, 8, 10] is the following:
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(10)

Then, from Equations (7), (8) and (9) we obtain:
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Equations (11) say that De and He are the fields produced by the free electric charges and the
bound magnetic charges. And, Equation (12) says that Dm and Hm are the fields produced by the
free magnetic charges and the bound electric charges.

The following set of selected equations, which take as the representative of the “magnetic world”
the second and third equations from the first part of Equation (9) and as the representative of the
“electric world” the first part of Equation (11), corresponds to the famous Hertz version of Maxwell’s
theory [10]:
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It must be emphasized that, independently of the existence or inexistence of free magnetic poles,
Maxwell-Hertz’s equations are valid microscopically.

From Equation (11) and Equation (12), the interaction energy and momentum flow equations
can be obtained:
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Equation (14) contains an expression for the energy density that is slightly different from
Maxwell’s expression [1], but, they show that this expression for the energy density has a very
interesting property: the fields that provoke forces on the free electric charges and bound mag-
netic charges are “Hm and Dm”, which are produced by bound electric charges and free magnetic
charges, and vice versa, the fields that provoke forces on the bound electric charges and free mag-
netic charges are “De and He”, which are produced by free electric charges and bound magnetic
charges.

4. MACROSCOPIC FIELDS

Maxwell [1], to use the macroscopic concept of medium, assumed that the macroscopic fields 〈De〉
and 〈He〉 could be considered as “excitation fields” [10] and the macroscopic fields 〈Em〉 and 〈Bm〉
could be considered as “response fields”. Also, he assumed that the relationship between 〈De〉 and
〈Em〉 and the relationship between 〈He〉 and 〈Bm〉 was a characteristic of each medium; and he
also added a relationship between 〈jfre〉 and 〈Em〉.

In our case, we will choose as “excitation fields” 〈Hm〉 and 〈He〉, and we will assume that the
constitutive relations are:
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Then,
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In the case of a non-conducting medium, which was the case studied by Maxwell in his “Electro-
magnetic theory of light” [1], we have:
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It can be seen that Equation (17) predicts the “magnetoelectric effect” [11], which is proportional
to the velocities veD and vmD(optical activity coefficients [12]). If the velocities veD and vmD are
taken equal to zero, we obtain the relationships assumed by Maxwell [1].

Introducing the relationships assumed by Maxwell into the average of Equation (11) and Equa-
tion (12), for a homogeneous time-invariant medium we have:
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(18)

Equation (18) says that the free oscillations of the fields in a homogeneous time-invariant non-
conducting medium propagate with a velocity that is different from “c”. Maxwell [1] asserted
that this velocity should be equal to the velocity of light in that medium and “that light is an
electromagnetic disturbance, propagated in the same medium through which other electromagnetic
actions are transmitted”.

From Equation (17), we can see that these free oscillations result from the interplay of the bound
electric charges (which produce 〈Dm〉 and 〈〈Hm〉) with the bound magnetic charges (which produce
〈De〉 and 〈He〉). We conclude that bound magnetic currents and bound electric currents must exist
in a non-conducting medium and the effect of its macroscopic average in a homogeneous medium
is equivalent to a change in the time scale.
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5. CONCLUSIONS

The symmetrical theory of electromagnetism presented in this paper start from the explicit recog-
nition of the existence of four different three-dimensional fields and contains, as particular cases,
the classical Maxwell’s theory and also other well known theories of classical electromagnetism.
As a result it is shown that these theories are not fully equivalent. Among the theories with one
vector potential (Ae = 0) the classical Maxwell’s theory is the most general, the Feynman’s version
of Maxwell’s equations can be obtained by making also ϕe = 0, and the “microscopic Maxwell’s
equations” are obtained by making also ρbe = 0 and Jbe = 0. Among the theories with two vector
potentials the “classical generalized Maxwell’s equations” are obtained by making ρbe = ρbm = 0
and Jbe = Jbm = 0, and, the Hertz’s theory, as described by C. T. Tai, is obtained by making
ϕe = ϕm = 0 and divAe = divAm = 0.

For macroscopic media where the number of independent fields is reduced to two, by means
of the “constitutive relations”, a theory of the interaction between fields and macroscopic matter
is presented, which extends the well known Maxwell-Lorentz’s theory. As a result, it is shown
that Maxwell’s theory of light propagation in a non-conducting medium concerns the interaction
between bound magnetic charges and bound electric charges.
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